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ECQI/Omics. The word conjures up all sorts of images: manic stock traders on Wall 
Street, an economic su mmit meeting in a European capital, a somber television news 
anchor announcing good or bad news about the economy .... You probably hear 
about e<:onomics several times each day. What exactlr is economics? 

First, economics is a social sciellce, so it seeks to explain someth ing abollt 
society. In this sense, it has someth in g in common with psyc hology, socio logr, and 
political science. But economi cs is (lifferent from these ot her socia l sciences 
because of III/Ja t economists study and how they stud r it. Economi sts ask differ
ent questions, and they answer them using tools that other social scientists find 
rather exotic . 

ECONOMICS, SCARCITY, AND CHOICE 

A good definition of economics, which stresses the difference between e<:onomics 
and other social sciences, is the following: 

EcQIIQm;cs is the study of choice lI"der co"ditiolls of scarcity. 

This definition may appear strange to rou. Where are the famil iar words we 
ordinarily associate with economics: "money," "stocks and bonds," "prices,~ 

"budgets, H ••• ? As you will soon see, e<:onomic-'i deals with all of these things and 
more. But first, let's take a closer look at twO important ideas in this definition: 
sca rcity and choice. 

S CARCITY AND I NDI VI DUAL C I-I OICE 

Think for a moment about your own life . Is there anything you don't have that 
you'd like to have? Anything you'd like more of? If your answer is "no,~ congratu
lations! You are well advanced on the path of Zen self-denial. The rest of us, how
ever, feel the pinch of limits to our material standard of living. This simple truth is 
at the very core of economics. It can be restated this way: We all face the problem 
of scarcity. 

At first glance, it may seem that rou suffer from an infinite variet), of scarcities. 
There afe so man~' things you might like to have right now-a larger foom or apart
ment, a new car, more clothes ... the list is endless. But a li ttle renection suggests 

1 

Economics The study of choice 
under condItions of scarcity. 

Scarchy A situation In which the 
amount of something available is 
insuffICient to satisfy the desire 
IOf It. 
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Resources The labor. capital. 
land and natural resources, and 
entrepreneurship that are used to 
produce goods and services. 

Labor The time human beings 
spend producing goods and 
services. 

Capital A long· lasting tool that is 
used to produce other goods. 

Physical caphal The part of the 
capital stock consisting of physi· 
cal goods, such as machinery. 
equipment, and factories. 

that your limited abi lity to satisfy these desires is based on two other, more basic 
limitations: scarce time and scarce spendillg power. 

As individuals, we face a scarcit}' of time and spending power. Givell more 
of either, we could each have more of the goods aud services that we desire. 

The scarcity of spending power is no doubt familiar to you. We've all wished for 
higher incomes so that we could afford to buy more of the things we want. But the 
scarci ty of time is equal1y important. So many of the activities we enjoy-seeing a 
movie, taking a vacation, making a phone call-require time as well as money. JUSt 
as we have limited spending power, we also have a limited number of hours in each 
day to satisfy our desires. 

Because of the scarcities of time and spending power, each of us is forced to 

make choices. We must allocate our scarce time to different activities: work, play, 
education, sleep, shopping, and more. We must allocate our scarce spending power 
among different goods and services: housing, food, furniture, travel, and many others. 
And each time we choose to buy someth ing or do someth ing, we a lso choose not to 

buy or do something else. 
Economists study the choices we make as individuals and also the consequences 

of those choices. For example, over the next decade, the frac tion of high school 
graduates choosing to attend college is expected to ri se to record levels. What does 
this mean for state and federal budgets? What will happen to the wages and sa laries 
of those with col1ege degrees, and those without them? What are the implications 
for our ability to reform health ca re, to reduce poverty, and to deal with other prob
lems? Economics is uniquely equipped to analyze these questions. 

Economists also study the more subtle and ind irect effects of ind ividual choice 
on our society. Will most Americans continue to live in houses or-li ke Europeans
Will most of us end up in apartments? As the population ages, what will happen to 
the quality and accessibility of health care for the elderly? Will traffic congestion in 
our cities continue to worsen or is there relief in sight? These questions hinge, in 
large part, on the separate decisions of md lions of people. To answer them requires 
an understanding of how individuals make choices under conditions of scarcity. 

SCARCITY AND SOClAL CHOICE 

Now let's think about scarcity and choice from society'S point of view. What are the 
goals of ou r society? We want a high standard of living for our citizens, clean air, 
safe streets, good schools, and more. What is hold ing us back from accomplishing 
all of these goals in a way that would satisfy everyone? You al ready know the 
answer: scarcity. In society's case, the problem is a scarcity of resources-the things 
we use to make goods and services that help us achieve ou r goals. 

The Four Resources 

Econom ists classify resou rces into four categories: 

I . Labor is the time human bei ngs spend produci ng goods and services. 
2 . Capital is a long-lasting tool that we produce to help us make other goods and 

services. 
It 's useful to distinguish twO different types of capital. Physical capital con

sists of things like machinery and equipment, factory buildings, computers, and 
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even hand tools like hammers and screwdrivers. These are all long-lasting 
physical goods that are used to make other things. 

Human capi tal consists of the skills and knowledge possessed by workers. 
These satisfy our definition of capital: They are produced (through education 
and training), they help us produce other things, and they last for many years, 
typically through an individua l's working life. 1 

Note the word long-lasting in the defin ition . If something is used up quick
ly in the production process-like the flour a baker uses to make bread-it is 
generally 1I0t considered capital. A good rule of thumb is that capital should last 
at least a year, although most types of capital last considerably longer. 

The capital stock is the total amount of capital at a nation's disposal at any 
point in time. It consists of a ll the physical and human capital made in previous 
periods that is still productively useful. 

3 . Land refers to the physical space on which production takes place, as well as 
useful materials-natural resources-found under it or on it, such as crude oil, 
iron, coal, or fertile soil. 

4. Entrepreneurship is the ability (and the willingness to use it) to combi ne the 
other resources into a productive enterprise. An entrepreneur may be an irmo
vator who comes up with an original idea for a business or a risk taker who pro
vides her own funds or time to nurture a project with uncertain rewards. 

Anything produced in the economy comes, ul timately, from some combination of 
these four resources. Think about the last lecture you attended at your college. You 
were consuming a service---a college lecture. What went into producing that service? 
Your instructor was supplying labor. Many types of physical capital were used as well, 
including desks, chairs, a chalkboard or transparency projector, the classroom build
ing itself, and the computer your instructor may have used to compose lecture notes. 
There was human capital-your instructor's specialized knowledge and lecturing 
skills. There was land-the property on which your classroom building sits, and 
natural resources like oi l or natural gas to heat or cool the building. And some 
individual or group had to play the role of innovator and risk taker in order to 

combine the labor, capital, and natural resources needed to create and guide your 
institution in its formative years. (If you attend a public college or university, this 
entrepreneurial role was largely filled by the state government, with the state's tax
payers assuming the risk.) 

As a society, our resources-land, labor, capital, and entrepreneurship-are 
illsll((iciellt to produce all the goods and services we might desire. In other 
words, society (aces a scarcity o( resources. 

This stark fact about the world helps us understand the choices a society must 
make. Do we want a more educated ci tizenry? Of course. But that will require more 
labor---construction workers to build more classrooms and teachers to teach in them. 
It will require more land for classrooms and lumber to build them. And it will require 
more capital- bulldozers, cement mixers, trucks, and more. These very same resources, 
however, could instead be used to produce other things that we find desirable, things 

, An individual's human capital is ordinarily supplied along: with her labor time. (When your instructor 
kC!llres Or holds office hours, she is providing: both labor time and her skills as an economist and 
(eachn.) Still, it's often useful to dis(ing:ui.h {he time a worker provides (her labor) from any skills or 
knowledge pO$ses>ed (1lllman capi{al ). 

Human c:apltal The skillS and 
training of the labor force. 

Capital stoc:k The total amount 
of capital in a nation that is pro· 
ductively useful at a particular 
poir"lt in time. 

3 

Land The physical space on 
which production takes place, as 
well as the natural resources that 
come with It. 

Entrepreneurship The ability and 
willingness to combine the ather 
resources- labor. capital. and 
natural resources- into a 
productive enterprise. 
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Input Anything (including a 
resource) used to produce a good 
or service. 

Part I: Preliminaries 

stich as new homes, hospitals, amomobiles, or feaHire films . As a result, every socie
ty must have some metho<1 of al/ocatillg its scarce resources---choosing which of our 
many competing desires will be fulfilled and which will not be. 

Man y of the big questions of our time center on the different ways in which 
resources can be allocated . Th e cataclysmic changes that rocked Eastern Europe and 
the former Soviet Union during the early I 990s arose from a very simple fact: The 
method these countries used for decades to allocate resources was not working. 
Closer to home, the never-ending debates between Democrats and Republicans in 
the United States about tax rates, government se rvices, and even foreign policy 

reflect subtle but impor

Resources yersu.lnputs The term resources is often confused with anoth
er. more general term-Inputs. An input is anything used to make a good 

or service. Inputs include not only resources but also many other things 
made from them (cement. rolled steel, electricity), which are, in turn, 

used to make goods and services. Resources. by contrast, are the spe
cial inputs that fall into one of four categories: labor, land, capital. and 

entrepreneurship. They are the ultimate source of everything that is produced. 

tant differences of opinion 
about how to allocate 
resources. Often, these are 
disputes about whether 
the private sector can 
handle a particular issue 
of resource allocation on 
its own or whether the 

Microeconomics The study of 
the behavior of Individual house· 
holds, firms. and governments: 
the choices they make: and their 
interaction in specific malllets. 

S CARCITY AND EC ONOM ICS 

government should be 
involved. 

The scarcity of resources-and the choices it forces us to make-is the source of all 
of the problems you will study in economics. Households have limited incomes for 
satisfying their desires, so they must choose carefu!ly how they a!locate their spend
ing among different goods and services. Business firm.~ want to make the highest 
possible profit, but the)' must pay for their resources; so they carefully choose what 
to produce, how much to produce, and how to produce it. Federal, state, and local 
government agencies work with limited budgets, so they must carefully choose 
which goals to pursue. Economists study these decisions made by households, firms, 
and governments to explain how our economic system operates, to forecas t the 
future of our economy, and to suggest ways to make that future even better. 

THE WORLD OF ECONOMICS 

The field of economics is surprisingly broad. It extends from the mundane-why 
does a pound of steak cost more than a pound of chicken?-to the personal and 
profol1ml-how do couples decide how man)' children to have? With a field this 
broad, it is useful to have some way of classifying the different types of problems 
economists st udy and the different methods they use to analrze them. 

MICROECO NOMI CS AND M ACROECONOMI CS 

The field of economics is divided into two major parts : microeconomics and macro
economics. Microeconomics comes from the Greek word lIIikros, meaning "small." 
It takes a close-up view of the economy, as if looking through a microscope. 
Microeconomics is concerned with the behavior of individual acrors on the eco
nomic scene-households, business firms, and governments. It looks at the choices 
they make and how they interact with each other when they come together to trade 
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specific goods and services. What will happen to the cost of movie tickets over the 
next five years? How many management-trainee jobs will open up for college grad· 
uates? How would U.S. phone companies be affected by a tax on imported cell 
phones? These are all microeconomic questions because they analyze ind ividual 
parts of an economy rather than the whole. 

Macroccono mics---from the Greek word makros, meaning "Iarge"-takes an 
overall view of the !!Conom},. Instead of focusing on the production of carrots or 
computers, macroeconomics lumps all goods and services together and looks at the 
economy's total OIlf{Jut. Instea([ of focusing on employment of management trainees 
or manufacturing workers, it considers total employment in the economy. Instead of 
asking why credit ca rd loans carry higher interest rates than home mortgage loans, 
it asks what makes interest rates in general rise or fall. In all of these cases, macro· 
economics focuses on the big picture and ignores the fine derails. 

POSITIVE AND NORMATIVE ECONOMICS 

Macroeconomics The study 
of the behavior of the overall 
economy. 

5 

The micro versus macro distinction is based on the level of detail we want to con
sider. Another useful distinction has to do with our purpose in analyzing a problem. 
Positive economics deals with how the economy works, plain and simple. If some
one says, "Recent increases in spending for domestic security have slowed th e 
growth rate of the u.s. economy," she is making a positive economic statement. 
A statement nee([ not be accu rate or even sensible to be classified as positive. For 
example, "Government policy has no effect on our standard of living" is a statement 
that virtually every economist would regard as false. But it is still a positive eco· 
nomic statement. Whether rrue or not, it's abour how the econo my works and its 
accuracy can be tested by looking at the facts-and just the facts. 

Positive economics The study of 
how the economy works. 

Norm ative economics concerns itself with what should be. It is used to make 
judgments about the economy and prescribe solutions to economic problems. 
Rather than limiting its concems to jusr "rhe facts," it goes on to say what we 
should do abou t them and therefore depends on our values. 

Normative economics The study 
of what should be : it is used 
to make judgments about the 
economy. and prescribe 
solutions. 

If an economist says, "We should cut total government spending,'" she is engaging 
in normarive economic analysis. Curting government spending would benefit some cir· 
izens and harm others, so the statement rests on a value Judgment. A normative state
ment-like the one about government spending above---cannot be proved or 
disproved by the facts alone. 

Positive and normative eco
nomics are intimately rdated in 
practice . Fo r one thing, we cannot 
properly argue about what we 
should or should not do unless we 
know certain facts about the 
world . Every normative analysis is 
therefore based on an underlying 
positive analysis . But while a posi
tive analysis can, at least in princi
ple, be conducred wirhout value 
Judgments, a normative analysis is 
always based, at least in part, 
on rhe values of the person 
conducring it. 

Seemingly Positive Statement. Be alert to statements that may 
seem positive but are actually normative. Here's an exampJe: "If 
we want to reduce pollution. our society will have to use less 
gasoline." This may sound positive. because it seems to 
refer only to facts about the world. But irs actually normative. 
Why? Cutting back on gasoline is just one policy among many 
that could reduce pollution . To say that we must choose this 
method makes a value judgment about its superiority to other meth-
ods. A purely positive statement on this topic would be, "Using less gasoline-with 
no other change in living habits- would reduce pollution." 

Similarly, be alert to statements that use vague terms with hidden value judg
ments. An example: "All else equal, the less gaSOline we use. the better our qual· 
Ity of li fe. - Whether you agree or disagree. thIs is not a positive statement. Two 
people who agree about the facts-in this case. the consequences of using less 
gasoline-might disagree over the meaning of the phrase "quality of life, - how to 
measure it, and what would make it better. This disagreement could not be 
resolved just by looking at the facts. 
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Why Economists Disagree 

T he distinction between positive and normative econom ics can help us understand 
why economists sometimes d isagree. Suppose you are watching a television inter
view in which two economists are asked whether the United States should eliminate 
all government-imposed barriers to trad ing with the res t of the world. T he first 
economist says, "Yes, absolutely," but the other says, "No, definitely not." Why the 
sharp disagreement? 

T he difference of opinion may be positive in nature: T he two economists may 
have different views about what would actually happen If trade barriers were elim
inated. Differences like th is sometimes arise because our knowledge of the economy 
is imperfect or because certain facts are in dispute. 

In some cases, however, the disagreement will be normative. Economists, like 
everyone else, have different values. In this case, both economists might agree that 
opening up international trade would bene fit most Americans, but harm some of 
them. Yet they may still disagree about the policy move because they have different 
values. The first economist might put more emphasis on benefits to the overall econ
omy, while the second might put more emphasis on preventing harm to a particular 
group . Here, the two econom ists have come to the same positive conclusion, but 
their different values lead them to different normative conclusions. 

In the med ia, economists are rarely given enough time to express the basis for 
their opinions, so the public hears only the disagreement . People may then conclude 
that economists cannot agree about how the economy works, even when the real 
disagreement is over goals and va lues. 

WHY STUDY ECONOMICS? 

If you've gotten this far into the chapter, chances are you've already decided to allocate 
some of your scarce time to studying economics. We think you've made a wise choice. 
But it's worth taking a moment to consider what you might gain from this choice. 

Why study economics? 

To UNDERSTAND THE WORLD BETTER 

Applying the tools of economics can help you understand global and catastrophic 
events such as wars, famines, epidemics, and depressions. But it can also help you 
understand much of what happens to you locally and personally-the worsening 
traffic conditions in your city, the raise you can expect at your job this year, or the 
long line of people waiting to buy tickets for a po pular concert. Economics has the 
power to help us understand these phenomena because they result, in large part, 
from the choices we make under conditions of scarcity. 

&onomics has its limitations, of course. But it is hard to find any aspect of life 
about which economics does not have somethillg Important to say. Economics can
not explain why so many Americans like to watch television, but it can explain how 
TV networks decide wh ich programs to offer. &onomics cannot protect you from 
a robbery, but it can explain why some people choose to become thieves and why 
no society has chosen to eradicate crime completely. Economics will not improve 
your love life, resolve unconscious conflicts from your childhood, or help you over
come a fear of flying, but it can tell us how many skilled therapists, ministers, and 
counselors are available to help us solve these problems . 
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To ACHIEVE SOCIAL CHANGE 

If you are interested in making the world a better place, e<onomics is indispensable. 
There is no shortage of serious social problems worthy of our attention- unem
ployment, hunger, poverty, disease, child abuse, drug addiction, violent crime. 
Economics can help us understand the origins of these problems, explain why 
previous efforts to solve them haven't succeeded, and help us to design new, more 
effective solutions. 

To HELP PREPARE FOR OTHER CAREERS 

Economics has long been a popu lar college major fo r indi\·iduals intending to work 
in business. But it has also been popu lar among those planning careers in politics, 
international relations, law, medicine, engineering, psychology, and other profes
sions . This is for good reason: Practitioners in each of these fields often find them
selves confronting economic issues. For example, lawyers increasingly face judicial 
rulings based on the principles of economic efficiency. Doctors will need to under
stand how new te<hnologies or changes in the structure of health insurance will 
affe<t their practices. Industrial psychologists need to understand the e<onornic 
implications of workplace changes they may advocate, such as flexible scheduling 
or on·site child care. 

To BECOME AN ECONOMIST 

Only a tiny minority of this book's readers will decide to become e<onom ists. This 
is welcome news to the authors, and after you have studied labor markets in rour 
microec01l0mics course you will understand why. But if you do de<ide to become an 
e<onomisl-obtaining a master's degree or even a Ph .D.-rou will find many possi
bilities for employment. The economists with whom you have most likely had per
sonal contact are those who teach and conduct resea rch at colleges and universities. 
But about equal numbers of economists work outside and inside of academia. 
Economists are hired by banks to assess the risk of investing abroad; by manufac
turing companies to help them determine new methods of producing, marketing, 
and pricing their productS; by governmen t agencies to help design policies to fight 
crime, disease, poverty, and pollution; by international organizations to help create 
and reform aid programs for less developed countries; by the media to help the pub
lic interpret global, national, and local events; and by nonprofit organizations to 
provide advice on controlling COStS and raising funds more effectively. 

THE METHODS OF ECONOMICS 

One of the first things you will notice as you begin 10 study economics is the heavy 
reliance all models. 

You've no doubt encountered many models in your life. As a child, you played with 
model trains, model planes, or model people-dolls. You may have also seen archite<ts' 
cardboard models of buildings. These are physical models, three-dimensional replicas 
(hat you can pick up and hold. Economic models, on the Olher hand, are built not with 
cardboard, plastic, or melal but with words, diagrams, and mathematical statements. 

What, exactly, is a model? 

7 



8 

Model An abstract representa· 
tion of reality. 
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A model is an abstract representation of reality. 

The two key words in this definition are abstract and representation. A model 
is nor supposed [0 be exactly like reality. Rather, it represents the real world by 
abstractillg or takillg from the real world that which will help us understand it. By 
definition, a model leaves out features of the real world. 

THE ART OF BUILDING E CONOMIC MODELS 

When you build a model, how do you know which real-world details [0 include and 
which [0 leave our? Th ere is no simple answer to this question. Th e right amount of 
detail depends on your purpose in building the model in the first place. There is, 
however, one guiding principle: 

A model should be as simple as possible to accomplish its purpose. 

This means th at a model should contain only the lIecessary details. 
To understand this a little better, think about a map. A map is a model that rep

resents a part of the earth's surface. But it leaves OUI many details of the real world. 
First, a map leaves our the third dimension-height-of the real world. Se<:ond, 
maps always ignore small details, such as trees and houses and potholes. But when 
you buy a map, how much detail do you want it 10 have? 

Let's say you are in Boston, and you need a map to find the best way to drive 
from Logan Airport to the downtown convention center. In this case, you would 
want a very detailed city map, with every street, park, and plaza in Boston dearly 
illustrated and labeled as in the map on the left in Figure 1. A highway map, which 
ignores these <Ietails, wouldn't do at all. 

But now suppose your purpose is different: to select the best driving route from 
Boston to Cincinnati. Now you want a highway map such as the one on the right 
in Figure 1. A map that shows every street between Boston and Cincinnati would 
have too milch detail. All of that extra neous information would only obscure what 
you really need to see. 

The same principle applies in building economic models. The level of detail 
that would be JUSt right for one purpose will usually be toO much or toO little for 
another. When you feel yourself objecting to a model in this text be<:ause something 
has been left our, keep in mind the purpose for which the model is built. In intro
ductory economics, the purpose is entirely educational. The model s are designed to 
help you understand some simple, but powerful, principles about how the economy 

These maps are 1~"~O~d~d~' .~B~",~i~~~5~~~~;~~~~~~~fl~~~~~~~~~~~~I~a~r 
ea<-h WQuld be used fnr a 
different purpose. 
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operates. Keeping the models simple makes it easier to see these principles at work 
and remember them later. 

Of course, economic models have other purposes besides education. They can 
help businesses make decisions about pricing and production, help households 
decide how and where to invest their savings, and help governments and interna
tional agencies formulate policies. Models built for these purposes wi ll be much 
more detailed than the ones in this text, and you will learn about them if you take 
more advanced courses in economics . But even complex models are built around 
very simple frameworks-the same frameworks you will be learning here. 

ASSUMPTIONS AND CONCLUSIONS 

Every economic model begins with assumptiolls about the world. There are two 
types of assumptions in a model: simplifying assumptions and critical assumptions. 

A simplifying assumption is juSt what it sounds like-a way of making a model 
simpler without affecting any of its important conclusions. The purpose of a sim
pl ifying assumption is to rid a model of extraneous detai l so its essential features can 
stand our more clearly. A road map, for example, makes the sim plifying assumption, 
"There are no trees" because trees on a map would only get in the way. Similarly, 
in an economic model, we might assume that there are only two goods that house
holds can choose from or that there are on ly two nations in the world . We make 
such assumptions /lot because they are true, but because they make a model easier 
to follow and do not change any of the important insights we can get from it. 

A critical assumption, by contrast, is an assumption that affects the conclusions 
of a model in important ways. When you use a road map, you make the critical 
assumption, "All of these roads are open." If that assumption is wrong, your 
conclusion-the best route to take-might be wrong as well. 

In an economic model, there are always one or more cri tical assumptions. You 
don't have to look very hard to find them because economists like to make these 
assumptions explicit right from the outset . For example, when we study the behav
ior of business firms, our model will assume that firms try to earn the highest pos
sible profit for their owners. By stating this critical assu mption up from, we can see 
immediately where the model's concl usions spring from. 

THE THREE-STEP PROCESS 

As you read this textbook, you will learn how economists use economic models to 
address a wide range of problems. In Chapter 2, for example, you will see how a 
simple economic model can give us important insights about society'S production 
choices . And su bsequent chapters will present still different models that help us 
understand the U.S. economy and the global economic environment in which it 
operates. As you read, it may seem to you that there are a lor of models to learn and 
remember . .. and, indeed, there are. 

But there is an im portant insight about economics that-once mastered-will 
make you r job easier than you might think. The insight is this: There is a remark
able similarity in the types of models that econom ists build, the assumptions that 
underlie those models, and what economists actually do wi th them. In fact, you will 
see that economists follow the same three-step process to analyze almost any eco
nomic problem. The first twO steps explain how economists build an economic 
model, and the last explains how they use the model. 

Simplifying assumption Any 
assumption that makes a model 
simpler without affecting any of 
its important conclusions. 

Critical assumption Any 
assumption that affects the 
conclusions of a model In an 
important way. 

9 
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What are these three steps that underlie the economic approach to almost any 
problem? Sorry for the suspense, but you'll have to wait a bit (until the end of 
Chapter 3) for the answer. By that time, you'll have learned a little more about eco
nomics, and the three-step process will make more sense to you. 

MATH, JARGON, AND OTHER CONCERNS .. . 

Econom ists often express their jdeas using mathematical concepts and a special 
vocabulary. Why? Be<:ause these tools enable economists to express themselves more 
precisely than with ordinary language. For example, someone who has never stud
ied economics might say, "When gas is expensive, people don't buy big, gas-guzzling 
cars." T hat statement might nO[ borher you right now. But once you've fin ished 
your first econom ics course, you' ll be saying it something like this: "When the price 
of gas rises, the demand curve for big, gas-guzzling cars shifts leftward ." 

Does the second statement sound strange to you? It should. First, it uses a spe
cial term- a demalld curve-that you haven't yet learned. Second, it uses a mathe
matical concept-a shifting CIIrve--with which you might not be fami liar. Bu t while 
the first statement might mean a number of different things, the second statement
as you will see in Chapter 3-can mean only one thing. By being precise, we can 
steer clear of unnecessary confusion. 

If you are worried about the special vocabulary of economics, you can relax. All 
of the new terms will be defined and ca refully explained as you encounter them. 
Indeed, this textbook does not assume you have any special knowledge of econom
ics. It is truly meant for a "first course" in the field. 

But what about the math? Here, too, you can relax. While professional econo
mists often use soph isticated mathematics to solve problems, only a little math is 
needed to understand basic economic principles. And virtually all of this math 
comes from high school algebra and geometry. 

Still, if you have forgotte n some of your high school math, a little brushing up 
might be in order. This is why we have included an append ix at the end of this chap
te r. It covers some of the most basic concepts-such as interpreting graphs, the 
equation for a straight line, and the concept of a slope-that you will need in this 
course. You may want to glance at this appendix now, Just so you'll know what's 
there. Then, from time to time, you' ll be reminded about it when you're most likely 
to need it. 

HOW TO STUDY ECONOMICS 

As you read this book or listen to your instructor, you may find yourself following 
along and thinking that everything makes perfect sense. Economics may even seem 
easy. Indeed, it is rather easy to follow economics, since it's based so heavi ly on sim
ple logic. But fol/owing and learning are two different things. You will eventually dis
cover (preferably before your firs t exam) that economics must be studied actively, not 
passively. 

If you are reading these words lying back on a comfortable couch, a phone in 
one hand and a remote control in the other, you are going about it in the wrong way. 
Active studying means reading wi th a pencil in your hand and a blank sheet of paper 
in front of you. It means closing the book periodically and reproducing what you 
have learned. It means listing the steps in each logical argument, retracing the flow 
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of cause and effect in each mode!, and drawing the graphs that represent the model. 
It does require some work, but the payoff isa good understanding of economics and 
a better understanding of your own life and the world around you. 

Summary 

Economics is the study of choice under conditions of scarcity. As 
individuals, and as a society, we have lllllimitecl desires for goods 
and services. Unfonunatdy, the rewllrces-Iand, labor, capital, and 
cmrcprencurship-needed to produce those goods and services are 
scarcc. Therefore, we must choose which desires 10 satisfy and how 
to satisfy them. Economics provides the tools that expbin those 
choices. 

The field of economics is divided into two major areas. 
Microeconumics studies the behavior of individlul households, 
finns, and governments as they interact in specific markets. 
Macrueamumics, by comraSI, concerns itself with the behavior of 

1. Discuss whether each st,1{ement is an e"'1Inple of positive 
e(OTlOmics Or normative ~conomin or if it cOJ1lains ele
ments of both: 
a. An increasc in the personal income tax will slow the 

growth rate of the economy. 
b. The goal of any coumry's e(onomic policy should be to 

increase the well -being of its poorest, most vulnerable 
citizens. 

c. Excess regulation of slnall business i5 stifling the economy. 
Small business has been responsible for l110SI of the 
growth in employment over the last 10 years, but regu
lations arc puning a scvere d,'mper on the ability of 
small businesses to survive and prosper. 

d. The 1990s were a disastrous de(ade for Ihe U.S. economy. 
Income inequality increased to its highest level since 
before World War 11. 

2. For each of the following, smte whether economists would 
consider it a re$Ource, and if th~"y w[mld, identify which of 
the four types of resour(cs the item is. 
a. A computer used by an FBI agent to track the where-

abouts of suspc(ted criminals_ 
b. The office building in which the FBI agent works. 
c. The time that 3 11 FBI agent spends OIl a casc. 
d. A farmer's tractor. 

thl' entire economy. It considers variables such as IOtal output, 
total employment, and the overall price level. 

Economics makes heal')' usc of models-abstract representa
tions of reality. TIICse modds arc built with words, diagrams, and 
mathematical statements that help us understand how the a:onomy 
operates. All models are simplifications, but a good model will havc 
;lIst <'!Iough de/ail for the purpuse at hand. 

When analyzing almost any problem, a;onomists follow a 
thrce-step process in build ing and using economic models. This 
three-step process will be introduced at the end of Chapter 3. 

e. 'lbe farmer's knowledge of how to operate the tractor. 
f. Crode nil. 
g. A package of frozen vegetables. 
h. A food scientist's knowledge of how to commercially 

freeze vegetables. 
I. Tbe abi lity to bring wgelher resour(es to sian a frozen 

food company. 
1. Plastic bags used by a frozen food COlnpany to hold its 

product. 
3. Suppose you arC using the second map in Figure 1, whi(h 

shows main highways only. You 've reached a conclusion 
about the fastest way to drive from the Boston city center 
to an area south of the city. State whether each of the fol 
lowing assumptions of the map would be a $impli(yi"K or 
critical assumption for your conclusion, and explain briefly. 
(Don't worry about whether the assumption is mle or not.) 
a. The thicker, numbered lines are major highways with

uut naffi( lights. 
b. 111e earth is two-dimens ional. 
C. When two highways cross, yuu can get from one to the 

other without going thmugh cil)' naffic. 
d. Distan(cs nn the map are proportional to distances in 

the real world. 



APPENDIX 
Graphs and Other Useful Tools 

TABLES AND GRAPHS 

A brief glance at th is text will le ll ),OU that gra phs aTC 

important in economics. Graphs provide a convenient 
wa y [0 d isplay information and enable us to immediate
ly see relationships between variables. 

Suppose that you've juSt been hired at the ad\'ertis
ing department of Len & Harry's-an up-and-coming 
manufacUJrcr of high-em] icc cream products, located in 
Texas, You 've been asked to compile a report on how 
advertisi ng affe<:ts the camp.loy's sa les . It turns oU[ that 
the company's spcmiing on advertising has changc(] 
repeatedly in the paSt, so you have lots of data on 
monthl y advertising expenditure and momhl y sales rev
enue, both measured in thousands of dollars. 

Table A. I shows a useful way of arranging th is data. 
The company's advenising expenditure in different 
months are listed in the left-hand column, while the 
right-hand column lists total sales revenue ('"sales" fo r 
shorr) during the same months. NOIice that the data here 
is o rganized so that spending on advertising increases as 
we move down the first column. Often, JUSt looking at a 
table like this can reveal useful pauerns. Here, it's dear 
that higher spending on ad\'enising is associated with 
higher monthly sales. These two variables-advertising 
and sales-have a positive relationship. A rise in one is 
associated with a rise in the other. If higher advertising 
had been associated with lower sales, the rwo variables 
would have a negative or inverse relationship: A rise in 
one would be associated with a fall in the other. 

We can be even more specific about the positive rela
tionship between ad\'erlising and sales: Logic tells us 
that the association is very likely callsal. We'd expect 
that sales revenue depends on advertising outlays, so we 
call sales our depel/(!ellf variablf' and advertising our 
independent variable, Changes in an independent vari
able cause changes in a dependent variable, but not the 
other way around. 

To explore the relationship furthe r, let's graph it. As 
a rule, the independellt variable is measured on the hor
izontafaxi s an(1 the dependent variable on the vcr tical 
axis. [n economics, unfortunatel)', we do not always 
stick to this rule, bur for now we will. In Figure A. I, 
monthly advertising outlays-our independent vari· 
able-are measured on the horizontal axis. If we start at 
the origin-the corner where the two axes intersect
and move rightward along the horizontal axis, monthly 
advertising outlays increase from $0 to $ 1,000 to 
$2,000 and so on. The vertical axis measures monthly 
sales-the dependent variable. Along this axis, as we 
move upward from the origin, sales rise. 

The graph in Figure A.I shows six labeled points, 
each representing a different pair of numbers from our 
table. For example, point A-which represents the num
be rs in the first row of the table-shows us thai when 
the firm spends $2,000 on advertising, sales are 
$24,000 per month. Point B represents the second row 
of the table, and so on. Notice that all of these points lie 
along a straight line. 

Advertising and Sales 
at Len'" Han)" s 

Advertising E1tpendltures 
($1,000 per Month) 

Sales 
($1,000 per Month) 

12 

2 
3 
6 
7 

11 
12 

24 
27 
36 
39 
51 
54 
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S TRAIGHT- LINE GRAPH S 

You'll encounter stra ight-line graphs often in econom
ics, so it's important to understand one special property 
they possess: The "rate of change" of one variable com
pared with the other is always the same. For example, 
look at what happens as we move from point A to point 
B: Advertising rises by $1,000 (from $2,000 to $3,000), 
while sales rise by $3,000 (from $24,000 to 527,000). 
If you study the graph closely, you'll see that anywhere 
along this line, whenever adverti.~ing increases by 
SI,OOO, sales increase by 53,000. Or, if we define a 
"unit" as "one thousand dollars," we can say that every 
time advertising increases by one unit, sales rise by three 
units. So the "rate of change" is three units of sales for 
everyone unit of ad\'errising. 

The rate of change of the vertically measured vari
able for a one-unit change in the horizontally measured 
variable is also called the slope of the line. The slope of 
the line in Figure A.I is three, and it remains three no 
matter where along the line we measure it. For example, 
make sure you can see that from point C to point D, 
a<]venising rises by one unit and sales rise by three 
units. 

What if we had wanted to determine the slope 
of this line by comparing points D and E, which has 
advertising rising by four units instead of Just one? In 
that case, we'd have to calculate the rise in one variab le 
per IInit rise in the other. To do this, we divide the 
change in the vertically measured variable by the change 
in the horizonta!ly measured varia hie . 

Sales 
($1 ,000 per month) 

51 

39 
3. 
27 
24 

18 

13 

Change in vertical variable 
Slope of a straight line = 

Change in horizontal variable ' 

We can make this formula even simpler by using two 
shortcuts. First, we can call the variable on the vertical 
axis" Y" and the variable on the horizontal axis" X." In 
our case, Y is sales, while X is advertising outlays. 
Second, we use the Greek letter ~ ("delta") to denote the 
words "change in." Then, our formu la becomes: 

. . .6. Y 
Slope of .~tralght Ime = 6.X ' 

Let's apply thi,~ formula to get the slope as we move 
from point D to poinr E, so that advertising (X) rises 
from 7 units to 11 units. This is an increase of 4, so fiX 
= 4. For thi s move, sales rise from 39 to 51, an increase 
of 12, so fi Y == 12 . Applying our formula, 

.6.Y 12 
Slope = - = - = 3. 

tl.X 4 

This is the same value for the slope that we found earli
er. Not surprising, since it's a straight line and a straight 
lim: has the sa me slope everywhere. The particular pair 
of points we choose for our calcu lation doesn't matter. 

CURVED LIN ES 

Although many of the relationships you' ll encounter in 
econom1CS have straight-line graphs, many others do 

A Graph of AdVertising 
and Sales 

23456789101112 
Advertising 

($1 ,000 per month) 



Measuring the Slope of a 
Curve 

Sales 
($1,000 per month) 

t 

32 
31 

27 

24 

21 
H 

18 

11_ The slope of this 
curve at point B . 
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2. is the slope of the 
straight line that 
is tangent to the curve 

1 234 

• 
5 6 7 

Advertising 
($1, 000 per month) 

not. Figure A.2 shows aI/other possible relationship 
between advertising and sales that we might have found 
from a different set of data. As you can see, the line is 
curved. But as advertising rises, the curve gets flatter 
and flatter. Here, as before, each time we spend another 
$ 1,000 on advertising, sa les rise. But now, the rise in 
sales seems to get smaller and smaller. Thi s means that 
the slope of the curve is itself chal/ging as we move 
along this curve. In fact, the slope is getting smaller. 

How can we measure the slope of a curve? First, 
note that since the slope is different at every point along 
the curve, we aren't really measuring the slope of "the 
curve" but the slope of the curve at a specific point 
along it . How can we do this? By drawing a tangent 
Iil/e-a straight line that touches the curve at just one 
point and that has the same slope as the curve at that 
point. For example, in the figure, a tangent line has been 
drawn for point B. To measure the slope of this tangent 
line, we can compare any two points on it, say, Hand 
13, and calculate the slope as we would for any straight 
line . Moving from point H to point B, we are moving 
from 0 to 3 on the horizontal axis (AX == 3) and from 
21 to 27 on the vertical axis (t. Y = 6). Thus, the slope 
of the tangent line-which is the same as the slope of the 
curved line at point B-is 

LI Y 6 
- = - =2 L1x 3 . 

This says that, at point B, the rate of change is twO units 
of sales for everyone unit of advertising. Or, going back 
to dollars, the rate of change is $2,000 in sales for every 
$1,000 spent on advertising. 

Th e curve III Figure A.2 slopes eve rywhere 
upward, reflecting a positive relationship between the 
variables. Bur a curved line can also slope downward 
to illustrate a negative relationship between variables, 
or slope first one direct ion and then the other. You'll 
see plenty of examples of each type of curve in later 
chapters, and you'll learn how to interpret each one as 
it's presented. 

LINEAR EQUATIONS 

Let's go back to the straight-line relationship between 
advertising and sales, as shown in Table A.I. What if you 
need to know how much in sales the firm could expect if 
it spent $5,000 on advertising next month? What if it 
spent $8,000, or $9,OOO? It would be nice to be able to 
answer questions like this without having to pull out 
tables and graphs to do it. As it turns out, anytime the 
relationship you are studying has a straight-line graph, it 
is easy to fi gure out an equation for the entire relation
ship-a linear equation. You then can use the equation 
to answer any such question that might be put to you . 

All straight lines have the same general form. If Y 
stands for the variable on the vertical axis and X for the 
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variable on the horizontal axis, every straight line has 
an eq uation of the form 

Y = a + bX, 

where a stands for some number and b for another 
number. The number a is called the vertical intercept, 
because it marks the point where the graph of this equa
tion hits (intercepts) the vertical axis; this occurs when 
X takes the value zero. (If you plug X = 0 into the equa
tion, you will see that, indeed, Y = a .) The number b is 

, 

, 

o 

y 

0 

y 

, 

o 

b > O 
,/ 

x 

b == 0 
,/ 

X 

b < 0 
,/ 

x 

y 

_ a>O 

o 

y 

a == 0 
/. 

0 

y 

o 
- a <O 

the slope of the line, telling us how much Y wdl change 
every time X changes by one unit. To confirm this, note 
that as X increases from 0 to 1, Y goes from a to a + b. 
T he number b is therefore the change in Y correspon
ding to a one-unit change in X-exactly what the slope 
of the graph should tell us. 

If b is a positive number, a one-unit increase in X 
causes Y to increase by b units, so the graph of our line 
would slope upward, as illustrated by the line in the 
upper left panel of Figu re A.3. If b is a negative number, 
then a one-unit increase in X wdl cause Y to decrease by 

x 

X 

X 

Straight Lines 
with Different Slopes 

and Vertical Intercepts 
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July 
44 ------------ ~ 

,C , t June 
36 ------------

b units, so the graph would slope downward, as the line 
does in the lower left panel. Of course, b cou ld equal 
zero. If it does, a one-unit increase in X causes no 
change in Y, so the graph of the line is flat, like the line 
in the middle left panel. 

The value of a has no effect on the slope of 
the graph. Instead, different values of a determine the 
gra ph's position . When a is a posi tive number, the 
graph will intercept the vertical Y-axis above the ori
gin, as the line does in the upper right panel of Figure 
A.3. When a is negative, however, the graph will inter
cept the Y-axis beloU! the origin, like the line in the 
lower right panel. When a is zero, the graph intercepts 
the Y-axis right at the origin, as th e line does in the 
middle right panel . 

Let 's see if we can figure our the equation fo r the 
relat ionsh ip depicted in Figure A.1. There, X denotes 
advert ising and Y denotes sales. Earlier, we calculated 
that the slope o f this line, b, is 3 . But what is a, the ver
tical intercept? In Figure A.1, you can see that when 
advertising outlays are zero, sales are $18,000. That tells 
us that a = 18.2 Putting these two observations together, 
we find that the equation for the line in Figure A.I is 

¥ = 18 + 3X. 

Now if you need to know how much in sales to 
expect from a particular expend iture on advertising 

' We could also use direct logic to find the vertical imercept. In Figure 
A.I, locate any point- we'll"se point A as Ollr example, where X = 2 
and Y = 24. From ehispoine, to gee to Ihe vertical intercepe, we'd have 
to decrease X by two unies. I\IJ\ wieh a slope of 3, a ewo-unit decrease 
in X will caUse a six·unit decrease in Y. Therefore, Y will decrease 
from 24 to 18. Summing up, we've found thae when X = 0 , Y = 18, 
so Ollr veuical intercept is 18. 

,c 

·C' 
, 

6 

September 

Advertising 
(51,000 per month) 

(both in thousands of dollars), you'd be able to come up 
with an answer: You'd simply multiply the amount 
spent on advertising by 3, add 18, and that wou ld be 
your sales in thousands of dollars . To confirm this, plug 
in for X in this equation any amount of advertising in 
dollars from the left-hand column of Table A.1. You'll 
see that you get the corresponding amount of sa les III 

the right-hand column . 

HOW STRAIGHT LINES 
AND CURVES SHIFT 

So far, we've focused on relationships where some vari
able Y depends on a single other variable, X. But in 
many of ou r theories, we recognize that some variable 
of interest to us is actually affected by more than just 
one other variable. When Y is affected by both X and 
some third variable, changes in that third variable will 
usually cause a shift in the graph of the relationship 
between X and Y. T his is because whenever we d raw 
the graph between X and Y, we are holding fixed every 
other variable that migh t possibly affect Y. 

A graph between two variables X mId Y is onl)' 
a picture of their relationship whell all other 
variables affectillg Yare held constant. 

Bur suppose one of these other variables does 
change? What happens then? 

T hink back to the relationship between advertising 
and sales. Earlier, we supposed sales depend only on 
advertising. But suppose we make an important discov
ery: Ice cream sales are also affected by how hot the 
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An increase in Z causes 
an increase in Y at any 
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x 

weather is . What's more, all of the data in Table A.l on 
which we previously based our ana lysis turns Out to 

have been from the month of June in different years, 
when the average temperature in Texas is SO degrees. 
What's going to happen in July, when the average tem
perature rises to 100 degrees? 

[n Figure A.4 we've redrawn the graph from Figure 
A.l, this time labeling the line "June. " Often, a good 
way to determine how a graph WIll shift is to perform a 
simple experiment like this: Put your pencil tip any
where on the graph labeled June-let's say at point C. 
Now ask the following question: If I hold advertising 
constant at $6,000, do I expect to sell more or less ice 
cream as temperature rises in July? If you expect to sell 
more, then the amount of sales corresponding to $6,000 
of advertising will be above point C, at a point such as 
C' (pronouned "C prime"), representing sales of 
$44,000. From this, we can teil that the graph will shift 
upward as temperature rises. In September, however, 
when temperatures fa ll, the amount of sales correspon
ding to $6,000 in advertising would be less than it is at 
point C. It would be shown by a point such as C" (pro
nounced "C doub[e-prime"). In that case, the graph 
would shift downward. 

The same procedure works well whether the origi
nal graph slopes upward or downward and whether it 
is a straight line or a curved one. Figure A .S sketches 
two examples. In panei (a ), an increase in some third 
variable, Z, increases the value of Y for each value of X, 

(b) 

c 

An increase in Z causes 
a decrease in Y at any 
value of X 

Shins of Curved lines 

x 

so the graph of the reiationship between X and Y shifts 
upward as Z increases. We often phrase it th is way: "An 
increase in Z causes an increase in Y, at an)' value of X." 
In panel (b), an increase in Z decreases the value of Y, 
at any value of X, so the graph of the relationsh ip 
between X and Y shifts dowtJward as Z increases. 

You' ll notice that in Figures A.4 and A .S, the original 
line is darker, while the new line after the shift is drawn in 
a lighter shade. We'll use this convention- a lighter shade 
for the new line after a shift-throughout this book. 

SHIFTS VERSUS MOVEMENTS ALONG A LINE 

If you look back at Figure A.1, you'll see that when 
advertising increases (say, from $2,000 to $3,000), we 
move along our line, from point A to point B. But you've 
just learned that when average temperature changes, the 
entire line shifts. This may seem strange to you. After all, 
in both cases, an independent variable changes {either 
advertising or tem perature) . Why should we move along 
the line in one case and shift it in the other? 

The reason for the difference is that in one case 
(advertising), the independent variable is ill our graph, 
measured atong one of the axes. When an independent 
variable in the graph changes, we simply move along 
the line . In the other case (temperature), the independ
ent variable does IlOt appear in our graph. Instead, it's 
been in the background, being held constant. 

Here's a very simple-but crucial-rule: 



Slf//Pose Y is the dependent variable. which is 
meaSllred on Olle of the axes ill a grolJh. If the 
illdepe",/ellt variable measured on the otller 
axis changes, we move along the lille. Bllt if any 
olller indefJ""d,,nt variable changes, the entire 
line shifts. 

Be sure you understand the phrase "any other inde
pendent variable." It refers to any variable that actually 
affects Y but is IIOt measured on either axis in the graph . 

This rule applies (0 straight lines as well as cun'ed 
lines. And it applies even in more complicaled situa
tions, such as when tlllO dif{tTellt lines are drawn in the 
same graph, and a shift of one causes a mo ... ement along 
the other. (You' ll encounter this situation in Chapter 3. ) 
But for now, make sure you can see how we· ... e been 
applying this rule in our example, where the three vari
ables are total sales, advertisi ng, and temperature. 

SOLVING E UATIONS 

When we fits! derived the equation for the relationship 
between advertising and sales, we wanted (0 know 
what level of sales to expect from different amounts of 
advertising. But what if we're asked a slightly different 
question? Suppose, this time, you are told that the sales 
committee has set an ambitious goal of $42,000 for next 
month's sa les. The treasurer needs to know how much to 
budget for advertising, and you have to come up with the 
answer. 

Since we know how advertising and sales are related, 
we ought to be able to answer this question. One way is 
just to look at the graph in Figure A. I . There, we could 
first locate sales of $42,000 on the vertical axis. Then, if 
we read over to the line and then down, we find the 
amount of advertising that would be neCeS5.1ry to gener-
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ate that level of sales. Yet even with that carefully drawn 
diagram, it is not always easy to see just exactly how 
much advenising would be required. If we nCi!d to be pre
cise, we'd better use the equation for the graph instead. 

According to the equation, sales (Y) and advertising 
(X ) are related as follows: 

Y = 18 + 3X. 

In the problem before us, we know the value for 
sales, and we need to solve for the corresponding 
amoum of advertising. Substituting the sales target of 
$42, for Y, we need to find that value of X for which 

42 = 18 + 3X. 

Here, X is the unknown value for which we want to 
solve. 

Whenever we solve an equation for one unknown, 
say, X, we need to isolate X on one side of the equals 
sign and everrthing else on the other side of the equals 
sign. We do this by performing identical operations on 
both sides of the equals sign. Here, we can first su btract 
18 from both sides, getting 

24 = 3X. 

We can then divide barh sides by 3 and get 

8 = X. 

This is our answer. If we want to achieve sales of 
$42,000, we'll need to spend $8,000 on advertising. 

Of course, nOt all relationships are linear, so this t~h
nique will not work in every situation . But no matter what 
the underlying relationship, the idea remains the same: 

To solve for X in an)' equation. rearrallge the 
equation. following the rilles of algebra. so that 
X appears Oil Olle side of the equals sigll and 
everythillg else ill the equatioll appears on the 
other side. 



What does it cost you to go to the movies? If you answered nine or len dollars, 
because that is the price of a movie ticket, then you are leaving out a lot. Most of 
us are used to thinking or ~cost'· as the money we must pay for something. A Big 
Mac COStS $3. 15, a new Toyota Corolla cOStS $16,000, and the baby-si tter costs 
$8.00 an hour. Certainly, the money we pay for a good or service is a fJart of its COSt. 
But economics takes a broader view of costs, recognizing monetary as well as non
monetary components. 

THE CONCEPT Of OPPORTUNITY COST 

The (Otal COSt of any choice we make-buying a car, producing a computer, or even 
reading a book-is everything we must give liP when we take that action. This COSt 
is called the opporfll"it)' cost of the action, because we give up the opportunity to 
have other desirable things. 

The opportunity cost of all)' choice is what we mllst (orego when we make 
that choice. 

Opportunity cost is the most accurate and complete concept of cost-the one we 
shou ld use when making our own decisions or analyzing the decisions of Olhers. 

OPPORTUNITY COST FOR INDIVIDUALS 

Virtually every action we take as individuals uses up scarce money, scarce time, or 
both. T his money or time could have been used fo r other things that you value. 
Thus, the true COSt of any choice you make-the opportli llit)' cost-is everything 
you actually sacrifice in mak ing the choice. 

Suppose, for example, it's 8 1'.~1. on a weeknight and you're spending a couple 
of hours reading this chapter. As authors, that thought makes us \'ery happy, espe
cially because we know there are many other things you could be doing; going to a 
movie, having dinner with friends, playing ping pong, earning some extra money, 
watching TV .... But, assuming you're still reading- and ),ou haven't iust run out 
the door to do something else-let's relate this to opporrunit}' cost. 

What is the opportunity cost of reading this chapter? Is it all of those ot her pos
si bilities we've listed? Not really, because if you weren't reading for these twO hours, 
you 'd probably have time to do only aile of them. And you'd no doubt choose 
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Opportunity "ost What Is given 
up when taking an action or 
making a dlOtce. 
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whichever one among these alternatives YOll regarded as best. So, by reading, you 
sacrifice only the best choice among the alternatives that you could be doing instead. 

When the altematives to a choice are rIIutually exclusive, only the next best 
choice-the aile that would actually be chosen-is used to determine the 
opportunity cost of the choice. 

For many choices, a large part of the opportunity cost is the money sacrificed . 
If you spen d $15 on a new DVO, you have to part with $15, which is moncy you 
could have spent on something else (whatever the best choice among the alternatives 
turned out to be). But for other choices, money may be only a small part, or no parr, 
of what is sacrificed. If you walk your dog a few blocks, it will cost you time but 
not money. Sti ll, economists often like to attach a monetary value even to the parts 
of opportunity cost that don't involve money. By translating a sacrifice into a dollar 
value, we can express the opportunity cost of a choice as a single number, albeit a 
roughly estimated one. That, in turn, enables us to compare the cost of a choice with 
its benefits, which we also often express in dollars. 

An Example: The Opportunity Cost of College 

Let's consider an important choice you've made for this year: to attend college. What 
is the oppornmity cost of this choice? A good starting point is to look at the actual 
monetary costs-the annua I out-of-pocket expenses borne by you or your family for 
a year of college. Table I shows the College Board's estimates of these expenses for 
the average student (ignoring scholarships). For example, the third column of the 
table shows that the average in-state resident at a fou r-year state college pays $5,49 J 
in tuition and fees, $894 for books and supplies, $6,636 for room and board, and 
$2,545 for transportation and other expenses, for a total of $15,566 per year. 

So, is that do llar figure the opportunity cost of a year of college for the average 
student at a public insti tution? Not really. Even if the entries are what you or your 
family actually pays out for college, there are two problems with using these figures 
to ca lculate the opportuni ty cost. 

Two-year Four-)'ear 
Type of Institution Public Public 

Tuition and fees $ 2.191 $ 5,491 
Books and supplies $ 801 $ 894 
Room and board $ 5,909 $ 6,636 
Transportation and other expenses $ 2.791 $ 2.545 
Total out-of·pocket costs $11.692 $15.566 

50<1=; Trends ill College Pricirlg. 2005. The Col lege Soard. New York. NY. 

Four-year 
Private 

$21 ,236 
$ 904 
$ 7,791 
$ 1,986 
$31 ,91 7 

Notes: Aoerages are enrol lment-welghted by Institution. to reHe<:t the aoerage exper ience among students 
across the United States. Average tu ition and fees at pub lic institubons are for in-state res idents only. Room 
and board cha rges are lor students IN ing on campus at four·year insbtutions. and ofl-campus Ibut not with 
parents) 81two-year InS~lut i ons. 



Chapter 2: Scarcity, Choice, and Economic Systems 

First, the table includes some expenses that are not part of the opportunity cost 
of college. For exa mple, room and board is someth ing you'd need no matter 
what your choice. That's obvious if, as part of your best choice among the alterna· 
tives, you'd have lived in an apartment and paid rent . But even the ahernative of 
living in your old room at home doesn't eliminate this cost: Your family could have 
rented out the room to someone else, or used it for some other valuable purpose. 
Either way, something is sacrificed. Let's suppose, for simplicity, that if you weren't 
in college, you o r your family would be paying the same amount for room and 
board as your college charges. T hen, the $6,636 for room and board expense should 
be excluded from the opportunity cost of going to college. And the same applies 
to transportation and other expenses, at least the parr that you wou ld have spent 
anyway even if you weren't in college. 

Now we're left with payments for tui tion and fees, and for books and supplies. 
For an in-state resident going to a state college, this averages $5,491 + $894 == 
$6,385 per year. Since these dollars are paid only when you attend college, they rep
resent something sacrificed for that choice and are part o f its opportunity cost. 
Costs like these- for which dollars are actually paid out- are called expli cit costs, 
and they are part of the opportunity cost. 

But college also has implicit costs-sacrifices for which no money changes 
hands. The biggest sacrifice in thi s category is time. But what is that time worth? 
That depends on what you would be doing if you weren't in school. For many stu
dents, the alternative would be working full- time at a job, someth ing most students 
can't manage while attending college. If you are one of these stu dents, attending col
lege requires the sacrifice of the income you could have earned at a job-a sacrifice 
we call foregone income. 

How much income is foregone when you go to college for a year? In 2005, the 
average total of an 18· to 24-year-old high school graduate who worked full· time 
was about $22,000 . If we assume that only nine months of work must be sacrificed 
to attend college, and that you could still work full-time in the summer, then fore
gone income is about 9/ 12 of $22,000, or $16,500. 

Summing the explicit and implicit costs gives us a rough esti mate of the oppor
tun ity cost of a yea r in college. For a public institution, we have $6,385 in expl icit 
COStS and $16,500 in impl icit costs, giving us a total of $22,885 per year. Notice that 
this is sigmficantly greater than the total charges estimated by the college board we 
calculated earl ie r. When you consider paying this opportunity cost for fou r years, its 
magni tude might surprise you. Without financ ial aid in the form of tuition grants or 
other fee reductions, the average in-state resident will sacrifice about $90,000 to get 
a bachelor's degree at a state college and about $153,000 at a private one. 

Our analysis of the opportunity cost of college is an example of a general, and 
impo rtant, principle: 

The opportunity cost of a choice includes both explicit costs and implicit 
costs. 

A Brief Digression: Is College the Right Choice? 

Before you start questioning your choice to be in college, there are a few things to 
remember. First, for many students, scholarships reduce the costs of college below 
those in our example. Second, in addition to its high COSt, college has substantial 
benefits, including financ ial ones. In fact, over a 40-year work life, the average 

Explich cost The dollars 
sacrificed-and actually paid 
out-for a choice. 
Impllch cost The value of 
something sacrificed when no 
direct payment is made. 
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college graduate wi ll make about $2.5 million, which is about a million dollars 
more than the average high school graduate. I 

True, much of that income is earned in the futu re, and a dollar gained years from 
now is worth less than a dollar spent today. Also, some of the higher earni ngs of col
lege graduates result from the personal characterist ics o f people w ho are li kely to 

attend college, ra ther than from the education or the degree itself. But even when 
we make reasonable ad justments for these facts, attending college appears to be one 
of the best financial investments you can make.2 

Finally, remember that we've left our of our discussion many im portant aspects 
of th is choice that would be harder to estimate in dollar terms, but could be very 
important to you . Do you enjoy being at college? If so, your enjoyment is an added 
benefit, even though it may be difficult to value that enjoyment in do llars. (Of 
course, if you hale college and are only doing it for the financial rewards or to sat
isfy your parents, that's an implicit cost-which is part of your opportunity cost
that we haven't included.) 

Time Is Money 

Our analysis of the opportuni ty cost of college points Out a general principle, one 
understood by economists and noneconomists alike. It can be summed up in the 
expression, "Time is money." Those three words contain a profound truth: The sac
rifice of time often means the sacrifice of money-in particular, the money that 
could have been earned during that time. 

As a rule, economists have a simple techn ique to estimate the dollar value of 
time. First, we assume that working add itional hours for pay is the best among the 
alternatives to the choice being considered. Then, each hou r sacrificed for the choice 
is multiplied by the individual's hourly wage. (Even someone paid a monthly salary 
has an implied hourly wage: their total monthly income d ivided by the total monthly 
hours of work.) 

For example, suppose jessica is a freelance writer who decides to see a movie. 
The ticket price is $10, and the entire activity-including getting there and back
will take three hours out of her evening. What is the opportunity cost of seeing this 
movie? Let's suppose that jessica earns $20 per hour as a freelance writer. We'll also 
assume that she can choose to take on additional work at that same wage rate. 
Therefore, each hour that jessica chooses flot to work causes her to give up $20 in 
earnings. Then for jessica, the opportunity COSt;S the sum of the explicit costs ($10 
for the ticket) and the implicit costs ($20 x 3 hrs == $60 in foregone income), giving 
her a total opportunity cost of $70 . 

The idea that a movie "costs" $70 might seem absurd to you . Bur if you think 
about it, $70 is a much better estimate than $10 of what the movie COStS for jessica. 
After all, she gives up three hours that could have been spent working on an article 
that, on average, wou ld provide her with another $60. Thus, in a very real sense, 
jessica sacrifices $70 for the movie.2 

Our examples about the cost of college and the COSt of a movie point out an 
important lesson about opportunity cost: 

, Jennifer C. Day and Eric C. Newburger, ~The Big Paynff: Educational Attainment and Synthetic 
Estima(e. of Work· Life Earning., ~ in Current Population Rl'{Jorts (U.s . Cen..,. Bureau), July 2002. 
, If you arc u~ing (he microeconomics or combined micro/macro ve~ion of this book, we'lI revisit Ihe 
value of college u an inve>tment in Ihe U,ing (he Theory section of ChapIer 13. In thaI chapler, you'll 
also learn the general technique economi,ts use to compare future earnings with current co~t>. 
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The explicit (direct 1II01ley) cost of a choice may ollly be a part-alld some
times a small part- of the opportllllity cost of a choice. 

Indeed, the higher an individual's income, the less important is the direct moncy 
cost, and the more important the time COSt of an activi ty. For example, suppose that 
Samantha is an attorney who bills out her time at $100 per hour. For her, the oppor
tunity COSt of the same movie-which entails three hours and the ticket-would be 
$310 dollars! 

You might wonder if Samantha would ever see a movie at such a high cost . 
The answer for Samantha is the same as for Jessica or anyone else: yes, as long as the 
benefits of the movie are greater than the explicit an<1 implicit COSts. It's easy to see 
why Samantha might decide to see a movie. Imagine that she begins raking on more 
and more clients, working longer and longer hours, and earning more and more 
income. At some poim, she will realize that leisure activities like movics are very 
important, while earning more income will seem less important. And taking time off 
to see a movie might be well worth sacrificing the $310 that she could have had . 

The concept of opportunity cost also explains why you' ll never see a rebate 
coupon like the doctored one in Figure I. For most of us, the opportunity COSt
including the cost of the stamp and the value of the time sacrificed to follow the 
instructions-is greater than the $1 that is being offered . 

OPPORTUN ITY COST AND SOCI ETY 

For an individual, opportunity cost arises from the scarcity of time or money. But 
for society as a whole, opportunity cost arises from a different source : the scarcity 
of society'S resollrces. Our desire for goods is limitless, but we have limited resou rces 
to produce them. Therefore, 

Something You'lI Never 
5 .. 

The opporllmity cost of 
thIS rebate (the Ila/ue vf 
the time IV$[ "/U$ [he 

cost of a pvstage stamp) 
would exceed its benefit 
(o>le dol/ar). 

We're sending some money to you! 

OFFICAL REBATE MAIL- IN REDEMPTION FORM 

Pl ease comp lete the followi ng information: 

Name~======================;===== Address: 
City: State: __ Zip: __ _ 

Pled~email thi~ ciud <llong with the original UPC code and a copy of the 
receiplto Ihe <ldrlress on the b<lck. Ple<lSf' <llIow 6-8 weeks to receive YOIJr 

rebate check. 
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virtually all production carries an opportunity cost: To produce more of one 
thing, societ), must shift resources awa), from producillg something else. 

For example, we'd all agree that we'd like better health for our citizens. What 
would be needed to achieve this goal? Perhaps more frequent medical checkups for 
more people and greater access to top-flight medicine when necessary. These, in 
rum, would require more and better-trained doctors, more hospital buildings and 
laboratories, and more high-tech medical equ ipment. In order for us to produce 
these goods and services, we would have to pull resources- land, labor, ca pital, and 
entrepreneurship--our o f producing other things that we also enjoy. The opportu
nity COSt of improved health ca re, then, consists of those other goods and services 
we would have to do without. 

An Example: Military versus Consumer Goods 

Let's build a simple model to help us understand the opportunity cost we must pay 
to have more of something. To be specific, we' ll look at a society's choice between 
producing military goods (represented here by tanks) and producing consumer 
goods (represented by wheat). 

Table 2 lists some possible combinations of yearly tank production and yearly 
wheat production this society could manage, given its available resources and the 
currently available production technology. For example, the first row of the table 
tells us what would happen if all avai lable resources were devoted to wheat pro
duction and no resources at all to producing ranks. The resu lting quantity of 
wheat-I mil lion bushels per year-is the most this society could possibly produce. 
In the second row, society moves enough resources into tank production to make 
1,000 tanks per year. This leaves fewer resources for wheat production, which now 
declines to 950,000 bushels per year. As we go down the left column, tank produc
tion increases by increments of 1,000. The right column shows us the maxi mum 
quantity of wheat that can be produced for each given quantity of tanks. Finally, 
look at the last row. It shows us that when society throws all of its resources into 
tank production (with none for wheat), tank prod uction is 5,000 while wheat pro
duction is zero. 

The table gives us a quantitative measure of opportunity cost for this society. For 
example, suppose this society cu rrently produces 1,000 tanks per year, along with 

Tank Wheat 

Production of Tanks Production Production 

and Wheat (number (bushels 
per year) per year) 

0 1,000,000 
1,000 950,000 
2,000 850,000 
3,000 700.000 
4,000 400,000 
5,000 0 



Chapter 2: Scarcity, Choice, and Economic Systems 

950,000 bushels of wheat (the second row) . What would be the opportunity cost of 
producing another 1,000 tanks? Moving down to the third row, we see that pro
ducing another 1 ,000 tanks (for a total of 2,000) would require wheat production 
to drop from 950,000 to 850,000 bushels, a decrease of 100,000 bushels. Thus, the 
opportunity cost of 1,000 more tanks is 100,000 bushels of wheat. In this simple 
model with Just two goods, the opportun ity cost of having more of one good is 
measured in the units of the other good that must be sacrificed . 

Production Possibilities Frontiers 

We can see opporrun ity cost even more dearly in Figure 2, where the data in Table 2 
has been plotted on a graph. In the figure, tank production is measured a long the 
horizontal axis, and wheat production along the vertical axis . Each of the six points 
labeled A through F corresponds to a combination of the two goods as given by one 
of the rows of the table. For example, point B represents the combination in the sec
ond row: 1 ,000 tanks and 950,000 bushels of wheat. When we connect these po ints 
with a smooth line, we get a curve called society's production possibilities fronti er 
(PPF). Specifically, this PPF tells us the maxi mum quantity of wheat that can be pro
duced for each quantity of tanks produced. Alternatively, it te lls us the maximum 
number of tanks that can be produced for each differen t quantity of wheat. 
Positions oUfside the frontier are unattainable with the technology and resources at 
the economy's disposa l. Society'S choices are limited to points on or inside the PPF. 

Now recall our earlier example of a change in production in Table 2: When tank 
production increased from 1,000 to 2,000, wheat production decreased from 
950,000 to 850,000. In the graph, th is change wou ld be represented by a movement 
along th e I'PF from point B to poi nt C. We're moving righ tward (1,000 more tanks) 
and also downward (100,000 fewer bushels of wheat). Thus, the opportunity cost 
of 1,000 more tanks can be viewed as the vertical drop along the PPF as we move 
from point B to point C. 

I At point A, 
Bushels of all resources 

Wheat are used for 
per Year wheat. Moving from point 

• ~~ .f~~~~~::=='-1 A to point B requires shifting resources 
oul of wheat and 
into tanks. 

850,000+ _____ • ____ ""~ L-=-=---"'----------' 

70e>,000 -1-- -.-- -f - --- --;----
, , , , , 

o 

, 'W ' 
40e>,000 -1-- ---- -.r --- --~ -- ---~ -----'II. 

At point F. 
all resources 

, \ L'--'r----' 

F 
L---+---t----+---t---~-- Number of 

1,000 2,000 3,000 4,000 5,000 Tanks per Year 
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Production possibilities frontier 
(PPF) A curve showing all 
combinat ions of two goods that 
can be produced with the 
resources and technology 
currently available. 

The Production 
Possibilities Frontier 
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Increasing Opportunity Cost 

Suppose we have arr ived at point C and society then decides to produce still more 
tanks. Once again, resources must be shifted into tank production to make an addi
tional 1,000 of them, moving from point C to point D . Th is time, however, there is 
an even greater opportunity cost: Production of wheat falls from 850,000 to 

700,000 bushels, a sacrifice of 150,000 bushels. The opportunity cost of 1,000 
morc tanks has risen. Graphically, the vertical drop along the curve is greater for the 
same move rightward . 

You can see that as we continue to increase tank production by increments of 
1,OOO-moving from point C to poi nt D to point E to point F-the opportunity cost 
of producing an additional1,OOO tanks keeps rising, until the last 1,000 tanks costs 
us 400,000 bushels of wheat. (You can also see this in the table, by runn ing down 
the numbers in the right column. Each time tank production rises by 1,000, wheat 
production fa lls by more and more.) 

T he behavior of o pportunity COSt described here-the more tanks we produce, 
the greater the opportunity cost of producing still more- applies to a wide range of 
choices facing society. It can be generalized as the law of increasing opportunity 
cost. 

According to the law of increasillg opportunity cost, the more of something 
we produce. the greater the opportllnity cost of prodllcillg even more of it. 

The law of increasing o pportunity cost causes the PPF to have a concave (upside
down bowl) shape, becomi ng steeper as we move rightward and downward . That's 
because the slope of the PPF-the change in the quantity of wheat divided by the 
change in the quantity of tanks--can be interpreted as the change in wheat per addi
tional tallk. If we remove the minus sign from this slope and consider Just its 
absolute value, it tells us the opportunity cost of one more tank. 

Now-as we've seen-this opportuni ty cost increases as we move rightward . 
Therefore, the absolute value of the PPF's slope must rise as well. The PPF gets 
steeper and steeper, givi ng us the concave shape we see in Figure 2.3 

Why should there be a law of increasing opportun ity cost? Why must it be that 
the more of someth ing we produce, the greater the opportunity cost of producing 
still more? Because most resources- by their very nature- a re better su ited to some 
purposes than to others . If the economy were operating at point A, for example, 
we'd be using all of our resources for wheat, even those that are much better suited 
to make tanks. People who would be better at factory work than fa rming would 
nevertheless be pressed into working on farms. And we'd be growing wheat on all 
the land avai lable, even land that would be fine for a tank factory but awful for 
growing crops. 

Now, as we begin to move rightward along the I)P"~ say from A to 8, we would 
shift resources out of wheat production and into tank production . But we would 
firs t shift those resources best suited to tank production-and least suited for wheat. 
When these resources are shifted, an additional thousand tanks causes only a small 

j You migh' be wondering if the law of increa~ing oppormnity 'os' applie~ in hoth dire'tion~. That is, 
does the oppormnity co,t of producing mor~ wheat increase as we prodllC~ more of ill The answer is 
yes, a. you'll be a.ked to find in an end-of-chapter problem. 
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drop in wheat production. This is why, at first, the PPF is very flat: a small ve rtical 
drop for the rightward movement. 

As we continue moving rightward, however, we are forced to shift away from 
wheat production resources that are less and less sui ted to tanks and more and more 
suited to wheat. As a resuh , the PPF becomes steeper. Finally, we arrive at poi nt F, 
where a ll resources-no mailer how well suited for wheat-are used to make tanks. 

The principle of increasi ng opportunity cost applies to most of society's produc
tion choices, not just that berween wheat and tanks. If we look at society's cho ice 
between food and oil, we would find that some land is bener suited to growing food 
and other land is bener suited to drill ing for oi l. As we continue to produce more 
oil, we would fi nd ourselves drill ing on land that is less and less suited to produc
ing oil, but better and better for producing food. The opportunity cost of produc
ing additional oil will therefore increase. The same principle applies if we want to 
produce more hea lth ca re, more education, more automobiles, or more computers: 
The more o f something we produce, the greater the opportunity cost of producing 
still more. 

THE SEARCH FOR A FREE tUNCl1 

This chapter has argued that every decision to produce more of something req uires us 
to pay an opportunity cost by producing less of something else. Nobel Prize-winning 
economist Milton Friedman su mmarized th is idea in his famous remark, "There is 
no such thing as a free lunch," Friedman was sayi ng that, even if a meal is provid. 
ed free of cha rge to someone, society still uses up resources to provide it. Therefore, 
a "free lunch" is not really free: Society pa ys an opportunity cost by nOI producing 
other things with those resources. Therefore, some members of society will have to 
make do wi th less. 

The same logic applies to other supposedly "free " goods and services. From 
society'S point of view, there is no such thing as free Internet service, free broadcast 
television, or free medical care, even if those who enjoy these th ings don't pay for 
them as individuals. Providing an)' of these things requires us to sacrifice other 
things, as illustrated by a movement along society's ]'PF. 

But there are some situations that seem, at fir st glance, to violate Freidma n's dic
tum. Let'S explore them. 

Productive Inefficiency 

What if an economy is nOt li ving up to its productive potential, but is instead oper
ating iI/side its l'l'n Fo r example, in Figure 2, suppose we are currentl y operating 
at point W, where we are producing 2,000 tanks and 400,000 bushels of whea t. 
T hen we co uld move from point W to point E and produce 2,000 more tanks, with 
no sacrifice of wheat. Or, sta rting at point W, we could move to point C {more 
wheat with no sacrifice of tanks}, or to a point like D {more of both wheat and 
tanks}. 

But why would an economy ever operate inside its I'PF ? 
One possibi lity is that, a lthough all of its resources are being used, the)' are not 

being used in the most productive way. Suppose, for example, that many people 
who could be outsta nding wheat farm ers are instead mak ing tanks, and many who 
would be great at lank production are instead stuck on farms. Then switching peo
ple from one job to the other could enable us to have more of both tanks al/d wheat. 
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Productively Inefficient A situa· 
tion in which more of at least one 
good can be produced without 
sacrificing the production of any 
other good. 
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That is, because of the mismatch of workers and jobs, we would be inside the PPF 
at a point like W. Creating better job marches would then move us to a point On the 
PPF (such as point E). 

Economists use the phrase productive ine((iciellcy to describe this type of situa
tion that puts us inside our PPF. 

A (irm, all industry, or lin entire economy is productively inefficient if it 
cOllld produce more of at least one good without pulling resol/rees from the 
production of any other good. 

The phrase prodllctive efficiency means the absence of any productive ineffi
ciency. For example, if the computer industry is producing the maximum possible 
number of computers with the resources it is currently using, we would describe the 
computer industry as productively efficient. In that case, there would be no way to 
produce any more computers except to use more resources and shift them from the 
production of some other good . For an entire economy to be productively efficient, 
there must be no way to produce more of an)' good except by pulling resources from 
the production of some other good. 

Although no firm, industry, or economy is ever 100 percent productively effi
cient, cases of gross inefficiency are not as common as you might think. When you 
study microeconomics, you'll learn that business firms have strong incentives to iden
tify and eliminate productive inefficiency, since any waste of resources increases their 
costs and decreases their profit . When one firm discovers a way to eliminate waste, 
others quickly follow. 

For example, em pty seats on an airline flight represent productive inefficiency. 
Since the plane is making the trip anyway, filling the empty seat would enable the 
airline to serve more people with the flight (produce more transportation services) 
without using any additional resources (other than the trivial resources of in-flight 
snacks). Therefore, more people could fly without sacrificing any other good or 
service. When American Airlines developed a computer model in the late 1980s to 
fill its empty seats by altering schedules and fares, the other airlines followed its 
example very rapidly. And when- in the late 1990s-IJri celine.com enabled airlines 
to auction off empty seats on the Internet, several airlines iumped at the chance and 
others quickly followed. As a result of this-and similar efforts to eliminate waste 
in personnel, aircraft, and office space-many cases of productive inefficiency in the 
ai rline industry were eli minated. 

Starbucks provides a recent example of reducing productive inefficiency.4 In 
2000, it created a special department of "store operations engineering," tasked with 
analyzing beverage preparation in order to identify and elim inate waste. Among the 
recommendations that were instituted: rearranging labor within each store, elimi
nating signatures on small credit-card purchases, and using larger scoops so that 
iced drinks can be made with one dip into the ice machine instead of two. These and 
other efforts-all using existing technologies-enabled more coffee drinks to be pre
pared each day with the same amount of labor and store space, thus eliminating a 
source of productive ineffici ency. (For those in a hurry, the changes a lso reduced the 
average wait time from 31 minutes in 2000 to three minutes in 2006.) 

'${even Gray. MCoffee on {he Double:' Wall Street Journal. April 12,2005. 
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Economists, logistics experts, and engineers are continually working to identify 
and design policies to elimi nate cases of productive inefficiency. Bur many instances 
remain. Does that mean we are freed from having to pay an opportunity cost when 
we want to produce more of something? 

Not necessarily. Many sources of productive inefficiency create benefits fo r 
individuals or groups who will resist changes in the status quo. For example, the 
government currently requires every taxpayer to fi le a fede ral tax return . About 40 
percent of these returns are so simple that they merely provide the Internal Revenue 
Service (IRS) with information it already has, and contain calculations that the IRS 
duplicates anyway, to check for mistakes. Yet each taxpayer in th is 40 percent group 
must spend hours doing his or her own return, or else pay someone to do it. Why 
not have the IRS send these people filled-out returns, requiring only a signature if 
they approve? 

One economistS has estimated that this simple change wou ld save a total of 250 
million hours per year (for those who currently fill out their own returns), and 
$2 billion per year (for those who pay accountants). With resources freed up by this 
change, we could produce and enjOy more of all the things that we value. But if you 
reread this paragraph, you can probably guess who might lobby the government to 
oppose this change, if and when it is seriously considered. 

Since pol itical obstacles often mak e it difficult to reduce inefficiency, producing 
more of one thing we value typically results in taking resources away from some· 
thing else we value, rather than getting "free" resou rces from greater efficiency. 
Productive inefficiency does crea te a theoretica l possibility for a free lunch. But in 
practice, it does not offer as many hearty meals as you might think . 

Recessions 

Another reason an economy might operate inside its PPF is a recessiOIl-a slow· 
down in overall economic activity. During recessions, many resources are idle. For 
one thing, there is widespread IInemployment-people want to work but are unable 
to find jobs. [n addition, factories shut down, so we are not usi ng all of our available 
capitaL An end to the recession would move the economy from a point illside its 
PPF to a point on its PPF-using idle resources to produce more goods and services 
without sacr ificing anything. 

This simple observation can help us understand an otherwise confusing episode 
in U.S. economic history. During the early 1940s, after the United States entered 
World War 11 and began using massive amounts of resources to produce military 
goods and services, the standard of hying in the United States did not decline as we 
might have expected but actually improved slightly. Why? 

When the United States entered the war in 1941, it was still suffering from the 
Great Depress ion-the most serious and long. lasting economic downturn in mod· 
ern history, which began in 1929 and hit most of the developed world . For reasons 
you will learn when you study macroeconom ics, joining the allied war effort helped 
end the Depression in the United States. As shown in Figure 3, this moved our econ
omy from a point like A, iI/side the PPF, to a point like H, 011 the frontie r. Military 
production like tanks increased, bur so d id the production of civil ian goods such as 
wheat. Although there were shortages of some consumer goods, the overall result 

' Austan Goolsbee, ~Why Tell the I.R.S. What It Already Know'? ~ New York Times. April 7, 2006. 
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Production and 
Unemployment 

1. Before WWII the United States 
operated inside its PPF . 

Mi lita ry I L--=T=:::":=::':::':'Fo~==o!._---,_-,---,,-,--,--,_, 
Goods 2. then it mo~ed 10 the PPF during 

the war. Both military and 
per civilian production increased . 

Period _ ~ _ _ _ ~ __ _ _ ~~_~jB~=:::::::~;;'=C::::':"--.J 

t A / i -------V : , , , , , , 
Civilian 
Goods 

per Period 

False Benefits from Employment Often, you'll hear an evaluation of some 
economic activity that includes "employment" as one of the benefits. for 

example, a recent article in the online magazine SlAte, after discussing 
the costs of email spam, pointed out that spam also has "a corre

sponding economic payoff. Anti ·spam efforts keep well ·paid software 
engineers employed."6 
This is usually an error. True, when the economy is in a recession, an 

increase in employment can be regarded as a gain for those who get jobs. But 
in most years we are not in a receSSion. And once a recession ends. the software 
engineers- if not for the spam---would be employed elsewhere. At t hat point, 
employment in the spam-fighting industry-far from being a benefit- is actually 
part of the opportunity cost of spam: we sacrifice the goods and services these 
spam-fighting engineers would otherwise produce. 

was a rise in total pro(iuc
tion and an increase in the 
material well-being of the 
average U.S. citizen . 

An economic down
turn, such as the Great 
Depression of the 1930s, 
does seem to offer the 
possibi lity of a free lunch. 
And a war is only one fac
tor that can reverse a 
downturn. (In fact, no 
rational nation would 
ever choose war as an eco

nomic policy designed to cure a recession, since there arc always economically su pe
rior a lternatives to accomplish this goaL) Still, eliminating a recession is not entire
ly cost-free . When YOli study macroeconomics, you wi111earn that policies to cure 
or avoid recessions can have risks and COStS of their own. Of course, we may feel it 
is worth the poss ible costs, but they a re costs nonetheless. Once again, a truly free 
lunch is hard to find . 

Economic Growth 

If the economy is already operating Oft it.~ I'PF, we cannot ex ploit the opportunity to 
have more of everything by moving to it. But what if the PPF itself were to change? 
Couldn't we then produce more of everything~ This is exactly what ha ppens when 
an economy's productive capacity grows . 

• Jeff :" terron, '" Workus Interruptus," Slate, posted Mo"h 16,2006, 12:061'''' ET. 
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Many fac[Ors contribute to economic growth, but they can be divided into two 
categories. First, the quantities of available resources can increase. An increase in 
physical capital- more factories, o ffi ce buildings, tractors, or high-tech medical 
equipment--enables the economy to produce more of everything that uses these 
[001s. The same is true for an increase in human capital-the skills of doc[Ors, engi
neers, construction workers, software writers, and so on. In thinking about growth 
from greater resources, economists focus mostly on capital because, over time, 
increases in the capital stock have contributed more [0 higher living standards than 
increases in other resources (such as land or labor). 

The second main factor behind economic growth is techllological change, which 
enables us to produce more from a givell quantity of resources. For example, the 
development of the Internet has enabled people [0 retrieve information in a few 
seconds that used to require hours of search ing in a hbrary. As a result, teachers, 
writers, government officials, anorneys, and physicians can produce more of their 
services without working longer hours. 

These twO main causes of economic growth-increases in resources and techno
logical change-often go hand in hand. In order for the Internet (a technological 
change) to be widely used, the economy had [0 produce and install servers, 
Internet-capable computers, and fiber-opt ic cable (increases in capita l). In any case, 
both technological change and increases in the capita l stock have the same type of 
effect on the PPF. 

Figure 4 shows three examples of economic growth, and how they might affect the 
PPE Panel (a) illusrrates the case of a technological change in wheat farming-say, the 
discovery of a new type of seed that yields more wheat for any given amount of land, 
labor, and capital. First, look at point A, which shows maximum wheat production 
when all of our resources are used to grow wheat, but without the new seeds. The intro
duction of the new seeds would enable us to grow even more wheat with all of our 
resources than before. For that reason, the vertical intercept of the PPF rises from point 
A to a point like A " where the economy could produce 1,200,000 bushels per year. 

Now consider point F, where we assume that IlOlle of our resources would be 
used to grow wheat, and all would be used to make tanks. The new seeds have no 
impact on this maximum possible tank production, so introducing them wou ld not 
change the horizontal intercept of the PPE 

As you can see, the impact of the new seeds is to stretch the PPF upward along 
the vertical axis. Society could then choose any point along the new PPE For exa m
ple, it cou ld move from point D on the original PPF to point H on the new one. For 
this move, all of the benefits of the new seeds would be devoted to giving us more 
wheat, with unchanged production of ranks. Or society could choose to move from 
point D to point] where, as you can verify, more of both goods are produced. 
Indeed, a society could choose [0 take advamage of the new seeds in a surprising 
way: more tank s and the same quantity of wheat as before. {See if you can identify 
this point on the new PPE ) 

You may be wondering; How does a new type of seed enable greater production 
of tanks? The answer is: After the new, more productive seeds are introduced, soci
ety can choose to shi ft resources out of farming without decreasing wheat produc· 
tion at all . {Although there are smaller quantities of resources in the wheat industry, 
the new seeds make up for that.) The shifted resources can be used to increase tank 
production. 

One more thing about panel (a): It can also be used to illustrate the change in 
the PPF from an increase in resources that can be used only in wheat farming. For 
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Economic Growth and 
the PPF 

Ail three panels show 
c(Q",.n";' gruwlh ('Vin 
an Increase In res,",u'(e$ ur 
a technological change. In 
panel (a). II,,, additional 
resources Q ' lec/m%gle-ai 
advance directly affect only 
wheat productioll. However, 
society can chome to ha!le 
Inure ",heal and mOTe tanks 
if;{ desires, such (/s a/ point 
J. In pallet (b), the additional 
rnuurcn or technological 
advance directly affect only 
tank production. Bul once 
again. society can chlXJse to 
have Inv'e ,4 !Jolh goods. In 
panel (e) , the additional 
resources or technological 
advance directly affect 
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example, an increase in the quanti ty of farm tractors would shift the vertical inter
cept of the PPF as in panel (a) bur leave the horizontal intercept unchanged because 
tractors have no direct impact on tank production. 

Panel (b) illustrates the opposite type of change in the PPF-from a technologi
cal change in producing tanks, or an increase in resources usable only in the tank 
industry. This time, the horizolltal intercept of the PPF increases, while the vertical 
intercept remains unchanged. (Can you explain why?) As before, we could choose 
to produce more tanks, more wheat, or more of both . (See if you can identify points 
on the new PPF in panel (b) to ill ustrate all three cases.) 

Finally, panel (c) illustrates the case where technological change occurs in both the 
wheat and the tank industries, or there is an increase in resources (such as workers or 
computers) that could be used in either. Now both the horizontal and the vertical 
intercepts of the PI)F increase. But as before, society can choose to locate anywhere 
along the new PPF, producing more tanks, more wheat, or more of both . 

Panels (a) and (b) can be genera lized to an important principle about economic 
growth: 
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A technological change or an increase in the capital stock, even when the 
direct impact is to increase prodllctioll of illst one type of good, allows us to 
choose greater prodl4ctioll of all types of goods. 

This conclusion certainly seems like a free lunch . After all, if we can produce more 
of the things that we va lue, without having to produce less of anything else, haven't 
we escaped from paying an opportunity cost? 

Yes . . and no. Figure 4 tells only part of the story because it leaves out the 
steps needed to create this sh ift in the PPF in the first place . 

CONSUMPTION VERSUS GROWTH 

In the previous section, you saw that increases in capital or technological advances 
can shift the economy's PPF outward along one or both axes, enabling us to pro
duce more of everything we desire. Clearly, economic growth gives us benefits. But 
in this section, we'll see that it also entails an opportunity cost . 

Consider the case of having more capital. First, note that ca pital plays a dual 
role in the economy. On the one hand, capital is a resource-a long-lasting tool that 
we use to produce goods and services. On the other hand, capital is itself a good and 
needs to be produced using .. . resources. A tractor, for example, is produced using 
land, labor, entrepreneurship, and other ca pita l (a tractor factory and all of the man
ufacturing equipment inside the facto ry). 

Each year, society must choose how much of its available resou rces to devote to 
producing capital. The more long-lasting capital we produce th is year, the more we 
will have ava ilable in future years to help us produce the goods and services that we 
enjoy. But there is a tradeoff: Any resources used to produce capital this year are flOt 

being used to produce consumer goods-food, automobi les, movies, health care, 
books, and other things that we enjoy right now and that contribute to our current 
lIVing standa rd. For example, food (a consumer good) that we produce this year 
contributes d irectly to this year's standard of living. But the tractors (a capita l good) 
that we produce this yea r contribute to our standard of living only indirectly, over 
time, as the tractors are used to produce more food. 

The tradeoff in having more capital is illustrated in Figure 5 . In each panel, the 
quantity of capi tal goods is measured on the horizontal axis, and consumption 
goods are measured on the vertical axis. (Notice that we've lumped all capital goods 
together into one broad category and all consumer goods into another. Our purpose 
is to illustrate the general tradeoff between one type of good and the other, rather 
than make statements or measurements involving speci fic goods.) In each panel, the 
solid curve shows the economy's PPF this year-the maximum production of one 
type of good for any given production of the other type. 

Now look at panel (a). Point A on the PPF shows one choice that society could 
make this year: relatively high production of consumer goods and little production 
of capital goods. This choice gives us a relatively high standard of living this year 
(lots of consumer goods) but adds li tt le to our tota l stock of capital. As a resu lt, next 
yea r's PPF-shown by the dotted line-does shifts outward (because we have more 
capital), but not by much. 

Panel (h) illustrates a different choice. By locating at point A' on this year's PPF, 
we sacrifice considerably more consum ption goods now, and shift even more 
resources toward capital than in panel (a). Livi ng standards are lower this year. But 
next year, with considerably more capital, the PPF shifts outward even more . As a 
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result, we can choose a point on next year's PPF, with much greater production of 
consumer goods than we could have chosen in panel (a). Panel (b), while requiring 
greater sacrifice this year, leads to a greater rise in living standards next year. 

A similar tradeoff exists when we look at technologica l change as a cause of eco
nomic growth. Technologica l change doesn't just "happen." Rather, resources must 
be used to create it-mostly by the research and development (R& D) departments 
o f large corporations. In 2003, corporations used about $200 bi llion worth of 
resources for R& D, and [he federa l government kicked in about another $100 
bitlion .7 These resources coli id have been used to produce other things that we'd 
enjoy right now. For example, doctors who are working in the R& D departments 
of pharmaceutical compan ies trying to develop drugs for the future could instead be 
providing health care to patients right now. 

We could illustrate the sacrifice needed for technologica l change using a pair of 
PPFs sim ilar to those in Figure 5. The vertical axis would sti ll measure consumer 
goods production . But on the horizontal axis, instead of capital goods, we'd halle a 
measure of "Research and Development Production"--such as the expenditures 
made by corporations and government agencies to run scientific laboratories or 
design new products. And we would come to [he same concl usion we came to ear
lier about economic growth from more capital. 

. For data on R& D in U.S. industri~s, s~~ ulncr~as~. in U.S. Industrial R&D Expenditur~. R~por!ed for 
2003 Mahs Up for Earli~r D~din~: National S(icnu Fo,,,,dation Brief, D~cember 2005 (al http:// 
www.nsf.govl. For the government 'S contribution, see "Federal Funds for R&D: FYs 2002, 2003 and 
2004" National Scimce Fo,,,,darion (at http://www.n,f.gov). 
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In order to produce more goods and services in the future, we must shift 
resources toward R&D and capital production, and away from the produc
tion of th;"gs we'd mio)' right 'lOW. 

We must conclude that although economic growth- at first glance-appears to 

be a free lunch, someone ends up paying the check. In this case, the bill is paid by 
those members of society who will have to make do with less in the present. 

ECONOMIC SYSTEMS 

As you read these words-perhaps sitting at home or in the library-you are expe
riencing a very private moment. It is just you and this book; the rest of the world 
might as well not exist. Or so it seems . . . 

Actually, even in this supposed ly private moment, you are connected to the rest 
of the world in ways you may not have thought about. In order for you to be read· 
ing this book, the authors had to write it. Someone had to edit it, to help make sure 
that all necessary material was covered and explained as clearly as possible. 
Someone else had to prepare the gra phics. Others had to run the printing presses 
and the binding machines, and still others had to pack the book, ship it, unpack it, 
put it on a store shelf, and then sell it to you. 

And there's more. People had to manufacture all kinds of goods: paper and ink, 
the boxes used for shipping, the computers used to keep track of inventory, and so 
on . It is no exaggeration to say that thousands of people were involved in putting 
this book in your hands. 

And there is sti!! more. The chaIr or couch on which you are sitting, the light 
shining on the page, the heat or the a ir conditioning in the room, the clothes you are 
wearing-all these things that you are using right now were produced b)' somebod)' 
else. So even now, as you sit alone reading th is book, you are economically linked 
to others in hundreds---even thousands- of different ways. 

Take a walk in your town or city, and you will see even more evidence of our eco· 
nomic interdependence: People are collecting garbage, helping schoolchildren cross 
the street, transporting furniture across town, constructing bui ldings, repairing 
roads, painting houses. Everyone is producing goods and services for other people. 

Why is it that so much of what we consume is produced by other people? Why 
are we all so heavily dependent on each other for our material well-being? Why 
don't we an-like Robinson Crusoe on his island-produce our own food, clothing, 
housing, and anything else we desire? And how did it come about that )'ou-who 
did not produce any of these things yourself-are able to consume them? 

These are all questions about our economic s),stem- the way our economy is 
organized. Ordinarily, we take our economic system for granted, like the water that 
runs our of our faucets. Bur now it's time to begin looking at the plumbing-to tearn 
how ou r economy serves so many mi!!ions of people, enabling them to survIve and 
prosper. 

SPEClALlZATION AND EXCHANGE 

If we were forced to, many of us could become econom ically self-SlIfficiettl. We 
could stake out a plot of land, grow our own food, make our own clothing, and 
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build our own homes. But in no society is there such extreme self-sufficiency. On the 
contrary, every economic system has been characterized by twO features : (1) spe
cialization, in wh ich each of us concentrates on a limited number of productive 
activities, and {2) exchange, in which most of what we desire is obtained by trad ing 
with orhers rather than producing for ourselves. 

Specialization and exchange enable itS to enio), greater prodllctiOll and 
higher livillg stalldards thall would otherwise be possible. As a reslI/t, all 
economies exhibit high degrees of specialiUltion and exchange. 

There are three reasons why specia lization and exchange enable us to enJOy 
greater production . The first has to do with human capabilities: Each of us can learn 
only so much in a lifetime. By limiting ourselves to a narrow set of tasks-fixing 
plumbing, managing workers, writing music, or designing Web pages- we are each 
able to hone our skills and become experts at one or two things instead of remain
ing amateurs at a lot of things. It is easy to see that an economy of experts will pro
duce more than an economy of amateurs. 

A second gain from specialization results from the time needed to switch from 
one activity to another. When people specialize, and thus spend more time doing one 
task, there is less un productive "downtime" from switching activities. 

Adam Smith first explained these gains from specialization in his book An 
Inquir), into the Nature and Causes of the Wealth of Nations, published in 1776. 
Smith explained how specialization within a pin facto ry dramatically increased the 
number of pins that could be produced there. In order to make a p in ... 

One man draws out the wire, another straightens it, a third mts it, a fOl/rth 
poillts it, a fifth grinds it at the top for receiving the head; to make the head 
requires three distinct operations; to put it OtJ is a fseparateJ bllsilless, to 
whiten the pins is another; it is even a trade by itself to put them into the 
paper; and the importallt business of makillg a pill is, in this manner, divided 
illto about eighteen distinct operations, which, ill some manufactories, are 
all performed b)' distinct hands. 

Smi th went on to observe that JO people, each work ing separately, might make 
200 pins in a day, but through specialization they were able to make 48,000! What 
is true for a pin factory can be generalized to the entire economy: Total production 
will increase when workers specialize. 

Notice that the gains from specialization we've been discussi ng- and that Adam 
Smith described so well-do /Jot depend on any differences in individuals' capabili
ties. Even in a society where initially everyone is idelltical to everyone else, special
ization would stil l yield gains for the twO reasons we've discussed: People would 
develop expertise over time, and there would be less downtime from switching tasks . 

Of course, in the real world, workers are flat identica lly suited to different kinds 
of work. Nor are all plots of land, all natural resources, or all types of capital equip
ment identically suited for different tasks. This observation brings us to the third 
source of gains from specialization-one based on ind ividual differences. 

FURTHER GAJNS TO SPECIALIZATION: COMPARATIVE ADVANTAGE 

Imagine a shipwreck in which there are only two survivors-let's call them 
Maryanne and Gilligan-who wash up on opposite shores of a deserted island . 
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Labor Required for: 

1 Fish 

Maryanne 1 hour 

Gilligan 3 hours 

1 Cup of Berries 

1 hour 

1~ hours 

Initially they are unaware of each other, so each is forced to become completely 
self-sufficient. And there are only two kinds of food on the island: fish and berries. 

Table 3 shows how much time it takes for each castaway to pick a cu p of berries 
or catch one fish. For simplicity, we'll assume that the time requirement remai ns 
constant no matter how much time is devoted to these activities . 

On one side of the island, Maryanne finds that it takes her 1 hour to catch a fish 
and I hour to pick one cup of berries, as shown in the first row of the table. On the 
other side of the island, Gilligan-who is less adept at both tasks-requires 3 hours 
to catch a fish and I! hours to pick a cup of berries, as listed in the second row of 
the table. Since both castaways would want some variety in their d iets, we can 
assume that each would spend part of the week catching fish and part picking berries. 

Suppose that, one day, Maryanne and Gilligan discover each other. After reioic· 
ing at the prospe<:t of human companionshi p, they decide to develop a system of 
production that will work to their mutual benefit. Let's rule out any of the gai ns 
from specia lization that we discussed earl ier (minimizing downtime or developing 
expertise). Will it still pay for these two to specialize? The answer is yes, as you will 
see after a small detour. 

Absolute Advantage: A Detour 

When Gilligan and Maryanne sit down to figure out who should do what, they 
might fall victim to a common mistake: basing their decision on absolute advantage. 

All illdividual has all absolute advantage ill the productioll of some good when 
he or she call produce it using fewer resources than allother individual call. 

On the island, the only resou rce being used is labor time, so the reasoning might go 
as follows: Maryanne can catch a fish more quickly than Gilligan (see Table 3), so 
she has an absoillte advalltage in fishing. It seems logical, then, that Maryanne 
should be the one to catch fish. 

But wait! Maryanne can also pick berries more quickly than Gilligan, so she has 
an absolute advantage in that as well. If absolute advantage is the criterion for 
assigning work, then Maryanne should do both tasks . This, however, would leave 
Gilligan doing nothing, which is certainly not in the pair's best interests. What can 
we conclude from this example? That absolute advantage is an unre liable guide for 
allocating tasks to different workers. 

comparative Advantage 

The corre<:t principle to guide the division of labor on the island is comparative 
advantage: 

Labor Requirements for Ash 
and Berries 
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A person has a comparative advantage in producing some good if he or she 
call produce it with a smaller opport/Ill ity cost thall some other person Cal/. 

Notice the important difference between absolu te ad\'3mage and comparative 
advantage: YOll have an absolute advantage in producing a good if you can produce 
it using fewer resOllrees than someone else can . But you have a comparative advan
tage if you can produce it with a smaller opportllflity cost. As you'll sec, these are 
not necessarily the same thing. 

Let's see who has a comparative advantage in fishing, by calculating- for each 
of the castaways-the opportunity cost of catching one fish. For Maryanne, catch
ing a fish rakes an hour. T his is Time that could instead be USC(j to pick one cup of 
berries. Thus, for Maryanne, the opportunity cosl of one more (ish is aile ClIp of 

~ berries. It takes Gilligan three houn to catch a fish, Time which he could use to pick 
_ two cups of berries instead. T hus, for Gilligan, the opportunity cost of one more 
~ fish is two CliPS of berries. These o pportunity costs are lis te,1 in the firs t column of 
~ Table 4. As you can .~ee by comparing the entries, the opportunity cost for one more 
~ fish is lower for Maryanne than for Gilligan . There fore, MarYa/me has a compara
.. tive adval/tage ill {ishiI/g. , 
2 Now let's determine who has a comparative advantage in berries. From Table 3, 
l:i Maryanne needs an hour to pick a cup of berries, time that could he used to catch 

".' .-"'~ one fish. T hus, for Maryanne, the opportllnity cost of one more CliP of berries is one _
_ ...; ... _ ... ____ .>.~ ... g (ish. For Gilligan, it takes if hours to pick a cup of berries, time that could be use(1 

Ilstawll),s do better when the)' spe
a"d excha"ge wilh each olher. 
r of Iryi>'g to be sel(-suffide>ll. 

instead to catch one-half of a fish . Thus, for Gilligan the opportullity (Ost of aile 
ClIP of berries is one-half fish . (Of course, no one would ever catch half a fish unless 
they were using a machete. T he nu mber JUSt tells us the rate of tradeoff of one good 
for the other.) 

T hese opportunity costs are listed in the second column of Table 4. As you can 
see, when it comes to berries, it is Gilligan who has the lower opportunity cost. 
Therefore, Gilligan- who has an absolute advantage in nothing- has a comparative 
advantage ill berries. 

What happens when the two decide to produce more of the good in which they 
ha\'e a comparative advantage? T he results are shown in Table 5. In the first row, 
we have Maryanne catching one more fish each day. "mis requi res an additional 
hour, which she shifts out of picking berries . So Maryanne produces one more fish 
(+ 1) and one fewer cup of berries (-1). In the second row, we have Gilligan pro
ducing one fewer fish (-I). T his frees up three hou rs. Since it takes Gilligan [~hours 
to produce a cup of berries, he can use those three hours to produce two cups of 
berries (+2) . 

Now look at the last row. It shows what has happened to production of both 
goods on the island a.~ a result of this little shift between the two . While fish 

Oppottunlty Costs 
for Fish and Berries 

Maryanne 

Gilligan 

Opportunity Cost of: 

One Mote Fish 

1 cup berries 

2 cups berries 

One More CUp 
of Bettles 

1 fish 

~ fish 
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Change In 
Change In Fish Berty A Beneficial Change 
Production Production In Production 

Maryanne +1 - 1 
Gilligan - 1 +2 
Total Island +. +1 

production remains unchanged, berry production has risen by one cup . And because 
total production has increased, so does total consumption. If the castaways can find 
some way of trading with each other, they can both come out ahead: consuming the 
same quanti ty of fish as before, but more berries. 

As you can see in Table 5, when each castaway moves toward producing more 
of the good in which he or she has a comparative adval/tage, total production ri ses. 
Now, let's think about this. Because the castaways gain when they make this small 
shift toward their comparative advantage goods, why not make the change again? 
And aga in after that? In fact, why not keep repeating it unti l the opportunities for 
increasing total island production are exhausted, which occurs when one or both of 
them is devoting all of their time to producing just their comparative advantage 
good, and none of the other? In the end, the castaways enjoy a higher standa rd of 
lIVing when they try to special ize and exchange goods with each other, compared to 
the level they'd enjoy under self-sufficiency.8 

What is true for our shipwrecked island dwellers is also true for the entire 
economy: 

Total production of every good or service will be greatest when illdividuals 
specialize according to their comparative advantage. This is allother reaSOIl 
why specialization and exchange lead to higher living standards than does 
self-sufficiency. 

When we turn from our fictional island to the real world, is production, in fact, 
consistent with the principle of comparative advantage? Indeed, it is. A journalist 
may be able to paint her house more quickly than a house painter, giving her an 
absolute advantage in painting her home. Will she paint her own home? Except in 
unusual circumstances, no, because the journalist has a comparative advantage in 
writing news articles. Indeed, most journalists-like most college professors, attor
neys, architects, and other professionals-hire house painters, leaving themselves 
more time to practice the professions in which they enjoy a comparative advantage. 

Even com ic book superheroes seem to behave consistently with comparative 
advantage. Superman can no doubt cook a meal, fix a car, chop wood, and do vir
tually anything faster than anyone else on the earth. Using our new vocabulary, we'd 
say that Superman has an absolute advantage in everything. But he has a clear com· 
parative advantage in catching criminals and saving the universe from destruction, 
which is exactly what he spends his time doing. 

I [n Ihis example, production of berries rises while fish prodllClion remains unchanged. I'ut the ca~taways 
could inSltad choose 10 produce mOre fish and Ihe Same quantity of berries, Or eVen mOre of both goods. 
Some end-of-chapttr problems will guide you to these other OutCOmeS. 
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Specialization in Perspective 

The ga ins from specia lization, whether they arise from developing expertise, mini
mizing downtime, o r exploiting comparative advantage, can explain many fea tures 
o f our economy. For example, college students need to select a ma jor and then, upon 
graduating, to de<:ide on a specific career. Those who follow this path are often 
rewarded with higher incomes than those who da lly. This is an encouragement to 
specialize. Society is better off if you specialize, si nce you will help the economy pro
duce more, and society rewards you for th is contribution with a higher income. 

The gains from specialization can also expla in why most of us end up working 
for business fir ms that employ dozens, or even hundreds or thousands, of other 
employees. Why do these business fir ms exist? Why isn't each of us a self-employed 
expert, exchanging our production with other self-employed experts? Part of the 
answer is that organ izing production into business firms pushes the gains from spe
cia lization still further. Within a firm, some people can specialize in working with 
their hands, others in managi ng people, others in marketing, and still others in keep
ing the books. Each firm is a kind of min isociety wi thin wh ich specia lization occurs. 
The result is greater production and a higher standard of living than we would 
achieve if we were all self-employed. 

RESOURCE ALWCATION 

Ten thousand years ago, the Neolithic revolution began, and human society 
sw itched from hunting and gathering to farming and simple manufacturing. At the 
same time, human wants grew beyond mere food and shelter to the infini te variety 
of things that can be made. Ever since, all societies have been confronted with three 
important questions: 

1. Which goods and services shou ld be produced with society's resources? 
2. How should they be produced? 
3. Who should get them? 

Together, these three questions constitute the problem of resource allocation. 
Let's fi rst consi der the which question. Should we produce more health care or 

more movies, more goods for consumers or more capital goods for businesses? 
Where on its production possibilities frontier should the economy operate? As you 
will see, there a re different methods societies can use to answer these questions. 

The how question is more complicated. Most goods and services can be pro
duced in a variety of d ifferent ways, each method using more of some resources and 
less of others. For example, there are many ways to dig a ditch. We could use flO 

capital at all and have dozens of workers digging with their bare hands. We could 
use a small amOllnt of capital by giving each worker a shovel and thereby use less 
labor, since each worker would now be more productive. Or we could use even 
more capital-a power trencher-and dig the ditch with JUSt one or twO workers. 
In every economic system, there must always be some mechanism that determines 
how goods and services will be produced from the infinite variety of ways available. 

Finally, the who question . Here is where economics interacts most strongly with 
politics. There are so many ways to divide ou rselves into groups: men and women, 
rich and poor, skilled and unskilled, workers and owners, families and single peo
ple, young and o ld ... the list is endless. How should the products o f ou r economy 
be distr ibuted among these different grou ps and among individuals with in each 
group? 
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Determining who gets the economy's output is always the most controversial 
aspect of resource allocation. Over the last hatf-<:entury, our society has become 
more sensit ized to the way goods and services are distributed, and we increasingly ask 
whether that d istribution is fai r. For example, men get a disproportionately larger 
share of our national output than women do, whites get more than African-Americans 
and Hispan ics, and middle-aged workers get more than the very old and the very 
young. As a society, we want to know why we observe these patterns {a positive 
economic question ) and what we should do about them (a normative economic 
question). 

The Three Methods of Resource Allocation 

Throughout history, every society has relied primari ly on one of three mechanisms 
for allocating resources . In a traditional econom y, resources are allocated according 
to the long-lived practices of the past. Tradition was the dominant method of 
resource allocation for most of human history and remains strong in many tribal 
societies and small villages in parts of Africa, South America, Asia, and the Pacific. 
Typica lly, traditional methods of production are handed down by the village elders, 
and trad itional princi ples of fairness govern the distribution of goods and services. 

Economies in which resources are allocated mostly by tradition tend to be sta
ble and predictable. But these economies have one serious drawback : They don't 
grow. With everyone locked into the traditional patterns of production, there is lit
tle room for innovation and technological change. Traditional econom ies are there· 
fore likely to be stagnant economies . 

In a command economy, resources are allocated mostly by explicit instructions 
from some higher authority. Which goods and services should we produce? Th e 
ones we're ordered to produce. How should we produce them? The way we're told 
to produce them . Who will get the goods and services? Whoever the authority tells 
us shou ld get them. 

In a command economy, a government body plans how resources will be allo· 
cated . That is why command economies are also called centrally planned economies. 
But command economies are disappearing fast. Until about 20 years ago, examples 
would have included the former Soviet Un ion, Poland, Rumania, Bulgaria, Albania, 
China, and many others. Beginning in the late 19S0s, all of these nations began 
abandoning central planning. The only examples left today are Cuba and North 
Korea, and even these economies-though still dominated by central planning
occasionally take steps away from it. 

The third method of allocating resources-and the one with which you are no 
doubt most familiar-is ""the market." in a market economy, neither long-held tra
ditions nor commands from above guide most econom ic behavior. Instead, people 
are largely free to do what they want with the resources at their disposal. In the end, 
resources are allocated as a result of individual decision making. Which goods and 
services are produced? The ones that producers choose to produce. How a re they 
produced? However producers choose to produce them. Who gets these goods and 
services? Anyone who chooses to buy them. 

Of cou rse, in a market system, freedom of choice is constra ined by the resources 
one controls. And in this respect, we do not all start in the sa me place in the eco· 
nomic race. Some of us have inherited great intelligence, talent, or beauty; and some, 
such as the children of successful professionals, are born into a world of helpful 
persona l contacts. Others, unfortunately, will inherit none of these advantages. In a 
market system, those who control more resources will have more choices available 

Traditional economy An 
economy in which resources are 
allocated according to long·lived 
practices from the past. 

Command or centrally planned 
economy An ecor"lomic system in 
which resources are allocated 
ae<:on::iir"lg to explicit instructions 
from a central authority. 

Malket economy Ar"I economic 
system ir"l which resources are 
allocated through individual deci· 
sion making. 
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to them than those who control fewer resources. Nevertheless, given these different 
starting points, individua l choice plays the major role in allocating resources in a 
market economy. 

But wait isn't there a problem here? People acting according to their own 
desires, without com mand or tradition to control them? This sounds like a recIpe 
for chaos! How, in such a free-for-all, could resources possibly be allocated? 

The answer is contained in two words: markets and prices . 

The Nature of Markets 

The market economy gets its name from something that nearly always happens 
when people are free to do what they want with the resources they possess. 
Inevitably, people decide to specialize in the production of one or a few things
often organizing themselves into business firms-and then sellers and buyers come 
together to trade. A market is a collection of buyers and sellers who have the poten
tial to trade with one another. 

In some cases, the market is global; that is, the market consists of buyers and 
sellers who are spread across the globe. The market for oil is an example of a glob
al market, since buyers in any country can buy from sellers in any country. In other 
cases, the market is local. Markets for restaurant meals, haircuts, and taxi service 
are examples of local markets. 

Markets playa major role in allocating resources by forcing individual decision 
makers to consider very carefully their decisions about buying and selling. They do 
so because of an important feature of every market : the price at which a good is 
bought and sold. 

The Importance of Prices 

A price is the amollnt of money a bllyer mllst pay to a seller for a good or service. 
Price is not always the same as cost. In economics, as you've learned in this chapter, 
cost means opportunity cost-the total sacrifice needed to buy the good . While the 
price of a good is a part of its opportun ity cost, it is not the only cost. For example, 
the price does not include the value of the ti me sacrificed to buy something. Buying 
a new jacket will require you to spend time traveling to and from the store, trying 
on different styles and sizes, and waiting in line at the cash registe r. 

Sti!!, in most cases, the price of a good is a significant part of its opportunity cost. 
For large purchases such as a home or automobile, the price will be most of the oppor
tunity cost. And this is why prices are so important to the overall work ing of the econ
omy: They confront individua l decision makers with the costs of their cho ices. 

Consider the example of purchasing a car. Because you must pay the price, you 
know that buying a new car will require you to cut back on purchases of other 
things . In th is way, the opportunity cost to society of making another car is con
verted to an opportunity COSt for yOIl. If you va lue a new car more highly than the 
other things you must sacrifice for it, you wi ll buy it. If not, you won't buy it. 

Why is it so important that people face the opportunity costs of their actions? 
The following thought experiment can answer this question . 

A Thought Experiment: Free Cars 

Imagine that the government passes a new law: When anyone buys a new car, the 
government will reimburse that person for it immediately. The consequences would 
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be easy to predict. First, on the day th e law was passed, everyone would rush out to 
buy new cars. Why not, if cars are free? The entire stock of existing automobiles 
would be gone wi thin days-maybe even hours. Many people who didn't value cars 
much at all, and who hardly ever used them, would find themselves owning several
one fo r each day of the week or to match the different colors in their wardrobe. Others 
who weren't able to act in ti me-includi ng some who desperately needed a new car 
for their work or to run their households-would be unable to find one at all. 

Over time, automobile companies would drastica lly increase production to meet 
the surge in demand for cars. So much of our a \'ailable labor, capital, land, and 
entrepreneu rial talem would be diverted to the automobile industry that we'd have 
to sacrifice huge quantities of all other goods and services. Thus, we'd end up pay
ing for those additional ca rs in the end, by making do with less ed ucation, less med
ical ca re, perha ps even less food-all to SUppOTt the widespread, frivolous use of 
cars. Almost everyone would conclude that society had been made worse off with 
the new "free-car" policy. By eliminating a price for automobiles, and severing the 
connection between the opportunity cost of producing a car and the individual's 
decision to get one, we would have created quite a mess for ourselves. 

When resources are allocated by the market, and people mllst pay for /I,eir 
purchases, they are forced to consider the opportunity cost to sodet)' of tl,e;r 
;"dividual aerio"s. In tl'is lI'a)" markets are able to create a se"sible aJ/oca
tion of resources. 

Resource Allocation in the United States 

The United States has a lways been considered the leading example of a market econ
omy. Each day, mill ions of disti nct items are produced and sold in ma rkets. Our gro
cery stores are always stocked with broccoli and tomato soup, and the drugstore 
always has Kleenex and aspirin-all due to the choices of individual producers and 
consumers. The goods that are traded, the way they are traded, and the price at 
which they trade are determined by the traders themselves. No direction from above 
is needed to keep markets working. 

But even in the Un ited States, th ere are numerous cases of resource alloca tion 
outside the market. For exam ple, families are important institutions in the United 
States, and many economic decisions are made within them. Families tend to oper
ate like traditional villages, not like market economies. For example, few parents 
make th ei r children pay for goods and services provided insid e the horne. 

Our economy also a llocates some resources by command. Various levels of gov
ernment collect, in total, aboUT one-thi rd of our income,~ as taxes. We are told how 
much tax we mu st pay, and those who don't comply suffer serious penalties, includ· 
ing imprisonment. Government-rather than individual decision makers-spends 
the tax revenue. In this way, the government plays a major role in allocating 
resources-especially in determining which goods are produced and who gets them. 

Th ere are al so other ways, aside from strict commands, that the govern ment lim 
its our market freedoms. Regulations designed to protect the environment, maintain 
sa fe workplaces, and ensure the safer}' of our food supply are just a few examples 
of government-imposed constraints on our individ ual choice. 

What are we to make, then, of resource a llocation in the United States? Markets 
are, indeed, constrained. But fo r each example we can find where resources are 
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allocated by tradition or command, or where government restrictions seriously limit 
some market freedom, we can find hundreds of examples where ind ividuals make 
choices according to their own desires. The things we buy, the jobs at which we 
work, the homes in wh ich we live-in a lmost all cases, these result from market 
choices . The market, though not pure, is certainly the dominant method of resource 
allocation in the United States. 

RESOURCE OWNERSHIP 

So far, we've been concerned with how resources are allocated. Another important 
feature of an economic system is how resources are owned. The owner of a 
resource-a parcel of land, a factory, or one's own labor time-determines how it 
can be used and receives income when others use it. And there have been three pri
mary modes of resource ownership in human history. 

Under cOl1ll1llmal ownership, resources are owned by everyone-or by no one, 
depending on your point of view. They a re simply there for the taking; no person or 
organization imposes any restrictions on their use or charges any fees. 

It is hard to find economies with significant communal ownership of resources. 
Karl Marx believed that, in time, all economies would evolve toward communal 
ownership, and he named this predicted system communism. [n fact, none of the 
economies that called themselves communist (such as the fo rmer Soviet Union ) ever 
achieved Marx's vision . This is not surprising: Communal ownership on a broad 
scale can work only when individuals have no conflicts over how resources are used. 
Therefore, communism requires the end of scarcit),--an unlikely prospect in the 
foreseeable future . 

Neve rtheless, there are exa mples of communa l ownership on a smaller scale. 
Traditiona[ villages maintai n communa l ownership of [and and sometimes cattle. 
Closer to home, most fami lies operate on the principle of communal ownership. The 
house, television, telephone, and food in the refrigerator are treated as if owned 
jointly. More broadly, who "owns" our sidewalks, streets, and public beaches? No 
one does, really. In practice, a1l citizens are free to use them as much and as often as 
they would like. This is essentially communal ownership. 

Under sociali sm, the state owns most of the resources. The prime example is the 
former Soviet Union, where the state owned all of the land and capital equipment 
in the country. In many ways, it also owned the labor of ind ividual households, since 
it was virtually the on ly employer in the nation and unemployment was considered 
a cn me. 

State ownership also occurs in nonsocialist economies. In the United States, 
national parks, state highway systems, military bases, public colleges and universi
ties, and government buildings are all state-owned resources. Over a third of the 
land in the country is owned by the fede ral government. The military, even under 
our current volunteer system, is an example in which the state owns the labor of 
soldiers-albeit for a limited period of time. 

Finally, the third system. When most resources are owned privately--as in the 
United States-we have capitalism. Take the book you are reading right now. If you 
turn to the title page, you wil1 see the imprint of the company that publ ished this 
book. This is a corporation owned by thousands of individual stockholders. These 
individua ls own the buildings, the land under them, the office furniture and comput
er equipment, and even the reputation of the company. When these facilities are used 
to produce and sell a book, the company's profits belong to these stockholders. 
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Similarly, the employees of the company are private individuals. They are selling a 
resource they own-their labor time-to the company. and they receive income
wages and sala ries-in return. 

The United States is one of the most capita listic countries in the world. True. 
there are examples of state and communa l ownership, as we've seen. But the domi
nant mode of resource ownership in the United States is private ownership. 
Resource owners keep most of the income they earn from supplying their resources, 
and they have broad freedom in deciding how their resources are used . 

TYPES OF ECONOMIC SYSTEMS 

We've used the phrase economic system a few times already in this book. Bur now 
it's time for a formal definition. 

An economic system is composed of two features: a mechanism for allocating 
resources and a mode of resource ownership. 

Let's leave aside the rare economies in which communal ownership is dominant 
and those in which resources are allocated primarily by tradition. That leaves us 
with four basic types of economic systems, indicated by the four quadrants in Figure 
6. In the upper left quad rant. we have market capitalism. In this system, resources 
are allocated primarily by the market and owned primari ly by private individuals. 
Today, most nations have ma rket capitalist economies, including all of the countries 
of North America and Western Europe, and most of those in Asia, latin America, 
and Africa. 

Private 

Resource 
Ownership 
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I 
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Market Command 
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In the lower right quadrant is centrally pial/lied socialism, under which 
resources aTe mosrly allocated by command and mostly owned by the state. Thi s 
was the system in the former Soviet Union and the nations of Eastern Europe until 
the late 1980s. But since then, these countries' economies have gone through cata
clysmic change by moving from the lower right quadrant to the upper left. That is, 
these nations have simultaneously changed both their method of resource allocation 
and their systems of resource ownership. 

Although market capitalism and centrally planned socialism have been the two 
paramount economic systems in modern hisrory, there have been others. The upper 
right quadrant represents a system of centrally pial/ned capitalism, in which 
resources are owned by private individuals yet allocated by command . In the recent 
past, countries such as Sweden and Japan-where the government has been more 
heavily involved in allocating resources than in the United States- have flirted with 
this type of system. Nations at war-like the United States during World War 11-
also move in this direction, as governments find it necessary to direct resources by 
command in order to ensu re sufficient mili tary production. 

Finally, in the lower left quadrant is market socialism , in which resources are 
owned by the state yet allocated by the market mechanism. The possibility of mar
ket social ism has fascinated many social scientists, who believed it prom ised the best 
of both worlds: the freedom and efficiency of the market mechanism and the fair
ness and equity of socialism. There are, however, serious problems-many would 
say "unresolva ble contradictions"-in trying to mix the two. The chief examples of 
market socialism in modern history were short-li ved experi ments-in Hungary and 
the former Yugoslavia in the 19S0s and 1960s-in which the results were mixed 
at best. 

Economic Systems and This Book 

Over the past twO decades, the world has changed d ramatically: About 300 million 
people in Europe have come under the sway of the market as their nations aban
doned centrally planned socialism; more than a billion have been added as China 
has changed course. The study of modern economies is now, more than ever, the 
study of market cap italism, and that will be the focus of our text. 

Understanding the Market 

The market is simultaneously the most simple and the most complex way to allo
cate resources. For individual buyers and sellers, the market is simple. There are no 
traditions o r commands to be memorized and obeyed. Instead, we enter the markets 
we wish to trade in, and we respond to prices there as we wish to, unconcerned 
about the overall process of resource allocation . 

But from the econom ist's point of view, the market is quite complex. Resources 
are allocated indirectly, as a by-product of individual decision making, rather than 
through easily identified traditions or commands . As a resu lt, it often takes some 
skillful economic detective work to determine JUSt how individuals are behaving and 
how resources are being allocated as a consequence. 

How can we make sense of all of this apparent chaos and complexity? That is 
what economics is all about. And you will begin your detective work in Chapter 3, 
where you will learn about the most widely used model in the field of economics: 
the model of supply and demand. 
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Are We Saving Lives Efficiently? 
Earlier in this chapter, you learned that instances of gross productive 
inefficiency are not as easy to find in our economy as one might imag~ 
ine. But many economists argue that our allocation of resources to life
saving efforts is a glaring exception. In th is section, we'll use some of 
the tools and concepts you've learned in th is chapter to ask whether we 
are saving lives efficiently. 

We can view "saving lives" as the output-a service-produced by 
the "lifesaving industry." This industry consists of private firms (such 
as medica l practices and hospitals), as well as government agencies 
(such as the Department of Health and Human Services or the 
Environmental Protection Agency). In a productively efficient economy, 
we must pay an opportunity cost whenever we choose to save addi
tional lives. That's because any lifesaving action we might take-build
ing another emergency surgery center, running an advertising campaign 
to encourage healthier living, or requiring the substirution of costly but 
safe materials for less costly but toxic ones-would require us to use 
additional land, labor, capital, and entrepreneurship. And these resou rces 
could be used to produce other goods and services that we value. 

Figure 7 illustrates this opportunity cost with a production possi
bilities frontier. The number of lives saved per yea r is measured along 
the horizontal axis, and the quantity of all other goods {lumped together into a sin
gle category) is measured on the vertical axis. A productively efficient economy 
would be all the frontier, producing the maximum quantity of all other goods for 
any given number of lives saved. Equivalently, productive efficiency would mean 
saving the maximum possible number of lives for any given quantity of other goods 

Quantity of All 
Other Goods 

per Year 

Q2 -- -e ----
B A 

Q1 Number of Lives 
Saved per Year 

Efflclern;:y and Inefficiency 
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produced. Point A on the PPF is one stich productively efficient point, where we 
would save QI lives per year, and produce the quantity Q2 of all other goods. Once 
we are 011 the frontier, we can only save morc lives by pulling resources away from 
producing other goods, and paying an opportunity COSt in other goods foregone . 

But what if there is productive jnefficienc}, in the economy? And what if the 
SOUTce of the inefficiency is in the lifesaving industry ilsdf? More spe<: ifically, what 
if more lives could be saved with the current quantity of resources used by the indus
ITY simply by reallocating those resources among different types of lifesaving activ
ities? In that case, the economy wou ld be operating at a point like B, imide the prE 
By eliminating the inefficiency, we cou ld move to the framler. For example, we 
could save more lives with no sacrifice of other goods (a move from point B 10 point 
A ) or have more of Olher goods whi le saving the same number of lives (a move ver
tically upward from point B to a new, unmarked point on the PPF) or have more of 
both (upward and rightward from point H). 

Economists argue that the United Srates and most other countries do, in fact, 
operate at a poim like B because of productive inefficiency in saving lives. How have 
the)' come to such a conclusion? 

The first step in the analysis is to re member that, in a market economy, resources 
sell at a price. Th is allows us to use the dolla r cost of a lifesavi ng method to meas
ure the value of the resources used up by that method . 

Moreover, we can compare the "cOSt per year of life saved" of different meth
ods . For example, in the Uni ted States we currently spend about $253 million on 
heart transplants each year and thereby add about 1,600 years to the lives of heart 
patients. Thus, the cost per year of life saved from heart transplants is 
S253,000,OOO/l ,600 = S 158,000 (rounded to the nearest thousand ). 

Table 6 lis ts se\'era l of the methods we currently use to save lives in the Uni ted 
States. Some of these methods reflect lega l or regulatory decisions (such as the ban 
on asbestos) and others reflect standard medical practices (such as annual mammo
grams for women o\'er 50). Other methods effectivel)' save lives only sporadically 
(such as seat belts in school buses). You can see that the COSt per life saved ranges 
widely- from $ 150 per year of life saved for a physician warning a patient to quit 
smoking, to over 566,000,000 per year of life saved from the ban on asbestos in 
alltomatic transmissions. 

The table indicates that some lifesaving methods are highly cost effective. For 
example, our society probably exhausts the potential to save lives from brief physi
cian antismoking intervention. Most doctors do warn their smoking patients to quit. 

But the table also indicates some serious productive inefficiency in lifesaving. 
For exa mple, screening and treating African-American newborns for sickle cell ane
mia is one of the least costly ways of saving a year of life in the United States---only 
5236 per year of life saved. Nevertheless, 20 percent of African-American newborns 
do lIot get this screening at a ll. Si milarly, intensive intervention to discourage smok
ing is far from universal in the U.S. health care system, even though it has the rela
tively low cOSt of $2,587 per year of life saved. 

Why is the less than universal use of these lower COSt methods productively inef
ficiellt? To answer, let's do some thought experiments. First, let's imagine that we 
shift resources from heart transplants to illtellsive antismoking efforts. Then for 
each year of life we decided lIot to save with heart tran splants, we would free up 
S 157,821 in medical resou rces. If we applied [hose resources towa rd intensive anti
smoking efforts, at a cost of S2,587 per year of life saved, we could then sa\'e an 
additional 5157,8211$2,587 = 61 life-years. In other words, we could increase the 
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Method 

Brief physician antismoking intervention: 
Single personal warning from physician to stop smoking 

Sickle cell screening and treatment for African·American newborns 

Replacing ambulances with helicopters for medical emergencies 

Intensive physician antismoking Intervention: 
Physician identification of smokers among their patients; 

three physician counseling sessions; two further sessions with 

smoking.cessation specialists: and materials-nicotine 

patch or nicotine gum 
Mammograms: Once every three years, for ages 50-64 

Chlorination of water supply 
Next step after suspicious lung X-ray: 

PET Scan 

Exploratory Surgery 

Needle Biopsy 
Vaccination of all infants against strep infections 

Mammograms: Annually, for ages 50-64 

Exercise electrocardiograms as screening test: 
For 40·year--old males 

Heart transplants 

Mammograms : Annually. for age 40--49 

Exercise electrocardiograms as screening test: 
For 40·year--old females 

Seat belts on school buses 

Asbestos ban in automatic transmissions 

Cost per 
Ufe-Year Saved 

$150 
$236 

$2,454 

$2,587 
$2,700 
$4,000 

$3,742 
$4,895 
$7.116 

$80,000 
$108,401 

$1 24,374 
$157,821 
$186.635 

$335,217 
$2,760,197 

$66,402,402 

$(lurc" .... Compiled /fom various publ;catlons, Ind iv;dual sources ava; labie from authors upon request. 

number of life-years saved without any increase in re.~ources flowing to the heal th 
care secwr, and therefore, without any sacrifice in other goods and services. If you 
look back at the definition of productive inefficiency given earlier in this chapter, 
you'll see why this is an example of it. 

But why pick on heart transplants? Our ban on asbestos in automobile trans
missions-which requires the purchase of more costly materials with greater quan
tities of scarce resources......-costs us about $66 million for each life-year saved. 
Suppose these funds were spent instead to buy the resources needed to provide 
women aged 40 to 49 with annual mammograms (currently flat part of most physi
cians' recommendations). Then fo r each life-year lost to asbestos, we'd save 
$66 million/186,635 == 3S4 life-year,~ from earlier detection of breast cancer. 

Of course, allocating lifesaving resources is mllch more complicated than our dis
cussion so far has implied. For one thing, the benefits of lifesaving efforts are not fully 
captu red by "life-years saved" (or even by an alternative measure, which accounts for 
improvement in quality of life). The cost per life-year saved from mandating seat 
belts on school buses is extremely high-almost $3 million. T his is mostly because 
very few children die in school bus accidents-abou t 11 per year in the entire United 
States-and, according to the National Traffic Safety Board, few of these deaths 

The Cost of Sa ving lives 
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would have been prevented with seat belts. But mandatory seat bel ts-rightly or 
wrongly-might decrease the anxiety of millions of parents as they send their chi l
dren off to schooL How shou ld we value such a reduction in anxiety? Hard to say. 
But it's nO[ unreasonable to include it as a benefit-at least in some way-when 
deciding about resources. 

Another difficulty in allocating our lifesaving resources efficiently-which has 
become profoundly more serious in the last few years-is uncertainty. Consider, for 
example, our efforts to prevent a terrorist arrack via hijacked airliners. What is the 
cost per life-year saved? We cannot know. An earlier study of antite rrorist efforts in 
the mid-1990s had estimated the cost at $8,000,000 per life·~' ear saved, which 
seems productively inefficient.' But this study made two cri ti ca l assumptions to 

arrive at that number. First, it assume<l that without the new procedures 37 people 
would perish each year from airline-related terrorist incidenrs--equal to the rate we 
had had in the late 1980s and early 1990s . Second, the study assumed that the safe
ty procedures being evaluated would be 100 percent effecti ve in eliminating attacks. 
Clearly, trying to gauge and improve ou r productive efficienc), in saving lives
which was never an exact science-has become even less exact in the post-9111 era . 

Summary 

One of the most fundamental concepts in economics is 
opporlllllity cost. The opportunity cost of any choice is 
what we give up when we make that choice. At the indi
vidual level, opportunity cost arises from the scarcity of 
time or money; for society as a whole, it arises from the 
scarcity of resources-land, labor, capital , and entrepre
neurship. To produce and enjoy more of one thing, we 
must shift resources away from producing something 
else. The correct measure of cost is not just the money 
price we pay, but the opportunity COSt: what we must 
give up when we make a choice. The law of illcreasillg 
opporlllllity cost tells us that the more of something we 
produce, the greater the opportunity cost of producing 
still more. 

In a world of scarce resources, each society must have 
an economic system-its way of organizing economic 

l. Redraw Figure 2, but this time identify a different Set of 
poilils along [he frolilier. Starting at poitu f (5,000 tanks, 
zero product ion of wheat), have each poinl ),ou select show 
equal incremems in the quantily uf wheat produced. for 

activity. All economic systems featu re s{Jecialiwtioll, 
where each person and firm concentrates on a limited 
number of productive activities, and exchmlge, through 
which we obtain most of what we desire by trading with 
others. Specialization and exchange enab le us to enjoy 
higher living standards than would be possible under 
sel f-sufficiency. One way that specialization increases 
living sta ndards is by allowing each of us to concentrate 
on tasks in which we have a comparative advantage. 

Every economic syste m determines how resources 
are owned and how they are allocated. In a ma rket 
capitalist economy, resources are owned primarily by 
private individuals and allocated primarily through 
markets. Prices play an important role in markets by 
forcing decision makers to take account of society'S 
opportun ity cost when they make choices. 

example, a new poim II sh""ld corrcspontl to 200,000 
bushels of wheat, poim J to 400,000 bushels, poim K 10 

600,000 bushels, and so 011 . Now ob.crvc wh3t happens to 
the oppormnit)' cost of ~ 200,000 more hushels of wheal" 

OMThe Cost of Anti·t~rrorist Rhetoric," The Cato Review of Business and Government, Dec. 17, 1996, and authors' cakul.tiol1s 10 convert 
~I'''' liie s3,·cd" to ·· per year of life s3ved." 
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as you move leftward and upward along this PPE Does the 
law of increasing opportunity cost apply to the production 
of wheat? Explain briefly. 

2. Suppose that you are considering what to do with an 
upcoming weekend. Here are your options, from least to 

most preferred: (I ) Study for upcoming midterms; (2) fly to 

Colorado for a quick ski trip; (3) go imo seclusion in your 
dorm room and try to improve your score on a compmer 
game. What is the opportunity cost of a decision to play the 
computer game all weekend ? 

3. How would a technological innovation in lifesaving- say, 
the d iscovery of a cure for cancer- affect the I'I'F in 
Figure 7? 

4. I low would a technological innovation in the production of 
other goods-5ay, the invention of a new kind of robot that 
speeds up assembly-line manufacturing- affcct the rrF in 
Figure 7? 

5. Suppose that one day, Gilligan (the castaway) eats a magical 
island plant that turns him into an expert at everything. In 
panicular, it now takes him just half an hour tn pick a 
quart of berries, and 15 minutes to catch a fish. 
a. Redo Table 3 in the chapter. 
b. Who--Gilligan or Maryanne-has a comparative 

advantage in picking berries? In fishing? When the cast
aways discover each other, which of the two should 
specialize in which task? 

c. Can both castaways benefit from Gilligan·s new 
abilities? Ilow? 

6. Suppose that two different castaways, Mr. and Mrs. 
Howell , end up on a diffe rent island. M r. Howell can pick 
pineapple per hour, or J coconut. Mrs. I lowell can pick 2 
pineapples per hour, but it takes her two hours to pick a 
coconut. 
a. Construct a table like ·Clble 3 showing Mr. and Mrs. 

I lowell's labor requirements. 
b. Who--Mr. or Mrs. I [owe II- has a comparative advan

tage in picking pineapples? In picking coconuts? Which 
of the two should specialize in which tasks? 

c. Assume that ~·I r. and Mrs. I [owell had originally 
washed ashore on different parts of the island, and that 
they originally each spent 12 hours per day working, 
spending 6 hours picking pineapples and 6 hours 
picking coconuts. I [ow will their total pnxluction 
change if they find each other and begin to specialize? 

7. You and a friend have decided to work jointly on a course 
prnjecl. Frankly, your friend is a less than ideal partner. I [is 
skills as a researcher arc such that he can review and out
line only two articles a day. Moreover, his hunt-and-pcck 
style limits him to only 10 pages of typing a day. On the 
other hand, in a day you can produce six o utlines or type 
20 pages. 
a. Who has an absolute advantage in outlining, rou or 

your friend? What about typing? 

b. Who has a comparative advantage in outlining? In 
typing? 

c. According to the principle of comparative advantage, 
who should specialize in which task? 
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8. One might think that perfomling a mammogram once each 
year- as opposed to once every three years-would triple 
the cost per life saved. But according to Table 6, peforming 
the exam annnally raises the cost per life-year saved by 
about 40 times. I)oes this make sense? Explain. 

9. Use the information in Table I as well as the assumption 
about foregone income made in the chapter to calculate the 
average opportunity cost of a year in college for a student at 
a four-year private institution under each the following 
assumptions: 
a. The stndent receives free room and board at home at 

no opportunity cOSt to the parents. 
b. The student receives an academic scholarship covering 

all tuition and fees (in the form of a grant, not a loan or 
a work study aid ). 

c. The student works half time while at school at no addi
tional emotional cost. 

10. Use the information in Table I as well as the assumption 
about foregone income made in the chapter to compare the 
opportunity cost of attending a year of college for a student 
at a two-year public college under each of the following 
assumptiOlls: 
a. The student receives free room and board at home at 

no opportunity cOSt to the parents. 
b. The student receives an academic scholarship covering 

all tuition and fees (in the form of a grant, not a loan or 
a work study aid ). 

c. The student works half time while at school at nO addi
tional emotional 'OSI. 

11. Consider Kylie, who has been awarded a<:ademi' scholar
ships covering all tuition and fees at three different colleges. 
College #1 is a two-year public college. College #2 is a four
year public college, and College #3 is a four-year private 
college. Explain why, if the decision is based solcl)' on 
opportunitr cost, Kylie will turn down her largest 
scholarship offers. (Usc Table I in the chapter.) 

12. Suppose the Internet enables more production of other 
goods and helps to save lives (for simpli,it)", aSSume propor
tional increases). 
a. Show how the PPF in Figure 7 would be affected. 
b. Does this affect any of the general conclusions about 

economic growth? 

13 . Suppose that an economy's PPF is a straight line, rather 
than a bowed out, concave curve. What would this say 
about the nature of opportunity cost as production is 
shifted frOIll one good tn the mher? 



Father Guido Sarducci, a character on the carl)' Saturday Night Live shows, once 
observed that the average person remembers only about five minutes wonh of mate
rial from college. He therefore proposed the "Five Minute University, " where you'd 
learn onlr the five minutes of material you'd actually remember and dispense with 
the rest. The economics course would last only 10 second s, just enough lime for stu
dents to learn to recite three words: "supply and (Iemand." 

Of course, there is much more to economics than these three words. But manr 
people do regard the phrase "supply and demand" as srnonrmous with economics 
and the concept is often misused. But su rpri singly few people actually understand 
what the phrase means. In a debate about hea lth care, poverty, recent events in the 
stock market, or the high price of housing, rou might hear someone say, "Well, it's 
just a maner of supply and demand, " as a way of dismissing the issue entirely. 
Others use the phrase with an exaggerated reverence, as if suppl y and demand were 
an inviolable physical law, like gra vity, about which nmhing can be done. So what 
does this oft-repeated phrase really mean? 

First, supply and demand is JUSt an economic model-nothing more and noth
ing less. h 's a model designed to explain how prices art' determilled ;11 certaill types 
of markets. 

Why has this model taken on such an exalted role in the field of economics? 
Because prices themselves play such an exa lted role in the economy. In a market sys
tem, once the price of something has been determined, only those will ing [Q par that 
price will get it. Thus, prices determine which households will get which goods and 
services and which firms wdl get which resources. If )·ou want to know why tht! cell 
phone industry is expanding while the video rental industry is shrinking, or why 
homelessness is a more pervasive problem in the United States than hunger, you 
need to un<!erstand how prices are determ ined. In this chap ter, you will learn how 
the model of supply and demand works and how to use it. You will also learn about 
the strengths and limitations of the model. [ I' will take more time than Guido 
Sarducci's IO-second economics course, but in the end you will know much more 
than JUSt those three words. 

MARKETS 

I'ut any compound in fron t of a chemist, ask him what it is and what it can be used 
for, and he will immediately think of the basic e1ements--carbon, hydrogen, oxygen, 
and so on. Ask an economist alm ost an)" question about the economy, and he will 
immediately th ink about markets. 
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In ordinary language, a market is a specific location where buying and se ll ing 
take place: a supermarket, a fl ea market, and so on. In economics, a market is nor 
a place, but rather a collection of traders. More spec ifica lly, 

a market is a group of buyers al/d sellers with the potel/tial to trade with 
each other. 

Economists think of the economy as a collection of markets . In each of these mar
kets, the collection of buyers and sellers will be different, depending on what is 
being traded. There is a market for oranges, another for automobiles, anothe r for 
real estate, and still others for corporate stocks, labor services, land, euros, and any
thing else that is bought and sold. 

However, unlike chemistry-in which the set of basic elements is always the 
same-in economics, we can define a market in differel/t ways, depending on our 
purpose. In fact, in almost any economic analysis, the first step is to define and char
acterize the market or collection of markets to analyze. 

How BROADLY SHOULD WE DEFINE THE MARKET! 

Suppose we want to study the personal computer industry in the United States. 
Should we define the market very broadly ("the market for computers"), or very 
narrowly ("the market for ultra-light laptops"), or something in between ("the 
market for laptops") ? The right choice depends on the problem we're trying to 
analyze. 

For example, if we're interested in why computers in gel/eral have come down 
in price over the past decade, there would be no reason to divide computers into 
desktops and laptops . Such a distinction would only get in the way. Thus, we'd treat 
all types of compute rs as if they were the same good. Econom ists call this process 
aggregation-combining a group of d istinct things into a single whole. Age;legation The process of 

But suppose we're asking a different question : Why do laptops always cost more combining distinct things into 

than desktops with similar computing powe r? Then we'd aggregate all laptops a single whole. 

together as one good, and all desktops as another, and look at each of these more 
narrowly defined markets. 

The same general principle applies to the geographic breadth of the market. 
If we wam to predict how instability in the Persian Gulf will affect gasoline prices 
around the world, we'd use the "global market for oil," in which the major oil pro
ducers in about 20 countries sell to buyers around the globe. But if we want to 

explain why gasoline is cheaper in the United States than in most of the rest of the 
world, we'd want to look at the "U.S. ma rket for oil." In this market, global sellers 
choose how much oil to sell to U.S . buyers. 

'n economics, markets can be defined broadly or narrowly, depending all 
Oll r purpose. 

How broadly or narrow ly markets are defined is one of the most important 
d ifferences between macroeconomics and microeconomics. In macroeconomics, 
goods and services are aggregated to the highest levels. Macro models even lump all 
consumer goods-break fast cereals, cell phones, blue jeans, and so forth-into the 
single category "consumption goods" and view them as if they are traded in a sin
gle, broadly defined market, "the market for consumption goods." Similarly, instead 
of recognizing different markets for shovels, bulldozers, computers, and factory 
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Clro;:ular flow A simple model that 
shows how goods. resources, and 
dollar payments flow between 
households and firms. 

Produc:t markets Markets in 
which firms sell goods and 
services to households 

Resource markets Markets in 
which households that own 
resources sell them to firms. 
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buildings, macro models analyze the market for "capital goods." Defining markets 
this broad ly allows macroeconomists to take an overall view of the economy with
out getting bogged down in the details. 

In microeconomics, by contrast, markets are defined more narrow ly. Instead of 
asking how much we'll spend on consllmer goods, a microeconomist might ask how 
much we'll spend on health care or video games. Although microeconomics always 
involves some aggregation, the process stops before it reaches the highest le\lel of 
generality. 

PRODUCT AND RESOURCE MARKETS 

Figure 1 d isplays the circular flow model of the economy, which helps us organize 
our thinking about ma rkets. It shows how we can divide markets into two major 
categories, and how each category fits into the big picture. 

The upper half of the diagram shows product markets, where goods and services 
such as soft d rinks, word-processing software, gasoline, DVDs, college educational 
services, medical serv ices, and more a re bough t and sold. The outer arrows repre
sent the flow of goods and services from business firms (the sellers) to households 
(the buyers). The inner arrows show the associated flow of funds, where household 
payments for goods and services {$ Expenditures) become the receipts of businesses 
($ Revenue). 

The lower half of the diagram depicts another type of market: resource markets, 
where labor, land, capital, and entrepreneurshi p are bought and sold. In these mar
kets, as shown by the outer a rrows, households {the ultimate owners of resources) 
act as sellers. Business firms, which use resources to make goods and services, are 
the buyers. The inner arrows in the lower hatf of the diagram show us that when 
businesses pay for the resources they use ($ Resource Payments), the funds flow to 
households ($ Income). 

There is, of course, much more to the economy than this sim ple model captures. 
For example, we've left out the government, which buys many goods and services, 
and also produces some for the general public. And we've left out some markets 
entirely, such as markets where borrowing and lending takes place, or markets 
where foreign currencies are traded. 

Bur for many problems, the simple circular flow model can help us understand 
and identify the participants and the type of market we are discussing. [n this 
chapter, for example, our foclls is on prodllct markets, so we'll view households 
as buyers and business firms as sellers. Later in this book (in both microeconom
ics and macroeconomics), you'll encounter resource markets where these roles are 
reversed. 

COMPETITION IN MARKETS 

A fina l issue in defining a market is how individual buyers and sellers view the price 
of the product. In many cases, ind ividual buyers or sellers have an important influence 
over the price. For example, in the national market for cornfl akes, Kellogg's-an 
individua l seller-simply sets its price every few months. It can raise the price and 
sell fewer boxes of cereal or lower the price and sell more. In a small-town, a major 
buyer of antiques may be able to negotiate special d iscount prices with the local 
antique shops. These are examples of imperfectly competitive markets. 
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Ho useholds 

Product 
Markets 

Resource 
Markets 

Business 
Fir ms 

Til imperfectly competitive markets, illdividllal buyers or seifers call 
illfluence the price of the product. 

But now think about the national market for wheat. Can an individual sel ler 
have any impact on the market price? Not reall y. On any given day there is a going 
price for wheat-say, $.5 .80 per bushel. If a farmer tries to charge more than that
say, $5.85 per bushel-he won't sell any wheat at all ! H is customers will instead go 
to one of his many competitors and buy the identical product from them fo r less. 
Each wheat farme r must take the price of wheat as a "given ." 

The same is true of a single wheat buyer: If he tries to negotiate a lower price 
from a seller, he'd be laughed off the farm. "Why should J sell m y wheat to you fo r 
$5.75 per bushel, when there are others who will pay me $5.80?" Accordingly, each 
buyer must take the market price as a given . 

The market fo r wheat is an example of a perfectly competitive market. 

Til perfectly competitive markets (or jllst competitive markets), each bl/yer 
alld seller takes the market price as a given. 

What makes some markets imperfectly competitive and others perfectly com pet
iti\'e: You'll learn the complete answer, along with more formal defini tions, when 
you are further into your study of microecollomics. But here's a hint: In perfectly 

The Circular Flow Model 

The vuler luop v( the 
diagram shows the {lvws 

uf guuds and resources. a"d 
Ihe markets i" which Ihey 

are Iraded. Huusehulds 
sell resources Iv firms i" 

resvurce markcls. llusi"eS$ 
firms use the resources 
Iv prodllce guuds alld 

serVIces. whid, Ihey sell 
Iv hVllsehvlds ill product 
markets. The illller loop 

shows mOIl<.'Y {lows. 
The resOllrce f,ayme"ts 
made /'y firms /,ecome 
mcome 10 IlVuseholds. 

Households use the //IeOme 
10 l}/Ircha$eS goods and 

sewices (rom (irms. 
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Imperfectly competitive market 
A market in which a single buyer 
or seller has the power to 
influence the price of the product. 

Perfectly competitive market A 
market in wh ich no buyer or 
seller has the power to Influence 
the price. 
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competitive markets, there are many sma ll buyers and sellers, each is a small pa rr of 
the market, and the product is standardized, [ike wheat. Imperfectly competitive 
markets, by contrast, have just a few large buyers or seilers, or else the product of 
each seller is unique in some way. 

USING SUPPLY AND DEMAND 

Why is it important to know abou t perfectly com petitive markets when using the 
supply and demand model? For one simple reason : 

The sl/pply and demand model is designed to explain how prices are deter
milled ;11 perfectly competitive markets. 

But wait. In the real world, perfectly competitive markets-in which an individ
llal buyer or seller has 110 influence on market price-are rarc. Docs that mea n the 
supp ly and demand model can't be used when analyzing most markets? 

Not at all. Many markets, while not strictly perfectly competitive, come rather 
close. Choosing to view these markets as if they were perfenly competitive is often 
a useful approximation. 

Think of the market for fast-food hot dogs in a big cit),. On the one hand, every 
hot dog stand is somewhat different from every other one in terms of location, qual
ity of sen'icc, and so on. T his means an individual vendor has some influence over 
the price of his hot dogs . For example, if his competitors are all charging $1 .50 for 
a hot dog, but he sells in a more convenient location, he might be able to charge 
$1.60 or $1.70 without losing toO many customers. In this sense, the market for 
sidewa lk hot dogs does not seem perfectly competitive. 

On the other hand, there are rather narrow limits to an individual seller's free
dom to change his price. With so many vendors in a big city, who are not that dif
ferent from one another, one who charged $2.00 or $2.25 might soon find that he's 
lost all of his customers to the other vendors who are charging the market price of 
$ 1.50. Since no single seller can deviate too much from the market price, we could
if we wanted to-view the market as more or less perfectly competitive. 

How, then, do we decide whether to consider a market, such as the market fOf 
big-<:ity hot dogs, as perfectly or imperfectly competitive? You won't be surprised to 
hear that it depends on the question we want to answer. If we want to explain why 
thefe are occasional price wars among hot dog vendors, or why some of them rou
tinely charge higher prices than others, viewing the market as perfectly competitive 
would not work well-it would hide, rather than reveal, the answer. For these ques
tions, we'd choose a different model-one designe(j for a type of imperfectly com
petitive market. (If your current course is microeconomics, you will soon learn 
about these models and how to use them .) 

But if we walll to know why hot dogs are cheaper than most other types of 
fast foods, the simplest approach is to view the market fOf hot dogs as perfectly 
competitive. True, each hot dog vendor does have some influence over the price. But 
that influence is so small, and the prices of different seUers are so similar, that our 
assumption of perfect competition works pretty well. 

Perfect competition then, is a matter of degree, rather than an all-or-nothing 
characteristic. While there are very few markets in which sellers and buyers take the 
price as completely given, there are many markets in which a narrow range of prices 
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is treated as a given (as in the market for hot dogs). In these markets, supply and 
demand often provides a good approximation to what is going on. This is why it 
has proven to be the most versatile and widely used model in the econom ist's tool 
kit. Neither laptop computers nor orange juice is traded in a perfectly competitive 
market. Bur ask an economist to tell you why the price of laptops decreases every 
yea r, or why the price of orange Juice rises after a freeze in Florida, and he or she 
will invariably reach for supply and demand to find the answer. 

Supply and demand are like two blades of a scissors: To analyze a market, we 
need both of them. In this and the next section, we will be sharpening those blades, 
learning separately about supply and demand. Then, we'll put them together and 
put them to use. Let's start with demand . 

DEMAND 

It's tempting to think of the "demand" for a product as Just a psychologica l 
phenomenon, a pure "want" or "desire ." But that notion can lead us astray. For 
exampl e, you wallt all kinds of things: a bigger apartment, a better ca r, nicer 
clothes, more and better vacations. Th e list is en dless. But you don't always buy 
them . Why not? 

Because in add ition to your wants-which you'd very much like to satisfy-you 
also face COllstraints. First, you have to pay. Second, you have limited funds with 
which to buy things, so eve ry decision to buy one thing is also a decision I /Ot to buy 
something else (or a decision to save less, and have less buying power in the future). 
As a result, every purchase confronts you with an opportunity cost. Your ""wants," 
together with the real·world constraints that you face, determine what you will 
choose to buy in any market. Hence, the following definition: 

The quantity demanded of a good or service is the mill/ber of ullits that all 
buyers ill a market Ulould choose to buy over a given time period, given the 
constraints that they face. 

Since this definition plays a key role in any supply and demand analysis, it's worth 
tak in g a closer look at it. 

Q uantity Demanded Implies a Choice. Quantity demanded doesn't tell us the 
amount of a good that households fed they "need" or ""d esi re" in order to be happy. 
Instead, it tells us how much households would choose to buy when they take iI/to 
account the opportunity cost of their decisions. The opportunity cost arises from the 
constraints households face, sllch as having to pay a given price for the good, limits 
on spendable funds, and so on. 

Qllantity Demanded Is HyPOlhctical. Will households actua lly be able to purchase 
the amount they want to purch ase? As you'll soon see, usually yes. But there afe spe
cia l situations-analyzed !!1 mlcroeconomlcs- m which househo lds are 
frustrated in buying all that they would like to buy. Quantity demanded makes no 
assumptions about the availability of the good. Instead, it's the answer to a hypo
thetical question: How much would households buy, given the constraints that they 
face, if the units the y wanted to buy were available. 
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during a period of time. given 
their constraints. 
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law 01 demand As the price of a 
good increases, the quantity 
demanded decreases. 

Ceteris pal/bus Latin for "all 
else remaining the same.' 

Demand schedule A list showir"lg 
the quantities of a good that 
consumers would choose to 
purchase at different prices. 
with all other variables held 

constar"lt. 
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Quantity Demanded Depends on Price. T he price of the good is just one variable 
among many that influences quantity demanded. Bur because one of our main pur
poses in building a supply and demand model is to explain how prices are deter
mined, we try to keep that variab le front-and-center in our think ing. This is why for 
the next few pages we'll assume that all other influences on demand are held con
stant, so we can explore the relationship between price an d quantity demanded. 

THE LAw OF DEMAND 

How does a change in price affect quantity demanded? You probably know the 
answer to this already: When something is more expensive, people tend to buy less 
of iL This common observation applies to air travel, magazines, guitars, and virtu
a lly everything else that people buy. For a ll of these goods and services, price and 
quantity are negatively related: that is, when price rises, quantity demanded falls; 
when price falls, quantity demanded rises. Th is negative relationship is observed so 
regularly in markets that economists call it the law of demand. 

The law of demand states that when the price of a good rises and everything 
else remains the sallie, the quantity of the good demanded will fall. 

Read that definition again, and notice the very important words, "everything else 
remains the sa me. " The law of demand tells us what would happen if all the other 
influences on buyers' choices remained unchanged, and only one in fluence-the 
price of the good----changed. 

This is an example of a common practice in economic..<;. In the real world, many 
variables change simultaneously. But to understand changes in the economy, we 
must first understand the effect o f each variable separately. So we conduct a series 
of mental experiments in which we ask: "What would happen if this one influence
and only this one-were to change?" The law of demand is the resu lt of one such 
mental experiment, in which we imagine that the price of the good changes, but a ll 
other infl uences on quantity demanded remain constant. 

Mental experiments like th is are used so often in economic..~ that we sometimes 
use a shorthand Latin expression to remind us that we are holding all but one influ
ence constant: ceteris paribus (formally pronounced KAY-ter-is PAR-ih-bus, 
a lthough it's acceptable to pronounce the first word as SE H·ter-is). This is Latin for 
"all else the same," or "all else remaining unchanged." Even when it is not expl ic
itly sta ted, the ceteris paribus assumpti on is virtually always implied. T he exceptions 
are cases where we consider two or more influences on a va ri able that change simul
taneously, as we will do toward the end of this chapter. 

THE DEMAND SCHEDULE AND THE DEMAND CURVE 

To make our discussion more concrete, let's look at a spec ific market: the market for 
real maple syrup in the United States. In this market, we'll view the buyers as U.S. 
households, whereas the sellers (to be considered later) are maple syrup producers 
in the United States or Canada. 

Table 1 shows a hypothetical demand schedule for maple syrup in this market. 
This is a list of different quantities demanded at different prices, with all other vari
ables that affect the demand decision assumed constant. For example, the demand 
schedule tells us that when the price of maple syrup is $2.00 per bottle, the quantity 
demanded will be 60,000 bottles per month . Notice that the demand schedule obeys 
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Price 
(per bottle) 

$1.00 
$2 .00 
$3.00 
$4.00 
$5.00 

Quantity Demanded 
(bottles per month) 

75,000 
60,000 
50,000 
40,000 
35,000 

the law of demand : As the price of maple syrup increases, ceteris paribus, the 
quantity demanded falls. 

Now look at Figure 2. It shows a d iagram that will a ppear again and again in 
your stu dy of economics. In the figu re, each price-and-quantity combination in 
Table J is represented by a point. For example, point A represents the price $4.00 
and quantity 40,000, wh ile point B represents the pa ir $2.00 and 60,000. When we 
connect all of these points with a line, we obtain the famous demand Cllrve, labeled 
with a D in the figure . 

The demand curve shows the relatiollship betweell the price of a good and 
the qualltity demanded ;n the market, ho/dillg call stant all other variables 
that in flllence demand. Each point Ofl the curve shows the total qllantity that 
bllyers W01l1d choose to buy at a specific price. 

Notice that the demand curve in Figure 2-like virtually all demand curves-slopes 
downward. This is JUSt a graphical representation of the law of demand. 

SHIFTS VERSUS MOVEMENTS ALONG THE DEMAND CURVE 

Markets are affected by a variety of events. Some events will cause us to move along 
the dema nd curve; others will cause the entire demand curve to shift. It is crucial to 
d istinguish between these two very different types of effects. 

Let's go hack to Figure 2. There, you can see that when the price of maple syrup 
rises from $2.00 to $4.00 per bonle, the number of bottles demanded fa lls from 
60,000 to 40,000. This is a movement along the demand curve, from point B to 
point A. In genera l, 

a change in the price of a good causes a movement along the demand curve. 

In Figure 2, a fall in price wo uld cause us to move rightward along [he demand 
curve (from point A to poi nt B), and a rise in price would cause us to move leftward 
along the demand curve (from B to A). 

Remember, though, that when we draw a demand curve, we assume all other 
variables that might influence demand are held constant at some particular value . 
For example, the demand curve in Figure 2 might have been drawn to give us quan
tity demanded at each price when average household income in the Uni ted States 
remains constant at, say, $40,000 per year. 

But suppose average income increases to $SO,OOO? With more income, we'd 
expect househol ds to buy more of most things, includ in g maple syrup. This is il lus-

Demand Schedule for Maple 
Syrup In the United States 
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depiction of a demand schedule; 
a curve showing the quantity of 
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various prices, with all other 
variables held constant. 
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Change In quantity demanded A 
movement along a demand curve 
in response to a change in price. 
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4.00 
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is $4.00 per bottle, 
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At $2 .00 per bottie, 
60,000 bottles are 
demanded (point 8) . 
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2.00 
__________ L __ _ , 

1.00 

40,00060,000 

o 

Number 
of Bottles 
per Month 

trated in Table 2. At the original income level, households would choose to buy 
60,000 bottles of maple syrup at $2 .00 per bottle. But after income rises, they would 
choose to buy mOTe at that price-SO,OOO bortles, according to Table 2. A similar 
change would occur at any other price for maple syrup: After income rises, house
holds would choose to buy more than before. In other words, the rise in income 
changes the entire relationship between price and quantity demanded . We now have 
a new demand curve. 

Figu re 3 plots the new demand curve from the quantities in the third column of 
Table 2. The new demand curve lies to the right of the old curve. For example, at a 
price of $2.00, quantity demanded increases from 60,000 bottles on the old curve 
(point B) to 80,000 bottles on the I/ew demand curve (point C). As you can see, the 
rise in household income has shifted the demand curve to the right. 

More generally, 

a challge ill any variable that affects demand-except for the good's price
causes the demand curve to shift. 

When buyers would choose to buy a greater quantity at any price, the demand curve 
shifts rightward. If they would decide to buy a smaller quanti ty at any price, the 
demand curve shifts leftward. 

"CHANGE IN QUANTITY DEMANDED" VERSUS "CHANGE IN DEMAND" 

Language is important when discussing demand. The term quantity demanded means 
a particular amount that buyers would choose to buy at a specific price, represented 
by a single point on a demand curve. Demand, by contrast, means the entire relation
ship between price and quantity demanded, represented by the entire demand curve. 

For this reason, when a change in the price of a good moves us along a demand 
curve, we call it a change in quantity demanded. For example, in Figure 2, the 
movement from point A to point B is an iI/crease in quantity demanded. This is a 
change from one number (40,000 bottles) to another (60,000 bottles). 
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Price 
(per boUle) 

$1.00 
$2.00 
$3.00 
$4.00 
$5.00 

Price 
pe' 

Bottle 

$5.00 

4.00 

3.00 

Original New Quantity Demanded 
Quantity Demanded After Increase In Income 
(boUles per month) (boUles per month) 

75,000 
60,000 
50,000 
40,000 
35,000 

95,000 
80,000 
70,000 
60,000 
55,000 

An muea5e IJl income 
shifts the demand cUJVe 
for maple syrup from 
D J to D2. AI each price, 
more bollies are 
demanded after the shift . 

2.00 - - -------- -- ----

1.00 .... O2 D, 

60,000 80,000 Number of 
Bottles per Month 

When something other than the price changes, causing the entire demand curve 
to shift, we call it a change in demand . In Figure 3, for example, the shift in the 
curve would be called an increase ill demand. 

FACTORS THAT SHIFT TH E DEMAND CURVE 

Let's take a closer look at what might cause a change in demand (a shift of the 
demand curve) . Keep in mind that for now, we're exploring one factor at a time, 
always keeping all other determinants of demand COllstant. 

Income. [n Figure 3, an increase in incom c shifted the demand for maple syrup to 

the right. In fact, a rise in income has the same effect on the <Iemand for most goods. 
We cal! these normal goods. Housing, automobiles, health club memberships, and 
real maple syrup are all examples of normal goods . 

But not all goods are normal. For some goods---called inferior goods-a rise in 
income would decrease demand- shifting the demand curve leftward. Regular
grade ground chuck is a good example . It 's a cheap source of protein, but not as 
high in quality as sirloin . With higher income, households could more easily afford 
better types of meat-ground sirloin or steak, for example. As a result, higher 
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Increase In Demand 
for Maple Syrup In the 

United States 

A Shift of the Demand 
Curve 

Change In demand A shift of a 
demand curve in response to a 
change In some variable other 
than price. 

Income The amount that a 
person or finn earns over a 
particular period. 

Normal good A good that people 
demand more of as their income 
rises. 

Inlerior good A good that people 
demand less of as their income 
rises. 
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Wealth The total value of every
thing a person or firm owns. at a 
point in time. minus the total 
value of everything owed. 

substitute A good that can be 
used in place of some other good 
and that fulfills more or less the 
same purpose. 

Part I: Preliminaries 

incomes for buyers might cause the demand for ground chuck to decrease . For sim
ilar reasons, we might expect that Greyhound bus tickets (in contrast to airline tick
ets) and single-ply paper towels (in contrast to two-ply) are inferior goods. 

A rise ill income will increase the demand for II normal good, and decrease 
the demand (or all inferior good. 

\Vealtl) , Your wcallh at an)' poim in lime is the total value of everything you oum 
(cash, bank accounts, stocks, bonds, real estate or any other valuable property) minus 
the total dollar amount you owe (home mortgage, credit card debt, auto loan, student 
loan, and so on). Although income and wealth are different, (see the nearbr Dangerous 
Curves box), they have simila r effects on demand. Increases in wealth among buyers
because of an increase in the value of their stocks or bonds, for example-gives them 
more funds with which to purchase goods and services. As you might expect, 

all illcrease ill wealth will increase demalld (shift the CIIrve rightward) for a 1I0r
mal good, and dL'Crease demand (shift the cllrve leftward) for all illferior good. 

Prices of Related Goods. A substitute is a good that can be used in place of anoth
er good and rhat fulfills more or less the same purpose. For example, many people 
use real maple syrup to sweeten rheir pancakes, bur they coulll use a number of 
other things instead: honey, sugar, jam, or artificial maple syrup. Each of these can 
be considered a substitute for real maple syrup. 

When the price of a subsrimre rises, people will choose to buy more maple 
syrup. For example, when the price of jam rises, some jam users will switch to maple 
syrup, and the demand for maple syrup will increase. In general, 

a rise ill the price of a substitute increases the demGlld for a good, shifting 
the demand CllrlJe to the right . 

Income versus Wealth Irs easy to confuse income with wealth, 
because both are measured in do11ars and both are sources of 

Of course, if the price of a substi
tute falls, we have rhe opposite 
result: Demand for the o riginal 
good decreases, shifting its 
demand curve to the left. 

_ . . -
OANGERO.!:IS 
CURVES ~ 

funds that can be spent on goods and services . But they are 
not the same thing. Your income is how much you earn per 

period of time (such as, $20 per hour, $3,500 per month. or 
$40,000 per year). Your wealth, by contrast, is the value of what 

you own minus the value of what you owe at a particular moment in 
time. (Such as, on December 31, 2005, the value of what you own is 

$12.000, but the value of what you owe is $9.000, so you have $3,000 in wealth.) 
To help you see the difference: suppose you get a good job after you graduate, but 

you have very little in the bank. and you still have large, unpaid student loans. Then 
you·d have a moderate·to-high income (what you earn at your job each period), but your 
wealth would be negative (since what you would owe is greater than what you own). 

There are countless examples 
in which a change in a substitute's 
price affects demand for a good . A 
drop in the rema l price of DVOs, 
ceteris paribus, would decrease the 
demand for movies at theaters. A 
rise in the price of beef, ceteris 
paribus, would lOcrl;!ase thl;! 
demand for chicken . 

Complement A good that is used 
together with some other good. 

A co mplement is the opposite of a substitute: It 's used together with the gOOl] 
we a re interested in. Pancake mix is a complement to maple syrup, since these twO 
goods are used frequently in combination . If the price of pancake mix rises, some 
consumers wi ll switch to other breakfasts-bacon and eggs, for example-that 
don't include maple syrup. The demand for maple syrup will (]ecrease. 
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A rise ill the price of a complemem decreases the demalld for a good, 
shifting the demalld CIIrve to the left. 

For this reason, we'd expect a higher price for automob iles to decrease the demand 
for gasoline . {To test you rself: How would a lower price for milk affect the demand 
for breakfast cereal?) 

Population. As the population increases in an area, the number of buyers will o rdi· 
narily increase as well, and the demand for a good will increase. The growth of the 
U.S. population over the last 50 years has been an important reason (but not the 
only reason) for rightward shifts in the demand curves for food, housing, automo· 
bi les, and many other goods and services. 

Expected Price. If buyers expect the price of maple syru p to rise next month, they 
may choose to purchase more now to stock up before the price hike. If people expect 
the price to drop, they may postpone buying, hoping to take advantage of the lower 
price later. 

[n many markets, an expectation that price will rise in the fllture shifts the 
current demand ClIme rightward, while an expectation that price will fall 
shifts the current demalld curve leftward. 

Expected price changes are especially important in the markets for financial 
assets such as stocks and bonds and in the market for real estate. People want to 
buy more stocks, bonds, and real estate when they think thei r prices W i ll rise in the 
near future. This shifts the demand curves for these items to the right. 

Tastes. Suppose we know the number of buyers in the United States, their expecta· 
tions about the future price of maple syrup, the prices of all related goods, and the 
average levels of income and wealth . Do we have all the information we need to 

draw the demand curve for maple syrup? Not really. Because we have nO[ yet con
sidered the psychological component- the habits and tastes that determine the basic 
desire people have for maple syrup. How many Americans eat breakfast every day? 
Of these, how many eat pancakes or waffles? How often? How many of them like 
maple syrup, and how much do they like it ? And what about all of the other goods 
and services competing for consumers' dollars: How do buyers feel about them? 

The questions could go on and on, pinpointing various characteristics about buy
ers that influence thei r attitudes toward maple syrup. The approach of economics is 
to lump all of these characteristics of buyers together and call them, simply, tastes or 
preferences. Economists are sometimes interested in where these tastes come from or 
what makes them change. Bur for the most part, economics deals with the conse
quences of a change in tastes, whatever the reason for its occurrence. 

When tastes change toward a good {people favor it more), demand increases, 
and the demand curve shifts to the right. When tastes change away from a good, 
demand decreases, and the demand curve shI fts to the left. An example of this is the 
change in tastes away from cigarettes over the past several decades. The cause may 
have been an aging population, a greater concero about health among people of all 
ages, or successful antismoking advertising. Bur regardless of the cause, the effect 
has been to decrease the demand for cigarettes, shIft ing the demand curve to the left. 
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DEMAND: A SUMMARY 

Figure 4 summarizes the variables we've discussed that affect the demand side of 
the market and how their effects are represented with a demand curve . Notice the 

I , • Affect Demand? A troubling thought may have 

~t./~· 
--~ OANGERO.!lS 
• CURVES ,"", 

occurred to you . Among the variables that shift the demand curve 
in Figure 3, shouldn 't we include the amount of syrup avail

able? Or to put the question another W"Crf. doesn·t supply 
influence demand? 
No-at least not directly. The demand curve by asking people 

a series of hypothetical questions about how much they would like 
to buy at each different price. A change in the amount available would 

not affect the answers to these questions, and so doesn·t affect the curve itself, 
As you·1I see later, a change in supply will change the price of the good, but this 
causes a movement along-not a shift of- the demand curve. 

important distinction between 
movements along the demand 
curve and shifts of the entire curve. 

Keep In mind that other 
variables, besides those listed in 
Figure 4, can influence demand . 
For example, government subsi
dies sllch as Federal Pel! Grants for 
college shift the demand curve for 
higher education rightward . Expec
tations other than future price 
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matter too. If buyers expcct a recession and fear their incomes may fall in thc future, 
their demand for many goods may decrease now, even though current income 
remains unchanged. Some of these other shift-variables for demand curves will be 
discussed in future chapters, as they become relevant in each casc. But we'll always 
usc the same logic we used here: If an event makes buyers want to purchase more 
or less of a good at any price, it causes the demand curve to shift. 

SUPPLY 

When most people hear the word supply, their fi rst thought is that it's the amount 
of somethin g "available," as if this amount we re fixed in stone. For example, some
one might say, "We can only drill so much oil from the ground," or "There a re only 
so many apartments for rent in this town ." And yet, thc world's known oil 
reserves-as well as yearly production of oil-have increased dramatically over the 
last half century, as oil companies have found it worth their whi le to look harder for 
oi l. Similarly, in most towns and cities, short buildings have been replaced with Tall 
ones, and the number of apartments has increased. Supply, I ike demand, can change, 
and the amount of a good supplied in a market depends on the choices made by 
those who produce it. 

What governs thesc choices? Wc assume that business firms ' managcrs have a 
goal : to cam the highest profit possible. But they also face constraints. First, in a 
competitive market, the price they can charge for their product is a given- the mar
kct price . Second, finns have to pay the costs of producing and selling their prod
uct. These COStS will depend on the production process they use, the prices they must 
pay for their inputs, and more. Business firms ' desire for profit, together with the 
real-world constraints that they face, determines how much they will choose to se ll 
in any market. Hcnce, the following definition : 

Quantity supplied is the 'mmber of IlIIits of a good that all sellers ill the mar
ket would choose to sell over some tillle period, givell the COl/straints that 
they face. 

Let'S briefly go over the notion of quantity supplied to clarify what it means and 
doesn't mean . 

Qllantity Sllpplied Implies a Choice. We assume that the managers of business firms 
have a simple goal-lO earn the highest possible profit. But they also face constraints: 
the specific price they can charge for the good, the cost of any inputs used, and so on. 
Quantity supplied doesn't tell us the amount of, say, maple syrup that sellers would like 
to se!! if they could charge a thousand dollars for each bottle, and if they could produce 
it at zero cost. Instead, it's the quantity that firms choose to sell-the quantity that gives 
them the highest profit given the constraints they face. 

Q llantity SlIpplied Is HypOlhclical. Will firms actua lly be able to sell the amount 
they want to sell at the going price? You'll soon sce that they usually can. But the 
definition of quantity supplied makes no assumptions about firms' ability to sell the 
good . Quantity supplied answers the hypothetical question: How much Ulould 
firms ' managers sell, given the constrain ts they face, if they were able to scI! all that 
ther wanted. 
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Quanthy supplied The specific 
amount of a good that all sellers 
in the market would choose to 
sell over some time period, given 
(1) a particular price for the good; 
(2) all other constraints on firms. 
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Law 01 supply As the price of 
a good increases. the Quantity 
supplied increases. 

Supply schedule A list showir'\g 
the quantities 01 a good or 
service that firms would choose 
to produce and sell at different 
prices. with all other variables 
held constant. 

Part I: Preliminaries 

Quantity SlIpplied Depends on Price. T he price of the good is jus t one variable 
among many that influences quanti ty supplied. But-as with demand-we want to 

keep that variable foremost in our thinking. This is why for the next couple of pages 
we'll assume that all other influences on su pply are held constant, so we can explore 
the relationship between price and quantity supplied . 

THE LAw OF SUPPLY 

How does a change in price affect quantity supplied? When a seller can get a higher 
price for a good, producing and selling it become more profitable. Producers will 
devote more resources toward its production-perhaps even pu ll ing resources from 
other goods they produce-so they can sell more of the good in question. For exam
ple, a rise in the price of la ptop computers will encourage computer makers to shift 
resources out of the production of other things (such as desktop computers) and 
toward the production of laptops. 

In general, price and quantity supplied are positively related: When the price of 
a good rises, the quantity supplied will rise as wel1. This relationship between price 
and quantity supplied is called the law of supply, the counterpart to the law of 
demand we d iscussed earlier. 

The law of sUI' I,ly states that when the price of a good rises. and e/Jer)'thillg 
else remains the sallie, the quantit), of the good SIIpplied will rise. 

Once again, notice the very important words '"everything else remains the same
ceteris paribus." Although many other variables influence the quantity of a good 
supplied, the law of supply tells us what would happen if all of them remained 
unchanged and only one-the price of the good-changed. 

THE SUPPLY SCHEDULE AND THE SUPPLY CURVE 

Let's continue with our example of the market fo r maple syrup in the Un ited States. 
Who are the suppliers in this ma rket? Maple syrup producers are located mostly in 
the fores ts of Vermont, upstate New York, and Canada . The market quantity sup
plied is the amount of syrup all of these producers together wou ld offer for sa le at 
each price for maple syrup in the United States. 

Table 3 shows the supply schedule for maple syrup-a list of different quantities 
supplied at different prices, with all other variables held constant. As you can see, 
the su pply schedule obeys the law of supply: As the price of maple syrup rises, the 
quantity su pplied rises along with it. But how can this be? After all, maple trees 
must be about 40 years old before they can be tapped for syrup, so any rise in quan
tity supplied now or in the near future cannot come from an increase in planting. 
What, then, causes quanti ty supplied to rise as price rises? 

M any th ings. First, with higher prices, firms will find it profitable to tap exist
ing trees more intensively. Second, evaporating and bottling can be done more care
fully, so that less maple syrup is spilled and more is available for shipping. Finally, 
the product can be d iverted from other areas and shi pped to the United States 
instead. For example, if the price of maple syrup rises in the United States but not 
in Canada, producers would shift deliveries away from Canada so they coul d sell 
more in the United States. 
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Price Quantity Supplied 
(per bottle) (bottles per month) 

$1 .00 25.000 
$2.00 40.000 
$3.00 50,000 
$4.00 60,000 
$5.00 65.000 

Now look at Figure 5, which shows a very important curve-the counterpart to 
the demand curve we drew eadier. In figure 5, each point represents a price-quantity 
pair taken from Table 3. For example, point F in the figure corresponds to a price of 
$2.00 per bottle and a quantity of 40,000 bottles per month, while point G represents 
the price-quantity pair $4.00 and 60,000 bottles. Connecting all of these points with 
a solid line gives us the supply curve for maple syrup, labeled with an S in the figure. 

The supply Ctlrve shoUis the relationship between the price of a good and the 
quantity supplied ill the market, holding COI/stalit the va/lies of all other vari
ables that affect SIIpply. Each point on the curve shoUis the quantit)' thai sell
ers would choose to sell at a specific price. 

Notice that the supply curve in Figure 5-like all supply curves for goods and ser
vices-is Illm/ard sloping. This is the graphical representation of the law of supply. 

S HIFTS VERSUS M OVEMENTS A LONG THE SUPPLY CURVE 

As with the demand curve, it's important to distinguish those events that will cause 
us to //love along a given supply curve for the good, and those that will cause the 
entire supply curve to shift. 

Price 
pe. 

Bottle 

$4.00 

3.00 

2.00 

1.00 

When the price 
is 52.00 per bottle, 
40,000 bottles 3re 
supplied (poinl F) . 

F , , 
, , 
, 

5 

G 

\ 

40,000 60,000 

AI $4 .00 per bottle, 
Quantity supplied is 
60,000 bottles 
(poi"tG). 

Number 
of Bottles 
per Month 
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Supply Schedule for Maple 
Syrup in the United States 

Supply curve A graphical 
depiction of (I supply SChedule: (I 

curve showing the QU(lntity of (I 
good or service supplied at 
various prices. with all other 
variables held const(ln!. 

The Supply Curve 
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Change In quantity supplied A 
movemerlt alorlg a supply curve 
in response to a change in price. 

Change In supply A shift of a 
supply curve in resporlse to some 
variable other than price. 

Part I: Preliminaries 

If you look once again at Figure 5, you'll see that if the price of maple syrup 
rises from $2.00 to $4 .00 per bottle, the number of bottles supplied rises from 
40,000 to 60,000. Th is is a movement alollg the su pply curve, from point F to 

point C. In general, 

a change ;11 the price of a good causes a movement along the supply Cllrve. 

In the figure, a rise in price would cause us to move rightward along the supply 
curve (from point F to point G) and a fall in price would move us leftward along 
the curve (from point G to point F). 

But remember that when we draw a supply curve, we assume that all other vari
ables that might influence supply are held cOllstallt at some particular values. For 
example, the supply curve in Figure 5 might tell us the quantity supplied at each 
price when the cost o f an important input-transportation from the farm to the 
point of sale-remains constant. 

But suppose the cost of transportation drops. Then, at any given price for maple 
syrup, firms would find it more profitable to produce and sell it. This is illustrated 
in Table 4. With the original transportation cost, and a selling price of $4 .00 per 
bottle, firms would choose to sell 60,000 bottles. Bur after transportation COSt falls, 
they would choose to produce and sell more-80,000 bottles in our example
assuming they could still charge $4.00 per bottle. A si milar change wou ld occur for 
any other price of maple syrup we might imagine: After transportation COSts fall, 
firms would choose to sell more than before. In other words, the entire relationship 
between price and quantity supplied has changed, so we have a new supply curve. 

Figure 6 plots the new supply curve from the quantities in the third column of 
Table 4. The new supply curve lies to the right of the old one. For example, at a 
price of $4 .00, quantity supplied increases from 60,000 bottles on the old curve 
(point G) to 80,000 bottles on the new supply curve (poi nt J). The drop in the trans
portation COStS has shifted the supply curve to the right. 

In general, 

a change ill any variable that affects supply- except for the good's price
causes the supply curve to shift. 

If sellers want to sell a greater quantity at any price, the supply curve shifts right
ward. If sellers would prefer to sell a smaller quantity at any price, the supply curve 
shifts leftward. 

"CHANGE IN QUANTITY SUPPLIED" VERSUS "CHANGE IN SUPPLY" 

As we stressed in our d iscussion of the demand side of the market, be careful about 
language when thinking about supply. The term quantit), supplied means a partiCtllar 
amollnt that sellers would choose to sell at a particular price, represented by a single 
point on the supply curve. The term sllpply, however, means the entire relatiollship 
between price and quantity supplied, as represented by the entire supply curve. 

For this reason, when the price of the good changes, and we move alollg the sup
ply curve, we have a change in quantity suppli ed. For example, in Figu re 5, the 
movement from point f to point G is an increase in quantity supplied. 

When something other than the price changes, causing the entire supply curve 
to shift, we call it a change in supply. The shift in Figure 6, for example, would be 
called an illcrease ill supply. 
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Original Quantity Quantity Supplied 
Price Supplied After Decrease In 

(per bottle) (bottlea/month) Tranaportatlon Coat 

$1.00 25,000 45,000 
$2 .00 40.000 60.000 
$3.00 50,000 70,000 
$4.00 60,000 80,000 
$5.00 65,000 90,000 

FACTORS THAT SHI FT THE SUPPLY CURVE 

Let's take a closer look at some of the causes of a change in supply (a shift of the 
supply curve). As always, we're considering one variable at a time, keeping all other 
determinants of supply constant. 

Inpllt Prices. in Figure 6, we saw that a (Irop in transportation costs shifted the sup· 
ply curve for maple syrup to the right. But producers of maple syrup use a variety 
of other inputs besides transporta tion : land, maple trees, evaporators, sap pans, 
labor, glass bordes, bottling machinery, and more. A lower price for any of these 
means a lower COSt of producing and selling maple syrup, making it more profitable. 
As a result, we wou ld expect producers to sh ift resources into maple syrup 
production, causing an increase in supply. 

[n genera l, 

a fall ill the !nice of an inplt! callses all increase in slIpply, shifting the SIIP
ply ClIrIJe to the right. 

Price 
P" 

Bott le 

$4.00 

3.00 

2.00 

1.00 

I A decrease in tr.:lnsportation 
<osts shifts the supply curve 
for maple syrup from 51 to 
5l . Al each price, more bottles 
are supplied after the shift. 

5, 5, 

60,000 BO,OOO Number 
of Bottles 
per Month 
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Increase in Supply of Maple 
Syrup In the United States 

A Shift of the Supply Curve 
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Altemate goods Other goods 
that a firm could produce. using 
some of the same types of inputs 
as the good In question. 

Altemate market A market other 
than the one being analyzed in 
which the same good could be 
sold. 

Part I: Preliminaries 

Similarly, a rise in the price of an input causes a decrease in supply, shifting the 
supply curve to the left. If, for exa mple, th e wages of maple syru p workers rose, 
the supply curve in Figure 6 would shift to the left. 

Price of A lternatives. Many firms can switch their production rather easily among 
several different goods or services, all of which require more or less the same inputs. 
For example, a dermatology practice can rather easily switch its specialty from acne 
treatments for the young to wrinkle treatments for the elderly. An auromobile pro
ducer can-without roo much adjustment-switch ro producing light trucks. And a 
maple syrup producer could dry its maple syrup and produce maple sugar instead. 
Or it could even cut down its maple trees and sell maple wood as lumber. These 
other goods that firms could produce are called alternate goods and their prices 
influence the supply curve. 

For example, if the price of maple sligar rose, then at any given price for maple 
syrup, producers would choose ro shift some production from syrup ro sugar. This 
would be a decrease in the supply of maple syrup. If firms already are producing 
maple sugar, and its price falls, the supply of syrup would increase. 

Another alternative for the firm is ro sell the same good in a different market, 
which we'll call an alternate market. For example, since we are considering the mar
ket for maple syrup in the United States, the maple syrup market in Canada is an alter
nate market for producers. For any given price in the United States, a rise in the price 
of maple syrup in Canada will cause producers ro shift some sales from the United 
States ro Canada. In the u.s. market, this will cause th e supply curve ro shift leftward. 

Whell the price for all altemative rises- either an altemate good or the same 
good ill an altemate market-the supply curve shifts leftward. 

Similarly, a decrease in the price of an alternate good (or a lower price in an alter
nate market) will shift the supply curve rightward. 

Teclmofogy. A technological advance in production occurs whenever a firm can pro
duce a given level of output in a new and cheaper way than before. For example, the 
discovery of a surgical procedure called Lasik-in which a laser is used to reshape the 
interior of the cornea rather than the outer surface-has enabled eye surgeons ro cor
rect their patients' vision with fewer follow-up visits and smaller quantities of med
ication than were used with previous procedures. This example is a technological 
advance because it enables firms to produce the same output (eye surgery) more 
cheaply than before. 

In maple syrup production, a technological advance might be a new, more efficient 
tap that draws more maple syrup from each tree, or a new bottl ing method that reduces 
spillage. Advances like these would reduce the cost of producing maple syrup, making 
it more profitable, and producers would want to make and sell more of it at any price. 

In general, 

cost-savillg technological advallces increase the supply of a good, shifting the 
supply curve to the right. 

Number of Finns. A change in the number of firms in a market will change the quan
tity that all sellers together would want to sell at any given price. For example, if-over 
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time-more people decided to open up maple syrup farms because it was a profitable 
business, the supply of maple syrup would increase. And if maple syrup farms began 
dosing down, their number would be reduced and supply would deaease. 

A ll increase il1 the Ilumber of sellers-with 110 other change-shifts the Sllp

ply CIIrlle rightward. 

ExfJected Price. Imagine you're the president of Sticky's Maple Syrup, inc., and you 
expect that the market price of maple syrup--over which you, as an individual sell
er, have no influence-to rise next month . What would you do? You'd certainly 
want to postpone selling your maple syrup until the price is higher and your profit 
greater. Therefore, at any given price 1I0W, you might slow down production, or juSt 
slow down sales by warehousing more of what you produce. If other firms have sim
ilar expectations of a price hike, they'll do the same. Thus, an expectation of a 
future price hike wi!! decrease sup
ply il1 the presellt. 

Suppose instead you expect the 
market price to drop next month . 
Then-at any given price-you'd 
want to sell more 1I0W, by stepping 
lip production and even selling out 
of your inventories. So an expected 
future drop in the price would 
cause an increase in supply in the 

Does DemalMf Affect Supply? In the list of variables that shift the 
supply curve in Figure 7 we·ve left out the amount that buyers 
would like to buy. Is this a mistake? Ooesn·t demand affect 
supply? 

J .--. ,"-
~-:..( 
OANGe~S 

CURVES"" 

present. 

The answer is no-at least, not directly. The supply curve 
tells us how much sellers would like to sell at each different 
price. Buyers· behavior doesn·t affect this hypothetical quantity. so 
buyers cannot cause the supply curve to shift. As you·1I soon see . buy-
ers can affect the price of the good, which in turn affects quantity supplied . 
this causes a movement along the supply curve- not a shift. 

111 mallY markets, all expectation of a future price rise shifts the cllrre1lt SIlP
ply CIIrve leftward. Similarly, all expectatioll of a future price drop shifts the 
currellt sllpply curve rightward. 

Changes ill \Veather alld O tl)er Natural Evellts. Weather conditions are an especial
ly important determinant of the supply of agricultu ral goods. 

Favorable weather increases crop yields, and causes a rightward shift of the 
supply curve for that crop . Unfavorable weather destroys crops alld shrillks 
yields, alld shifts the supply wrve leftward. 

In addition to bad weather, natura l disasters such as fires, hurricanes, and ea rth
quakes can destroy or &~rupt the productive capacity of all fi rms in a region . If 
many sellers of a particu lar good are located in the affected area, the supply curve 
for that good will shift leftward. For example, after H urricanes Katrina and Rita 
struck the U.s. Gulf Coast in August an d September of 100S, 10 percent of the 
nation's oil refining capacity was taken out for several weeks, causing a sizable 
leftward shift of the supply curve for gasoline. 

SUPPlY- A SUMMARY 

Figu re 7 summarizes the \'arious factors we've discussed that affect the supply side 
of the market, and how we illustrate them lz-~ing a supply curve . But the ,~hort li,~t 

Bot 
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of shift-variables for supp ly is far from exhaustive. For example, a government 
tax on a good- or a government subsidy paid to producers- will shift the su pply 
curve. So can other government policies, such as environmental and safety 
regulations. 

Some of the other shift-variables for supply curves will be discussed as they 
become relevant in future chapters . The basic principle, however, is always the same: 
Anything that makes sellers want to sell more or less of a good at allY givell price 
will shift the supply curve. 

PUTTING SUPPLY AND DEMAND TOGETHER 

What happens when buyers and sellers, each having the desire and the ability to 

trade, come together in a market? The twO sides of the market certainly have differ
ent agendas. Buyers would like to pay the lowest possible price, while sellers would 
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like to charge the highest possible price. Is there chaos when they meet, with buyers 
and sellers endlessly chasing after each other o r end lessly barga ining for advantage, 
so that trade never takes place? A casual look at the real world suggests not. In most 
markets, most of the time, there is order and stability in the encoun ters between 
buyers and sellers. In most cases, prices do nor fl ucfU ate wildly from moment to 
moment but seem to hover around a stable va lue. Even when th is stability is short· 
lived-lasting only a day, an hour, or even a minute in some markets-for this short· 
time the ma rket seems to be at res t. Whenever we study a market, therefore, we look 
for this state of rest-a price and quantity at which the market wi ll settle, at least 
fo r a whIle. 

Economists use the word equilibrium when referring to a state of rest. When a 
market is in equilibrium, both the price of the good and the quantity bough t and 
sold have settled into a state o f rest. More for mall y, 

the equilibrium price and equilibrium quantity fire values (or price alld 
quantity in the market that, once achieved, will remain constant- unless and 
until the supply curve or the demand curve shifts. 

What is the equilibrium price o f maple syrup in ou r example, and what is the 
eqllilibrillm quantity that wi ll be bought and sold? These are precisely the questions 
that the supply and demand model is designed to answer. 

Look at Table 5, which combines the supply and demand schedules for maple 
syrup from Tables 1 and 3 . We'll use Table 5 to find the equilib rium price in th is 
market through the process o f el imination. 

Let's first ask what would happen if the price were $1.00 per bottle. At this 
price, Table 5 tells us that buyers would want to buy 75,000 bottles each month, 
while sellers would offer to sell only 25,000. There would be an excess demand of 
50,000 bottles. What would happen? Buyers would compete with each other to get 
more maple syrup than was available, and would offer to pay a higher price rather 
than do without. T he price would then rise. The same would occur if the price were 
$2.00, or any other price below $3.00. 

We conclude that any price less than $3.00 cannot be an eq uilibrium price. If the 
price starts below $3 .00, it would start rising-llot because the supply curve or the 
demand curve had shifted, but from natural forces within the market itself. This 
directly contradicts our defin ition of equilibrium price. 

Figure 8 illustrates the same process by putting the supply and demand curves 
together on the same graph. As you can see, at a price of $1.00, quantity suppl ied 

Quantity Quantity 
Demanded Supplied Excess 

Price (bottles per (bottles per Demand 
(pet bottle) month) month) or Supply? Consequence 

$1.00 75.000 25,000 Excess Demand Price will Rise 

$2.00 60.000 40,000 Excess Demand Price will Rise 

$3.00 50,000 50,000 Neither No Change In price 

$4.00 40,000 60,000 Excess Supply Price will Fall 

$5.00 35.000 65,000 Excess Supply Price will Fall 
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Equilibrium price The market 
price that, once achieved, 
remains constant until either the 
demand curve or supply curve 
shifts. 

Equilibrium quantity The mar1<et 
quantity bought ar'ld sold per 
period that, Or'lCe achieved, 
remair'lS COr'lstar'lt Ur'ltil either the 
demand curve or supply curve 
shifts. 

bcen demand At a given price. 
the amOUr'll by which quar'ltity 
demanded exceeds Quantity 
supplied. 

Finding the Market 
Equilibrium 



Excess Demand Causes 
Price to Rise 

EKcess supply At a given price. 
the amount by which Quantity 
supplied exceeds quarltity 
demarlded. 

I 2_ causes the price 
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of 25,000 bonles is found at point H on the supply curve, while quantity demand
ed is at point J on the demand curve. The horizontal difference between the twO 
curves at $1.00 is a graphical representation of the excess demand at that price. 

At this point, we should ask another question: If the price were ini tially $1.00, 
wou ld it ever stop rising? Yes. Since excess demand is the reason for the price to rise, 
the process will stop when the excess demand is gone. And as you can see in Figure 
R, the rise in price shrinks the excess demand in two ways. First, as price rises, buy
ers demand a smaller quanti ty-a leftward movement along the demand curve. 
Second, sellers increase supply to a larger quantity-a rightward movement along 
the supply curve . Finally, when the price reaches $3 .00 per bottle, the excess 
demand is gone and the price stops rising. 

T his logic te lls us that $3.00 is an equilibrium price in this market-a value that 
won't change as long as the supply and demand curves stay put. But is it the only 
equilibrium price? We've shown that any price below $3 .00 is not an equilib rium, 
but what about a price greater than $3.00? let's see. 

Suppose the price of maple syrup was, say, $5.00 per bottle. Look again at Table 5 
and yo u'll find th at, at this price, quantity supplied would be 65,000 bottles per 
month, while quantity demanded would be only 35,000 bottles. There is an excess 
supply of 30,000 bonles. Sellers would compete with each other to sell more maple 
syrup than buyers wanted to buy, and the price would fal\. Thus, $5.00 cannot 
be the equilibrium price. 

Figure 9 provides a graphical view of the market in this situation. With a price of 
$5.00, the excess supply is the horizontal d istance between points K (on the demand 
curve) and L (on the supply curve). In the fi gure, the resulting drop in price would 
move us along both the supply cu rve (leftward) and rhe demand curve (rightward). 
As these movements continued, the excess su pply of ma ple syrup wou ld shrink until 
it disappeared, once again, at a price of $3 .00 per bottle. Our conclusion: If the price 
happens to be above $3 .00, it will fall to $3.00 and then stop changing. 

You can see that $3.00 is the equilibrium price-and the only equi librium price
in this market. Moreover, at this price, sellers would want to sell 50,000 bottles- the 
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same quantity that households wou ld want to buy. So, when price comes to rest at 
$3.00, quantity comes to rest at 50,000 per month-the equilibriulII quantity. 

No doubt, you have noticed that $3.00 happens to be the price at which the 
supply and demand curves cross. Th is leads us to an easy, graph ical technique fo r 
locating our equilibrium: 

To find the equilibriulII price and quantit)' in a competitive market, draw the 
supply alld demand curves. The equilibrium price and equilibrium quantity 
can then be found on the vertical and horizontal axes, respective/), where the 
two curves cross. 

Notice that in equil ibrium, the market is operating on both the supply curve and 
the demand curve so that-at a price of $3.00-quantity demanded and quantity 
supplied are equal. There are no d issatisfied buyers unable to find goods they want 
to purchase, nor are there any frustra ted sellers unable to sell goods they want to 
sell. Indeed, this is wh y $3.00 is the equilibrium price. It 's the only price that creates 
consistency between what buyers choose to buy and sellers choose to sell. 

Bu t we don't expect a market to stay at any particular equilibrium fo rever, as 
you' re about to see. 

WHAT HAPPENS WHEN THINGS CHANGE? 

Remember that in order to draw the supply and demand curves in the first place, 
we had to assume particu lar values for all the other variables-besides price-that 
affect demand and supply. If one of these variables changes, then either the supply 
curve or the demand curve wi\[ shift, and our equi li brium will change as well. Lees 
look at some examples. 

EKcess Supply Causes 
Price to Fall 
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INCOME RISES, CAUSING AN INCREASE IN DEMAND 

In Figure 10, point £ shows an initial equilibrium in the U.S. market for maple 
syrup, with an equilibrium price of $3.00 per bottle, and equilibrium quantity of 
50,000 bottles per month. Suppose that the incomes of buyers rise because the U.S. 
economy recovers rapidly from a recession. We know that income is one of the shift
variables in the demand cu rve (but not the supply curve), We also can reason that 
maple S}'TUp is a lIormal good, so the rise in income will cause the demand curve 10 
shift righrwar<l. What happens then? 

The old price--$3.00- is no longer the equilibrium price. How do we know? 
Because if the price did remain at $3 .00 after the demand curve shifts, there would 
be an excess demand that would drive the price upward. T he new equilibrium-at 

point E '-is the new inter

The Endless Loop of Erroneous logic In trying to work out What happens 
secTion point of the curves 
after the shift 111 the 
demand curve. Comparing 
the original equilibrium at 
point E with the new one 
at point E', we find that 
the shift in demand has 
caused the equilibrium 
price to rise (from $3 .00 to 

$4.00) and the equilibrium 
quantity to rise as well 
(from 50,000 to 60,000 
bottles per month). 

", i ' 
.~~/ "·. 
DANGE~S ""!. 

after, say, a rise in income. you might find yourself caught in an endless 
loop. It goes something like this : "A rise in income causes an increase 

in demand. An increase in demand causes the price to rise. A higher 
price causes supply to increase. Greater supply causes the price to fall. CURVES "'" 

A lower price increases demand ." and so on, without end. The price 
keeps bobbing up and down . forever. 
What's the mistake here? The first two statements ("a rise in Income causes 

an increase in demand" and "an increase in demand causes price to rise") are 
entirely correct. But the next statement ("a higher price causes an Increase in sup
ply") is flat wrong, and so is everything that follows. A higher price does not cause 
an "increase in supply" (a shift of the supply curve). It causes an increase in quaf} 
my supplied (a movement along the supply curve). 

Here's the correct sequence of events : "A rise in income causes an increase 
in demand. An increase in demand causes price to rise. A higher price causes an 
increase in quantity supplied. moving us along the supply curve until we reach the 
new equilibrium . with a higher price and greater quantity." End of story. 

Notice, toO, that in 
moving from point E to 
point E', we move alollg 
the supply curve. T hat is, 
a shift of the demand 
curve has caused a move

ment along the su pply curve. Why is this? T he deman([ shift causes the (nice to rise, 
and a rise in price always causes a movement a/ollg the supply curve. But the sup
ply curve itself does not shift because none of the variables that affect se!lers-other 
than the price of the good-has changed . 

In this example, the equi librium price and quantity changed because income 
rose. But allY event that shifted the demand curve rightward would have the same 
effecr. For example, if tastes changed in favor of maple syrup, or a substitute good 
like jam rose in price, or a com plemcmary good like pancake mix became cheaper, 
the demand curve for maple syrup would shift righ twa rd, JUSt as it did in Figure 10. 
So, we can summarize our findings as follows: 

A rightward shift in the demand curve causes a rightward movemell t along 
the supply curve. Equifibrium price alld eqlli/ibriu fII qllallfity both rise. 

BAD WEATHER CAUSES A DECREASE IN SUPPLY 

Bad wea ther can affect supply for most agricultural goods, including maple syrup. 
An example occurred in January 1998, when New England and Quebec were struck 
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by a severe ice storm. Hundreds of thousands of maple trees were downed, and 
many mo re were damaged. In Vermont alone, 10 percent of the maple trees were 
destroyed . How did this affect the marker for maple syrup? 

As you've learned, weather can be shift-variable for the supply curve. Look 
at Figure II. Initially, the supply curve for maple syrup is S1> with the market in 
equi librium at Point E. When had weather hits, the supply curve shifts leftward
say, to 52' The result: a rise in the equilibrium price of maple syrup (from $3 .00 to 

$5.00 in the figure) and a fall in the equilibrium quantity (from 50,000 to 35,000 
bottles) . 

In this case, it is bad weather that shifts the supply curve leftward . But suppose, 
instead, that the wages of maple syrup workers increase, or that evaporators become 
more expensive, or that some maple syrup producers go out of business and sell their 
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farms to housing developers. Any of these changes would shift the supply curve for 
maple syrup leftward, increasing the equi librium price and decreasing the equi libri
um quantity. 
More generally, 

A leftward shift of the slipply curve causes a leftward movemellf along the 
demand curve. E.quilibril/m price rises, but equilibrium qllalltit)' falls. 

HIGHER INCOME AND BAD WEATHER TOGETHER: BOTH CURVES 
S HI FT 

So far, we've considered examples in which just one curve shifts due to a change in 
a single variable that influences either demand or supply. But what would happen if 
twO changes affectc(1 the market simultaneously? Then both curves would shift. 

Do Curves Shift Up and Down? Dr Right and Left? When describing an 
increase in demand or supply. it's tempting to substitute ·upward" for 

"rightward: and to substitute "downward" for "leftward" when describ· 
ing a decrease in demand or supply. But be carefull While this inter-

changeable language works for the demand curve. it does nal work for 
the supply curve. To prove this to yourself. look at Figure 6. There you can 

see that a rightward shift of the supply curve (an increase in supply) is also 
a downward shift of the curve. In later chapters. it will sometimes make sense 

to describe shifts as upward or downward. For now, it's best to avoid these terms 
and stick with rightward and leftward. 

Figure 12 shows what 
happens when we take the 
twO factors we've juSt 

explored separately (a rise 
in income and bad weath
er) and combine them 
together. T he rise In 

income causes the demand 
curve to shift rightward, 
from Dl to D 2• The bad 
weather causes the supply 
curve to shift leftward, 
from SI to S2' The result of 

all this is a change in equilibrium from point E to point E', where the new demand 
curve D2 intersect,~ the new supply curve .'12 ' 

Notice that the equilibrium price rises from $3.00 to $6 .00 in our example. This 
should cOllle as no surprise. A rightward shift in the demand curve, with no other 
change, causes price to rise. And a leftward shift in the supply cu rve, with no other 
change, causes price to rise. So when we combine the two shi fts together, the price 
must rise. In fact, the increase in the price wiJl be greater than would be caused by 
either shift alone. 

But what about equilibrium quantity? Here, the two shifts work in opposite 
directions. The rightward shi ft in demand works to increase quantity, while the left
ward shift in supply works to decrease quantity. We can't say what will happen to 

equilibrium quantity until we know which shift is greater and thus has the greater 
influence. Quantity could rise, fall, or remain unchanged . 

In Figure 12, it JUSt so happens that the supply curve shi fts more than the demand 
curve, so equilibrium quantity falls. Bllt you can easily prove to yourself that the other 
outcomes are possible. Fint, draw a graph where the demand curves shifts rightward 
by more than the supply curve shifts leftward. In your graph, you'll see that 
equihbrillm quantity rises. Then, draw one where both curves shi ft (in opposite direc
tions) by equal amounts, and you'll see that equilibrium quantity remains unchanged . 

We can also imagine other combinations of shifts . A rightward or leftward shift 
in either curve can be combined with a rightward or leftwar<[ shift in the other. 

Table 6 lists all the possible combinat ions. It also shows what happens to equi
librium price and quantity in each case, and when the resul t is ambiguous (a ques-
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tion mark ). For exa mple, the top left entry tells us that when both the supply and 
demand curves sh ift rightwa rd, thl! equilibrium quantit)' will al ways rise, but the 
equilibrium price could rise, fall, or remain unchanged, depending on the relative 
size of the shifts. 

Do 1101 try to memorize thl! entries in Table 6. Instead, remember the advice in 
Chapter [: to .~tudy economics actively, rather than passively. This would be a good 
time to put down the book, pick up a pencil and paper, and see whether you can 
draw a graph to illustrate each of the nine possible results in the table. When you 
see a question mark (n for an ambiguous result, determine which .~hift would have 
to be greater for the variable to rise or to fall. 

THE THREE-STEP PROCESS 

[n this chapter, we built a mode[- a supp ly and dl!mand model~and then used it to 
analyze price changes in several markets. You may not have noticed it, but we took 

increase Decrease 
in Demand No Change in Demand 
(Rightward Shift) in Demand (Leftward Shift) 

• Increase In Supply P? Qi pj QT p! Q? 

(Rightward Shift) 

• No Change in Supply pT QT No change in P Of Q p1 QI 

• Decrease in Supply pi Q? pT Qj P? Q! 
(Leftward Shift) 
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a New Equilibrium 

An i"crea~e in income shi(ts 
the demand cUrlle rightward 
fram DI tu Dl . At the same 
time, bad weather sbi(/$ the 
supply CUrI'e leftward (rom 

5, tu 5l. The equilibrium 
"wiles from point E to 

poi"t E '. \"(lIme the price. 
",ust rise a(ter the:;e shirts, 
quantity could rise or (al/ 

ur remain the same. depend
ing U" the ,e/ati!le 5;~e5 

of the shifts. /" the. figure, 
qU(1IlIity happe>ls to fall. 
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three distinct steps as the chapter proceeded . Econom ists rake these same three steps 
to answer many questions about the e<:onomy. as you'll see throughout this book. 

Let's review these steps: 

Step l-Characterizc the Markel: Decide which market or markets best suit 
the problem being analyzed, and identify the decision makers (buyers and 
sellers) who interact there. 

In economics, we make sense of the very complex, real-world e<:onomy by viewing 
it as a collection of markets. Each of these markets involves a group of decision 
makers- buyers and sellers- who have the potential to trade with each other. At the 
VCfy beginning of any economic analysis, we must decide which market or markets 
to look at and how these markets shou ld be defined. 

To define a market, we decide how to view (a) the thing being traded (such 
as maple syrup); (b) the decision makers in the market (such as maple syrup produc
ers in New England and Canada selling to U.S. households); and (c) the trad ing 
environment (in this cha pter, we viewed the market for maple syrup as perfecdy 
competitive). 

Step 2-Find the Equilibrium: Describe the conditions necessary (or eqll ilib
rillm in the market, and a method (or determining that eqllilibrium. 

Once we've defined a market, and put buyers and sellers together, we look for the 
point at which the market will come to rest-the equi librium. In this chapter, we 
used supply and demand to find the equilibrium price and quantity in a perfectly 
competitive market, but this is juSt one example of how economists apply Step 2. 

Step 3-What Happens When TI);ngs CIJange: Explore how events or gov
ernment policies change the market eqllilibrium. 

Once you've found the equi librium, the next step is to ask how different events will 
change it. In this chapter, for example, we explored how rising income or bad weath
er (or both together) would affect the equilibrium price and quantity fo r maple syrup. 

Economists fo llow this same three·step procedure to analyze important micro
ecollomic questions. Why does government intervention to lower the price of a good 
(such as apartment rents) often backfire and sometimes harm the very people it 
was designed to help? Why do some people earn salaries that are hundreds of ti mes 
higher than others? What would happen to the price of o il in world markets if 
supplies from the Persian Gulf were suddenly cut off? If you're studying micro
economics, you'll soon see how the three·step process helps us answer all of those 
questions. 

Economists also use the procedure to address important macroeconomic questions. 
What caused the recession that began in early 2001, and what can we do to help avoid 
recessions in the future? Why has the United States experienced such low inflation in 
recent years, and how long can we expect our recent good fortune to con tinue? Why 
has the U.S. economy been growing so much more rapidly than the economies of con
tinental Europe? In macroeconomics, the three steps help us answer once again . 

In this book, we'll be taking these three steps again and again, and we'll often 
call them to your attention . 
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Explaining Changes in Price and Quantity: 
Avian Flu in Early 2006 

In 2005 and early 2006, the avian influenza virus was spreading rapid
ly among chicken flocks in A~ia and Europe. More than a hundred mil
lion chickens in the affected countries had either died from the virus or 
been destroyed in an unsuccessful effort to slow its spread. Bu t in early 
2006, the virus had //01 yet struck flocks in the United States. 

The spread of the avian flu virus raised ma ny important questions 
for economists, health ca re professionals, medical researchers, and gov
ernment agencies. But here we focus on a narrower topic: something 
that was happening in markets for chicken meat. 

Here are twO relevant facts about these markets toward the end of 
Z005 and into early 2006. 1 

• [n Europe, people were buying substantially less chicken . {For example, over a 
period of a few months in early 2006, chicken consum ption dropped by 20 per
cent in France, and a whopping 70 percent in Italy.) 

• In the United States, people were buying more chicken . 

At first glance {and especially to someone who has not studied su pply and 
demand), the explanation might seem obvious. It would go something like this: "Since 
chickens were dying or being killed off in Europe, the Europeans had to make do with 
less chicken . But in the United States, where chicken flocks were unaffected, there was 
no such problem. And since in most years, the u.s. population rises and income goes 
up, American chicken consumption probably rose just like it usually does.-

That sounds sensible. But an economist, hearing this explanation, would hesi
tate. T here is an easy way to test this explanation : find out what happened to the 
price of chicken in Europe and the Uni ted States. 

If the first-glance explanation is correct, then chicken prices shoul d have risen in 
both Europe and the United States . The explanation for Europe (fewer chickens 
available) implies that the supply curve for chicken shifted feftward, raising equilib· 
rium price. (Look back, for example, at Figure 11.) The explanation for the United 
States {the usual increases in income and population) implies that the demalld curve 
for chicken shifted rightward, once again, raising the price of chicken. (Look back , 
fo r example, at Figure 10). 

So what happened to chicken prices in Europe and the United States? 
They fell in both markets. In fact, they plummete(l. From JUlle 2005 to March 

2006, the price of chicken in both Europe and the United States dropped by about 
70 percent. 

So, what really happened? As you're about to see, the three-step process just dis
cussed will help us find the allswer. 

, Scou Kilman and Jane Zhang, "Avian-Flu Concerns Overseas Damp U.S. Chicken Expons," The W"II 
Street Journ;1i. March 11 - 12,2006. p. AS. O,her dara on chicken n'arkel' come> from Ihe f ood and 
Agricul",re Orgatliza,ion. "l'ollhry Trade I'ro'pecto for 1006 Jeopardized by Escalaling AI Outbreaks," 
a1 www.fao.org,acces>edon3116106. 
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mUllcd (rum (loml A /0 

poml B, with a decrease III 
equilibrium (/1<(/"lIIy (rulII Q, 
10 Q,. Because Ihe demand 
shift was greater Ihall Ihe 
SlIPp/)' shift. the market 
price {I'll. (rom $0.4111) 
$0./4 per ImuIIJ. 
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Q, Quantity of 
Chicken 

Part I: PrellmlJ'laries 

First, let's ciJaracteriu the market. We are interested in explain ing why things 
were different in Europe and the United States, so it makes sense to look at rwo geo~ 
graphic markets for chicken: one in Europe, and the OIher in the United States. 

In Figure 13, we first illustrate the market in Europe. Because chicken (especial
ly when frozen) is easily shipped from country to country, the supply side of this 
market consists of chicken producers around the world. These producers sell some 
portion of their chicken to burers in Europe- the demand side of this market. 

Now the second step: Find the equilibrillm. Our starting point will be the sum
mer of 2005, with demand curve D,oo. and supply curve Sloo. ' lbe equilibrium 
occurs at the intersection of the twO curves (poi nt A), with quantity Q, and price 
equal to the dollar equivalent of about $0.42 per pound. (In this analysis, we're 
using the approximate wholesale price of dark-meat chicken. But other chicken
re lated prices behaved similarly during this period.) 

Finally, the third step: What ha()fJens when things change? From 2005 to 2006, 
millions of chickens around the world died or were destroye(l, so at any given price, 
suppliers would choose to sell fewer chickens in all)' market, including the European 
market. [n Figure 13, the supply curve shifts leftward, to S IOXlo ' But notice that this 
shift is depicted as rather small. That's because the millions of birds eliminated were 
only a riny percentage of total world supply. (Acco rding to the Food and Agriculture 
Organization, the total number of chickens in the world is about 16 trillioll, a sig
nificant fraction of which are brought to market each year.) Still, if this had been the 
only change in the marker (as in the "first gla nce" explanation), chicken prices in 
Europe would have risen. 

Since chicken prices actually fell, we know something else must ha\'e changed in 
this market. And indeed ir did. As the a\'ian influenza \'irus spread from Asia to 
Europe, consumers in Europe were gripped by a chicken panic. Even though there 
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Price 
P" 

Pound 

$0.42 

0.14 

-

Q, Q, Quantity of 
Chicke n 

was no danger from eating infected chickens (cooking kills the virus), mill ions of 
consumers in Europe decided to take no chances. They simply stopped eating chick
en. This is represented by the sizable leftward shift in the demand curve, to Dloo. in 
Figure 13. The equilibrium price of dark meat chicken fell from about $0.42 per 
pound to about $0 .14 per pound. 

We know the leftward shift in the demand curve was greater than the leftward 
shift in the sup ply curve, because that is the only way to explain the drop in price 
that actually occurred. So, although a decrease in supply played some role in 
ex plaining the drop in European consumption (as in the first-glance explanation), a 
more important reason for the drop in consumption was a decrease in demand. 

Now let's consider the U.S. market. The demand side of the market is chicken 
buyers in the United States. And once again, the supply side of the market consists 
of chicken producers around the world who have the potential to sell their chicken 
to Americans. However, in practice, the supply side of the market is limited to 

American chicken farmers. This is because the United States is a chicken exporter: 
it produces all the chickens demanded in the horne market, and then some . This fact 
will turn our to be important. 

Figure 14 depicts the U.S. chicken market. The in itial equi li brium in June 2005 
was at point A, with the price at about $0.42, the same price as in Europe. 

Now let's look at what changed. In early 2006, there was no "chicken panic" in 
the United States since the virus had not yet affected U.s. chicken flocks. (Remember: 
The chicken in U.S. supermarkets wa.~ American-produced chicken.) And it is true 
that the United States was experiencing a healthy rate of income and population 
growth, so the demand for chicken-a normal good-rose. In Figure 14, we've 
shifted the demand curve rightward a bit, to D,oo. ' If this had been the only change, 
U.S. chicken prices would have risen somewhat. 

The U.S. Market for 
Chicken 

As chicken prices dedi"ed i" 
Euror'" (an allemate market 

(or u.s. producers). Ihe 
supply curve i" the U.S. 

market shifted rightward, 
{rom S,.", 10 S_. AI the 

same time. "ormal mcreases 
i" income and papulatio" 

caused a (smaller) rightward 
shi{1 in demand. (rom D_ 

to D_ . The market 
equilibrium mOiled (rom 

point A to paint H with all 
",crease i" equilillrium 

qUimtily {rom Q, to Q,. 
Because Ihe supply shi{t was 
grealn. t/'e market price (ell. 

{rom S0.42 10 SO.14 per 
pound. 
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Summary 

Part I: Preliminaries 

Bur remember that chicken prices actually (elf, so something else was going on . 
Here's what happened : For U.S. chicken producers, Europe is an a/temate market 
to the United Sta tes. As you've learned, when the price in an al ternate market falls, 
supply in the original market increases. In this case, with chicken prices in Europe 
failing, U.S. producers shifted sales back to the home market. In Figure 14, this is 
represented by a rightward shift in the supply curve to S,_~more chicken offered 
in the United States at any given price. 

We know that the rightward shift in the supply curve had to be greater than the 
rightward shift in the demand curve, because that is the only wa), the price could 
have fallen .1 So, while rising demand played sOllie role in explaining the rise in U.S . 
consumption (as in the first-glance explanation), a more important reason was the 
increase in supply. 

Why should we worry about the proper explanation for this event, which hap
pened in the past? Because, as },ou'll see in later chapters, the tools we've just used 
to analyze this past event can help us make proper predictions about the future as 
well. And they can he applied to all)' competitive marker. 

For example, some observers have predicted there will be rapid growth in so[ar
power electricity-generation over the next decade. Does this mean the price of 
so[ar·generated electricity will he [ower or higher than it is now? Or in the market 
for health care, the price of many services, such as visits to the doctor or hospital 
stays, is likely to rise over the next decade. Will this be accompanied by an illcrease 
in the quantity of these services supplied? Or a (Iecrease? 

As you probably suspect, the answer to these questions, and hun(lreds more like 
them, depends on which force-demand or supply-is the dominant change in the 
market. You'll be asked to [oak at a few cases similar to these in the end·of·chapter 
problems. 

In a market economy, prices arc determined through tile interac· 
tion of buyers and sellers in markets. Perfectly competitive mar' 
kets have many buyers and sellers, and none of d'em individually 
call affect the market price. If an individual, buyer, or seHer has 
the power to influence the price of a product, thc market is imper· 
fectly compel;I'!le. 

face. According 10 the law of supply, supply curves slope upward. 
The supply curve will shift if there is a change in the price of an 
input, (he price of an alternate good, the price in an alternate 
market, dle nUlllber of firms, expectations of future prices, or (for 
some goods) a change in weather. 

Equilibrium price and quantity in a market <lre foun d where 
the supply and demand curves intersect. If either of these curves 
shifts, price and quantity will change as the market moves to a 
new equilibrium. 

The model of SUPf)ly and dema"d explains how prices are 
determined in perfectly competitive markets. The qualltily 
demanded of any good is thc total amount buyers would choose to 

purchase given the constn,ints that they face. The law of demand 
states thm quantity demanded is negatively rel,ned to price; it tells 
us that the demand cume slopes downward. The d<"llland curve is 
dra\\~l for given levels of income, wealth, tastes, prices of substi · 
tute and COmplelnent<ITy goods, population, and expected fUUlre 
price. If any of those factors changes, (he demand curve will shift. 

The quantity supplied of a good is the IOtal alllOlUlt sellers 
would choose to produce and sell given the constraints that they 

Economists frequently use " three·step process to answer 
questions about the econom)". The three steps-taken several 
times in this chapter- <lre to (I) characterize the market or mar· 
kets involved in the question; (2) find thl' equilibrium in the mar· 
ket ; and (3) ask what happens when something changes. This 
three·step process will be used throughout the textbook. 

' In the figure . you'lI notic~ that the supply curve shifts iust enough to bring th~ price down to $0.14 per pound-th~ Same as the new price in 
Europe. The U.S. price ha;;!O drop!O about !he same level as the price in Europe, Ix:cau,e if no!. U.S. produce .. would con!itHlc shift ing sa les 
away from Europe and mto the Ulllted States, cau.ins further price declines in the United States. 
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I. Consider the following stalC1nent: "In 2005 and 2006, as al 

many other times, new home building in most American 
cities slowed, and the price of housing came down. 
Therdore, one way for a city to bring down home prices is 
to use zoning regulations that slow down new hume build
ing . ~ True or false? Explain. 

2. In Ihe laiC 1990s and Ihrough 2000, the British public 
became increasingly concerned about ··Mad Cow Disease,~ 
which could be deadly to humans if they ate beef from these 
cattle. Fearing the disease, lllallY consumers switched to 

other meats, like chicken, pork, or lamb. At the same 
time, the British government ordered Ihe dt-strunion of 
thousands of head of cattle. Illustrate the effects of these 
events on the equilibrium price and quantity in the market 
for British bed. Can we determine wit h certainry the direc
tion of change for the quamity? For the price? Explain 
briefly. 

3. Discu.s, and illustrate with :1 graph, how caeh of the fol
lowing events will affect the market for coUtt: 
a. A blight on coffee plants kills uff much of the Brazilian 

crop. 
b. The price of tea declines. 
c. Coffee workers organize themselves inlO a union and 

gain higher wages. 
d. Coffee is shown to came callCer in laboratory rats . 
e. Coffee prices arc expected 10 rise rapidly in the ncar 

future. 

4. The following table gives hypothetical data for the quantity 
of two-bedroom renlal apartmenlS demanded and supplied 
in Peoria, Illinois: 

QuanTity QU:lntiTy 
MonThly Demanded Supplied 

RenT (rhoUS:lnds) (rhousands) , 800 30 10 
$1,000 25 14 
$1,200 22 17 
$1,400 19 19 
$1,600 17 21 
$1,800 15 22 

a. Graph the demand and supply curves. 
b. Find Ihe equilibrium price and quantity. 
c. Explain briefly why a rent of $1,000 cannot be the 

equilibrium in rhis market. 
d. Suppose a tornado destroys a significalU number of 

apartmem buildings in Peoria , but doesn't affect peo
ple's desire 10 live there. illustraTe on your graph The 
effects on equilibrium price and quantity. 

5. The following table gives hypotheTical data for the quam;ty 
of alarm docks demanded and supplied per month. 
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I',;ce per QU3ntiTy QuantiTy 
Alarm Clock Demanded Supplied 

$ 5 3,500 700 
$10 3,000 900 
$15 2,500 1,[00 
$20 2,000 1,300 
$25 1,500 1,500 
$30 1,000 1,700 
$35 500 1,900 

a. Graph the demand and supply curves. 
b. Find the equilibrium price and quantity. 
c. illUSTrate 011 yuur graph how a decrease in The price of 

telephone wake-up services would affe<:t the market fur 
alarm doch. 

d. What would happen if there wa~ a decrt'a~e in the price 
of wake-up services aT the .allle time that the price of 
Ihe plastic used to manufacture abTtn clocks rose? 

6. The following t3ble gives hypothetical data for the quamity 
of electric SCmUerS demanded and supplied per month. 

Price per Quantity 
Elen,;c SCOOTer D~m:lnded 

$150 500 
$175 475 
$200 4.50 
$225 425 
$250 400 
$275 J75 

a. Graph the demand and supply eurvcs. 
h. Find the equilibrium price and quantity. 

Quantity 
Supplied 

250 
3S0 
450 
550 
650 
750 

c. Illustrare on your gmph how an increase in the wage 
rate paid to scomer assemblers would affeCt the market 
for el!'Ctric scooters. 

d. What would h3ppen if there was an increase in the 
wage rale paid to :>cooter assemblers at the Same time 
thaI tastes for eleCtric scooters increased? 

7. The following table gives f1 ypothetical data for the quantity 
of gasoline demanded and supplied in Los Angek-s per 
month. 

QuanTiTY QU:lnTiry 
Demanded Supplied 

Price per (millions (millions 
Gallon of gallons) of g:l llons) 

$ 1.20 170 80 
$1.30 156 105 
$ [.40 14{J 140 
$1.50 123 175 
$ 1.60 100 210 
$1.70 95 2J8 
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a. Graph the demand 3nd supply curves. 
h. Find the equilibrium pri~ and quanti ty. 
e. Illustrate un yuur graph how a nse in the price of 

autoillobikl; would affect Ih.:: gasoline market. 

8. How would each of the following affect the market for blue: 
jeans in lhe United Stales? Illustrate each answer with a sup
ply and demand diagram. 
a. The price of denim cloth locreascs. 
h. An ecooomic slowdown 111 the Uniled 5\;11<'5 causes 

houschold incomes 10 dccrc~asc. 

9. [naic3u' which curve shifted-and III whICh dircction-for 
each of the following. Assume Ih;l[ only one ClIr~ shihs. 
a. The price of furniture rises as the quantity bought and 

sold fall$. 
h. ApanmcllI va(ancy r:lttS Increase while average monthly 

rent un apartments dedines. 
c. The price of persunal computers continues to decline as 

sales skyrocket. 

10. Consider the following forecast: MIn 2008, we predict that 
the demand curve (or solar p'lIlels will continue its shift 
rightward, which will tend to raise price and qU3111 ity. 
However, with a higher price, supply will increase as well, 
shifting the supply curve rightward. A righTward shift of the 
supply curve willtcnd to lower price and raiSl' quantity. We 
conclude That as 2008 proceeds, quantity will increase blll 
the price of solar panels may either rise or fall. ~ There is a 
serious mistake of logic in this forecast. Can you find it? 
Explain. 

II. A couple of months after l'lurricane Katrina, an article in 
The New York T"nes cOlllanled the following passage: 
MGasoline prices-the national a~rage IS now $2.15, 
according to the Ene!l;Y Infomlallon Adml1l1uration-have 
fallen becauSl' higher prices held down dcmand and Gulf 
CoaSt supphcs have been slowly restored. ~ J The statement 
about supply is entirely correct and explains why gas prices 
came down. But the statement about demand confuses two 
concepls you learned abuut 111 thiS chapter. 
a. What tWO conc(pts docs the statement aoout demand 

seem to confuse? Explain briefly. 
b. On a supply and dcmand diagram, show what 1II0St 

likely caused g.lsolinc prices to rise whcn Hurricane 
Katrina shut down gasoline refineries on the Gulf Coast. 

c. On another supply and dellland diagram, show what 
most likely happcned in the lIIarket for gasoline as Gulf 
Coast refineries were repaireLl-and began operating 
again-after the Hu rricane. 

J ·["Q"Qml~ .\1...,0: UIII><':11 SI'''' lIo1J Cau""", for the Futu"'.~ N~w 
Va,k Ti",~., No,,,mbcr 10. 2005. 
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d. What role did the demand si Lie of the market play in 
explaining the rise and fall of ga$ prices? 

12. Draw supply and demand diagrams for market A for each 
of the following. Th(n use your diagrams to illustrate the 
impact of the following events. In each case, detcrmine what 
happens 10 price and quamll )' in each market. 
a. A and B aTC substitutes, anLltM proce of good B nses. 
b. A and 8 satisfy the same kinds of deStTCS, and thcTC is a 

shift in tastes away from A and tOward B. 
c. A is a normal good, and mcomcs III the community 

increase. 
d. There is a technological advan~ in the production of 

good A. 
e. B is an input uscd 10 produce good A, and the price of 

B ri ses. 

More Challenging 

13. Suppose that L1emand is given by the equation 
Q/J ., 500 - SOP, where QI) is quantity demanded, and I' 
is the price of the good. Supply is described by the equation 
QS " 50 + HP, where QS is quamity supplieLi . What is the 
equilibrium price and quantity? (Sec Appendix.) 

14. While crime rates have fallen across the country over the 
past few years, they have fallen especially rapidly in 
Manhattan. At the sall.e time, there arc sOllie 
neighborhoods in the New York metropolitan area in which 
the crime rate has remained constalt t. Using supply and 
demand diagrams for rental housll1g, explain how a falling 
cnme rate in l\'!anhallan could make the residenTS in Qther 
neighborhoods IIIQrse off. (HlIlt : As people from around the 
country move to Manhaltall, what happens to rentS there? If 
people cannot afford to pay hIgher rem III hoJanhattan, what 
might they do?) 

I S. A Wall Street analyst observes the following equilibrium 
price-quantity combinations in the market for restaurant 
meals in a city o~r a foul'ycar period: 

Q 
(Ihou§:lnds of 

Year /' meals pc. month) 

1 '12 20 
2 ' 15 30 
3 ' 17 40 
4 520 50 

She concludes thaI Ihe markel L1cfies the law of demand. Is 
she correct? Why or why not? 



APPENDIX 

Solving for Equilibrium Algebraically 

In the bod)' of this chapter, notice that the supply and 
demand curves for maple syrup were /lot graphed as 
~traight lines. This is becall.~e the data they were based on 
(as shown in the tables) were not consistent with a 
straight-line graph. You can verify this if you look back at 
Table I: When the price rises from $1.00 to $2 .00, quan
tity demanded drops by 15,000 (from 75,000 to 60,000) . 
But when the price rises from $2.00 to $3.00, quantity 
demanded drops by 10,000 (from 60,000 to 50,000), 
Since the change in the independent variable (price) is 
$1.00 in both cases, but the change in the dependent vari
able (quantity demanded) is different, we know that when 
the relationship between quantity demanded and price is 
graphed, it will not be a straight line. 

We have no reason to expcrt demand or supply 
curves in the real world to be straight lines (to be lill
ear) . However, it's often useful to approximate a curve 
with a straight line that is reasonably close to the origi
nal curve. One adva ntage of doing this is that we can 
then expre.~s both supply and demand as simple equa
tions, and solve for the equilibrium using basic algebra . 

For example, suppose the demand for take-out piz
zas in a modest-size city is represented by the following 
equation : 

QD = 64,000 - 3,000 P 

where QJ) stands for the quantity of pizzas demanded 
per week. This equation tells us that every time the price 
of pizza rises by $1.00, the number of pizzas demanded 
each week falls by 3,000. As we'd expect, there is a neg
ative relationship between price and quantity demanded. 
Moreover, since quantity demanded always falls at the 
same rate (.1,000 fewer pizzas for every $1.00 rise in 
price), the equation is linear. I 

, If yon try to graph the demand curve, don't forget that .npply and 
demand graph~ rcvcr~ the u~ual CU,lOm of where the indercndetH and 
dependent variables are plotted. Quanllty demanded i. the dependent 
variable (it dq>e",i5 on price), and yet i, ·s graphed on the boriWl1lll1 

ax". 

Now we'll add an equation for the supply curve: 

QS = _ 20,000 + 4,000 P 

where Q' stands fo r the quantity of pizzas supplied per 
week . This equation tells us that when the price of pizza 
rises by $1.00, the number of pizzas supplied per week 
rises by 4,000-the positive relationship we expect of a 
supply curve.2 And like the demand curve, it's linear: 
Quantity supplied continues to rise at the same rate 
(4,000 more pizzas for every $1.00 increase in price). 

We know that if this market is in equilibrium, quan
tity demanded (Q") wil1 equal quantity supplied (Q' ). 

SO let's impose that condition on these curves. That is, 
let's require Q" == Q'. This allows us to usc the defini
tions for Q" and Q' that have price as a variable, and 
set those equal to each other in equilibrium: 

64,000 - 3,000 P = - 20,000 + 4,000 P 

This is one equation with a single unknown-P-so 
we can use the rules of algebra to isolate P on one side 
of the equation. We do this by adding 3,000 P to both 
side.~, which isolates P on the right, and adding 20,000 
to both sides, which moves everything that doeslI't 
involve P to the left, giving us: 

84,000 = 7,000 P 

Finally, dividing both sides by 7,000 gives us 

84,000/7,000 = P 

P = 12 

, Don't be troubled by the oegative .ign ( 20,000) in this equation. 
It helps determine a minimum price thaT snppliers mUst gel in order 10 

~upply any pizza at 3H. U~ing the entire equation, we find tha, if price 
were $5.00, quatlliry supplied would be zero, aud ,hat price has to ri"" 
aboL·e $5.00 for any pi"l"las to Ix: supplied in this market. Rut since a 
"negative Mlpply- doesn't nlake sense. this equation is valid only for 
prices of SS.OO or greater. 
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We've found our equ ilibrium price: $12. 
What about equi librium quantity? In equ ilibrium, 

we know quantity demanded and quantity supplied are 
equal, so we can either solve for Q" using the demand 
equation, or solve for QS using the supply equation, and 
we should get the same answer. For example, using the 
demand equation, and using the equilibrium price 
of $12: 

QD = 64,000 _ 3,000 (1 2) 

QD = 28,000 

Part I: Preliminaries 

To confirm that we d idn't make any errors, we can 
also use the supply equation. 

QS = -20,000 + 4,000 (12) 

QS = 28,000 

We've now confirmed that the equilibrium quantity is 
28,000. 



You have no doubt seen photographs of the eanh taken from satellites thOU5.1nds of 
miles away. Viewed from that great distance, the wortd's vast oceans look like puddles, 
and its mountain ranges like wrinkles on a bedspread. In contrast to our customary view 
from the earth's surface--of a car, a tree, a building-this is a view of the big picture. 

These tWO different ways of viewing the earth- from up dose or from thousands 
of mi les away-are analogous to two different ways of viewing the economy. When we 
look through the lII/croecO/lOmic lens-from up close--we see tl)e behavior of illdivid· 
/fal decisioll makers and illdividual markets. When we look through the macroeco
nomic lens-from a distance-these smaller features fade away, and we see only the 
broad outlines of the economy. 

Which view is better? That depends on what we're trying to do. If we want to 
know why computers are getting better and cheaper each year, or why the earnings of 
busine.<;s professors are rising so rapidly, we need the close-up view of microeconom
ics. But to answer questions about the overall c<:onomr-abour the overall level of eco
nomic activity, our standard of li\'ing, or the percentage of our potential workforce 
that is unemployed-we need the more comprehensive view of macroeconomics. 

MACROECONOMIC GOALS 

While there is some disagreement among economists about how 10 make the macro
economy perform well, there is widespread agreement abom the goals we are trying 
to achieve: 

ECOl1omists-arld society at large--agree on three important macroecol1omic 
goals: economic growth, fllfl emplo)'IIICllt, and stable prices. 

Why is there slich unillerSi\1 agreement on these three goals? Because achielling them 
gilles us the opportunity to make all of our citizens better off. Let's take a closer look 
at each of these goals and see whr they are so important. 

ECONOMIC GROWTH 

Imagine that rou were a typical American worker living at the beginning of the 20th 
century. You wou ld work about 60 hours ellery week, and rour yearly sala r),-about 
$450-would buy a bit less than $9,000 would buy today. You could expecl 10 die 
at the age of 47. If rou fell se riously ill before then, rour doctor wouldn't be able to 
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Economic growth The increase 
in our production of goods and 
services that occurs over long 
periods of lime. 

Part II: Macroeconomics: Basic Concepts 

help much: There were no X-ray mach ines or blood tests, and little effective medI
cine for the few diseases that could be diagnosed . You would probably never hear 
the sounds produced by the best musicians of the day, or see the performances of 
the best actors, dancers, or singers. And the most exotic travel you'd enjoy would 
likely he a trip to a nearhy state. 

Today, the typical worker has it considerably better. H e or she works about 35 
hours per week and is paid aboUf $40,000 per year, not to mention fringe benefits 
such as health insurance, retirement benefits, and paid vacation. Thanks to advances 
in medicine, nutrition, and hygiene, the average worker can expect to live into his 
or her late 70s. And more of a worker's free time today is really free; There are 
machines to do laundry and dishes, cars to get to and from work, telephones for 
quick communication, and personal computers to keep track of finances, appoint
ments, and correspondence. Finally, during their lifetimes, most Americans will have 
traveled-for enjoyment-[O many locations in the United States or abroad. 

What is responsible for these dramatic changes in economic well· being? The 
answer is; economic growth-the increase in our production of goods and services 
that occurs over long periods of time. In the United States, as in most developed 
economies, the annual output of goods and services has risen over time, and risen 
faste r than the population . As a result, the average person can consume much more 
today-more food, clothing, housing, medical care, entertainment, and travel-than 
in the year J 900. 

Economists monitor economic growth by keeping track of real gross domestic 
product (real CDP); the total quantity of goods and services produced in a country 
over a year. When real GOP rises faster than the popu lation, Output per person rises, 
and so does the average standard of li ving. 

Figure 1 shows real GOP in the United States from J 929 [0 the fi rst half of 2006, 
measured in dollars of output at 2000 prices. As you can see, real GOP has increased 
dramatically. Part of the reason for the rise is an increase in population ; More work
ers can produce more goods and services. But real GOP has actually increased faster 
than the population: During this period, while the U.S. population did not quite 
triple, annual production of goods and services has increased more than tenfold . 
Hence, the remarkable rise in the average American's living standard. 

But when we look more closely at the data, we discover something important: 
Although output has grown, the rate of growth has varied over the decades. From 
1959 [0 1973, real GOP grew, on average, by 4.2 percent per year. But from 1973 
to 1991, average annua l growth slowed [0 2.7 percent. Then, from 1991 [02006, 
growth picked up again, averaging 3.3 percent per year. These may seem like slight 
differences. But over long periods of time, such small differences in growth rates can 
cause huge differences in living standards. For example, suppose that in each of the 
20 years between 1986 and 2006, real GOP had grown by Just one percentage point 
more than its actual rate. Then, over that entire period, the United States would 
have produced about $20 trillion more in goods and services than we actually 
produced (valuing these goods and services at 2000 prices). T hat amounts to more 
than $65,000 for each person in the population. 

Growth increases the size of the economic pie, so it becomes possible-at least 
in principle-for every ci tizen to have a larger slice. But in practice, growth does not 
benefit everyone. Living standards will always rise more rapidly for some groups 
than for others, and some may even find their slice of the pie shrink ing. 

For example, since the late 1970s, economic growth has im proved the living 
standards of the highly skilled, while less-skilled workers have benefited very little. 
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u.s. Real Gross Domestic Product, 1929-2006 FIGUREII 
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Real GDl' has increased dramatically over the past 75 years. In the figure. real GOP is measured i/l dollars of output valued at 
2000 price:;. (The measurement of real GOP will be di:;cuHed i/l more detail in the /lexttwo ,hapters.) 

Partly, this is due to improvements in technology that have lowered the earnings of 
workers whose roles can be taken by computers and machines. But very few econo
mists would advocate a hair to growth as a solution to the problems of unskilled 
workers. Some believe that, in the long run, everyone will indeed benefit from growth. 
Others see a role for the government in taxing successfu l people and providing bene· 
fi ts ro those left beh in d by growth. Bur in either case, economic growth, by increasing 
the size of the overall pie, is seen as an important pan of the solution. 

Macroeconomics helps us understand a number of issues surrounding economic 
growth . What makes real GOP grow in the firs t place? Why does it grow more rap· 
idly in some decades than in others? Why do some countries experience very rapid 
growth-some much faster than the United States-while others seem unable to 
grow at all? Can government policy do anything to alter the growth rate? And are 
there any downsides to such policies? 

HIGH EMPLOYMENT (OR Low UNEMPLOYMENT) 

Economic growth is one of our most important goals, but not the on ly one. Suppose 
our rea l GOP were growing at, say, a 3 percent annual ra te, but 10 percent of the 
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Growth Rates from Graphs In Figure 1, it looks like real GOP has 
not only been growing. but growing at a faster and faster rate, 

since the line becomes steeper over time. But the real GOP 
line would get steeper even if the growth rate were constant 

._ D~NGE '~ 
. ~ CURVES , 

over the entire period. That's because as real GOP rises from 
an increasingly higher and higher level. the same percentage 

growth rate is a greater and greater absolute increase in GOP. 

Part II: Macroeconomics: Basic Concepts 

For example, when real GOP is $5 trillion, 3 percent growth would 
be a rise of $5 trillion x 0.03 '" $0.15 trillion that year. But when real GOP is $10 
trillion, the same 3 percent growth would be $10 trillion x 0.03 '" $0.30 trillion. 
Since the slope of the line depends on the absolute rise rather than the percent
age rise, the line gets steeper when the growth rate remains constant. 

workforce was unable to find work . 
Wou ld the economy be performing 
well? Not realiy, for two reasons. 
First, unernployrnem affects the dis
tribution of economic well-being 
among our citizens. ]Jeople who 
cannot find jobs suffer a loss of 
income. And even though many of 
the jobless receive some unemploy
ment benefits and other assistance 
from the government, the unem
ployed typically have lower living 
standards than the emp loyed. 
Concern for those without jobs is 
one reason that consistently high 
employment--or consistently low 

In fact. the line can become steeper even if the percentage growth rate 
decreases over time . As you've read, real GOP actually grew faster from 1959 to 
1973 (where the line is flatter) than during any subsequent period (where the line 
is steeper). In subsequent chapters. you'll see other graphs that make it easier to 
see changes in the growth rate of real GOP. 

1I11emplo),mellf-is an important macroeconomic goal. 
But in addition to the impact on the unemployed themselves, joblessness affects 

all of us-evcn those who have jobs. A high unemployment rate means that the 
economy is not ach ieving its full econom ic potemial: Many people who walll to 

work and produce additional goods and services are not able to do so. With the 
same number o f people-but fewer goods and services to distribute among that pop
ulation- the average standard of living will be lower. Thi s general effect on hving 
standards gives us another reason to strive for consistently high rates of employment 
and low rates of unemployment. 

One measure economists use to keep track of employment is the III/cmployment 
ratc-the percentage of the workforce that is search ing for a job but hasn't found 
one. Figure 2 shows the average unemployment rate during each of the past 86 years . 
Notice that the unemployment rate is never zero; there a re always some people look
ing for work, even when the economy is doing well. But in some years, unemploy-

~ ment is unusually high . The worst example occurred during the Great Depression of 
u. the 1930s, when millions of workers lost their jobs and the unemployment rate , 
c reached 25 percent. One in four potential workers could not find a job. More 
~ recently, in 1982 and 1983, the unemployment rate averaged almost 10 percent. 
• 
::! The nation's commitment to high employment has twice been wrinen into law. 
~ ::: With the memory of the Great Depression still fresh, Congress passed the 
~ Emplo),ment Act of 1946, which required the federal government to "promote max-
I) imum employment, production, and purchasing power." It did not, however, dictate 

a target rate of unemployment the government should aim for. A numerical target 
was added in 1978, when Congress passed the Fill! Emp/oymellt and Balanced 
Growth Act, which called for an unemployment rate of 4 percent. 

A glance at Figure 2 shows how seldom we have hit this target over the last few 
<lecades. In fact, we did not hit it at all through the 1970s and 1980s. But in the 
1990s, we came closer and closer and finally, in December 1999, we reached the 
4 percent target for the fir st time since the 1960s . But it did not stay there long. In 
the early 2000s, the average unemployment rate has fluctuated, ranging from a high 
of 6.0 percent in 2003 to a low of 4.6 percem for most of 2006. 

Why has the unemployment rate been above its target so often? Why were we 
able to reach 4 percent unemployment at the end of the 1990s, bur not maintain 
it through the early 2000s? And what causes the ave rage unemployment rate to 
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u.s. Unemployment Rate, 1920-2006 
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The unempluyment rate fluctuates Oller time. During the Great Depressiun of the 1930s. unemploymentUJas extremely high. 
reacbing 2S percent in 1933. In the early I 980s, tbe rate al1eraged 10 percent. And during tbe 1990s, it fell rapidly, reaching 
4 percent befure turning up in the early 2000s. 

fluc tuate from year to year, as shown in Figure 2? These are all questions that 
your study of macroeconom ics will help you answe r. 

Employment and the Business Cycle 

When firms produce more output, they hire more workers; when they produce less 
output, they tend to layoff workers. We would thus expect real GOP and employ
ment to be closely related, and indeed they are. In recent years, each 1 percent drop 
in output has been associated with the loss of more than half a million jobs. 
Consistently high employment, then, requires a high, stable level of output. 

Unfortunately, Output has lIot been very stable. If you look back at Figure 1, you 
will see that while real GOP has climbed upward over time, it has been a bumpy ride. 
The periodic fluctuations in GOP-the bumps in the figure-are called business cycles. 

Figure 3 shows a close-up view of a hypothetica l business cycle. First, notice the 
thin upward-sloping line. This shows the long-run upward trend of real GOP, which 
we refer to as eCOllomic growth. The thicker line shows the business cycle that 
occurs around the long-run trend. When output rises, we are in the expansion phase 
of the cycle; when Output falls, we are in the contraction or recession phase. 
{Officially, a recession is a contraction considered significant in terms of depth, 
breadth, and duration .) 

Of course, real-world business cycles never look qu ite like the smooth, symmet
rical cycle in Figure 3, but rather like the jagged, irregular cycles of Figure I. 
Recessions can be severe or mild, and they can last several years or less than a single 
year. When a recession is particularly severe and long lasting, it is called a depression. 
In the 20th centu ry, the United States experienced Just one decline in output serious 
enough to he considered a depression-the worldwide Great Depression of the 

Business cycles Fluctuations in 
real GOP around its long·term 
growth trend. 

expansion A period of increasing 
real GOP. 
Recession A period of significant 
decline in real GOP. 

Depression An unusually severe 
recession. 
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The Business Cycle 
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Long-run upward 
trend of real GOP 

The bU5lne55 cycle
fluctuation of actual 
output around its long
run trend 

- E)(pansion- I- Recession-I -expansion-

Time 

Expansion versus Eeonomle Growth Although the terms 
expansion and economic growth both refer to increases In real 

GOP, they are not the same. Economic growth refers to the 
long·run upward trend in output over a long period of time, 

usually more than a decade . It is measured as the average 

, .-, '0" ,,_I ' 
OANG~S ~ 

CURVES ", 

1930s. From 1929 to 1933, the first 
four years of the Great Depression, 
U.S. output dropped by more than 
25 percent. 

But even during more normal 
times, the economy has gone 
through many recessions. Since 
1959, we have suffered through 
two severe recessions (in 1974-75 
and 1981-82) and several more 
mild ones, such as the recession 
from March to November of 200 1. 

annual change in output over the entire period . An expansion 
refers to a usually shorter period of time during which output 

increases quarter by quarter or year by year. 
Here's an example of the difference: From 1973 to 1991. output increased at 

an average rate of 2.7 percent per year over the entire period. This was the rate of 
economic growth during the period. But during a par t of this long period-the early 
1980s- output fell for several quarters. This was a contraction. During another 
part of this long period-the mid· and late 1980s-output rose every quarter. This 
was an expansion . Why are there business crcles? [s 

there anything we can do to prevent 
rcrcssions from occurring, or at least make them milder and shorter? And why---cven 
after a period of severe depression as in the 19.30s-does the economy eventually move 
back toward its long-run growth trend? T hese are all quest ions that macroeconomics 
helps us answer. 

STABLE PRICES 

Figure 4 shows the annual inflation rate-the percentage increase in the average level 
of prices-from 1922 to the first hal f of 2006. 1 With vcry few exceptions, the infla
tion rate has been positive: On average, prices have risen in each of those years . But 
notice the wide variations in inflation . [n 1979 and 1980, we had double-digit infla
tion: Prices rose by more than 12 percent in both years. During that time, polls 
showed that people were more concerned about inflation than an)' other national 
problem-more than unemployment, crime, poverty, pollution, or anything else . 
During the 1 990s, the inflation rate a veraged less than 3 percent per rea r, and it has 

, Fisure 4 is b3",d on the Consumer Price Index, the mmt popul3r me3>ure of the price level, 3S well 3' 
hiswrical e5lima'es of wha, Ihis indel< wo,,[d have been in ,he early pan of ,he 20,h cenn"y, before ,he 
inde~ el<iSlcd. \'(Ic'll discuss Ihe Consumer Price Indel< and OIner measures of infla,ion in more de,ail in 
laler chapters. 
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averaged about 2.S percent during the 2000s (through mid-2006). As a result, we 
hardly seem to notice it at all. Po llsters no longer include "rising prices" as a cate
gory when asking about the most important problems facing the country. 

Other countries have not been so lucky. [n the 19S0s, several Latin American 
nations experienced inflation rates of thousands of percent per year. [n the early 
1990s, some of th e newly emerging nations of Central Europe and the former Soviet 
Union suffered annual infl ation rates in the triple digits. 

An extreme case was the new nation of Serbia, where prices rose by 1,880 percent 
in the single month of August 1993. If prices had continued to rise at that rate all 
year, the annual inflation rate would have been 363,000,000,000,000,000 percent. 
A more recent example is Zimbabwe. The annual inflation rate has been consis· 
tendy above 200 percent since 2003, and it reached 1,000 percent in mid-2006. 

Why are stable prices-a low inflation rate-an important macroeconomic 
goal? Because in fl ation is cost ly to society. With annual inflation rates in the thou
sands of percent, the costs are easy to see: The purchasing power of the currency 
declines so rapidly that people are no longer willing to hold it. This breakdown of 
the monetary system forces people to waste valuable time and resources bartering 
with each other-for example, trading plumbing services for dentis try services. With 
so much time spent trying to find trading partners, there is little time left for pro
ducing goods and services. As a result, the average standard of living falls. 

With inflation rates of 12 or 13 percent-such as the United States experienced 
in the late 1970s-the costs to society are less obvious and less severe. But they are 
still signi ficant. And when it comes time to bring down the infl ation rate, painful 
corrective actions by government are sometimes required. These actions can cause 
output to decline and unemployment to rise. For example, in order to bring the 
inflation rate down from the high levels of the late 1970s (see Figure 4), government 
policy purposely caused a severe recession in 1981-82, reducing Output and increas
ing unemployment. 

Economists regard some inflation as good fo r the economy. In fact, in 2001 and 
2002, policy makers worried that the infl ation rate might fall too IOIt!, and that the 
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U.S. Annual Inflation Rate, 
1922-2006 

111 most years, the illflation 
rate has been positive. The 

overall price level increased 
du rillg those years. 
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Aggregation The process of 
combir"ling different things into a 
single category. 

Part II: Macroeconomics: Basic Concepts 

economy might experience a harmful deflatioll-a period o f decreasing prices. Price 
stabilization requires not only preventing the inflation rate from rising roo high, bur 
also preventing it from fall ing toO low, where it would be dangerously close to 
turning negative. 

The previous paragraphs may have raised a number of questions in your mind. 
What causes inflation or deflation? How would a moderately high inflation rate of 
7 or 8 percent harm society? How does a recession bring down the inflation rate, 
and how does the government actually create a recession? And why might a period 
of decreasing prices-which sounds so wonderful-be a threat to the economy? 
Your study of macroeconomics will help you answer all of these questions. 

THE MACROECONOMIC APPROACH 

If you have a lready studied microeconomics, you will notice much that is familiar 
in macroeconomics. The three-step process introduced in Chapter 3 plays an 
important role in both branches of the field. But the macroeconomic approach dif
fe rs from the microeconomic approach in sign ificant ways. Most importantly, in 
microeconomics, we typically apply our three steps to one market at a time-the 
market for soybeans, for neurosurgeons, o r for car washes. 10 macroeconomics, by 
contrast, we want to understand how the entire economy behaves. Thus, we apply 
the steps to all markets simultaneously. This includes not only markeTs for goods and 
services, bur also markets for labor and for financial asseTS like stocks and bonds. 

How can we possibly hope to deal with all of these markets at the same time? 
One way would be to build a gigantic model that included every individual market in 
the economy. The model would have tens of thousands of supply and demand curves, 
which could be used to determine tens of thousands of prices and quantities. With 
today's fast, powerful computers, we could, in principle, build this kind of model . 

But it would not be easy. We would need to gather data on ever), good and service 
in the economy, every type of labor, every type of financial asset, and so on. As you 
might guess, this would be a formidable task, requiring thousands of workers Just 
to gather the data alone. And in the end, the model would not prove very useful. We 
would not learn much about the economy from it: With so many individual trees, 
we could not see the forest. 

Moreover, the model's predictions would be highly suspect: With so much infor
mation and so many moving parts, high standards of accuracy wou ld be difficult to 
maintain. Even the government of the former Soviet Union, which directed produc
tion throughout the economy until the 1 990s, was unable to keep track of all the 
markets under its control. In a market economy, where production decisions are 
made by individual firms, the Task would be even harder. 

What, then, is a macroeconomist to do? The answer is a word that you will 
become very fami liar with in the chapters to come: aggregation . 

AGGREGATION IN MACROECONOMICS 

Aggregation is the process of combining different things into a single category, and 
treating Them as a whole. It is a basic tool of reasoning, one that you often use 
without being aware of it. If you say, "I applied for five Jobs last month," you are 
aggregating five very different workplaces into the single category, jobs . Whenever 
you say, " I'm going out with my friends," you are combining several different peo
ple into a single category: people you consider friellds. 
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~ Mlcro" versus ~ Macro" In many English words, the prefix macro 
means "Iarge- and micro means ·small." As a result, you might 
think that in microeconomics. we study economic units in 
which small sums of money are involved, while in maCfoeco-
nomics we study units involving greater sums. But this is not 
correct: The annual output of General Motors is considerably 
greater than the total annual output of many small countries, such 
as Estonia or Guatemala. Yet when we study the behavior of General 
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Aggregation plays a key role in 
both micro- and macroeconomics. 
Microeconom ists will speak of the 
market for automobiles, lumping 
Toyotas, Fords, BMWs, and other 
types of cars into a single category. 
Bu t in macroeconomics, we take 
aggregation to the extreme. Because 
we want to consider the entire 
economy at once, and yet keep our 
model as simple as possible, we 
must aggregate all ma rkets into the 
broadest possible categories. For 

Motors, we are practicing microeconomics, and when we study changes in output 
in Estonia, we are practicing macroeconomics. Why? Microeconomics is concerned 
with the behavior and interaction of individual firms and markets. even if they are 
very large; macroeconomics is concerned with the behavior of entire economies, 
even if they are very small. 

example, we lump together all the goods and services that households buy-newspa
pers, pizza, couches, and haircuts-into the single category cOllsllmptioll goods. We 
combine all the different types of capital purchased by business firms- forklifts , fac
tory buildings, office computers, and trucks-into the ,~ingle category illvestment 
goods. Often we go even further, lumping consumption, investment, and all other 
types of goods into the single category olftpll1orrealGDP. And in macroeconomics, 
we typically combine the thousands of different types of workers in the economy
doctors, construction workers, plumbers, college professors-into the category, labor. 
B}' aggregating in this way, we can create workable and reasonably accurate models 
that teach us a great deal about how the overall economy operates. 

MACROECONOMIC CONTROVERSIES 

Macroeconomics is full of disputes and disagreements. Indeed, modern macro
economics, which began with the publication of The General Theory of 
Employment, {nterest, and Money by British economist John Maynard Keynes in 
1936, originated in controversy. Keynes was taking on the conventiona l wisdom 
of his time, classical eCOllomics, which held that the macroeconom}' worked very 
well on its own, and the best policy for the government to follow was laissez
(aire- "Ieave it alone. " As he was working on The General Theory, Keynes wrote 
to his friend, the playwright George Bernard Shaw, " I believe myself to be writing 
a book on economic theory which will largely revolutionize-not, I suppose, at 
once but in the course of the next ten years-the way the world thinks about eco
nomic problems." 

Keynes's prediction was on the money. After the publication of his book, econ 
omists argued about its merits, but I 0 years later, the majority of the profession had 
been won over: They had become Keynesians. This new school of thought held that 
the economy does lIot do well on its own (one needed only to look at the Great 
Depression for evidence) and requires continual guidance from an activist and well
intentioned government. 

From the late 194050 until the early 196050, events seemed to prove the Keynesians 
correct . Then, beginning in the 1960s, several dis tinguished economists began to chal 
lenge Keynesian ideas. Their counterrevolutionary views, which in many ways mirrored 
those of the classical economists, were strengthened by events in the 1970s, when the 
economy's behavior began to contradict some Kqnesian ideas. Today, much of this 
disagreement has been resolved and a modern consensus-incorporating both 
Keynesian and classical ideas-has emerged. But there a re sti ll conrroversies. 
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Consider, for example, the conrrovers), over the Bush administration's $350 billion 
lO-year tax CUT. In May 2003, the raxcur was approved by 231 to 200 in the House 
of Representatives, and passed the Senate only when Vice President Cheney cast his 
vote to break a 50-50 tie. Within hours of passage, the following appeared on 
CNN's Web site: 

"This is a great victory for the American people," said Senate Maiori!), 
Leader Bill Frist, R-Tem/essee. "The wonderful thing is it really boils down 
to greater ;ob security (or people. ~ 

"This is a policy of debt, deficits, and decline," said Sen. Kent Conrad, 
D-North Dakota, adding, "This is a scandal ill the making. We're going to 
read there are perverse results as a resllit of this tax policy. ,,2 

Similar opposing views were expressed by economists associated with the Bu sh 
administration on the one hand, and those associated with the Democratic Party on 
the other. What are we to make of macroeconomic policy controversies like these, 
which occur so often on the political scene? 

Remember the distinction between positive (what is) and /lormalive (what 
should be)? Some of these disagreements are positive in nature . While economists 
and policy makers often agree on the broad outlines of how the macroeconomy 
works, they may disagree on some of the details. For example, they may disagree 
about the economy's current direction or momentum, or the relative effectiveness of 
different policies in altering the economy's course. Indeed, the two opposing senators 
quoted above were expressing at least in part a posi tive disagreement: a disagreement 
about the impact that tax cuts would have on the economy. 

But disagreements that sound positive often have normative origins. For exam
ple in 2003, Democrats in Congress criticized the Bush tax cut as unfair, because it 
gave the biggest tax reduction to those with the highest incomes. Republicans in 
Congress countered that the tax cut was fair, because taxpayers with the highest 
incomes paid higher taxes to begin with . In the competitive and confrontational 
arena of politics-with each side trying to muster all the arguments it can-positive 
economics is often enlisted. In 2003, Republicans who began with the view that the 
Bush tax cut was fair invariably also argued that it was the most effective policy to 
spur the economy into a healthy expansion phase (see Figure 3). And they found a 
number of economists- who may have had similar normative views-to suPPOrt 
that argument. Democrats who began with the view that the tax cut was unfair 
invariably also argued that it would cause great harm to the economy. And they 
found a number of econom ists-who may have had similar normative views-to 
support that argument. 

Because of such political battles, people who follow the news often think that 
there is little agreement among econom ists about how the macroeconomy works. In 
fact, the profession has come to a consensus on many basic principles, and we will 
stress these as we go. And even when there are disagreements, there is surprising 
consensus on the approach that should be taken to resolve them. 

You won't find th is consensus expressed in a hot political debate. But you will 
find it in academ ic journals and conferences, and in reports issued by certain non
partisan research organizations or government agencies. And-we hope-yoll will 
find it in the chapters to come. 

, "Congre .. Approve. Tax-Cut Package. M CNN.comlln.ide Politic •• May 2J. 2002. 
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AS YOU STUDY MACROECONOMICS ... 

Macroeconomics is a fasc inating and wide-ranging subject. You will find that each 
piece of the macroeconomic puzzle connects to all of the other pi eces in many 
different ways. Each time one of your questions is answered, ten more will spring 
up in your mind, each demanding immediate attention . This presents a problem for 
textbook writers, and for your instructor as well : What is the best order in which to 

present the principles of macroeconomics? One way is to follow the order of ques
tions as they would occur to a curious reader. For example, learning about unem
ployment raises questions about international trade, so we could then skip to that 
topic. But it also raises questions about government spending, economic growth, 
wages, banking, and much, much more. And each of these topics raises questions 
about still others. Organizing the material in th is way would make you feel like a 
ball in a pinball machine, bouncing from bumper to bumper. This pinball 
approach-bouncing from topic to topic-is the one taken by the media when 
reporting on the economy. If you have ever tried to learn economics from a news
paper, you know how frustrating this approach can be. 

In our sttldy of macroeconomics, we will follow a different approach: presenting 
material as it is needed for what follows. In th is way, what you learn in one chapter 
will form the foundation for the material in the next, and your understanding of 
macroeconomics will deepen as you go. 

But be forewarned: This a pproach requires considerable patience on your part. 
Many of the questions that will pop into your head will have to be postponed until 
the proper foundations for answering them have been establ ished. It might help, 
though, to give you a brief indication of what is to come. 

In the next two chapters, we will discuss three of the most Important aggregates 
in macroeconomic..<;: output, employment, and the price level. You wi ll see why each 
of these is important to our econom ic well-being, how we keep track of them with 
government statistics, and how to interpret these statistics with a critical eye. 

Then, in the remainder of the book, we study how the macroeconomy operates. 
We' ll start with the long run: What makes an economy grow over long periods of 
time, and which government policies are likely to help or hinder that growth. 

Then, we turn our attention to the short run . You will learn why the economy 
behaves differently in the short run than in the long run, why we have business 
cycles, and how these cycles may be affected by government policies. We'll also 
expand our analysis to include the bank ing system and the money supply, and the 
special challenges they pose for government policy makers. 

Finally, we'll turn our attention to the special problems of a global economy. 
You'll learn how trade with other nations constrains and expands our macro policy 
options at home and how economic events abroad influence our own economy. You 
will also learn why the United States has run persistent trade deficits with the rest 
of the world and what that means for our citizens. 

This sounds like quite a lot of ground to cover, and, indeed, it is. But it's not as 
daunting as it might sound. Remember that the study of macroeconomic....-like the 
macroeconomy itself-is not a series of separate units, but an integrated whole. As 
you go from chapter to chapter, each principle you learn is a stepping-stone to the next 
one. Little by li ttle, your knowledge and understanding will accumulate and deepen . 
Most students are genuinely surprised at how well they understand the macroecono
my after a single introductory course, and find the reward well worth the effort. 
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Summary 

Macroeconomics is the study of thc ('conomy as a whole. It deals 
with issues such as economic growth, unemploymenT, inflation, 
ami governn,,:m policies thai might influence the overall lel'cl of 
economic activity. 

Economists generally agrn about the importance of lilTer 
main macroeconomic goals. T he firsl of these is (";n"ornic growth. 
If OutpO!, real gross domestic product, grows faster than popula
tion, the an'rage person can enjoy an improved st3mlaru of living. 

!-l igh employmCllt is another importam goal. When employ
ment is low (unelllploymcm is high), it harlll~ not unly the unem
ployed themselves, but also ""eiety in general: Suciety loses QO\

put tbat coulJ have bttn produced. 

I. [n 1973, real GOP (at 2000 prices) was $4,342 billion. [n 
2000, it was $9,1;17 billion. During the same period, the 
U.S. population rose from 212 milliun to 281 million. 
a. What was the total percentage increasc in real GOP 

from 1973 to 2000? 
b. What was the total percentage increase in the U.S. 

popubtioll during this period? 
c. Calculate real GD P per person in 1973 and in 2000. By 

what percentage did output per person grow over this 
period? 

2. Suppose that real GOP had grown by 8 percent per year 
from 1973 to 2000. Using the data from problem I: 
a. What would real GOP have been in 2000? 
b. How much would output per perso" in 2000 have 

increased (compared to its actual value in 2000) if annual 
growth in real GOP over this period had been 8 percent? 

3. a. ·n.e average grol''th rate for real G OP in the United 
States was 3.7 percent from 1991 to 2000. Use the infor
mation in the folluwing table (which gives the actual 
GOP numbers measurt""d in 2000 dollars) to calculate 
how Illllch mure we would have produced in 2UOO if real 
GDI' had grown by 4.7 percent per year over th,l{ period. 

Rea l GOP 
Year (Billions of 2000 do l1 a rsf 

1991 $7, 100.5 
1992 $7,336.6 
1993 $7,532.7 
1994 $7,835.5 
1995 $g,031.7 
1996 $8,328.9 
1997 $8,703.5 
1998 $9,066.9 
1999 $9,470.3 
2000 $9,817.0 

Part II: Macroeconomics: Basic Concepts 

The third macroccollomic goal is stable prices. This goal is 
important because infiation--cspccially very high inflation
imposes costs on socidy ami can luwer living stamlanls. 

Because an ('conumy like that of the United States is so large 
and complex, the modds we use to analyze the economy nmst be 
highly aggregated. For example, we lump tugether milliuns uf 
d ifferent gouds to create an aggregate called "output.~ We COIll 

bine all [heir prices into a single "price index.~ 
Macroeconomics is oftcn controversial. It may secm thai 

macrocconomists agrff on very little, hut there is actually broad 
cunsensus on many pnsitivc econl1mic issues. The roots uf most 
macroeconomic controvcrsies arc normativc. 

b. Calculate, for a 2000 population of 281 million people, 
how much higher the avemge output per person wOllld 
have been in 2000 if the growth rate had been 4.7 
percent per year over this period. 

4. Assume that the country of Ziponia produced real GOP 
equal to $5,000 (in billions) in the year 2000. 
a. Calculate Zipunia's output from 2000 to 2006, assum

ing that it expericnced a constant growth rate of 
6 percent per year over this period. Use your answers to 
construct a graph similar to the one in Figure I. Is the 
slope uf this graph constant? Explain. 

b. Calculate Ziponia's output from 2000 to 2006, 
assuming that its growth mte was 6 percent from 2000 
to 2001, and then the growth rate fell by 1 percentage 
point each year. Plot these puints onto your graph from 
part (a). Is the slope of this graph constallt? Explain. 
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jjjjjOn the first Friday of every month, at 8:00 A.M., dozens of journalists mill about 
in a room in the Department of Labor. They are waiting for the arrival of the press 
officer from the government'S Bureau of Labor Statistics . When he enters the room, 
carrying a stack of papers, the buzz of conversation Stops. The papers contain the 
monthly report on the experience of the American workforce. The}' sum mari ze 
everything the gm'c rmncm knows about hiring and firing at businesses across the 
country; about the number of people working, the hours they worked, and the 
incomes they earned; and about the number of people !lot working and what they 
did instead. But one number looms large in the journalists' minds as they scan the 
report and compose their stories: the percentage of the labor force that could not 
find jobs, or the nation's Ifnemplo),ment rate. 

Every three months, a similar scene takes place at the Department of Commerce. 
In this case, the reporters are there fo r the quarterly report on the nation's output of 
goods and services and the incomes we have earned from producing it. Once again, 
there is tremendous detail. Output is broken down by the industry that produced it 
and by the sector that purchased it. Income is broken down into different types of 
earners. And once again, the reporters' eres will focus on a single number, a number 
that will dominate their stories and create headlines in newspapers across the country: 
the nation's gross domestic prodlfct. 

The government knows that its reports on employment and production will have 
a major impact on the American political scene, and on financial markets in the 
United States and around the world. So it takes great pains to ensure fair and equal 
access ro the information. For example, the Bureau of Labor Statistics allows jour
nalists to look at the employment report at 8:00 .... M. on the day of the release (the 
first Friday of every month). But they must stay inside a room-appropriately called 
the lockup room-and cannOt comact the outside world until the official release time 
of 8:30 A.M. At 8:29 A.M .. the reporters are permitted to hook up their laptop modems, 
and then a countdown begins. At pre<:isely 8:30 A.M .• the reporters are permitted to 
transmit their stOries. At the same instant, the Bureau posts its report on an Internet 
Web site (http.-//www.hls.goll). 

And the world reacts. Within seconds, wire-service headlines appear on com
puter screens: "Unemployment Rate Up Two-Tenths of a Percent H or "Nation's 
Production Steady." Within minutes, financial traders, for whom these news flash
es provide clues about the economy's futu re, make snap decisions to buy or sell, 
moving stock ancl bond prices. And throughout th e da)" politicians and pundits will 
respond with sound bites. attacking or defending the administration's economic 
policies. 
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Gross domestic product (GOP) 

The total value of all final goods 
and services produced for the 
marketplace during a given year. 
within the nation's borders. 

Part II: Macroeconomics: Basic Concepts 

In this chapter, we will take our first look at production and employmenr in the 
economy, focusing on twO key variables: gross domestic prodllct and the urlem
p/oymellt rate. The purpose here is not to explain what causes these variables to rise 
or fall. That will come a few chapters later, when we begin to srudy macroeconom
ic models. Here, we focus on the reality behind the numbers: what the statistics tdl 
us about the economy, how the government obta ins them, and how they a re some
times misused . 

PRODUCTION AND GROSS DOMESTIC PRODUCT 

You have probably heard the phrase gross domestic product-or its more familiar 
abbreviation, GOP- many times. It is one of those economic terms that is frequently 
used by the media and by politicians . In the first half of this chapter, we take a close 
look at GOP. 

GOP: A DEFINITION 

The U.S. government has been measuring the nation's total production since the 
1930s. You might think that this is an easy number to calculate, at least in theory: 
Simply add up the output of every firm in the country during the yea r. 
Un fortunately, measuring total production is not so straightforward, and there are 
many conceptua l traps and pitfalls. This is why economists have come up with a 
very precise definition of G OP. 

The nation's gross domestic product (GDP) is the total value o( all (inal 
goods and services produced (or the marketplace during a given period, 
within the Ilation 's borders. 

Quite a mouthful. But every part of this definition is absolutely necessary. To see 
why, let's break the defini tion down into pieces and look more closely at each one. 

The total value .. 
An old expression tells us that "you can't add apples and oranges." But that is 

JUSt what government statisticians must do when they measure our total Output. In a 
typical day, American firms produce millions of loaves of bread, thousands of pounds 
of peanut butter, hundreds of hours of television programming, and so on . These are 
different products, and each is measured in its own type of units. Yet, somehow, we 
must combine all of them into a single number. But how? 

The approach of GOP is to add up the dollar value of every good or service-the 
number of dollars each product is sold for. As a result, GOP is measured in dollar 
units. For example, in 2005, the GOP of the United States was about 
$ 12,4S6,OOO,OOO,OOO-give or take a few billion dollars. (That's about $12.S trillion.) 

Using dollar values to calculate GOP has two important advantages. First, it 
gives us a common unit of measurement for very different things, thus allowing us 
to add up '"apples and oranges." Second, it ensures that a good that uses more 
resources to produce (a computer chip) will count more in GOP than a good that 
uses fewer resources (a tortilla chip). 

However, using the dollar prices at which goods and services actually sell also 
creates a problem: If prices rise, then GOP will rise, even if we are not actually pro
dllCing more . For this reason, when tracking changes in production over time, GOP 
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Chapter 5: ProdUClion. Income, and Employment 

must be adjusted to take away the effects of inflation. We'!! come back to this Issue 
again a bit later in the chapter. 

, . , of all {inal ... 
When measuring production, we do not count every good or service produced 

in the economy, but only those that are sold to their final IIsers. An example will 
illustrate why. 

Figure I shows a simplified version of the stages of production for a ream (500 
sheets) of notebook paper: A lumber company CUL" down trees and produces $1 .00 
worth of wood chips . These are sold to a paper mill for $1.00. The mill cooks, 
bleaches, and refines the wood chips, turning them into paper rolls. These are sold 
to an office supplies manufacturer for $1.50. This manufacturer cuts the paper, 
prints lines and margins on it, and se lls it to a wholesaler for $2 .25. The wholesa ler 
sells it to a retail store for $3.50, and then, finally, it is sold to a consu mer-perhaps 
you- for $5.00. 

Should we add the value of all this produ ction, and include $ 1.00 + $ 1.50 + 
$2.25 + $3 .50 + $5 .00 = $\3 .25 in GOP each time a ream of notebook paper is 
produced? No, this would clearly be a mistake beeause all of this production ends 
up creating a good wonh only $5 in the end . In fact, the $5 you pay for this good 
already iI/eludes the value of all the other production in the process . 

[n our example, the goods sold by the lumber company, paper mill, office sup
plies manufacturer, and wholesaler are all intermediate goods- goods used up in the 
process of producing something else. But the retailer (say, your local stationery slOre) 
sells a final good-a product sold to its finaillser (you). [fwe separately added in the 
production of intermediate goods when calculating GOP, we wou ld be counting them 
more than once, since they are already included in the va lue of the final good . 

To avoid overcollntillg illtermediate prodllcts whenmeasllring CDI', we add 
liP the va/lie of filial goods and services 0111),. The lIa/lle of all intermediate 
products is automatically inc/uded il1 the vallie of the final prodllcts they are 
used to create . 

. . goods and services . 
We a ll know a good when we see one: We can look at it, feel it, weigh it, and, 

in some cases, eat it, strum it, or swing a bat at it. Not so with a ser vice : When you 

I S1.00 L 
lCWood Chips), 

lumber 
Mill 

$1.50 
(Raw Paper) 

Paper 
Mill 

$2 .25 
(Notebook 

--+ Paper) --+ 

Office Supplies 
Manufacturer 

$3.50 
(Notebook 

Paper) 

--+ 

Wholesaler 

(N 
$5 .00 
otebook 
Paper) 

-
Retailer 

>03 

Intermediate goods Goods used 
up in producing final goods. 

Final good II good sold to its 
final user. 

Stages of Production 
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Part II: Macroeconomics: Basic Concepts 

get a medical checkup, a haircur, or a car wash, the effects of the service may linger, 
but the service itself is used up the moment it is produced. Nonetheless, final ser
vices count in GOP in the same way as final goods. 

Services have become an increasingly important part of our total output in 
recent decades. T he service sector has grown fro m about a third of u.S. Output in 
1950 to well over half of our output in 2006. These include the services produced 
by Internet providers, the health ca re industry, the banking industry, the education
al system, and the entertainment industry . 

. . . prodllced ... 
GOP counts only th ings that are produced. T his may sound obvious, but it is 

easy to forget. Ewry day, Americans buy billions of dollars worth of things that are 
no! produced, or at least not produced during the period being considered. These 
are nor counted in that period's GO P. For example, people may buy la nd, or they 
may buy financial assets stich as stocks or bomls. While these things COSt money, 
they are not counted in GOP because they are not '"goods and services produced." 
Land, for example, is not produced at all. Stocks and bonds repre,~ent a claim to 
ownership or to receive future payments, but they are nor themselves produce(l 
goods or services. 

Services of Dealers, Brokers, and other Sellers You've 
learned that GOP excludes the value of many things that are 

bought and sold- such as land, financial assets. and used 
goocls-because they are not currently produced goods and 

services. But all of this buying and selling can contribute to 
GOP indirectly. How? If a dealer or broker is involved in the trans

action. then that dealer or broker is producing a current service: 
bringing buyer and seller together. The value of this service is part of 

current GOP. 
For example, suppose you bought a secondhand book at your college bookstore 

for $50. Suppose, too. that the store had bought the book from another student 
for $30. Then the purchase of the used book will contribute $20 to this year"s GOP. 
Why? Because $20 is the value of the bookstore·s services: irs the premium you 
pay to buy the book in the store. rather than going through the trouble to find the 
original seller yourself. The remainder of your purchase- $30-represents the 
value of the used book itself. and is not counted in GOP. The book was already 
counted when it was newly produced. in this or a previous year. 

. .. for the marketplace . .. 
GOP does not include all final 

goods and services produced in 
the economy. Rather, it includes 
only the ones produced for the 
marketplace, that is, with the 
intention of being sold. Because of 
this restriction, we excl ude many 
important goods and services 
from ou r measure. For example, 
when you clean your own home, 
you have produced a fina l ser
vice-housecleaning-but it is 1I0t 

counted in GOP because you are 
doing it for yourself, not for the 
marketplace. If you hire a house-
cleaner to clean your home, how

ever, this final service is included in GO P; it has become a market transaction . 
The same is true for many services produced in the economy. Taking care of 

your child ren, washing your car, mowing your lawn, walking your (log-none of 
these services is included in GOP if you do it for ),ourself, but all are Included if 
),ot! pay someone else to do them for you . 

. . . duri llg a given periQ(/ ... 
GOP measures production during some specific period of time. Only goods pro

duced duri ng that period are counted. But people and businesses spend billions of 
dollars each )'ear on IIsed goods, such as secondhand cars, previously occupied 
homes, used furniture, or an old signed photo of Elvis . These goods were all 
produced, but not necessarily in the current period. And even if they were produced 
in the current period, they would only (;ount when sold the {irst time, as new goods. 
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Chapter 5: Production, Income. and Employment 

If we counted them again each time they were 
resold, we would overestimate total production 
for the period. 

What duration of time should we use for 
GOP? In theory, we could usc any duration. In 
2005, for example, the United States produced an 
average of $34 billion worth of output each day, 
$1 trill ion each month, and $12 .5 trillion for the 
yea r as a whole. Thus, we could measure da ily 
GOP, monthly GOP, and so on . In practice, how
ever, GOP is measured for each quarter and then 
repo rted as an annual rate for that quarter. 

To understand this, look at Table 1, which 
shows how GO P was actually reported by the gov-
ernment during the course of 2005. A few months 

Quarters 

2005- 1 
2005- 11 
2005- 11 1 
2005- IV 
Year 

2005 

GDP ($ billions) 

$12,173.2 
$12.346.1 
$12. 573.5 
$12,730.5 

$12.455.8 

Source: Bureau of Economic Anal)'s is 
IWI<oW.beo8.€m1. August 30. 2006 revisIon. 

after the end of each quarter, the government releases its estimates for GOP for that 
quarter, and then revises the estimates periodica ll y as new information is obtained. 
Look at the row for 2005-1, the first quarter (january through March of 2005). 
During that quarter th e U.S. economy actually produced about $3,043 bi llion in 
final goods and services. But you won't see that number in the table. What you will 
see is how much we would have produced during an entire year if we produced at 
that quarter's Tate for four full quarters {4 x $3,043.3 billion == $12,173.2 billion).l 
Once the fourth·quarter figures are in, the government also repofts th e official GOP 
figu re for the entire year-what we actually produced during the entire year. For 
2005, that was $12,445 .8 billion . 

. . wit/,in the nation's borders. 
U.S. GOP measures output produced withill U.S . borders, regardless of whether 

it was produced by Americans. This means we inelude output produced by fore ign
owned resources and foreign citizens located in the United States, and we exclude 
output produced by Americans located in other countries. For example, when the 
rock band U2, whose members reside in Ireland, gives a conce n tour in the Un ited 
States, th e value of th eir services is counted in U.S. GOP but not in Ireland's GOP. 
Similarly, the services of an American nurse work in g in an Ethiopian hospital are 
part o f Ethiopian GO P and not U.S . GO P. 

THE EXPENDITURE ApPROACH TO GDP 

The Commerce Department's Bureau of Economic Analysis (BEA), the agency respon
sible for measuring the nation's production, calculates GOP in several d ifferent ways. 
The most importan t of these is the expenditure approach. Because this method of 
measuring GOP tells us so much about the structu re of ou r economy, we'll spend the 
next several pages on it. 

[n the expenditure approach, we divide output into four categories according to 
which group in the economy purchases it as the fina l user. The four categories are: 

I There is one other ,wis' to the governmen,'s reporting: Before multiplying by 4, each quarter's pro· 
duuion i, .ea.oually ad;u.ted-raised or low~red to eliminate any changes that usually OCCur during tbat 
time of year. 
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106 Part II: Macroeconomics: Basic Concepts 

Expenditure approach Measuring 
GOP by adding the value of goods 
and services purchased by each 
type of final user. 

Consumption (C) The part of 
GOP purchased by households as 
final users. 

1. COllsumptioll goods alld services (C), purchased by households; 
2. Private illvestment goods and services (I), purchased by businesses; 
3. Government goods and services (G), purchased by government agencies; 
4. Net exports (NX), purchased by foreigners . 

T his is an exhaustive list: Everyone who purchases a good or service included in 
U.S. GOP must be ei ther a U.S. household, U.S. busi ness, or U.S. government agency 
(incl ud ing state and loca l government); otherwise, they are part o f the fore ign sector. 
T hus, when we add up the purchases of all four groups, we must get GOP: 

III the expenditure approaclJ to meaSllrillg COp, we add liP the vallie o( the 
goods and services purchased by each type o( (ina/user: 

CDP = C + I + G + NX 

Table 2 shows the part of GOP purchased by each sector during the entire year 
2005. Ignore the finer details for now and just concentrate on the last nu mber in 
each column. Applying the expenditure approach to GOP in 2005 gives us GOP == 

C + I + C + NX == $8,742 + $2,OS7 + $2,373 + (- $716) == $12,4S6 billion . 
Now let's take a closer look at each of the four components of GOP. 

Consumption Spending 

Consumption (C) is the largest component of GOP-making up about 70 percent of 
total production in recent years-and the easiest to unders tand : 

Consum/ltion is the part o( C DP purchased by households as (inalllsers. 

GOP In 2005: The Expenditure Approach 

Consumption 
Purchases 
($ billion) 

Services $5.170 

Nondurable $2,539 
Goods 

Durable $1.033 
Goods 

Consumption == $8,742 

GDP==C + / + G + NX 

Private Investment 
Purchases 
($ billion) 

Plant, Equipment, $1,266 
and Software 

New-Home $ 770 
Construction 

Changes in $ 21 
Business 
Inventories 

Private 
InVestment == $2,057 

== $8,742 + $2,057 + $2,373 + (- $716) 

== $1 2,456 billion 

Government 
Purchases 
($ billion) 

Government $1,976 
Consumption 

Government $ 397 
Investment 

Government 
Purchases == $2,373 

SO<Irc,,; Bureau of Eoonomic AnalysIS. · Nationallncome and Product Account Tables· (......-w.bea.gov). 

E)(ports 

Imports 

Net Exports 
($ billion) 

$1,303 

$2,019 

Net EXPOfts == - $ 716 
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Chapter 5: Production, Income, and Employment 

Almost everything that households buy during the year-restaurant meals, gasoline, 
new clothes, doctors' visits, movies, electricity, and more-is included as part of 
consumption spending when we calculate GOP. 

But notice the word almost. 
Some of the things that households buy are /lot part of consumption in GOP. 

Fi rst, used goods that households buy are excluded. As d iscussed earlier, these were 
already counted when they were originally sold as new goods. 

Second, households buy assets-like stocks, bonds, and land-that are not 
goods and services. These are excluded from consumption, as well as from GOP. 

Third, I/ewly constructed homes--even though part of GOP and usually pur· 
chased directly by households-are included as investment, rather than consumption. 
We'll discuss the reasons for this in the next section. 

Finally, there are two things included in consumption even though households 
don't actually bu y them: {I) the toul value of food products produced on farms that 
are consumed by the farmers and their families themselves; and (2) the total value 
of housing services provided by owner-occupied homes. The government estimates 
how much the food consumed on farms could have been sold for, and how much 
owner-occupied homes could have been rented for. These estimates are included as 
part of consumption spending, and therefore included in GOP as well. 

Private Investment 

In Chapter 2, you learned that one of the four resources is capital, a long-lasting tool 
used in production, and which is itsel( produced, Examples are oil drilling rigs, cash 
registers, office telephone equipment, and wireless phone towers. When we sum the 
value of a ll capital goods like these in the country, we get our capital stock . 

Understanding the concept of ca pital stock helps us understand and define the 
concept of investment. A rough definition of private investment is capital (on/latiol/
the increase in the nation's capital stock during the year. 

More specifically, 

private investmel/t has three components: (1) business purchases o( plallf, 
equipment, alld software; (2) new-home construction; alld (3) changes m 
bllsillcss (irms' il/vclltory stocks (challges iI/ stocks of Ullsold goods). 

Each of these components requires some explanation . 

Business Purchases of Plant, Eqllipment, and Software. This category might seem 
confusing at fi rst glance . Why aren't plant, equ ipment, and software considered 
intermediate goods? After all, business firms buy these things in order to produce 
other things, Doesn't the value of their final goods include the value of their plant, 
equipment, and software as well? 

Actually, no, and if you go back to the de fini tion of intermediate goods, you will 
see why. Intermediate goods are used up in producin g the current year's GOP. Bur a 
firm's plant, equipment, and software are intended to last for many years; only a 
small part of them is used up to make the current year's output. Thus, we regard 
new plant, equipment, and software as fina l goods, and we regard the firms that buy 
them as the final users of those goods. 

For example, suppose our paper mill-the firm th at turns wood chips into raw 
paper-builds a new factory building that is expected to last for 50 years. Then only 
a small fraction of that factory budding-one-fiftieth- is used up in anyone year's 
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Private Investment ( I) The sum 
of business plant. equipment, 
and software purchases, new· 
home construction, and Inventory 
changes: often referred to as Just 
in\\lSlmem. 
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Unsold goods. like thuse "ie · 
lured i" this "',1reiJ(}Use, arc 
considered i,well/aries. The 
change ill /he5e "wen/uries is 
included 115 inlles/menl ",hen 
calculi/I;,,!! GDI'. 

Part II: Macroeconomics: Basic Concepts 

production of raw paper, and only this small part of the facrory building's value will 
be reflected in the value of the firm's paper producrion. Bur since the entire factory is 
produced during the year, we must include its full value somewhere in our measure 
of production . We therefore count the whole factory building as investment in GDP. 

Plant, equipment, and software purchases are always the largest component of 
private inwstment. And 2005 was no exception, as you can see in the second col
umn of Table 2 . That year, businesses purchased and installed $1,266 billion worth 
of plant, equipment, and software, which was almost two-thirds of total private 
investment. 

New- Home COIlStmction. As you can sec in Table 2, new-home construction made 
up a significant part of total private investment in 2005. But it may strike you as 
odd that this categorr is pan of investment spending iH all, since most new homes are 
purchased by households and could reasonably be considered consumption spending 
instead. Why is new-home construction counted as investment spemling in GOP? 

L-ugelr because residential housing is an important part of the nation's capital 
stock . JuS[ as an oil-drilling rig will continue to provide oil-drilling services for many 
years, so, toO, a home will continue to provide housing services into the future. 
Because we want our measure of private investment to roughl), correspond to the 
increase in the nation's capital stock, we include this important category of capital 
format ion as part of private investment. 

Changes in Inventories. Invento ries are goods that have been produced but not yet 
sold. The), include goods on store shelves, goods making their way through the pro
duction process in factories , and raw materials waiting to be used . We count the 
change in firms' inventories as part of investment in measuring GOP. Wh)'? When 
goods are produced but not sol(1 during the year, they end up in some firm's inven
tor), stocks. If we did lIot count changes in inventories, we would be missing this 
important part of current production. Remember that GOP is designed to measure 
total production, not just the part of production that is sold during the year. 

To understand this more clearly, suppose that in some year, the automobile 
industry produced $100 billion worth of automobiles, and that $80 b!1lion worth 
was sold to consumers. Then the other $20 billion remained unsold and was adde<1 
to the auto companies' inventories. If we counted consumption spending alone 
(S80 billion), we would underestimate automobile production in GOP. To ensure a 
proper measure, we must inelu.le not anI), the $80 billion in cars sold (consump
tion), but also the $20 billion challge in inventories (priva te investment). In the 
end, the contribution to GOP is $SO billion (consumption) + $20 billion (p rivate 
investmcm) == $100 billion, which is, in.lee(l, the total value of automobile 
production during the year. 

What if inventory stocks decline during the year, so that the change in invento
ries is negative? Our rule still holds: We include the change in inventories in our 
measure of GOP. But in this case, we add a negative number. For exam ple, if the 
automobile industry produced $100 billion worth of cars this year, but consumers 
bought $120 billion, then $20 billion worth must have come from inventory stocks. 
This $20 billion worth of cars was produced (and counted) in previous years, so it 
shou ld not be counted in this year's GOP. In this case, the consumption spending of 
$ 120 billion overestimates automobile production during the rear, ,~o subtracting 
$20 billion corrects for this overcount. In the end, GDP would rise b)' $120 billion 
(consumption) + [-$20 billion (private investment)1 == $100 billion. 
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But why are inventorr changes included in investment, rather than some other 
component o f GOP ? Because unsold goods are pa n of the nation's ca pital stock. 
Ther will provide services in the fUTu re, when they are finally sold and used, An 
increase in inventories represents capital formation . A decrease in inventories
negative investment-is a decrease in the nation's capital. 

Inventory changes are generallr the smallest com ponent of private investment, 
but the most highly volatile in percentage terms. In 2005, fo r example, inventories 
rose by $21 billion; one rear earlier, ther rose br $55 billion-almost three times as 
much, Part of the reason for this volatility is that, while some inventory investment 
is intended, much of it is Imintel/ded. As the economy begins to slow, for example, 
businesses may be unable to sell all of the goods they have produced and had 
planned to sell. The unsold Output is added to inventory stocks-an unintended 
increase in inventories. During rapi d expansions, the opposite may happen: 
Businesses find themselves selling more than they prod uced-an unintended (though 
welcome) decrease in in ventories. 

Private illIJestment al/d the Capital Stock: Some Provisos. A few pages ago, it was 
pointed our that private in vestment corresponds only roughly to the increase in the 
nation's capital stock, Why th is cautious language? Because changes in the nation's 
capital srock are somewhat more complicated than we are able to capture with pri
vate investment alone. 

First, private investment excludes some production that adds to the nation's 
capital srock, Specifica lly, priva te investment does not include: 

• Govemmcflf ifll!estmellt. An important part of the nation's capi tal stock is 
owned and operated not by businesses, but by government-federal, state, and 
local. Courthouses, police cars, fire stations, schools, weather satellites, military 
aircraft, highways, and bridges are all examples of government capital. If you w 

look at the third column of Table 2, for example, you'll see that the BEA esri- ~ 
mate(j government investment to be $397 billion in 2005; that was the pan of Ii 
government spending that was devoted to capita! formation in 2005 . t;; 

• COI/Slllller dllrables . Goods such as furniture, automobiles, washing machines, :i1 
and personal computers for home use can be considered capital goods because ~ 
they will continue to provi de serv ices for many years. In 2005, households ~ 
purchased $ 1 ,03.~ billion worth of comumer durables (see Table 2, firs t col· ~ 
umn). ~ 

• /-Iuman capital, Think about a surgeon's skills in performing a hean bypass :il 
operation, or a police detective's ability to find clues and solve a murder, or a t< 
Web page designer's mastery of HTML and Java . These types of knowledge will ~ 
continue to provide valuable services well into the future, JUSt like plant and II 

equipment or new housing, To measure the increase in the capital stock most 
broadly, then, we should include the additional skills and training acquired br 
the workforce during the year. 

In addition to excluding some types of capital formation, private investment also 
errs in the other direction: It ignores depreciation-the capital that is used up during 
the year. Fortunately, the BEA estimates depreciation of the pri \'ate and public capital 
stock, a llowing us to calculate net in vestm ent (total investment minus depreciation) 
fo r these sectors. For example, for 200S, the BEA estimate;; that $1,353 billion of 
the private capital stock depreciated during the year (nO[ shown in Table 2). So net 
private ill vestment that year was only $2,057 billion - $1 ,353 billion'" $704 billion. 

Net Investment Investment 
minus depreciation. 

109 



110 

Govemment puro;:hases (G) 

Spending by federal. state. and 
local governments on goods and 
services. 
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Similar1r, the SEA estimates that $252 billion in government capital depreciated in 
2005, so nct government investment that year was $397 billion - $252 billion == 
$145 billion. 

Government Purchases 

In 2005, the government bought $2,373 billion worth of goods and ser vices that 
were part of GOP-almost a fifth of the total. This component of GDP is called 
government purchases, although in recent years the Department of Commerce has 
begun to use the phrase goverNment cOl/sllmp/joll and il/uestment purchases. 
Government il/vestmellt, as discussed earlier, refers to capital goods purchased by 
government agencies. T he rest of government purchases is considered government 
(0IlSIIIll/)1ioll: spending on goods and services that are used up during thc period. 
This includes the salaries of government workers and military personnel, and raw 
materials such as computer paper for government offices, gasoline for government 
vehicles, and the electricity used in government buildings. 

There are a few things to keep in mind about government purchases in GOP. 
First, we include purchases by 

Inve.tment: Economic. ver ...... Ordinary English Be extremely 
state and local governments as 
well as the federal government. In 
macroeconomics, it makes little 
difference whether the purchases 
are made by a local govcrnment 
agency like the parks department 
of Kalamazoo, Michigan, or a 
huge fe<leral agency such as the 
U.S. Department of Defense. 

careful when using the term investment in your economics 
course. In economics. investment refers to capital formation, 

such as the building of a new factory, home, or hospital, or 
the production and installation of new capital equipment. or 

the accumulation of inventories by bUSiness firms. In everyday 
language. however. investment has a very different meaning: a 

place to put your wealth. Thus. in ordinary English, you invest whenever 
you buy stocks or bonds or certificates of deposit or when you lend money to a 
friend who is starting up a business. But in the language of economics, you have 
not invested but merely changed the form in which you are holding your wealth (say, 
from checking account balances to stocks or bonds). To avoid confusion . remem· 
ber that investment takes place when there is new production of capital goods
that Is. when there is capital formation. 

Second, government purchases 
include goods-like fighter jets, 
police cars, school buildings, and 
spy ,~atel1ite,<;-and services-such 
as those performed by police, leg-

Transfer payment Any payment 
that is not compensation lor sup· 
plying goods. services, or 
resources. 

islawTs, and milita ry personnel. 
Th e government is considered to be the final purchaser of these things even if it 
uses them to make other goods or services. For example, if you are taking eco
nomics at a public college or university that produces educational services, then 
)'our professor is sel ling teaching services to a state or city government. His or her 
salary enters into GDi' as part of government purchases. 

Finally, it's important to distinguish between government pllrchases-which 
arc counted in GOP-and government ollliays as measured by local, state, alld 
federal budgets and reported in the media. What's the difference? In addition to 

their purchases of goods and services, government agencies also disburse money 
for transfcr paymcnts. T hese funds are givell to people or organizations-IlDt to 

buy goods or services from them, but rather to fulfill some socia l obligation or 
goal. For example, Social Security payments by the federal government, unemploy
ment insurance and welfare paymenrs by state governments, and money disbu rsed 
to homeless shelters and soup kitchens by city governments arc all exa mples of 
transfer payment.~ . They are not included in government purchases, because the 
government itself has not actually purchased any goods and services with these 
funds. 
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The important thing to remember about transfer payments is this: 

Transfer payments represent money redistributed from one group of citizens 
(taxpayers) to another (the poor, the unemployed, the elderly). \Vhile trans
fers are induded in govemment budgets as outlays, they are not induded in 
the govemmellt purchases component of CD P. 

Net Exports 

There is one more category of buyers of output produced in the United States: the 
foreign sector. Looking back at Table 2, the fourth col um n tells us that in 2005, pur
chasers outside the nation bought approximately $ 1,303 bi ll ion of U,S. goods and 
services-about 10 percent of our GO P. These exports are part of U.S. production 
of goods and services and so are included in GOP. 

However, in recognizing dealings with the rest of the world, we must correct an 
inaccuracy in our measure of GOP the way we've reported it so far. Americans buy 
many goods and services every year that were produced outside the Uni ted States 
(Chinese shoes, Japanese cars, Mexican beer, Costa Rican coffee). When we add up 
the final purchases of households, businesses, and government agencies, we over· 
couflt U.S. production because we include goods and services produced abroad. But 
these are not part of u.s. output. To corren for this overcount, we deduct a ll u.S. 
imports during the yea r, leaving us with JUSt the Output produced in the United 
States. In 2005, these imports amounted to $2,0 19 bill ion, an amount equal to 
about 16 percent of our GOP. 

Let's recap: To obta in an accurate measure of GOP, we must include u.s. pro
duction that is purchased by foreigners: total exports. But to correct for including 
goods produced abroad, we must subtract Americans' purchases of goods produced 
outside of the United States : total imports. In practice, we take both of these steps 
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together by add ing net exports (NX ), which are total exports minus total imports, Net exports (NX) Total exports 
minus total imports. 

To properly account for output sold to, and bought frolll, foreigners, we 
//lust inelude net exports-the difference between exports and imports-as 
part of expenditure in CDP. 

In 2005, when total exports were $1,303 billion and total imports were $2,019 
bi ll ion, net exports (as you can see in Table 2) were $1,303 - $2,019 == -$716 
bi ll ion, The negative number indicates that the imports we're subtracting from GOP 
are greater than the exports we're adding. 

OTHER ApPROACHES TO GOP 

In additi on to the expenditure approach, in which we calculate GOP as C + I + 
G + NX, there are other ways of measuring GDP. You may be wondering: Why 
bother? Why not just use one method-whichever is best-and stick to it? 

Actually, there are two good reasons for measuring GOP in different ways, The 
first is practical. Each method of measuring GOP is subject to measurement errors. 
By ca lcu lating total output in several different ways and then trying to resolve the 
d ifferences, the SEA gets a more accurate measure than would be possible with one 
method alone. 
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Value added The revenue a firm 
receives minus the cost of the 
intermediate goods it buys. 

Value-added approach Measuring 
GOP by summing the values added 
by all firms in the economy. 

TABLEII 

Value Added at Diffelent 
Stages of Production 
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The second reason is that the different ways of measuring total output give us 
different insights into the structure of our economy. Let's take a look at twO more 
ways of measuring-and thinking about-GOP. 

The Value-Added Approach 

In the expenditure approach, we record goods and services only when they are sold 
to their final users-at the end of the production process. But we can also measure 
GOP by adding up each (irm's contribution to the product as it is produced. 

A firm's contribution to a product is called its vallie added. More formally, 

a (irm's value added is the revelme it receives (or its output, millus the cost 
o( all the intermediate goods that it bll)'s. 

Look back at Figure 1, which traces the production of a ream of notebook 
paper. The paper mill, for example, buys $1.00 worth of wood chips (an intermedi
ate good) from the lumber company. It turns wood chips into raw paper, which it 
sells for $1.50. The value added by the paper mill is $1.50 - $ 1.00 = $0.50. 
Similarly, the office supplies maker buys $1 .50 worth of paper (an intermediate 
good) from the paper mill and sells it for $2.25. Its value added is $2.25 - $1.50 = 

$0.75. If we total the value added by each firm, we should get the final value of the 
notebook paper, as shown in Table 3. (Notice that we assume the first producer in 
this process-the lumber company-uses no intermediate goods.) 

The total value added is $1.00 + $0.50 + $0.75 + $1.25 + $1.50 = $5.00, which 
is equal to the fina l sales price of the ream of paper. For any good or service, it will 
always be the case that the sum of the values added by all firms equals the final sales 
price. This leads to our second method of measuring GOP; 

/11 the value-added approach, GDP is the sum o( the values added by all 
(irms ill the ecollomy. 

The Factor Payments Approach 

If a bakery sells $200,000 worth of bread during the year and buys $25,000 in inter
mediate goods (flour, eggs, yeast), then its value added is $200,000 - $25,000 
= $175,000. This is also the sum that will be le(t over from its revenue after the 
bakery pays for its intermediate goods. 

Cost of 
Firm Intennediat e Goods Revenue Value Added 

Lumber Company $ 0 $1.00 $1.00 
Paper Mill $1.00 $1.50 $0.50 
Office Supplies 

Manufacturer $1.50 $2.25 $0.75 
Wholesaler $2.25 $3.50 $1.25 
Retailer $3.50 $5.00 $1.50 

Total: $5.00 
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Where does this $175,000 go? Since we've already deducted the paymenr for 
intermediate goods, the rest must go to pay for the resources used by the bakery dur
ing the year: the land, labor, capital, and entrepreneurship that it used to add value 
to its intermediate goods. 

Payments to owners of resources are called factor payments, because resources 
are also called the factors of production, Owners of capita l (such as those who lend 
funds to the firm so that it can buy its build ings and machinery) receive interest pay
ments. Owners of land and natural resources receive relit. And those who provide 
labor to the firm receive wages and salaries. 

Finally, there is one additional resource used by the firm: entrepreneurship. In 
every capitalist economy, the enrrepreneurs are those who visualize society's needs, 
mobilize and coordinate the other resources so that production can take place, and 
gamble that the enterprise will succeed. The people who provide th is entrepreneur
ship (often the owners of the firms) receive a fourth type of factor payment: profit. 

Now let's go back to our bakery, which received $200,000 in revenue during the 
year, We've seen that $25,000 of this went to pay for intermediate goods, leaving 
$175,000 in value added earned by the factors of production . Let's suppose that 
$110,000 wenr to pay the wages of the bakery's employees, $10,000 was paid out 
as interest on loans, and $15,000 was paid in rent for the land under the bakery. 
That leaves $175,000 - $1 10,000 - $ 10,000 - $15,000 == $40,000. This last sum
since it doesn't go to anyone else-goes to the owners of the bakery. It, too, is a fac· 
tor payment-profit-for the entrepreneursh ip they provide, Thus, when all of the 
factor payments, including profit, are added together, the total will be $1 10,000 + 
$10,000 + $1S,000 + $40,000 == $17S,000-precisely equal to the va lue added at 
the bakery. More generally, 

ill allY year, the value added by a firm ;s equal to the total factor payments 
made by that firm. 

Earlier, we learned that GOP equals the sum of all firms' value added; now we've 
learned that each firm's value added is equa l to its factor payments, Thus, GOP must 
equal the total factor payments made by all firms in the economy. Since all of these 
factor payments are received by households in the for m of wages and sa laries, rent, 
interest, or profit, we have our third method of measuring GOP: 

tn the (actor payments approach. GOP is measured by adding up all of the 
iI/come-wages and salaries. rent, interest, al/d profit-eamed by all hOllse
holds ill the economy.2 

At first glance, the factor payments approach seems the same as the value-added 
approach . Each firm's value added is also its factor payments . But the difference is 
in the way the numbers are added up . In the value-added approach, we go firm by 
firm and add each one's value added, In the factor payments ap proach, we go house
hold by household and add up the various types of factor payments earned by each 
one. Then we get subtotals for each type of factor payment-total wages and 

l Actually, this i. iust an approximation. Before a firm pay. its factOr> of production, it fjr>t deduct. a 
small amoun! for d~pr«iation of it. plant and equipm~nt, and anotha small amount for (h~ sales faxeS 
it must pay to the government. Thus, GlW and total factor payments arc slightly different. We ignore this 
difference in the text. 
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Fa .. tor payments Payments to 
the owners of resources that are 
used in production. 

Factor payments approach 
Measuring GOP by summing the 
factor payments earned by all 
households in the economy. 
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salaries earned by all households, total interest, total rent, and total profit. Finally, 
we add these subtotals together to get total faeror payments. 

As stated earl ier, having alternative methods to get GOP helps deal with mea
surement errors . But the factor payments approach, in particular, also gives us a key 
insight aboUT the macroeconomy. On the one hand, total factor payments are juSt 
another way of measuring GOP. On the other hand, total factor payments are equal 
to total household income. Therefore, 

the total output of the economy (GO P) is equal to the total income earned 
in the eeDl/omy. 

This simple idea-output equals income-follows directly from the fac tor pay
ments approach to GOP. It explains why macroeconomists use the terms outPllt and 
illcome interchangeably: They are one and the same. If output rises, income rises by 
the same amount; if output falls, income falls by an equal amount. We'll be using 
this very important insight in severa l chapters to come. 

MEASURING GDP: A SUMMARY 

You've now learned three different ways to calculate GOP: 

Expellditure Approach: GOP = C + / + G + NX 

Vallie-Added Approach: GOP = Sum of value added by all firms 

Factor Payments Approach: GOP = Sum of factor payments earned by all 

households 

= Wages and sa laries + interest 

+ rent + profit 

= Total household income 

We will use these three approaches to GOP again and again as we study what makes 
the economy tick. But for now, make sure you understand why each one of them 
should, in theory, give us the same number for GOP. 

REAL VERSUS NOMINAL GDP 

Since GOP is measured in dollars, we have a serious problem when we want to 

track the change in output over time. The problem is that the value of the 
dollar-its purchasing power-is itself changing. As prices have risen over the 
years, the value of the dollar has steadily fallen. Trying to keep track of GOP 
using dollars in dIfferent years is like trying to keep track of a child's height using 
a ruler whose length changes each year. If we find that the child is three rulers 
tall in one year and four rulers tall in the next, we cannot know how much the 
child has grown, if at all, until we adjust for the effects of a changing ruler. Th e 
same is true for GO P and for any other economic variable measured in dollars: 
We usually need to adjust our measurements to reflect changes in the va lue of the 
dollar. 
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When a variable is measured in doffars, with no adjustment (or the doffar's 
changing value, it is called a nominal variable. When a variable is adjusted 
(or the dollar's changing value, it is called a real variable. 

Most government statistics are reported in both nominal and real terms, but 
economists focus almost exclusively on real variables, This is because changes in 
nominal variables don't rea lly tell us much. For example, from the second to the 
third quarter of 2001 (not shown in earlier tables), nominal GOP increased from 
$10,050 billion to $10,098 billion, an increase of one-half of 1 percent . But pro· 
duction as measu red by real GDP actually decreased over that period. The increase 
in nominal GOP was due entirely to a rise in prices. Real GO P corrects for this rise 
in prices by recognizing that the dollar's value (its purchasing power) declined, and 
by measuring production in adjusted dollars. 

The di stinction between nominal and real values is crucial in macroeconomics, 
The public, the media, and sometimes even government officials have been confused 
by a failure to make this distinction . Whenever we want to track sign ificant changes 
in key macroeconomic variables--such as the average wage rate, wealth, Illcome, 
and GOP or any of its components-we a lwa ys use real variables . 

When comparing variables measured in dollars over time, it is important to 
translate nominal values (which are measured in current dollars) to real 
values (which adjust (or the dollar's changing vallie). 

In the next chapter, you'll learn how economists translate some imporrant nominal 
variables into real variables. 

How GDP IS USED 

We've come a long way since 1931. In that year-as the United States plummeted 
into the worst depression in its history-Congress su mmoned economists from 
government agencies, from academia, and from the private sector to testify about 
the state of the economy. They were asked the most basic questions: How much out· 
put was the nation producing, and how much had production fallen since J929? 
How much income wefe Americans earning, and how much were they spending? How 
much profit were businesses earning, and what were they doing with their profits? 
To the surprise of the members of Congress, no one could answer any of these ques
tions, because no olle was keeping track o( Ollr national income and Ol/tPllt! The 
most recent measurement, which was rather incomplete, had been made in 1929, 

Thus began the U,S, system of national income accounts, a system whose value 
was instantly recognized around the world and rapidly copied by other countries. 
Today, the government's reports on GOP are used to steer the economy over both 
the short run and the long run , 

In the short run, sudden changes in real GOP can alert us to the onset of a reces
sion or a too-rapid expansion that can overheat the economy. Many (but not all) 
economists believe that, if alerted in time, policies can be designed to help keep the 
economy on a more balanced course. 

GOP is also used to measure the long-run growth rate of the economy's Output, 
Indeed, we typically define the average standard o( living as outpllt per capita: real 
GOP divided by the population , In order for output per capita to rise, real GOP 
must grow faster than the popu lation. Since the U.S, population tends to grow by 
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Nominal variable A variable 
measured without adjustment for 
the dollar's changing value, 

Real variable A variable adjusted 
for changes in the dollar's value, 
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GOP growth needed 
for constant 

output per capita 

' LLLL~~-LLLLLLL~~-LLLLLLL~~LLLLLL~ 

1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 

Year 

Although the grou'lh rate of real GDP has (luctullted <wer lIme. il has VII arlerage exceeded the J percenl rate needed /0 

maintain output per capitll . 
$ouc",,: Bureoo of Econom;c Analysis. Ntttionlll Ecooomic 4ccounts. Table 1.1.1. 

about I percen t per yea r, a real GD P growth rate of 1 percent per year is needed JUS! 

to maintain our output per capita; higher growth rates are needed to increase it. 
Look at Figure 2, which shows the annual percentage change in real GOP from 

1960 through 2005. The lower horizontal line indicates the 1 percent growth need
ed to iust maintain output per capita . You can see that, on average, real GDP has 
grown by more than this. This tells us that Output per capita has steadily increase<] 
over time. 

But growth in real GDP is a lso important for another reason: to ensure that the 
economy generates sufficient new jobs for a workforce that is not only growing in 
number, but also becoming more productive. Each year, the average worker is capa
ble of producing more outpu t, due to advances in technology, increases in the capi
tal stock, and the greater skills of workers themselves . But if each worker can pro
duce more Output, then Output must increase even (aster than the population to cre
ate enough jobs for everyone who wants to work. If not, the unemployment ra te will 
rise. For example, suppose that output per worker doubled over some period of 
time. If total Output doubled as well, the number of jobs would remain constant. 
But unemployment would rise because the workforce would be growing, while the 
number of jobs would not. 

Over the period shown in Figure 2, real GDP needed to grow by an average of 
about 3.3 percent per year to prevent the unemployment rate from risi ng. And 
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although growth Aucruated widel)', the average annual growth rate of the period 
was, in fact, about 3.3 percent. Most economists are confident that, over the long 
Tun, real GO P will rise fast enough to generate the jobs needed b)' a growing and 
more productive workforce, juSt as il has in the past. Later, ),ou'lliearn the reasons 
for this confidence. 

To sum up: We use GOI' to guide the econom)' in two ways. In the short run, it 
alerts us 10 recessions and give us a chance to stabilize the economy. And over tong 
periods it tells us whether our economy is growing fast enough to raise output per 
capita and our standard of living, and fast enough to generate sufficient jobs for a 
growing population. 

PROBLEMS WITn GOP 

You have seen that GOP is an extremel), useful concept. But the measurement of 
GDP is plagued by some serious problems. 

Quality Changes 

Suppose a new ballpoint pen comes OUI that lasts four rimes as long as previolls 
version s. What should happen to GO P? Ideally, each new pen shou l(1 count the same 
as fouT old pens, since olle new pen offers the same writing serllices as four old ones. 
But the anal)'st~ at the Bureau of Economic Analysis would most li kely treat this 
new pen the same as an old pen and record an increase in GO P only if the total num
ber of pens increased. Wh)'? Because the BEA has a limited budget. While il does 
include the impact of quality changes for man)' goods and services (such as auto
mobiles and computers), the BEA simpl)' does not have the resources to estimate 
qua lit), changes for millions of different goods and services. These include many 
consumer goods (such as razor blades that shave closer and last longer), medical 
services (increased surgery success rates and shorter recover)' periods), and retail ser
vices (faster checkout times due to optical scanners). Ignoring these quatit}' improve
ments causes GO P 10 understate the true growth in output from rear to rear. 

The Underground Economy 

Some production is hidden from government authorities, either because it is illegal 
(drugs, prostitution, most gambling) or be<:ause those engaged in it are avoiding taxes. 
Production in these hidden markets, which comprise the II1rdergro/tl/d econo",y, 
cannot be measured accurately, so the BEA must estimate it. Man), economists 
believe that the SEA's estimates are too low. As a result, GOP ma), understate total 
oUlpm. However, because the re/atille importance of the underground econom)' 
does not change rapidly, the SEA's estimates of changes in GOP from year to year 
should not be seriously affected. 

Nonmarket Production 

With a few exceptions, GDP does not include non market production : goods and 
services that are produced bu t not sold in the marketplace. All of the housecleaning, 
typing, sewing, lawn mowing, and child rearing that people do themselves, rather 
than hiring someone else, are excluded from GOP. Whenever a nonmarket trans
action (sa)" cleaning )'ou r apartment) becomes a market transaction (hiring a house
cleaner to do it for you), GOP will rise, even though total production (cleaning one 
apartment) has remained the same. 
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Over the last half-century, much production has shifted away from the home 
and to the market. Parenting, which was not counted in past years' GOP, has become 
day care, which does count-----<urrently contri buting several billion dollars annually 
to GDP. Similarly, home-cooked food has been replaced by takeout, talking to a 
friend has been replaced by therapy, and the neighbor who watches you r house 
while you're away has been replaced by a store-bought alarm system or an increase 
in police protection. In all of these cases, real GO P increases, even though produc
tion has not. This can exaggerate the growth in GDP over long periods of time. 

Other Aspects of Economic Well-Being 

Earlier we mentioned that Output per capi ta (real GOP divided by the popu lation) is 
often referred to as a country's standard of living. And for good reason: Our eco
nomic well-being depends to a large extent on the quantity of goods and services 
available per person. Food, clarhing, rransporration, and heal th care are all examples 
of things that contribute to our economic satisfaction, and all are included in our 
measure of GOP. 

But output per capita is an imperfect measure of living standards. First, man y 
things that contribute to our economic welfare are not captured by GOP at all: 
leisure time, an equitable distribution of income, a sense of commun ity, and more. 
GOP also ignores economic "bads"--crime, pollution, traffic congestion, and 
more-which make us worse off. 

Finally, G OP does not distinguish between production that makes us better off 
and production that only prevents us from becoming worse off. For example, every 
year hundreds of thousands of automobile accidents resuh in billions of dollars 
spent on car repair, medical expenses, insurance, and legal services- production that 
counts in GDP as much as any other production . But we'd be better off if the same 
total output o f goods and services was devared to doing things that we enjoy, rather 
than to coping with things that harm us. 

USING GDP PROPERLY 

The previous discussion suggests that, for cerrain purposes, GOP must be used with 
caution. One example is interpreting changes in GOP growth over the long run. 
Suppose, for example, that over the next 10 or 15 years, growth in real GDP per capi
ta slows down a bit. It might mean that something is going wrong, and we should 
change course. Bur it could be partly a measurement problem: the underground 
economy or unrecorded quality changes may be becoming more important. Or it 
could be a willing tradeoff: less output growth in exchange for more leisure time. 
Similarly, if GOP growth gradually accelerates, it could mean faster growth in our 
economic welfare. But some of the improvement might come from economic activ
ity shifting out of the home and into the market even more rapidly than in the past. 

Caution is also required for some comparisons of economic well-being across 
countries. Everyone agrees that economic welfare is substantially greater in the 
United States than in Pakistan or Cambodia. Output per capita- which is almost 20 
times greater in the United States--captures most of this diffe rence. 

But what about the United States versus, say. Germany? Output per capita is 
about 40 percent greater in the United States. But a greater fraction of Americans 
work, and the average American worker spends about 30 percent more hours on the 
job each year than the average German . So Americans have more goods, but 
Germans have more leisure. Who is economically better off? And by how much? 
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There is no objective answer, but using output per capita as the sale criterion would 
be misleading. 

GOP work s very well, however, as a guide to the shorr· run performance of the 
economy. Look back at the list of problems with GOP. The dis[Ortion in GOP mea · 
surement caused by each problem is likely to rema in fairly constant from quarter to 

quarter. If GOP suddenly drops, it is extremely unlikely that the underground econ· 
omy has suddenly become more important, nr that there has been a sudden shift 
from market to nonmarket activities, or that we are suddenly missing more quality 
changes than usual. Rath er, we can be reasonably certain that Output and econom
ic activity are slowing down . 

Short-term changes in real G DP are fairl), accurate reflections of the state of 
the economy. A significant quarter-ta-quarter challge in real GDP indicates 
a change ill actual prodllctioll, rather than a meaSllremellt problem, 

This is why policy makers, businesspeople, and the media pay such close attention 
to GOP as a guide to the economy from quarter to quarter, 

EMPLOYMENT AND UNEMPLOYMENT 

When you think of unemployment, you may have an image in your mind that goes 
something like this: As the economy slides into recession, an anxious employee is 
called into an office and handed a pink slip by a grim-faced manager. "Sorry, " the 
manager says, " I wish there were some other way, , , ." The worker spends the next 
few months checking the classified ads, pounding the pavement, and sending out 
resumes in a desperate search for work . And perhaps, after months of trying, the 
laid-off worker gives up, spending days at the neighborhood bar, drinking away the 
shame and frustration, and sinking lower and lower into despaIr and inertia. 

For some people, joblessness begins and ends very much like this-a human 
tragedy, and a needless one. On one side, we have people who want to work and 
su pport themselves by producing something; on the other side is the rest of society, 
which could certainly use more goods and services. Yet somehow, the system isn't 
working, and the jobless cannot find work. The result is often hardship for the 
unemployed and their families, and a loss to society in general. 

But this is Just one face of unemployment, and there are others. Some instances 
of unemployment, for example, have little to do with macroeconomic conditions. 
And frequently, unemployment causes a lot less suffering than in our grim story. 

TYPES OF UNEMPLOYMENT 

In the United States, people are considered unemployed if they are: {I ) not working 
and (2) actively seeking a job, But unemployment can arise for a variety of reasons, 
each with its own policy implications. Th is is why economists have found it useful 
[0 classify unemployment into four different categories, each arising from a differ
ent cause and each having di ffere nt consequences. 

Frictional Unemployment 

Short-term joblessness experienced by people who are between jobs or who are 
entering the labor market for the first time or after an absence is ca lled frictio nal 
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unemployment. In the real world, it takes time to find a job-time to prepare your 
resume, to decide where to send it, to wait for responses, and then to investigate job 
offers so you can make a wise choice. It also takes time for different employers to 
consider your skills and qualifications and to decide whether you are right for their 
firms. If you aTe not working during that time, you will be unemployed: searching 
for work but not working. 

Because frictional unemployment is, by definition, short lenn, it causes little hard
ship to those affected by it. In most cases, people have enough savings to support them
selves through a short spell of joblessness, or else they can borrow on their credit cards 
or from friends or family to tide them over. Moreover, this kind of unemployment has 
important benefits: By spending time searching rather than jumping at the first open
ing that comes their way, people find jobs for which they are better suited and in which 
they will ultimately be more productive. As a result, workers earn higher incomes, firms 
have more productive employees, and society has more goods and services. 

Seasonal Unemployment 

Joblessness related to changes in weather, tourist patterns, or other seasonal factors 
is called seasonal unemployment. For example, most skI instructors lose their jobs 
every April or M ay, and many construction workers are laid off each winter. 

Seasonal unemployment, li ke frictional unemployment, is rather benign: It is 
shon term and, because it is entirely predictable, workers are often compensated in 
advance for the unemployment they experience in the off-season. Construct ion 
workers, for example, are paid higher-than ·average hourly wages, in part to com
pensate them for their high probability of joblessness in the winter. 

However, seasonal unemployment complicates the interpretation of unemploy
ment data . Seasonal factors push the unemployment rate up in certain months of the 
year and pull it down in others, even when overall conditions in the economy 
remain unchanged. For example, each June, unemployment rises as millions of high 
school and college students-who do not want to work during the school year
begin looking for summer jobs. If the government reported the actual rise in unem
ployment in June, it would seem as if labor market conditions were deteriorating. 
In fact, the rise is Just a predictable and temporary seasonal change. To prevent any 
misunderstandings, the government usually reports the seasonally adjusted rate of 
unemployment, a rate that reflects only those changes beyond normal for the 
month. For examp le, if the unemployment rate in June is typically one percentage 
point higher than during the rest of the year, then the seasonally adjusted rate for 
June will be the actual rate minus one percentage point . 

Structural Unemployment 

Sometimes, there are jobs available and workers who wou ld be delighted to have 
them, but job seekers and employers are mismatched in some way. For example, in 
2005, there were plenty of job openings for business professors; for nurses and nurse 
practitioners; for translators of strategic languages like Arabic, I'ersian, and Urdu; 
and in many other professions . Many of the unemployed, however, had been laid off 
from the airline, automobile, and textil e industries and did not have the skills and 
training to work where the jobs were going begging. Th is is a skill mismatch. 

The mismatch can also be geographic, as when construction jobs go begging 
in Northern California, Oregon, and Washington, but unemployed construction 
workers live in other states. 
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Unemployment that results from these kinds of mismatches is called struclUral 
unemployment, because it arises from structural challge in the economy: when old, 
dying industries are replaced with new ones that require different sk ills and are 
located in different areas of the country. Structural unemployment is generally a 
stubborn, IOllg-term problem, often lasting several years or more. Why? Because it 
can take considerable time for the structurally unemployed to fi nd Jobs- time to 
relocate to another part of the country or time to acquire new skills. To make 
matters worse, the structurally unemployed-who could benefit from financial 
assistance for job training or relocation-usually cannot get loans because they 
don't have jobs . 

In recent decades, structural unemployment has been a much bigger problem in 
other countries, especia lly in Europe, than it is in the United States, Table 4 shows 
average unemployment rates in the United States and severa l European countries 
from 1995 to 200S as well as in early 2006. Unemployment rates were consistently 
higher in continental Europe than in the United States during this decade and, in 
most of these countries, were still high in early 2006, And the unemployed remain 
jobless longer in Europe (where more than a third of all the unemployed have been 
so for more than a year) than in the United States (where on ly one in ten has been 
jobless fo r more than a year). 

Within the United States, some areas have higher structura l unemployment than 
others. For example, in early 2006 when the U.S. unemployment rate was 4.7 per
cent, the rate in Oh io was 5,5 percent; in South Carolina, 6,6 percent; and in 
Mich igan, 7.2 percent. 

The types of unemployment we've considered so far-frictional, structural, and sea
sonal-arise largely from microecollomic causes; that is, they a re attributable to 

changes in specific industries and speci fic labor markets, rather than to the overall 
level of production in the country. Th is kind of unemployment cannot be entirely 
eliminated, as people will always spend some time searching for new jobs, there will 
always be seasonal industries in the economy, and structural changes will, from time 
to time, require workers to move to new locations or ga in new job skills. Some 
amount of microeconomic unemployment is a sign of a dynam ic economy. It allows 

Average Unemployment Unemployment Rate, 
Country Rate, 1995-2005 early 2006 

France 10.2 % 9 .3 % 
Italy 9 .9 % 7.8 % 
Canada 7.2 % 5.6 % 
United Kingdom 6,2 % 5,2 % 
Germany 8 .9% 8 .8 % 
Sweden 7.2 % 6 .3 % 
United States 5,2 % 4,7 % 

Scu~e: 'ComparatiVe UnemplO)'lYlent Rates In Nine Countries, 1995-2006: ..... a, lable 
onl ine at Bureau of Labor Statistics, Foreign Labor Statistics page 
{,",w.bls.j(ov;tls;1lome,hlm). European rates have been adjusted by too BLS lor com· 
parat>ll ity \0 U.S. rates. Ten·year averages were calcu lated by author5 Irom the 8LS 
data. Early 2006 unemployment rates are lor March 2006 except lor Italy {4th Quarter, 
2005). the United Kingdom {February 20061, and Sweden {1st Quarte r, 2005). 
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workers to sort themselves into the best possible jobs, enables us to enjoy seasonal 
goods and services like winter sk iing and su mmers at the beach, and permits the 
economy to go through structura l changes when needed. 

But frictiona l, structural, and seasonal unemployment rates are not fixed in 
SfOne, and government policy may be able to influence them. In the United States, 
many economists believe that we can continue to enjoy the benefits of a fast-changing 
and flexible economy with a lower unemployment rate. To achieve this goa l, they 
advocate programs to help match the unemployed with employers and to help the 
jobless relocate and learn new skills. 

In Europe, by contrast, most economists believe that government labor and reg
ulatory policies have been a calise of the structural unemployment problem. For 
example, government regulations make it costly or impossible for many European 
firms to layoff workers once they arc hired. That encourages firms to retain any 
CIIrrently employed workers. But it also discourages new hiring, because firms 
regard any newly hired worker as a permanent obligation, even if future production 
turns down and the new worker is no longer needed. 

France, in particular, has been plagued by this problem. The unemployment rate 
among the young (under age 26) is 23 percent, and rises to around 40 percent in the 
mostly minority su burbs around Paris. In early 2006, the French government 
announced a new policy: For the first two years at a new Job, young workers could 
be fired by their employers without the usual costly and time-consuming bureau
cratic procedures. Bur when the proposal led to street riots in Paris, the government 
backed down. 

European unemployment benefits may also playa role in high structura l unem
ployment. Benefits in Europe are more generous than in the United States, and the 
benefits are given for longer durations with a greater fraction of the potential labor 
force eligible to receive them. While this certain ly helps the unemployed deal with 
the hardship of job loss, it also means that European workers have less incentive to 

seek new work once they lose a job. 
Note, however, that in both Europe and the United States, the proposed solu

tions for high seasonal, frictional, or structural unemployment are changes in labor 
or regulatory policies, rather than changes in macroeconomic policy. 

Our four th and last type of unemployment, however, has an entirely macro
economic cause and requires macroeconom ic solutions. 

Cyclical Unemployment 

When the economy goes into a recession and total output falls, th e unemployment 
rate rises. Many previously employed workers lose their jobs and have difficulty 
find ing new ones. At the same time, there are fewer openings, so new entrants to the 
labor force must spend more than the usual time searching before they a rc hired. 
Th is type of unemployment-because it is caused by the business cycle-is called 
cycli cal uncmployment. 

Look at Figu re 3, which shows the unemployment rate in the United States for 
each quarter from 1960 to mid-2006, and nmice the rises that occurred during peri
ods of recession (shaded). For example, in the recessions of the early 1980s, the unem
ployment rate rose from about 6 percent to more than 10 percent. And during the 
more recent recession from March to November of 200 I, the unemployment rate rose 
from 4.2 percent to 5 .6 percent . These were rises in cyclical unemployment. 

Since it arises from conditions in the overall economy, cyclical unemployment is 
a problem for macroecollomic policy. This is why macroeconomists focus almost 
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excl usively on cyclical unemployment, rather than the other types of joblessness. 
Reflecring this emphasis, macroeconomists say we have reached full cmploymcnl 
when cyclical unemployment is reduced to zero, even though substantial amounts 
of frictional, seasonal, and structural unemployment may remain: 

In macroeconomics, filII employmellt means zero cyclical IInemployment. 
Bllt the overallullemploymellt rate at full employmellt is greater than zero 
because there are still positive levels of frictional, seasonal, mId structural 
III/em plo ymCll t. 

How do we tell how much of our unem pl oyment is cyclica l? Many economists 
believe that today, normal amounts of frict ional, seasonal, and structural unem· 
ployment account for an unemp loyment rate of between 4.5 and 5.0 percent in the 
United States. Therefore, any unemployment beyond this is considered cyclical 
unemployment, For exampl e, when the actual unemployment rate was 5.6 percent 
in November 2001, we would say that 0 .6 to 1.1 percent of the labor force was 
cyclically unemployed. 

THE COSTS OF UNEMPLOYMENT 

Why are we so concerned about achieving a low rate of unemployment? What are 
th e costs of unemployment to our society? We can identify twO different types of 
costs: econom ic costs (those that can be read ily measured in dollar terms) and 
broader costs (wh ich are difficult to measure in dolla rs, but still affect us in 
important ways), 

FUll employment A situation In 
which there is no cyclical unem· 
ployment. 
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Economic Costs 

The chief economic cost of unem ployment is the opportlfllity cost of lost output: the 
goods and ser\lice,~ the jobless wOli ld produce if they were working but do not pro
duce because they cannot fi nd work . T his cost is borne by our society in general, 
although the burden may fall mOTe on one group than another. If, for example, the 
unemployed were sim ply left to fend for themselves, then they would bear most of 
the cost. [n fact, the unemployed are often given government assistance, so that the 
COSts a re spread somewhat among citizens in general. Bur there is no escaping this 
central fact: 

When there is cyc/ical ll llemploymelll, the /latioll produces less Oil/put, and 
II,ere(ort some group or grollps within society m llst consume less Oll tPllt . 

One way of viewing the economic cmt of cyclica l unemployment is ill ustrated in 
Figure 4 . T he green line shows real G DP o ver time, while the orange line shows the 
path of our potential o ut put-the Output we coufd have produced if the economy 
were operating at fu ll employment. 

FIGURED Actual and Potentia l Real GOP, 1960-2005 
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Sources: Ileal GOP hom Bureau of Economic Ana lys l,. "NlJI.lonal Economic Accounts: Tab le 1.1.6IWW111.bell.govl: Potentia l Ileal GOP f rom COOlVessioMI 
Budget Office . "Data Underlying Table 2-2: Key Assumptions In CBO·s Projection of Potential Output" IBy calendar yearl. The Budget aond Economic Outlook: 
Rscal Year" 2006-2016. January 2006 I www.coo.govJ. 
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Notice that actual output is sometimes above potential outpu t. At these times, 
unemployment is below the full-e mployment rate. For example, during the expan
sion in the late I 960s, cycl ical unemployment was eliminated, and the sum of 
frictiona l, seasona l, and structura l unemployment dropped below 4.5 percent, its 
normal level for those years. At other times, real GOP is below potential Output, 
most often during and fo llowing a recession. At these times, unemployment rises 
above the full·employment rate. During the 2001 recession, the unemployment rate 
rose from 4.2 percent to 5.6 percent, then hovered near o r above 6 percent for the 
next two years, 

In the figure, you can see that we have spent more of the last 40 years operating 
below our potential than above it. That is, the cyclical ups and downs of the econ
omy have, on balance, led to lower living standards than we would have had if the 
economy had always operated Just at potential output. 

Broader Costs 

There are also costs of unemployment that go beyond lost output. Unemployment
especially when it lasts for many months or years---can have serious psychological 
and physical effects, Some studies have found that increases in unemployment cause 
noticeable rises in the number of heart attack deaths, suicides, and admissions to 
state prisons and psychiatric hospi tals. The jobless are more likely to suffer a vari· 
ety of health problems, including high blood pressure, heart disorders, troubled 
sleep, and back pain. There may be other problems--5uch as domestic violence, 
depression, and alcoholism- that are more difficult to document, And, tragically, 
most of those who lose their job and remain unemployed for long periods also lose 
their health insurance, increasing th e li kelihood that these problems wi ll have seri-
ous consequences. 

Unemployment also causes setbacks in achieving important social goals. For 
example, most of us want a fair and just society where all people have an equal chance 
to bener themselves. But Out citizens do not bear the burden of unemployment equal
ly. In a recession, we do not all suffer a reduction in our work hours; instead, some 
people are laid off entirely, while others continue to work TOughly the same hours. 

Moreover, the burden of unemployment is not shared equally among different 
groups in the population, but tends to fall most heavily on minorities, especially 
minority youth. As a rough rule of thumb, the unemployment rate for blacks is 
twice that for whites; and the rate fo r teenage blacks is triple the rate for blacks 
overa ll. Table 5 shows that the unemployment rates for May 2006 are roughly con
sistent with this general experience. Notice the 
extremely high unemploymenr rate for black 
teenagers: 25 percent. This contribmes to a 
vicious cycle of poverty and discrimination: 
When minority youths are deprived of that all
important first job, they remain at a disadvan
tage in the labor market for years to come. 

How UNEMPLOYMENT Is MEA
SURED 

In May 2006, about 155 million Americans 
were not employed, according to official gov
ernment statistics . Were all of these people 

Group 

Whites 

Hispanics 

Blacks 
White Teenagers 

Black Teenagers 

Unemployment Rate 

4.1% 
5 .0% 
8,9% 

12.7% 
25 .0% 

Sourc ... TIle Employment Sifulllion: May 200<), 

Bureau of Labor St8t1$~CS (seasonal ly adjusted 
data). 
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unemployed? Absolutely nor. In theory, the unemployed are those who are willillg 
and able to work but do not have jobs. Most of the 155 million nonworking 
Americans were either Ill/able or III/willing to work. For example, the very old, the 
very young, and the ve ry ill were unable to work, as were those serving prison terms. 
Others were able to work, bur preferred not to, including mill ions of col lege stu
dents, homemakers, and retired people. Still others wefe in the military and are 
counted in the population, hut not counted when calculating civilian employment 
statistics . 

But how, in practice, can we determine who is willing and able? This is a thorny 
problem, and there is no perfect solution to it. In the United States, we determine 
whether a person is willing and able to work by his or her behavior. More specifi
cally, to be counted as unemployed, you must have recently searched for work. But 
how can we tell who has, and who has not, recently searched for work? 

The Census Bureau's Household Survey 

Every month, thousands of interviewers from the United States Census Bureau
acting on behalf of the U.S. Bu reau of Labor Statistics--conduct a survey of 60,000 
households across America. T his sample of households is carefully selected to give 
information about the entire population. Household members who are under 16, in 
the military, or currently residing in an institution like a prison or hospital are 
excluded from the survey. The interviewer will then ask questions about the remain
ing household members' activities du ring the previous week. 

Figure 5 shows roughly how this works. First, the interviewer asks whether the 
household member has worked one or more hours for payor profit. If the answer is 
yes, the person is considered employed; if no, anorher question is asked: Has she been 
temporarily laid off from a job from which she is waiting to be recalled? A yes means 
the person is unemployed whether or not the person searched for a new job; a no leads 
to one more question : Did the person actively search for work during the previous 
four weeks. If yes, the person is unemployed; if no, she is not in the labor force. 

Worked one or 
more hours Yo> 

for pay? • Employed 

t No 

Temporary Yo> 
layoff? • Unemployed 

t No 

Searched for Yo> 
work? • Unemployed 

t No 

Not in 
Labor Force 
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Civilian 
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Military 

or Institutionalized 

Not in labor Force 

_ Unemployed= 

Employed 

71.4 Million 

77.4 Million 

7.0 Million 

144.0 Million 

Figure 6 illustrates how the BLS, extrapolating from its 60,000-household sample, 
classified the u.s. population in May 2006. First, note that about 71 million people 
were ruled Out from consideration because they were under J6 years of age, living 
in institutions, or in the military. The remaining 228 million people made up the 
civilian, noninstiwtional popu lation, and of these, 144.0 million were employed and 
7,0 million were unemployed, Adding the em ployed and unem ployed together gives 
us the labor force, equal to 144.0 million + 7,0 million = l SI ,0 mill ion, 

Finally, we come to the official unemployment rate, which is defined as the per
centage of the labor force that is unemployed : 

Unemployment rate 
Unemployed 

Labor force 

Unemployed 
(Unemployed + Employed) 

Using the numbers in Figure 6, the U,S. unem ployment rate in May 2006 was cal
culated as 7 .0/(7.0 + 144.0) = .046 or 4.6 percent. This was the number released to 
jou rnal ists at 8:00 A.'\I. on the first Friday of June 2006, and the number that made 
headlines in you r local newspa per the next day. 
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PROBLEMS IN MEASURING UNEMPLOYMENT 

The Census Bureau earns very high marks from economists for both its sample 
size-60,OOO households-and the characteristics of its sample, which ve ry closely 
match the characteristics of the u.s. popu lation . Still, the official unemployment 
rate suffers from some important measurement problems. 

Many economists believe that our official measure seriously underestimates the 
extent of unemployment in our society. There are two reasons for this belief: the treat
ment of involuntary pari-time workers and the treatment of discouraged workers. 

As you can see in Figure 5, anyone worki ng one hour or more for pay during 
the survey week is treated as employed . This includes many people who would like 
a full-time job---and may even be searching for one-but who did some part-time 
work d uring the week. Some economists have suggested that these people, called 
involuntary part-time workers, should be regarded as partially employed and par
tially unemployed. 

How many involuntary part-time workers are there? In May 2006, the BLS esti
mated that there were about 4.0 million. If each of these workers were considered, 
say, half-employed and hal f-unemployed, the unemployment ra te in that month 
would have been 6.0 percent, instead of the officially reported 4.6 percent. 

Another problem is the treatment of discouraged workers. These are individuals 
who would like to work but feel little hope of finding a job and have given up 
searching. Because they are not taking active steps to find work, they are considered 
"not in the labor force" (see Figure 5). Some economists feel that d iscou raged work
ers shou ld be counted as unemployed . After all, these people are telling us that they 
are willing and able to work, but they are not working. It seems wrong to exclude 
them JUSt because they are not actively seeking work. Others argue that counting 
discouraged workers as unemployed would reduce the objectivity of our unemploy
ment measure. Talk is cheap, they believe, and people may sa)' anything when asked 
whether they would like a job; the real tes t is what people do. Yet even the staunchest 
defenders of the current method of measuring employment would agree that some 
discouraged workers are, in fact, will ing and able to work and should be considered 
unemployed. The problem, in their view, is determining which ones. 

How many discouraged workers are there? No one knows for sure. The BLS tries 
to count them, but defining who is genuinely d iscouraged is yet another thorny prob
lem. Using the BLS's rather strict criteria, there were 323,000 discouraged workers 
in May 2006. But with a looser, unofficial definition of "discouraged worker"
people who are not work ing but say they want a Job-the count rises to 5.2 mll
lion. Including some or all of these people among the unemployed could raise the 
unemployment rate significantly. 

Still, the unemployment rate, as currently measured, tells us something impor
tant: the number of people who are searching for jobs, but have not yet found them . 
It is not exactly the same as the percentage of those willing and able to work that is 
jobless. But if we could obtain a perfect measure of the latter, the unemployment 
rate, as currently measured, would be highly correlated with it. 

Moreover, the unemployment rate tells us something unique about conditions in 
the macroeconomy. When the unemployment rate is relatively low---so that few 
people are actively seeking work-a firm that wants to hire more workers may be 
forced to lure them from other firms, by offering a higher wage rate. This puts 
upward pressure on wages and can lead to future in flation. A high unemployment 
rate, by contrast, tells us that firms can more easily expand by hiring those who are 
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actively seeking work, without having to lure new workers from another firm and 
without having to offer higher wages, Th is suggests little inflationary danger. Later 
in the book, we will discuss the connection between unemployment and inflation 
more fully. 

SUDDEN DISASTERS AND GOP 
People a re sometimes surprised that some horrific national disasters
man·made and natural-have had relatively little impact on U.S. GOP. 
Such events may cause thousands of deaths, devastate a city or region, 
disrupt economic acti vity on a wide scale, and hold the national atten
tion for months. Yet when we look back at the behavior of the nation's 
real GOP, the effects are almost imperceptible. 

For exa mple, look at Figure 7, which shows quarterly GOP from 
1998 through early 2006. Two major disasters occurred within this 
period . The first was the terrorist attack of September 2001, which 
killed mOTe than 3,000 people, destroyed one of the largest office complexes in the 
United States, and led to major disruptions of production in lower Manhattan for 
weeks. If you search for the impact in Figure 7, you may think you've found it in 
the widening gap between actual and potential real GOP around that time. But look 
closely: GOP began to flatten in mid-2000, mOTe than a year before the attack, due 
to a slowdown from other causes. Even though the attack no doubt worsened and 
prolonged that slowdown, a separate impact on production is hardly discernible. 

Now consider Hurricanes Katrina and Rita, which hit the Gulf Coasr in August 
and September of 2005, The hurricanes devastated huge areas of Louisiana and 
Mississippi, destroyed hundreds of thousands of homes, and left most of the city of 
New Orleans uninhabitable for months. About 250,000 people in the a rea lost their 
jobs-many of them for a few months or longer, But once again, the impact on GOP 
appears to be sligh t: a barely noticeable slowdown in growth from the third to the 
fourth quarter of 2005, and then the effect seems to disappear. And if you look for 
an effect on yearly GOP in Figure 4 , it is not apparent at all. 

Why is GOP so stubbornly unmoved by such cataclysmic events? Di sasters 
such as the terrorist attack of 2001 or the hurricanes of 200S generally have 
two types of effects on real GOP. One is the direct impact of the event itself. The 
other is the indirect effects that follow as economic decision makers respond to 
the event. Let's consider each of these types of effects in turn for the hurricanes 
of 2005 . 

DIRECT EFFECTS: DESTRUCTION AND DISRUPTION 

Table 6 shows a range of estimates for the physical destruction caused by Hurricanes 
Katrina and Rira In 2005, The total loss-between $69 billion and 
$130 billion- included about 287,000 homes destroyed or damaged (about half of 
them in New Orleans), as well as ,~evere damage to oil and natural gas p1atform~ and 
pipelines. Even though much of this property destruction was insured, the insurance 
merely redistribu tes the financial bu rden; it does not affect the total value of the loss. 
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Quarter!y GOP During 
Two Recent Dbla.t ers 

Property Oestru(:tlon 
'rom Hurri(:anes Katrina 
and Rit a, 2005 

Actual and 12 .000 
Potent ia l 
Real GOP, 
Ou~rterly 

(billions of 
2000 dollars) 

11 ,000 

10000 

9,000 

8,000 

.......... Actua! GOP 

1998 1999 2000 2001 2002 2003 2004 2005 2006 

Type of Property 

Residential housing 
Consumer durables 

(autos. fumiture, 
appliances) 

Energy infrastructure 
Nonenergy business 

property 
Publi(: Infrastructure 

Total 

Estimated Loss 

$17 billion to $33 billion 
$5 billion to $9 billion 

$18 billion to $31 billion 
$16 billion to $32 billion 

$13 billion to $25 billion 

$69 billion to $130 billion 

SoU/'t'(l; Based on Oouglas HoIU-Eakin. "The M""rDf!conomH: arid B.xJgetery 
Elteets of HurrICanes Katrina and R'ta. " cao re5!1mony IHll'ore {/xl 
com~!ilrro OIl lhe Budge!. U.S. Hoose of Reproscnleti'ICs, Oetober 6. 2005. 

Year 

How does a ll this destruction affect GOP ? Not nearly as much as you might 
think . A disaster destroys part of the nation's capital stock. But remember that GOP 
docs lIot measure the resources at our disposal, but rather the production we get 
(rom those resources.3 The impact on GOP is therefore limited to the loss of output 
that the destroyed resources wou ld othe rwise have enabled us to produce. Destroyed 

, IkstrotCllon of capiTal does, however, di~dy dfet! "~I .... ,w"JI p.od"rl, whICh ;~ defined 3S GOP 
mInUS dep~e,a"on of Ihe capll31 Siock dunng the penod. Deslfuenon of eapual from 3 d ..... "er is coo· 
~Iderw d~prn:lauon, and IS therefore deducted when calcu!~tmg 11(1 nanollal prodtKl. 
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factory buildings, oil rigs, and office buildings mean less production of manufac
tured goods, energy, and services. Ami every destroyed home is one that is no longer 
producing housing services (which are also parr of GO P). This is how physical 
destruction has a dire<:t impact on GOP. 

How much prodllctiol/ <lid we lose from the loss of these resources? Table 7 
shows how the U.S, Congressional Budget Office (CBO ) answered this question. 
The first three rows of numbers refer to the di rect impact of the destruction and 
disruption of economic activity from the hurricanes. Notice that the CBO uses the 
value-ad<led approach to estimate this impact. That is, the effects on GOP arc cate
gorized by the sector that produces it-energy, agricultural, or housing services
rather than by the fina l user that buys the production . This is for practical reasons. 
When productive capital is destroyed, it is easier to identif}' the de<:rease in produc
tion at its source. For example, after the destruction of energy infrastructure, it is 
relatively easy to estimate the total de<:rease in energy production (value added by 
the oil and gas industries) . It would be much more difficult to determine which final 
users would have bought goods and services produced with this energy (consumers, 
businesses, government, or foreigne rs). 

If you subtotal the decrease in value added by these three sectors for the second 
half of 2005, you'll find that the direct impact of the hurricanes was a decrease in 
production of between $20 billion and $32 billion.~ While this is a large number, it 
is very small compared to the size of the economy. In the second half of 2005, GOP 
was running at an annual rate of $12,6 trillion. Thus, the dire<:t impact on produc
tion was at most 0.25 percent (a quarter of I percent) of GOP during tbat period.' 

Se<:ond Half, Arst Half, Second Half, 
200. 200G 2006 

Direct effects 

Energy production - 18 to - 28 -8 to - 10 - 5 to - 7 

Housing services -1 to-2 -2 to -4 -1 to-3 

Agricultural production -1 to-2 0 0 
IndIrect effects 

Reduced consumption spending -14 to -22 -7 to-11 -3 to-8 

(beyond direct effects) 
Replacement investment + 6 to +12 +16 to +34 +16 to +35 
Increased government +6 to +10 +12 to +18 +14 to +20 

spending on goods and services 

Total Impact on real GOP - 22 to - 32 +11 to +27 +21 to +37 

500""': Based on Douglas HoIll·EaI<in. "The M1l(:roeconomit and Budgetary Elfetts of Hurricanes Katrina and 
Rita.- CBO Tcs~mony OCforo tfIC Committee on tile Budget. U.S. House of Rcprcsel1tatJvcs. O<:tobe, 6. 2005 . 

• Remember thai CDI' figure. for periods shorter than a year are alway, report ed at an annual rate-
bow much the production would be if it continued at thai rate for a year. So the actual direct loss III pro
duction for the >econd half of 2005 was between SID billion and S 16 billion. 
, Another way (0 understand why the effect is relatively small is to compare the tolal deSfntction of cap· 
ital in Table 6-S69 billion to SUO billion- to the n .. ion's tot.1 physical capital stock in 2005, which 
was S3S (rillion. Thus, the hurricanes desrroycd a( most 0.34 percent of (he n3lion's capital. 
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Estimated and 
Projected Effects of 

Hurricanes Katrina and 
Rita on GDP 

(billions of 2005 dollars 
at annual rates) 
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INDIRECT EFFECTS: GOVERNMENT AND PRIVATE RESPONSES 

We've seen that the direct effect of the hurricanes on GDP was relatively small. (And 
the direct effects of September 11 were even smalle r.) But what about the indirect 
effects-those that result from decisions made afterward? These have the potetltial 
10 be more harmful and long-lasting. But in fact, any indi rect de<::reases in produc
tion are usuall), smaller than the direct decrease-and ver)' shon-lived. One reason 
is changes in macroeconomic policy that are designed to counteract the decrease in 
production. (You will learn about these efforts and how they work in subsequent 
chapters.) But another reason is that the indirect effects themselves work in both 
directions: Some tend to decrease production, while others work to increase it. 
Within a short time, the fo rces that increase prod uct ion come to dominate. 

The indirect effects of the hurricanes are reported in the second three rows of 
numbe rs in Table 7. Notice that these effects are estimated using the expenditure 
approach to GOP. This too is for practical reasons. The indirect effects come from 
decisions about spelldillg by differem sectors of the economy-households, busi
nesses, and government agencies. Thus, the effects are mOSt easily estimated by 
looking at each t)'pe of final user whose spend ing is likel), to change . 

Of the three indirect effects, only one is negative: the <lccrease in consumption 
spending. For the hurricanes, this decrease came ahout for twO reasons. First (as 
happens in an)' regional disaster), those who lived in the affected region and lost 
jobs and property saw significant reductions in their income and wealth. As a result, 
they reduced their spending on goods and services produced by firms across the 
country. These firms responded by producing less. 

But there was a lso a special impact on consumption, because the hurricanes 
knocked out large chunks of the nation's energy infrastructure, including pipelines 
and refineries. This caused a spike in energy prices-for gasoline, natural gas, and 
electricity. Nationwide, as consumers spent more on energy· related products, they 
cut back on their purchases of other goods and services. 

Working against these negative effects was spending to rebuild and repai r dam
age, and government purchases of food, housing, and medical care to distribute to 
those in need. If you sublOtal the effects of these spending changes, you'll see that 
even in the second half of 2005, the net impact was only slightly negative. By the 
first half of 2006, the im pact turns positive. 

TilE TOTAL iMPACT ON GDP 

Th e last row of Table 7 traces the total impact of the hurricanes on GOP over 
time. In the second half of 2005, the direct impact of the destruction and the 
further decrease in consumption spending dom inate. But notice that even in this 
early period, they are substantially mitigated by the positive effects of reconstruction 
and government assistance. The total impact in the second half of 2005 is a reduc
tion in the annua l rate of GOP by $22 billion to $32 billion-a reduction of 
0.25 percent. 

But by the first half of 2006, the impact of the hurricanes on CDI' turns positive 
and remains positive for the second half as well. That is, production is greater 
throughout 2006 than it would have been if there had been no hurricane. As you 
can see, this happens because the negative effe<::ts on production gradually weaken, 
while the positive effects of replacement investment and government assistance 
gradually grow and ultimately dominate. 
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DRAWING CONCLUSIONS 

One conclusion we can draw from this analysis is tha t local disasters generally have 
relatively sma ll eff~ts on the nation's GOP. This is especially true when the locality 
aff~{ed produces only a small fraction of the country's total output. In the case of 
the hurricanes, Louisiana and Mississippi~the two states most aff~ted-together 

produce only about 2 percent of the nation's GOP. And Manhattan-the area most 
profoundly affected by the attacks of September II-produces about 1.5 percent of 
our GOp.6 And a lthough the response of consumers call cause further decreases in 
production, the need to replace destroyed capital and government assistance help to 
counter these effects. 

Howe\'er, there arc twO mistakes to avoid in analyzing the economic impacts of 
disasters. One mistake is to think that, because a disaster actually increases produc
tion (as it did in 2006), we end up economically better off for it. Actually, we do 
not. Aside from the human tragedy of lives lost and communities destroyed, we 
must remember that much of the additional production after a disaster is used to 

bring our capital stock back to where it was beforehand. Al though the disaster caus· 
es us to produce more, it does not enable us to enjo)' more goods and services than 
we would if the disaster had not occurred, This is one of those cases we discussed 
in the chapter, in which GOP- which measures on ly production, rather than its 
purpose-- provides an imperfect mea.~ure of economic well-being. 

The second mistake is to extrapolate too broadly from past disasters to future 
ones. The direct effects of recent disasters-such as the attack of 200 I or the hurri· 
canes of 200S-affected specific cities or a region of the country, leaving the rest 
unaffected . Bur disasters can occur on a larger scale. A flu pandemic, for example, 
would impact the entire country within a shorr period of time, creating a human 
tragedy of larger magnitude than any of our recent disasters. The purely ~onomic 
effect wou ld be much greater as well. The Congressional Budget Office has esti
mated that even a mild pandemic would reduce real G OP by about I .S percent. And 
a more serious pandemic ca used by a more virulent strain of flu vi rus could reduce 
rea! GOP by as much as S percent-an impact 20 times greater than tha t of the 
hurricanes of 2005 .7 

, This aSSumeS that J\\anhaaan's share of GDI' is equal!O its share of pcc .... onal income. as estimated by 
the Bureau of Economic Analysis . 
• A Pot~ntial /,,(lrle1j};a Pande""G; An Update on Possible Macroeconomic Effects a",1 Policy "'rles. 
Congressional Budget Office. May 22. 2006. 
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Summary 

This chapter discusscs how two key macroeconomic aggregates 
a re measured ami reported. One ;s gruss dUIn('slic {Jroducl-the 
total value of all final goods and services produced for tile market
place during a given period, within" nation's borders. GDI' is a 
measure of all economy's total production. 

In the expl'>ldilure aflprollch, GOP is calculated as the sum 
of spending by households, businesses, government agencies, 
and foreigners on domestically produced goods and services. 
The value-added (lpproach com pUles CDI' by adding up each 
firm's contributions to the 10lai product as it is being produced. 
Value added al each slage of production is the:- revenue a firm 
receives minus Ihe COSI of the ;ntcTlnediate inputs it uses. The 
factor payments approach SumS the wages and salaries, 
rent, interest, and profit earned by all ho"seholds. The three 
approaches re flect three difkrent ways of viewing and tl1(~asur

ing G DI'. 
Since nominal GDP is measured in current dollars , it changes 

when ei ther production or prices change. Real GD/, is nominal 
GOP adjusted for price changes; it rises on ly when production 
nses. 

Real GOP is nUl5t useful in the short rUIl, for giving warn
ings about impending recessions. For mher uses, it is plagued by 
important inaccuracies. It does not fully reflect quality changes 
or production in the underground economy, and it does not 

I. Using the expenditure approach, which of the following 
wuuld be directl)' cuunted as pan o( U.S. GOP? For those 
that count, state whether the actio" causes an increase in C, 
1, G, or NX. (If you need to make any special assump
tio El s, state them.) 
a. A neW personal computer produced by IB"'I, which 

remained ,,,,snld at the year's end 
b. A physician's services to a household 
c. Produce bought by a reStaurant 10 serve to cUStomers 
d. The purchase of 1,000 shares of Disney srnck 
e. l be sale o( 50 acres o( commercial propeny 
f. A real estate agent 's commission (rom the sale of 

property 
g. A transaction in which you dean yuur """nmate"s 

aparnncnt in exchang.., (OT his working on YO " T car 
h. An Apple iMac computer produced in the United States 

and purchased by a French citizen 
i. The goveroment's Social Security payments to n>!ired 

people 
2 . Calculate tht total change in a year's GOP for each of the 

following scenarios: 
3. A family sells 3 homt, without using a broker, (OT 

$150,000. They cOlJld have rellled it on the open 
market for $700 per month . They b lJ y a 10-year-old 
condominium for $200,000; the broker's fee on the 
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include many types of nonmarket production. GDP is only a very 
rough measure o( economic welfare because it excludes many 
aspects of tlte economy that add to or detract from economic 
well-being. 

When real GDP grows, employment tends to rise and-if 
real GOI' grows fast enough-the unemployment rate (ails. In the 
United States, a person is considered unemployed if fle or she 
does not have a job but is actively seeking one, Economists have 
found it useful to classify unemployment into four different cat
egories. FrictiOllili U1lCmflluyment is shurt-term unemployment 
experienced by people between jobs or by those who are just 
entering the job market. Seasonal mremplo)'melIl is related to 
changes in the weather, tourist patterns, or other predictable 
seasonal changes. St ructural unemployment results (mm mis
matches, in skills or location, between jobs and workers. Finally, 
cyclical unemployment occurs because of the business cycle. 
Seasonal and frictional unemployment can be beneficial to the 
economy. Structural and cyclical unemployment, however, create 
flartn to the individuals involved, and tfle economy as a wflole 
su ffers the loss of output that the unemployed could have pro· 
duced. From a macroeconomic pa~pective, we say the economy 
is at full em"luyme"l when there i~ no cyclical unemployment, 
e,'en though normal amounts o f frictional, seasonal, and struc
tural unemployment remain. 

transaction is 6 percent of the selling pric.." The condo's 
Owner was formerly renting the unit at $500 per momh. 

b. General Elecuic uses $10 million worth o( steel, glass, 
and plastic to producc its dishwashers . Wages and 
salaries in the dishwasher division arc $40 million; tlte 
division's only mherexpcnse is $15 million in inleTtest 
thai it pays on its bonds. The division's revenue (or the 
year is $75 million. 

c. On March 31 , )·ou decide to stop lhrowingaway $50 a 
month on convenience swre nachos. You buy $200 
worth of equipment, cornmeal, and che..,se and make 
your oWl1l1achos (or the rest o( the year. 

d. You win $25,000 in your state's lottery. Ever the cmre
preneur, ynu decide wopen a Ping-I'ong ball washing 
scrvice, huying $ 1.5,000 wonh of e'luipmem (rom 
SpiffyBall Ltd. o( Hong Kong and $10,000 (rom 
Ball-B-Klttn of Toledo, Ohio. 

e. Tone·Dea( Artists, Inc., produces 100,000 new COs 
that it prices at $15 apiece. Tcn tho lJsand C Ds arc sold 
abroad, but, alas, the rest remain unsold on warchouse 
shelves. 

3. The country o( Freedonia uses the S-lmc mcthod to calculate 
tlte uHemploymel1l rate as the U.S. BmealJ o( Labor 
Statistics uses. From the following data, compute 
Frecdonia's unemployment rate, 

Bryon Donaldson
Highlight
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I'opulation 

Under 16 
Over 16 

In military service 
In hospitals 
In prison 
Worked one hour or 

more in previous week 
Searched for work during 

previous four weeks 

10,000.000 

3,000,000 

500,000 
200,000 
100,000 

4,000,000 

1,000,000 

4. Toward the end of this chapter, it wu stated that if half of 
the 4.0 million involuntary part·time workers in May 2006 
were counted as unentployed, then the unemplo)1T1ent nte 
that month would ha.·e been 6.0 percent instead of 4.6 
percent. Do th{'" nec{'"ssary calrulauons to confirm this 
sta tement, using the information in "igurc 6. (H int: The 
labor force will not be affected.) 

5. In December 2005, the RLS estimated there were 7.4 million 
unemployed, 142.8 million employed, 451,000 discouraged 
workers, ~nd 4.8 million people (inch,ding discouraged 
workers) who were not working but said ther wanted 3 job. 
What would the unemployment rate have been in December 
2005 if it had included among tbe unemplored: 
a. All officially discouraged workers? 
b. All those who were not working but said they wanted a 

job? (1·lint: Oon't forget about how these inclusions 
would affect the labor force. ) 

6. Gmny asks, Mlf I buy a sWC3ter that was produced in 
Malaysia, why is its purchase: price subtracted from GOP?M 
How should )'01,1 answer her question? (You may assume, 
for simplicity, that there was no value added to the sweater 
in the United States.) 

7. Suppose that in one year hou!;Chold consumption falls by 
520 billion (compared to the )'car before), but busin~s 
firm s continue to produce consumer goods at an unchanged 
rate. If there is no other change affecting real GOP that 
yur, what will happen to total rul GDI'? What will happen 
10 each of its components? 

8. a. The country of Ziponia UK$ the same method to cal· 
culate the unemployment rate as the U.S. Bureau of 
tabor Statistics use:s. From the data below, compute 
Ziponia's unemployment ratc. 

i'opuiatio ll 

Under 16 
Over 16 

In mi li tary service 
In hospitals 
In prison 
Worked one hour or 

more in previous week 
Searched for work during 

previous four weeks 
Did not work in prtvious 

wec:k but would have 
taken a job if one were offered 

60,000 

9,000 

600 
60 

200 
46,000 

2,140 

200 
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b. I low large is Zipullia '$ labor force? 
c. I low mally diSl;:ouraged workers (Ioosel)' defin«!) live 

in Ziponia? 
d. Not all of Zlponia's citizens are accoumed for in part 

(a). How are the missing citi~ens claSSIfied? Give some 
examples of what the)' rna)' be doing. 

e. I low many of Ziponia's citizens are not 111 the labor 
force? 

9. Hefer to qucstion 8. The 2,140 Ziponians who scarched for 
work dl1ring the previous four weeks included: 54 ski resort 
employees who lost their winter jobs but expt.'Ct to get them 
back in late fall; 200 recent high school graduatcs; 258 for 
Iller textile workers who lost their jobs when their employ. 
ers moved their operations overseas; 143 mothers and 19 
fathers who had stayed at home to ralsc their children but 
who recently decided to reenter the work forcc; 394 high 
school and college studeors who Want summer jobs; 127 
people who live in West Ziponia and lost their jobs when 
their employers moved uperatiuns to East Zipollla, but whu 
arc not qualified for the remainint; jobs in the west; 110 
recent collcglC graduates; and 32 retirees who decided to 

return 10 the workforce. The remaining job st...,kers lost 
their jobs due lO a rccessio". Use this informatiun to: 
a. Classify the job ~ken; by their type of unemployment, 

and calculate how many fellllllO each category. 
b. I:ind the frictional, seasonal, structural, and cyclical 

unemployment rates. 
10. The following table shows an CSlllnatc of the destruction 

causcd by the terrorist anacks of September I I: 

Type of I'roperty 

World Trade Center 
Complex buildings 

Contents of Buildings 
in World Trade Center 
COlllplu 

BUIldings nearbr 
l'ubllC mfrastruclUrc 

(subway, commuter 
rail, and utilitics) 

Total 

Esti mated Lou , 6.7 billion 

, 5.2 billion 

S 4.5 bIllion 
S 3.7 b,ll,on 

S20. 1 bi llion 

So,,,,,, .l,t...J I h<oJ from 10><>" Bram, jomo 0", and C., ... 1 R3poPOrt, 
-~k .. "r"'g ,he Elf"" oflhe Seplcmbc, II Allo,k ... n New York Cil)"," 
F.d,,~1 R-s.,,·. Il~"k of N~,,, York PO/I( ) R."",,,. N .... 'cmb,'1' 2002. 

U!;C the following two facts (from the Bureau of Economic 
Analysis) as needed 10 answer the questions below: 

Fact If l : GOP in 2001 was SIO uillion. 
Fact li2: :'<lanhallan produces 1.5 percent of the 
nation"s GOP. 

a. Assume that each dollar of destroyed property redocn 
annual production by 10 Ctnn (a rough estimate of the 
gl'11Ual,mpact of capital destruction on GDI'), and [hal 

none of the d~troyed property was replaced over the 
next 12 months. &timate the percentage impact on 
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GDI' during the 12 months after the attacks uue to the 
physical destruction alone. 

b. Suppose that, in addition to the property destruction, 
the attack created disruption of economic activity, 3ml 
that '\'Ianhattan's productio" was cu t in half for 2 
wceh. Estimate the percentage impact on G[)P for the 
quarter due to this disruption alone. 

c. Again, suppose '\-lanhauan's productio" was cut in half 
for 2 weeks. Estimate the percentage impact On GDI' 
for the year due to this disruption alone. 

More Challenging 

11. Suppose, in a given year, SOIllOOlle buys a General Motors 
automobile for $30,000. T hat same year, GM produced the 
car in Michigan, using $ 10,000 in pans imported from 
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Japan. J [owe .. er, the parts imported fmm Japan themselves 
contained $3,000 in components produced in the United 
States. 
a. By how much does U.S. G IJI' rise? 
b. Using the expenditure approach, what is the change in 

each component (C, I, G, and NX ) of U.S. GDP? 
c. What is the change in Japan's GDP and each of its 

components? 
12. After the attacks of September I 1, 200 1, U.S. businesses 

began to spend more on security, and continue to do so 
today. For example, airlines and package delivery services 
run more background checks on their employees, and office 
buildings hire more s(>curity guards than they d id before the 
attack. What impact have these decisions had on real G Dl'? 
(Hint; Is the new spending considered to be purchases of 
final goods?) 



About a hundred yea rs ago, you could buy a pound of coffee for 15 cents, see a 
Broadway pla y for 40 cents, bu)' a new suit for $6, and attend a private college for 
$200 in yearly tuition. t Needless to say, the price of each of these items has gone up 
considerably since then. Microeconomic callses---changes in individual markets
ca n explain onl), a ti n)' fraction of these price changes. For the most part, these price 
rises came about because of a continually rising price level-the average level of 
prices in the economy. 

When th e price leve l rises, the value of the dollar-its purchasing power-falls. 
And this presentS a problem. We measure many economic variables-such as income, 
production, or the wage rate-in dollars. But over time, how can we keep track of 
them when our unit of measurement-the dollar-has a changing value? It would he 
like trying to monitor a child's height olle r the yea rs with a yardstick whose length Price level The average level of 

changes every year. To make sensible comparisons of variables measured in dollars, prlees In the economy. 

we must know how the dollar's purchasing power changes from period to period. 
And this requires us to know how the price b 'd is changing. 

In this cha pter, we'll discuss how the price b 'el and its rate of change are meas
ured, and some of the difficulties and controversies involved. We'll postpone until 
later chapters the question of wh)' prices change from rear to year. 

MEASURING THE PRICE LEVEL AND INFLATION 

Economists use several different measures of the price level, depending on their 
purpose. But all of them have one thing in common: They a re all calculated and 
reported as im/ex //lImbers. Because index numbers have some special features, it's 
worth discuss ing them more generally before we look specifically at price indexes. 

INDEX NUMB ERS IN G ENERA L 

Most measu res of the price level are reported in the form of an ill dex-a series of nurn
bers, each one representing a different period. Index numbers are meaningful only in 
a relative sense: We compare one period's index number with that of another period 
and can quickly see which one is larger and by what percentage. But the actual value 
of an index number for a panicular period has no meaning in and of itself. 

, ScOIl I).,rh, ed., The Va/"r of thr /)o/la" Prieu and /.m:""u in tl'r Uniud SlatN: 1860-1989 (Dclron, 
MI: Gale Rruarch Inc .• 1994), varoous pages. 
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Index A series of numbers used 
to track a variable's rise or fall 
over time. 
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Consumer Price Indu An index 
of the cost. through time, of a 
fixed market basket of goods 
purchased by a typical household 
in some base period. 

Part II: Macroeconomics: Basic Concepts 

In general, an index number for any measure is calculated as 

Value of measure in current period X 100. 
Value of measure in base period 

Let's see how index numbers work with a simple example. Suppose we want to mea
sure how violence on TV has changed over time, and we have data on the number of 
violent ans shown in each of several years. We cou ld then construct a TV-violence 
index. Our first step would be to choose a base period- a period to be used as a 
benchmark. Let's choose 2000 as our base period, and suppose that there were 
10,433 violent acts on television in that year. Then our violence index in any current 
year would be calculated as 

Number of violent acts in current year 

10,433 
X 100. 

In 2000, the base year, the index wi ll have the value (10,433/1 0,433) x 100 = 100. 
Look again at the general form ula for index numbers, and you will see that this is 
always true: An index will always equal 100 in the base period. 

Now let's calculate the value of our index in another yea r. If there were 14,534 
violent acts in 2005, then the index that year would have the value 

~~:!~~ X 100 = 139.3. 

Index numbers compress and simplify information so that we can see how things 
are changing at a glance. Our media violence index, for example, tells us at a glance 
that the number of violent acts in 2005 was 139.3 percent of the number in 2000. 
Or, more simply, TV violence grew by 39.3 percent between 2000 an d 2005. 

THE CONSUMER PRICE INDEX 

The most widely used measure of the price level in the United States is the Consumer 
Price Index (CPI ). This index, which is designed to track the prices paid by the typ
ical consumer, is compiled and reported by the Bureau of Labor Statistics. 

Measuring the prices paid by the typical consumer is not easy. The BLS must 
solve a number of conceptual problems before it begins (such as deciding which items 
to incl ude and what weight to give to each item). Then there are a host of practical 
problems. l et's discllss how all these problems are deal t with in the CPI. 

which Items to Include? 

The goal of the CPI is ro track the prices paid by conSllmers, and no one else. So, as 
a start, the CPI incl udes the part of GDP that consumers purchase as final users 
(new clothes, new furniture, new cars, haircuts, or restaurant meals). But it also 
includes two types of goods and services that consumers buy, even though they are 
1I0t pan of GOP: (1) household purchases of used goods such as used ca rs or used 
computers and (2) household purchases of imports from other countries-French 
cheese, Japanese cars, and Mexican tomatoes. 

The CPI does not include goods and services purchased by anyone other than con
sumers. It leaves Out purchases by businesses (for capital equipment, raw materials, or 
wholesale goods). It leaves out goods and services purchased by government agencies 
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Chapter 6: The Monetary System. Prices. and Inflation 

(military equipment and the services of police officers and public school teachers). And 
it leaves out goods and services that are purchased by foreigners {U.s. exports}. 

Finally, remember that the CPI tracks the prices of goods and services only. 
Consumers also buy assets, such as stocks, bonds, and homes. The prices pa id for 
these assets are flot included in the CPI. For ho using, the CPI {like GOP) includes 
the price of housing services rather than the value of the home or apartment itself. 
So for rental units, the CPI tracks the average rent people pay; for owner-occupied 
units, the CPI uses the rent that owners 1V0uid pay if they had to rent their homes 
instead of owning them . 

How Much Weight for Each Item? 

In any given month, different prices will change by different amounts. The average 
price of doctors' visits might rise by 1 percent, the price of blue jeans might rise by 
a tenth of a percent, the price of mil k might fall by half a percent, and so on. When 
prices change at different rates, and when some are rising while others are falling, 
how can we track the change in the average price level? It would be a mistake to use 
a simple average of all prices, adding them up and dividing by the number of goods. 
A proper measure must recognize that we spend very little of our incomes on some 
goods-such as Tabasco sauce--and much more on others-like gasoline or rent. 

The CPl's approach is to track the COSt of the CPT market basket-the collection 
of goods and services that the typical consumer buys. If the market basket's cost 
rises by 10 percent over some period, then the price level, as reported by the CPI, 
will rise by 10 percent . This way, goods and services that are relatively unimportant 
in the typical consumer's budget wi ll have little weight in the CPI. Tabasco sauce 
could triple in price and have no noticeable impact on the cost of the complete mar
ket basket. Goods that are more imporrant-such as gas or rent-will have more 
weight. 

To determine the CPI market basket, the BLS surveys thousands of fami lies every 
couple of years, and records their spending in detail. It uses these spending patterns 
to construct a market basket containing thousands of different goods and services, 
with each one weighted according to its relative im portance in the average family'S 
budget.2 

Figure 1 shows the broadest categories of the CPI market basket, and the pro
portion of total spending on each one in December 2005. For exa mple, all the items 
in the category "food and beverages" together made up 15.0 percent of the typical 
consumer's spending, while all of the items included in "housing" amounted to 42.4 
percent. The commu nication category-amounting to 3.1 percent-includes phone 
and Internet service, as well as computer hardware and software. 

Tracking and Reporting the Price level 

Each month, hundreds of BLS em ployees visit thousands of stores, gas stations, 
medical offices, and apartments across the country. Their job is to record the prices 
of specific goods and services in the market basket-about 80,000 price quotes in 
a ll. All this information is fed into a central database, and used to determine the new 
cost of the CPI market basket for that month . 

, l\lore ,pecifically. the Bureau of Labor Stati,tic. compile. two different types of market basket. to 

reflect the spendiog habit. of two differeot type. of people: ( I ) '"All Urbao Workers'- re.ulting in the 
Cl'l·U; 3nd (2) MUrbn Wage Earners aod Clerical Workers,M resulting in the CPI·W. The C PI ·U is the 
index most commonly reported aod followed in the media, and it is used throughout this chapter. 
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Broad Categories and 
Relative Importance In 
the CPI, December 2005 

Clothing 3.8% 

Medical Care 6." '"-f-

Part II: Macroeconomics: Basic Concepts 

Housing 
42 .4% 

In recent years, the base period for the CPI has been July '1983. Following our 
general formula for price indexes, the CP1 is calculated as follows: 

CPI = Cost of market basket in current period X 100. 
COSt of market basket in July 1983 

This simple formula shows us what the CPI tracks: the changing cost of a basket of 
goods .J In July 1983, the value of the CPI is 100. In any month in which the basket 
COSt more than July 1983, the CPl's \'alue is greater than 100. For periods (before 
July 1983) in which the basket's cost was lower, the CP1 is less than 100. The appen
dix to this chapter provides a more detailed example of how the CPI is calculated. 

Table 1 shows the actual value of the CPI for December of selected years. Because 
it is reported in index number for m, we can easily see how much the price level has 
changed over different time intervals. In December 2005, for example, the CPl had a 
value of 196.8, telling us that the typical market basket in that year cost 96.8 percent 
more than it would have COSt in the J uly 1983 base period. In December 1970, the 
CPJ was 39.8, so the cost of the ma rket basket in that year was only 39.8 percent of 
its cost in Jul y 1983. 

, The formula, howner, ignores anot her feature of the e[>[: the periodic updating of items and their rel
ative imVOrtance in the e l'l market basket. Each time !he market basket is updated. the RiSsplices a new 
e l'l series onto the old one. BUI ,t retains Jnly 1983 as the base period for index number calculat ion. 
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Chapter 6: The Monetary System. Prices. and Inflation 

FROM PRICE INDEX TO INFLATION RATE 

The Consumer Price Index is a measu re of the 
price level in the economy. The inflation rate 
measures how fast the price level is changi ng. 
More specifically, it tells us the percentage change 
in the price level from one period to the next. For 
example, let's calcu late the inflation rate for the 
year 2005. Table 1 te lls us that, from December 
2004 to December 2005, the CPI rose from 190.3 
to 196.8. T herefore, the annual inflation rate over 
the year 2005 was (196.8- 190.3) / 190.3 = 0.034, 
or 3.4 percent. 

The CPI is reponed month ly, but the repon
ed rate is virtua lly always seasonally adjusted 
and reported as an annual rate. For example, 
from April 2006 to May 2006, the seasonally 
adjusted CPI rose from 201.0 to 201.9. Therefore, 
the percentage increase in the CI' I for May was 

Year 

1970 
1980 
1990 
2000 
2001 
2002 
2003 
2004 
2005 

Consumer Price Indel( 
(December) 

39.8 
86.3 

133.8 
174.0 
176.7 
180.9 
184.3 
190.3 
196.8 

Source; Bureau 0' Labor Statist ics. 
Consumer Price looex- " II urban 
Consumers {WI+W.OIS.,ilclil. 

{201 .9 - 201.0 )1201.0 = 0.0045 or 0.45 percent. But the media reported inflation 
for Mayas 5.5 percent. That's because inflation of 0.45 percent per month for J2 
months would, over a year, result in annual inflation of 5.5 percent. 

Figure 2 shows the annual ra te of inflation, as measured by the CPI, since 1950. 
For each year, the inflation rate is calcu lated as the percentage change in the CPI 
from Oecember of the previous year to Oecember of that year. For example, the CI'I 
in December 2004 was 190.3, and in December 2005 it was 196.8 . The inflation 
rate for 2005 was therefore {196.8 - 190.3)/190.3 = 0.034 or 3.4 percent. 

Whenever the price level rises, as it usually docs, the inflation rate will be positive. 
When the price level falls, as it did during the Great Depression (not shown) and in 
1954 (shown in Figure 2), we have negative inflation, which is called deflation. As 
you can see in the figure, the u.s. inflation rate was low in the 1950s, began to creep 
up in the 1960s, then spiked upward in the 1970s and early l 980s, and has been low 
ever since . In later chapters, you wi ll [earn what causes the inflation rate to rise and 
fall, and some of the reasons it has behaved as it has over the past several decades. 

HOW THE CPI IS USED 

The CPI is the most important and widely used measure of prices in the Un ited 
States. It is used in three ways : 

As a Policy Target. In the introductory macroeconomics chapter, we saw that 
price stability--or a low inflation rate-is one of the nation's Important macro· 
econom ic goals. One of the measures used to gauge our success in achieving low 
inflation is the CPI. 

To Index Pa),lIIellts . An indexed paymen t is one that is periodically adjusted so 
that it rises and falls by the same percentage as a price index. Indexing a payment 
makes up for any loss of purchasing power caused by inflation. Idealty, indexing 
would adjust a nominal payment by Just enough to keep its purchasing power 
unchanged. In the United States, more than 50 million Social Secu rity recipients 

'" 

Consumer Price Index, 
December, Selected 

Years, 1970-2005 

Inflation rate The percentage 
change in the price level from 
one period to the next. 

Deflation A decrease in the price 
level from one period to the next. 

Indexed payment A payment that 
is periodically adjusted in propor· 
tion with a price index. 

Bryon Donaldson
Highlight



'" 

The Rate of Innatlon 
Using the Consumer 
Price Index, 
1950-2005 

Annual 
Inflation 

Rate 14 
(percenta ge) 
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Year 

and government retirees have their benefit payments indexed to the CI'I. More 
than 2 million workers have labor contracts that index their wages to the CPl. The 
u.s. income tax is indexed as well: The threshold income levels-at which people 
move into higher tax brackets- rise along with the CPI. And the government sells 
bonds that are indexed to the Ci'1. "Inc owner of an indexed bond receives a pay
ment each year to make up for the toss of purchasing power when the CPI rises. 

To Translate from Nominal to Real Va/lies. In order to compare economic values 
from differenr periods, we must rranslate nominal variables, measured in the num
ber of dollars, into real variables, which are adjusted for the change in the dollar's 
purchasing power. The CPI is ofrcn used for this translation. Since calculating rcal 
variables is one of the most imponanr uses of the CPI, Ict's discuss this in morc 
detail. 

REAL VARIABLES AND ADJUSTMENT FOR INFLATION 

Suppose that from December 2007 to December 2012, your nominal wage-what you 

Rising Prices '<Iersus Rising Inflation People often confuse the 

~""f ,·, - . ~ 
DANGER~S 

. CURVES,'\, 

statement "prices are rising" with the statement "inflation is ris
ing: but they do not mean the same thing. Remember that 

the inflation rate is the rate of change of the price level. To 
have rising inflation. the price level must be rising by a greater 

and greater percentage each period. But we can also have rising 
prices and falling inflat ion. For example. from 1996 to 1998. the CPI 

rose each year: "Prices were rising.- But they rose by a smaller 
percentage each year than the year before, so "inflation was falling"- from 3.4 

are paid in dollars-rises from $15 
to $30 per hour. Will you be better 
off? That depends. You will be 
earning twice as many dollars. But 
you should care nor aboUT how 
many green pieces of paper you 
earn, hut how many goods and 
services you can buy with that 
paper. How, then, can we tell what 
happens to your purchasing power? percent in 1996 to 1 .7 percent in 1997 and to 1.6 percent in 1998. 
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Chapter 6: The Monetary System. Prices. and Inflation 

By focus ing not on the nominal wage (the number of dollars you earn) but on the real 
wage (the pllrchasing power of your wage) . To track rour real wage, we need to look 
at the number of dollars you earn relative to the price level. 

Since the " typica l worker" and the "typical consumer" are pretty much the 
same, the CPI is usually the price index used to calculate the real wage. The real· 
wage formula is as fo llows: 

I
. Nomina l wage in that year 

Rea wage In any year = X 100. 
CPI in that year 

To see that th is form ula makes sense, let's go back to our fictional example : 
From 2007 to 20 12, your nom inal wage doubles from $ 15 to $30 per hour. Now, 
suppose the price of everything that you buy doubles at the same time. It is easr to 
see that in this case, your purchasing power wou ld remain unchanged . And that is 
just what aUf formula tells us: If prices double, the CPJ doubles as well. With 2007 
as our base year, the CPI would increase from 1 00 in 2007, to 200 in the year 2012. 
The real wage would be ($15/100) x 100 = $15 in 2007, and ($30/200) x 100 = 
$15 in 2012. The real wage would remai n unchanged. 

Now suppose that prices doubled over this period but you r nominal wage 
remains unchanged at $15. In this case, your purchasing power would be cut in half. 
You'd have the same num ber of dollars, but each one would buy half as much as it 
did before. Our form ula gives us a real wage of ($15 11 00) x 100 = $15 in 2007 and 
($ISI200) x 100 = $7.S0 in 2012 . The real wage fa lls by ha lf. 

Now look at Table 2, which shows the average hourly earnings of wage earn
ers (people who are paid by the hour) over the past three decades. In the first twO 
columns, you can see that the average American wage earner was paid $4 .87 per 
hour in December 1975, and more than triple that-$16 .37-in December 200S. 
Does this mean the average hourly worker was paid more in 2005 than in 1975? 
In dollars, the answer is clearly yes. But what about in purchasing power? Or, using 
the new term inology you've learned : What happened to the real wage over this 
period? 

Let 'S see. We know that the nominal wage rose from $4.87 in J975 to $16.37 
in 2005. But, according to the table, the CP[ rose from 55.5 to 196.8 over the same 
period . Using our for mula, we find that: 

Nominal Wage Real Wage 
Year (dollars per hour) CPI (1.983 dollars per hour) 

1975 4 .87 55.5 8 .77 
1980 7.12 86.3 8.25 
1985 8.86 109.3 8.11 
1990 10.35 133.8 7.74 
1995 11.79 153.5 7.68 
2000 14.29 174.0 8.21 
2005 16.37 196.8 8.32 

Soutce: Bureau 01 LabOr StatJslics. StatIstical Tables. hllp;jj .. 'WW.bls.g,w. Wage arid CPI 
data to r December 01 each year. Nomina l wage; average hOurly earnings of prOduction Or 
nonsuper,,;sory l'Iorl<ers in nonfarm pril/ate sector: CPI: CP~AIf Urban Consumers. 

"3 

Nominal and Real 
Wages (In December of 

Ea<:h Year) 
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GDP price Index An index of the 
price level for all final goods and 
services included in GOP. 
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$4 .87 
Real wage in 1975 = 55.5 X 100 = $8.77 

$16.37 
Real wage in 2005 = ~ X JOO = $8.32. 

Thus, although the average worker earned more dollars in 2005 than in 1975, when 
we use the CPJ as our measure of prices, her purchasing power seems to have fallen 
over those years. 

Important Provisos About Wage Data 

It is tempting to come to a sweeping conclusion from information such as that in 
Table 2 and our previous discussion: that nonsupervisory workers were econom i
cally worse off in 2005 than in 1975. This wou ld be a mistake, for several reasons. 
Here, we'll highlight just twO of them. 

First, over the past three decades, an increasing share of worker compensation has 
been non wage benefits, such as employer contributions to retirement accounts and 
health insurance. By 2005, these benefits reached more than a quarter of total com
pensation for hourly workers, but they a re not included in the hourly wage in Table 2. 
If benefits were included, real hourly pay would be greater in 2005 than in 1975. 

Second, as we'll d iscuss later in th is chapter, changes in the CPJ overestimate 
infl ation somewhat. Over a long time period such as th ree decades, this can make a 
big difference. A more accurate measure of the price level would show a rise in the 
hourly wage (even excluding benefits) over this period. 

Still, while the adjustment for inflation in Table 2 is im perfect, no one wou ld 
argue that we would get a clearer picture of worker pay by leaving the adjustment 
out. Using the nominal wage, we would conclude that worker pay (excluding bene
fits) more than tripled during this period . This is /lot a meaningful description of 
what happened. T he important point to remember here is that 

whell comparillg dollar vailles over time, we care 1Iot abollt the IIlImber of 
dollars, bllt abOllt their purchasing power. Thus, we trallslate nominal vailles 
into real values /Ising the formula 

Nominal value 
Real value = X 100. 

Price index 

This formula, usually using the CPJ as the price index, is how most real values in 
the economy a re calculated. But there is one important exception: To calculate real 
GD P, the government uses a different procedure, to which we now turn. 

THE GDP PRICE INDEX AND REAL GDP 

In the previous chapter, we discussed the difference between nominal GDP and real 
GOP. After reading this chapter, you might think that real GOP is calculated just like 
the real wage: dividing nominal GOP by the Consumer Price Index. But the 
Consumer Price Index is lIot used to calculate real G DP. Instead, a special price 
index-which we can call the GOP price index-is used . 

The most important differences between the CPI and the GOP price index are in 
the types of goods and serv ices covered by each index. First, the GDP price index 
includes some prices that the CPI ignores . In particular, while the CPI tracks only 
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the prices of goods hought by American conSllmers, the GDP price index must also 
include the prices of goods purchased by the government, investment goods purchased 
by businesses, and exports, which are purchased by foreigners. 

Second, the GOP price index ('xciI/des some prices thai are part of the CP!. In 
particular, the GO P price index leaves out used goods and imports, both of which 
aTe included in the CP!. This makes sense, because while used goods and imports 
are part of the typical consumer's market basket, the)' do not contribute to current 
U.S. GDP. 

We can summarize the chief difference between the CPI and the GOP price index 
this way: 

The CDP price i"dex mea~ures the prices of all goods and services that are 
included in U.S. CDP, while the CPI measures the prices of all goods and 
services bought by U.S. households.· 

THE COSTS OF INFLATION 

A high rate of inflation-whether it is measured by the CP I or the GOP price 
index-is never welcome news. What's so bad aboUT inflation? As we've seen, it cer· 
tainly makes your task as an economics student more difficult: Rather than taking 
nominal variables at face value, you must do those troublesome calculations 10 con
vert them into real variables. 

But inflation causes much more trouble than this. It can im pose costs on society 
and on each of us individually. Yet when most people are asked what the COSt of 
inflation is, they come up with an incorrect answer. 

THE JNFLATION MYTH 

Most people think that inflation, merely by making goods and services more expen
sive, erodes the average purchasing power of income in the economy. The reason for 
this belief is easy to see: The higher the price level, the fewer goods and services a 
given number of dollars will bu)'- It stands to reason, then, that inflation-which 
raises prices-must be destroying the purchasing power of our incomes. Right? 

Actually, this statement is mostly wrong. 
To see why, remember that every market transaction involves tll)O parties-a 

buyer and a seller. When a price rises, buyers of that good must pay more, but sellers 
get more revenue when they selJ it. The loss in buyers' real income is matched by the 
rise in sel lers' real income. Infl ation may redistribute purchasing power, but it does 
not change the average purchasi ng power, when we include both buyers and se ll ers 
in the average. 

In fact, most people in the economy participate on both sides of the market. On 
the one hand, they are consumers-as when they shop for food or clothing or furni· 
ture. On the other hand, they work in business firms that sell products and rna)' ben
efit (in the form of higher wages or higher profits) when their firms' revenues rise. 
Thus, when prices rise, a panicular person rna)' find that her purchasing power has 
either risen or fallen, depending on whether she is affected more as a seller or as a 

• Th~ t~hnJcal name for the GDI' prl'" Ind~x IS tlK c"'mt-ty~ IInn .. ,,/ w~.gb,. GOP pr.ct' mdcx. It 
differs from Ihe CI'I nOI only In goods co\'cKd, but al:;o In irs mathematical formula. 

'" 
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buyer. But regardless of the outcome for individuals, our conclusion remains the 
sa me: 

III{latioll call redistribllte pllrchasillg power {rom olle grollp to allot her, bllt 
it does "ot directly decrease the average real illcome in the ecollomy. 

Why, then, do people continue to believe that inflation robs the average citizen of 
real income? Largely because real incomes sometimes do decline-for other reasons. 
Inflation-while not the cause of the decline-will often be the mechanism that brings 
it aboUT. JUSt as we often blame the messenger for bringing bad news, so toO we often 
blame inflation for lowering our purchasing power when the real ca use lies elsewhere. 

Let's consider an example . In Table 2, notice the decline in real wages during the 
late 1970s. The real wage (excluding benefits) fell from $8.77 in 1975 to $8.25 in 
1980, a decline of about 6 percent. Other data show that during thi s period, not 
only wage earners but a lso sa laried workers, small· business owners, and corporate 
shareholders all suffered stagnant or declining real incomes. What was the cause? 

There were several reasons, but one of the most important was the dramatic rise 
in the price of imported oil-from $3 per barrel in 1973 to $34 in 1981, an increase 
of more than 1,000 percent. The higher price for oil meant that oil-exporring coun
tries, like Saudi Arabia, Kuwait, and Iraq, gOt more goods and services for each 
barrel of oil they supplied to the rest of the world, including the United States. But 
with these countries claiming more of America's output, less remained for the typical 
American. That is, the typical American family had to suffer a decline in real income. 
As always, a rise in price shifted income from buyers to sellers. But in this case, the 
sellers were foreigners, while the buyers were Americans. Thus, the rise in the price 
of foreign oil caused average purchasing power in the United States to decline. 

But what was the mechan ism that brought about the decline? Since real income 
is equa l to (Nominal income/Price index) x 100, it can decrease in one of two ways: 
a fall in the numerator (nomina l income) or a rise in the denominator (the price 
index). The decline in rea I income in the 1970s came enti rely from an increase in the 
denom in ator. 

Look back at Figure 2. You can see that this period of declining real income in 
the United States was a lso a period of unusually high inflation; at its peak in 1979, 
the inflation rate exceeded 13 percent. As a result, most people blamed ill{latioll for 
their loss of purchasing power. But inflation was not the cause; it was just the 
mechanism. The cause was a change in the terms of trade between the United States 
and the oil-exporting countries-a change that resulted in higher oil prices. 

To summarize, the common idea that inflation imposes a COSt on society by 
directly decreasing average real income in the economy is incorrect. But inflation 
does impose COStS on society, as the next section shows. 

THE REDISTRIBUTIVE COST OF INFLATION 

One cost of inflation is that it often redistributes purchasing power within society. 
Bur because the winners and losers are chosen haphaza rdly-rather than by conscious 
social policy-the redi stribution of purchasing power is not generally desirable. In 
some cases, the shift in purchasing power is doworight perverse-harming the needy 
and helping those who are a lready well off. 

How does inflation sometimes redistribute real income? An increase in the price 
level reduces the purchasing power of any payment that is specified in nOlllillal 
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terms. Fo r example, some workers have contracts that set their nominal wage for 
two or three yea rs, regardless of any future inflation. The nationally set minimum 
wage, tOO, is set for several years and specified in nominal dollars. Under these 
circu mstances, inflation can harm o rd inary workers, since it erodes the purcha sing 
power of t heir prespecified nominal wage. Real income is redistributed from these 
workers to their em plo),ers, who benefit by paying a lower rea l wage. 

BO[ the effect can also work the other way: benefiting o rdinary households and 
harming busin esses. For exam ple, many homeowners sign fixed-dollar mortgage 
agreements with a bank. These a re promises to pay the bank the sa me nom inal sum 
each month. Inflation can reduce the real val ue of these payments, thus redisrribm ing 
purchasing power away from the bank and toward the average homeowner. 

In general, 

ill{1atioll can shirt pllrchas;IIg power away (rom those who are awaitillg 
(lftllre payments sl,eci(ied in dollars, alld toward th ose who are obligated to 
make such paymellts. 

But does inflatio n always redistribute income from one party in a contract to anoth
er? Actually, no; if the in fl ation is expected by both parties, it should not rediSTrib
ute income. The next sect ion explains why. 

Accurately Expected Inflation Does Not Shift Purchasing Power 

Suppose a labor union is negotiating a 3-year contract with an employer, and both 
si des agree that each rcar, workers shou ld get a 3 percent increase in their real wage. 
Labor contracts, like most other contracts, are usuall y specified in no minal terms: 
The firm will agree to give workers so many additional dollars per hOllr each year. 
If neither side anticipa les any inflation, they should simply negotiate a 3 percent 
lIomillal wage hike. With an unchanged price level, the real wage would then a lso 
rise by the desired 3 percent . 

But suppose instead that both sides antici pate 10 percent inflation each year for 
the next three yea rs. Then, they must agree to more than a 3 percent nominal wage 
increase in order to raise the real wage by 3 percent. Ho w much more? 

We ca n answer this question with a simpl e mathematical rule: 

Over any I,eriod, the percentage change in a real vallie (% llReal) is apI"Ox
imately equal to the percentage change in the associated 1I0millal vallie 
(% llNomillal) minllS the percel/tage change iI/ the price level (% M'): 

%ll.l<eal = %I1Nominal- %I1P 

Over each year, if the inflation rate is 10 percent and the rea l wage is to rise by 3 
percent, then the change in the nominal wage must (approximately) satisfy the 
equation 

3 percent = % I1Nomina l - 10 percent 

% "'Nominal = 13 percent. 

The requi red nomi nal wage h ike is 13 percent. 
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Nominal Interest rate The 
annual percent increase in a 
lender's dollars from making a 
loan. 

Real Interest rate The annual 
percent increase in a lender's 
purchasing power from making a 
loan. 

Part II: Macroeconomics: Basic Concepts 

You can see that as long as borh sides correnly anticipate the in fl a t ion, and no 
one stops them from negotiating a J 3 percent nominal wage hike, infl ation will not 
affect either party in real terms: 

If inflation is correctly anticipated, and if both parties take it illto account, 
Ihm inflation will flot redistribute purchasing pOUier. 

We come to a similar conclusion about contracts between lenders and borrowers. 
When you lend someone mone)" you receive a reward-an interest payment-for let
ting that person use your money instead of spending it yourself. The annual interest 
rate is the interest payment divided by the amount of money you have lent . For exam
ple, if you lend someone $1,000 and receive back $1,040 one year later, then your 
interest is $40, and the interest rate on the loan is $401$1,000 = 0.04, or 4 percent. 

But there are actually two interest rates associated with every loan. One is the 
nominal interest ra te-the percentage increase in the lender's dollars each year from 
making the loan. The other is the real interest ra te-the percentage increase in the 
lender's purchasing power each year from making the loan. It is the real rate-the 
change in purchasing power-that lenders and borrowers should care about. 

In the absence of inflation, rea l and nomina l interest rates would always be 
equal. A 4 percent increase in the lender's dollars wou ld always imply a 4 percent 
increase in her purchasing power. But if there is inflation, it wdl reduce the pur
chasing power of the money paid back. Does this mean that inflation redistributes 
purchasing power? Not if the inflation is correctly anticipated, and if there are no 
restrictions on making loan contracts. 

For example, suppose both parties anticipate annual inflation of 5 percent and 
want to arrange a contract whereby the lender will be paid a 4 percent real interest 
rate each year. What flomilwl interest rate should they choose? Since the annual 
interest rate is the percentage chaflge in the lender's funds over the year, we can use 
our approximation rule, 

% fI. Real = %.l>.Nominal - %fiP 

For each year of the loan, this becomes 

%t<. in lender's purchasing power = %l.in lender's dollars - Rate of inflation 

Real interest rate = Nominal interest rate - Rate of inflation. 

In our example, where we want the real interest rate to equal 4 percent per year 
when the inflation rate is 5 percent per year, we must have 

4 percent = Nominal interest rate - 5 percent 

Nominal interest rate = 9 percent. 

Once again, we see that as long as both parties correctly anticipate the in flation rate, 
and face no restrictions on contracts (that is, they are free to set the nominal inter
est rate at 9 percent), then no one gains or loses. 

When inflation is 1I0t correctly anticipated, however, our conclusion is very 
different. 

Bryon Donaldson
Highlight

Bryon Donaldson
Highlight

Bryon Donaldson
Highlight



Chapter 6: The Monetary System. Prices. and Inflation 

Unexpected Inflation Does Shift Purchasing Power 

Suppose that, expecting no inflation, you agree to lend money at a 4 percent nomi
nal interest rate for one year. You and the borrower th ink that this will translate into 
a 4 percent real rate. But it turns ou t you are both wrong: The price level actually 
rises by 3 percent, so the real interest rate ends up being 4 percent - 3 percent "" 
I percent. As a lender, you have given up the use of your money for the yea r, expect
ing to be rewarded with a 4 percent increase in purchasing power. But you get only 
a t percem increase. You r borrower was willing to pay 4 percent in purchasing 
power, but ends up paying onl)' 1 percent. U"expected inflation has led to a bener 
deal for your borrower and a worse dea l for you, the lender. 

That will not make you happy. But it could be even worse. Suppose the inflation 
rate is higher-say, 6 percent. Then your real interest rate ends up at 4 percent - 6 
percent =: - 2 percent, a negative real interest rate . You get back less in purchasing 
power than you lend out. You are payillg (in purchasing power) for the privilege of 
lending out your money. The borrower is rewarded (in purchasing power) for 
borrowing! 

Negative real interest rates like this are not just a theoretical possibility. In the 
latc 1970s, when inflation was higher than expected for several years in a row, many 
borrowers ending up "paying" negative real interest rates to lenders. 

Now, let's consider one more possibility: Expected inflation is 6 percent, so you 
negotiate a 10 percent nominal rate, thinking this will translate to a 4 percent real 
rate. But the actual inflation rate turns Out to be zero, so the real interest rate is 
10 percent - 0 percent =: 10 percent. In this case, inflation turns Out to be less than 
expected, so the real interest rate is higher than either of you anticipated. The bor
rower is ha rmed and you (the lender) benefit. 

These examples apply, more generally, to any agreement on future paymentS: to 
a worker waiting for a wage payment and the employer who has promised to pay 
it; to a doctor who has sent OUI a bill and the patient who has not ret paid it; or 
to a supplier who has delivered goods and his customer who hasn't yet paid for 
them. 

When inflationary expectations are inaccurate, purchasing power is shifted 
between those obliged to make future payments and those waiting to be 
paid. An i1lflatio1l rate higher than expected ham,s those aUiaiting payment 
and benefits the payers; au inflation rate lower than expected harms the Po),· 
ers mId be"efits those awaiting payment. 

TUE RESOURCE COST OF INFLATION 

In addition to its possible redistribution of income, inflation imposes another cost 
upon society. To cope with inflation, we are forced to use up time and other 
resources as we go about our daily economic activities (shopping, sel ling, saving) 
that we could otherwise have devoted to productive activities. Thus, inflation 
imposes an o/JIJortlmity cost on society as a whole and on each of its members: 

When pt'opie must spem/ time and other resources coping with inflation, 
they pay an opportJmity cost-they sacrifice the goods and services those 
resources could have prodJlced instead. 

'" 
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Let's first consider the resources used up by consumers to cope with inflation . 
Suppose you shop for clothes twice a year. You've discovered that both The Gap and 
Banana Republic sell clothing of simi lar quality and have similar service, and you nat
urally want to shop at the one with the lower prices. If there is no inflation, your task 
is easy: You shop first at Th e Ga p and then at Banana Republic; thereafter, you rely 
on your memory to determine which is less expensive. 

With inflation, however, things are more difficult. Suppose you find that prices at 
Banana Republic are higher than you remember them to be at T he Gap. It may be 
that Banana Republic is the more expensive store, or it may be that prices have risen 
at both stores. How can rou tell? Only a trip back to The Gap will answer the ques
tion-a trip that will cost you extra time and trouble. If prices are rising very rapid
lr, you may have to visit both stores on the same day to be sure which one is cheap
er. Now, multiply this time and trouble by all the different types of shopping you 
must do on a regular or occasional basis-for groceries, an apanment, a car, concert 
tickets, compact discs, restaurant mea ls, and more. Inflation can make you use up 
valuable time- time you could have spent earn ing income or enjoying leisure actiVI
ties. True, if you shop for some of these items on the Internet, you can compare prices 
in less time, but not zero time. And most shopping is IlOt done over the Internet. 

Inflation also forces sellers to use up resources. First, remember that sellers of 
goods and services are also buyers of resources and intermediate goods. They, too, 
must do comparison shopping when there is inflation, which uses up hired labor time. 
Second, each time sellers raise prices, labor is needed to put new price tags on mer
chandise, to enter new prices into a computer scanning system, to update the HTML 
code on a Web page, or to change the prices on advertising brochures or menus . 

Finally, in flation makes us all use up resources managing our financial affairs. 
When the inflation rate is high, we'll try to keep our funds in accounts that pay high 
nominal interest rates, in order to preserve our purchasing power. And we'll try to 
keep as little as possible in cash or in low-interest checking accounts . Of course, this 
means more frequent trips to the bank or the automatic teller machine, to transfer 
money into our check ing accounts or get cash each time we need it. 

All of these additional activities-inspecting prices at several stores or Web sites, 
changing price tags or price entries, going back and forth to the automatic teller 
machine-use up time and other resources. From society'S point of view, these 
resources could have been used to produce other goods and services that we'd enjoy. 

You may not have thought much about the resource cost of inflation because in 
recent years, U.S. inflation has been so low-averaging a bout 3 percent during the 
1990s, and about 2.75 percent from 2000 to mid·2006. Such a low rate of inflation 
is often called creeping inflation; from week to week or month to month, the price 
level creeps up so slowly that we hardly notice the change. The cost of coping with 
creeping inflation is negligible. And (as you'll see in a later chapter) low, creeping 
inflation may actually be good for the economy. 

But it has not always been this way. Three times during the last 50 years, we 
have had double-digit inflation: about 14 percent during 1947-48 , 12 percent in 
1974, and 13 percent during 1979 and 1980. Going back farther, the annual infla
tion rate reached almost 20 percent during World War I and rose above 25 percent 
during the Civil War. 

And as serious as these episodes of American inflation have been, they pale in 
comparison to the experiences of other countries. In the 1980s, several South 
American countries experienced inflation greater than 1,000 percent per year, and 
in mid-2006, Zimbabwe's inflation rate approached that level as well. In Germany 
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during the 1920s, the inflation rate reached thousands of percent per mollth. And 
even worse was the Yugoslavian infl ation of 1993-94. In one month alone
January 1994- the price level rose by 3 13 mi lli on percent. 

When inflation reaches extremely high rates like these, normal economic life 
breaks down. No one wants to hold the national currency-or even accept it as 
payment- because it loses its value so rapidly. For some transactions, people will use 
a foreign currency, such as the U.S. dollar. But because there are insufficient quanti· 
ties of foreign currency available in the country, most people are forced to barter
trading goods for goods rather than goods for money. Buying and sel ling becomes so 
inefficient and time consuming that production and living standards plummet. 

IS THE CPI ACCURATE? 

The Bureau of Labor Statistics spends millions of dollars gathering data to ensure that 
its measure of inflation is accurate. To determine the market basket of the typical con
sumer, the BLS analyzes the spending habits of thousands of households. Every month, 
the bureau's shoppers visit 23,000 retail stores and about 50,000 housing units (rental 
apartments and owner-occupied homes) to record 80,000 different prices. 

The BLS is a highly professional agency. Billions of dollars are at stake for each 
1 percent change in the CPI, and the BLS deserves high praise for keeping its measure
ment honest and free of political manipulation. Nevertheless, conceptual problems and 
resource limitations make the CPI fall short of the ideal measure of inflation. 
Economists---even those who work in the BLS--widely agree that the CPI overstates 
the U.S. inflation rate. By how much? 

According to a report by an advisory committee of economists in 1996, the overall 
bias was at least 1.1 percent during the 1980s and early 1990s.5 That is, in a typical 
year, the reported rise in the CPI was about I percentage point greater than the true rise 
in the price level. The BLS has been working hard to reduce this upward bias and
especially in the late 1990s-it made some progress. Bur significant bias remains. 

SOURCES or BIAS IN THE CPT 

There are several reasons for the upward bias in the CPI. 

Substitution Bias 

Until recently, the CPI almost completely ignored a general principle of consumer 
behavior: People tend to substitute goods that have become relatively cheaper in 
place of goods that have become relatively more expensive. For example, in the 
seven years from 1973 to 1980, the retail price of oil-related products-like gasoline 
and home heating oil-increased by more than 300 percent, while the prices of most 
other goods and services rose by less than 100 percent. As a result, people found 
ways to conserve on oil products. Th ey joined carpools, used public transportation, 
insulated their homes, and in many cases moved closer to their workp laces to 
shorten their commute. Yet throughout th is period, the CPI basket-based on a sur
vey of buying patterns in 1972- 73- assumed that consumers were bUying unchanged 
quantities of oil products. 

, Sec Tow~rd ~ More Auurate Measure of tl,e co.t of Liv;"g, Repor! (0 (he S~nate Finance Commiuee 
from the Advisory Commission to Smdy th~ Consumn Price Ind(x, D~'emb(f 1996. 
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The treatment of oil products is an example of a more general problem that has 
plagued the CPI for decades. Until recently, the CPJ used fixed quantities to deter
mine the relative importance of each item. That is, it assumed that households con
tinued to buy each good or service in the same quantities in which they bought it 
during the most recent household survey-until the next household sU Tvey. 
Compounding the problem, the survey to determine spending patterns-and to 
update the market basket-was taken only about once Cllefy 10 years or so. So by 
the end of each 10-year period, the eprs assumptions about spend ing habits could 
be far off the mark, as they were in the case of oil in the 1970s. 

The BLS has partially fixed this problem, in two ways.6 First, beginning in 2002, 
it began updating the market basket with a household su rvey every 2 years instead 
of every 10 years. Th is is widely considered an important improvement in CPI meas
urement. 

Second, since January 1999, the CPl has no longer assumed that the typical con
sumer continues to buy the same quamity of each good that he bought in the last 
household "market basket" survey. Instead, the CPI now assumes that when a 
good's relative price rises by 10 percent, consumers buy 10 percent less of it, and 
switch their purchases to orher goods whose prices are rising more slowly. 

However, this is only a pa rtial fix. T he CPI still only recognizes the possibi lity 
of such substitution withill categories of goods and lIot amOllg them. For example, 
if the price of steak rises relative to the price of hamburger meat, the CPI now 
assumes that consumers will substitute away from steak and toward hamburger 
meat, since both are in the same category: beef. However, If the price of all beef 
products rises relative to chicken and pork, the e PI assumes that there is 110 substi
tution at all from beef toward chicken and pork. As a result, beef products still 
would be overweighted in the ePI until the next survey. 

Althollgh the BLS has partially fixed the problem, the CPI still sllffers from 
substitution bias . That is, categories of goods whose prices are risillg most 
rapidly are overweighted in the ePl market basket and categories of goods 
whose prices are rising most slowly are Imderweighted. 

New Technologies 

New technologies are another source of upward bias in the e l' l. One problem is that 
goods using new technologies are introduced into the BLS market basket only after 
a lag. These goods often drop rapi dly in price after they a re introduced, helping to 
balance out price rises in other goods. By excluding a category of goods whose 
prices are dropping, the CPI overstates the rate of inflation . For example, even 
though many consumers were buying and using cellular phones throughout the 
1990s, they were not included in the BLS basket of goods until 1998. As a resu lt, 
the CPI missed the rapid decline in the price of cell phones. Now that the market 
basket of the typical consumer ;s updated every 2 years instead of every 10, this 
source of bias has been reduced but not completely eliminated. 

But there is another issue with new technologies: They often offer consumers a 
lower cost alternative for obtaining the same service. For example, the introduction 

, For a discussion of rhcS(: and mher rteent changes in the CPl. see Robert J. Gordon. "The Boskin 
Commission Report: A Retcospec tive One Decade Later, ~ Intrrnd/ionaJ Produ ctivity Monitor, Spring 
2006. 
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of cable television lowered the cost of entertainment significantly by offering a new, 
cheaper alternative to going our to see movies. T his should have registered as a drop 
in the price of "seeing movies." But the CI)! does not have any good way to measure 
this reduction in the cost of living. Instead, it treats cab le television as an entirely 
separate service. 

The CPT exeludes new prodllcts that tend to drop in price when they first 
come on the market. Whel/ those products are iI/eluded, the CP/ regards 
them as entirely separate from existing goods and services, instead of reeog
nizillg that they lower the cost of aehievillg a given level of service. 

Changes in Quality 

Man y products are improving over time. Cars are much more reliable than they 
used to be and require much less routine maintenance. They have features like air 
bags and anti lock brakes that were unknown in the early 1980s. The BLS struggles 
to deal with these changes. As far back as 1967, it has recognized that when the 
price of a car rises, some of that price hike is not really inflation, hut instead the result 
of charging more because the consumer is getting more. In recent years, the BLS has 
adopted some routine statistical procedures to automatically adjust price changes 
for quality improvements for certain goods, such as persona l computers and televi· 
sions . And in 1997, it introduced a major change in its treatment of health care 
COSts. Before then, the CPJ would track the price of individual health ca re compo
nents, such as "a night in the hospital" or "a post-surgery checkup." But after 1997, 
it began tracking the overall cost of treating specific diseases or condi tions. Thus, 
the introduction of a new type of heart surgery that requires fewer days of hospi
ta lization (and no change in other inputs) would be recorded as a decrease in the 
price of heart surgery. 

But most goods and services do not get this special treatment. There is no explic
it recognition that home appliances are more reliable, that audio equipment has bet· 
ter sound, that many medical treatments are more effective at prolonging life and 
health (aside from reducing hospital stays or doctor visits), that home power tools 
afe safer, and so on? 

Take the Internet. Every year, it offers more information and entertainment can· 
tent, a greater number of retailers from which to buy things, and faster and more intel· 
ligent search engines to help you find it all. Yet, the Internet-which was introduced 
into the CPI in I 998- has been treated as a service whose quality has not changed. 
If the price of Internet service rises, the CPI considers it inflation rather than paying 
more to get more. And if the price stays the same, the CPI ignores the decrease in 
the COSt per unit of available content and trea ts the price as unchanged. 

The CPr fai/s to fully account for quality improvements in the goods and 
services in its market basket and, therefore, overestimates how fast the price 
of the basket is risillg. 

, There is, however, .orne implicit adiu'ting for quality. When a new model of a good i. introduced at a 
higher price. (he Bl.S a£SurneS (ha( (he entire price increase is due (0 quali(y improvemeQ( rather (han 
inflation. Bm (he Bl.S does not recognize the possibility of more Mbang for (he buckM_ (ltar (he value of 
the new model'~ higher quality might exceed any rise in its pric~. 
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Growth in Discounting 

When a Wal-Mart opens up, many people begin to shop there. And for good rea
son: Prices at Wal-Mart are suhstantially lower than at other stores. For example, 
identical food items cost between 15 and 25 percent less at a Wal-Mart than at 
the typical supermarket (unl ess the su permarket has to compete with a nearby 
Wal_Mart}.8 

The BLS recognizes that people shop at Wal-Mart, and tracks changes in the 
prices of items sold there. Bur it fails to register a drop in prices when a new Wal
Mart first opens and people can suddenly buy the same goods for less. Wal-Mart an(1 
other discount chains have expanded rapidly in recent years, and continue to do SO; 

the CPI systematically misses the price drop from the shift to these discounters. 

The cpr does Ilot recognize that a /lew discount outlet lowers the prices 011 

mall)' items (or the people who begi" siJoPIJillg there. As a result, as discoullt 
outlets expand illto lIew areas, the CPI overstates the inflation rate for (ood, 
electrollic alJpliances, clothing, and ot/Jer items sold there. 

Til E OVERALL B IAS AND ITS CONSEQU ENCES 

While the BLS has fixed .~ome of the problems with the CPI , economists are in 
general agreemem that it cominlles to overestimate inflation. By how much? That 
depends on what we mean by "inflation." If we mean the rate of price increase for 
the typical consumer's market basket, then the overestimate-after the improve
ments made in the late 1990s-is probably a bit less than one percemage point per 
year. Bur if we define inflation the way it is often interpreted-as the percentage 
change in the cost of li/ling- then the CPt's overestimate of annua l inflation is 
unknown, but much greater. This is largely because of how the CPI responds to 
technological change. 

When a new good comes to market, it is dropped into the CPl market basket at 
some point, and the CPI tracks changes in its price from that time forward. But the 
increase in economic well-being made possible by introducing the good in the first 
place-alld from its continued availability-is ne\'er accoumed for. Even if the BLS 
was able to incorporate the good as soon as it came to market, and even if it accu
rately adjusted for subsequent quality improvements, it would still be missing the 
most im portam factor: the rise ill living sta nda rds made possible by the new good's 
availability. 

For example, we've alreadr discussed the CP[ 's failure to account for qualitr 
improvements in the Internet a fter it was dropped into the basket in 1998. But 
beyond this problem, the CPI has never recogni"£ed how the Internet has lowered 
the cost of achieving any given level of economic sa tisfaction {think of email, news, 
online ente rrainment, online purchases, online dating, blogs, and more}. The same 
is true for new medical proce(iures or prescription (irugs that can treat or cure for
merly untreatable d iseases: The Clli ignores the longer and healthier lives tha t the 
new treatments often make possible . In this way, the CPI misses a highly relevant 

, H.usman,J. and E. uibt.g. ~Ci'! R .. s from Supercemers: Does the BlS Know that Wal-M.n Exists?" 
N BER Working I'apcr No. 107 12, Nalional R\lre~u of Economic Research, Inc., Cambridge. /l.1A, A~lgus' 
2004. 
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fact : New goods raise the living standard we can achieve at any given dollar cost. 
Or, equivalently, they lower the dollar cost of achieving any given living standard. 

How seri ous is this problem: No one knows for sure. But many econom ists 
believe that the error from ignoring the effect of new goods on living standards 
could be substantial-much larger than the combined effects of the other biases in 
the CPI discussed in thi s chapter. ' 

The upward bias ill the CPI depellds O1t what we are tryillg to meaSllre. If 
the target is the cost of the typical consumer's market basket, thelt the 
CIIrrent IIpward bias is probably less thall aile percentage point per year. If 
the target is the cost of achieving a givelt standard of Iivillg, the upward bias 
is sllbstantially greater. 

What are the implications of this bias in the Cl)l ? That depends on our purpose 
in using it. If we are trying to measure inflationary tendencies in the economy, to 
help guide macroeconomic policy, then the CPl's failure to track the COSt of achiev
ing a given hving standard is irrel evant. The policy goal is to avoid the costs to soci
ety when the price level-however it is interpreted-changes rapidly. The CPI is one 
of several useful tools to help achieve this goal. 

But there are other purposes for which the measurement errors in the CPI 
matter a great deal. One such purpose is to determine the beha vior of real wages 
over long periods of time . Look back at Table 2, which shows the behavior of the 
rea l hourly wage (not including benefits) over the past 40 years. It tells us that 
the real hourly wage was lower in 2005 than in 1975. Can we have faith in that 
result? Not really. Aside from the problem d iscussed earlier (the exclusion of 
increasingly importanr non-wage benefi ts), we have the problem of CPI bias. 
With the errors in each year's CPI accumu lating over time, the overstatement of 
the price level after 40 years is huge. (An end-of-chapter problem will help you 
see this.) Moreover, the CPI is never revised retroactively, so any improvemenrs 
in measuremenr made in later years-which reduce th e bias-leave the historical 
record unchanged. IO 

Another purpose fo r which measurement errors matter is indexing. Millions of 
people have their retirement benefits, wages, interest payments, or fede ral tax brack
ets adjusted for infla tion as determined by the Cl)!. Thus, any errors have important 
implications for the government budget, as well as the economy. In the Using the 
Theory section, we look at one example of this issue: the controversy over indexing 
Social Security benefits to the CPJ. 

Still, as imperfect as the CPI is for some purposes, no one would a rgue that we 
get a dearer picture of economic values by not adjusting for inflation at all. As long 
as the measurement errors are relatively small, even an imperfect adjustment for 
infla tion wi ll come closer to the truth than no adjustment at all. 

• $",-" for example, the suggestions of Je rry Hau~man, ~Sources of Bias and Solutions to Bias in the CPI , ~ 
jo"rna/ of EW l1 om;c Per;pea;v(;, Vol. 17, No. I , Winter 2003. 
" The Hureau of Labor Stati51ics has published experimemal price indexes, which correct some of ils ear
lier errors and are revised retroactively. And, ,ince 1999, it has been publishing an improved index that 
largely solves the subst itution bias, ,ailed the Chained Consuma I'rice Index for All Urban Consumers. 
But the>c other price indexes are nOt widely reponed in the media and art not u>cd for indexing. 
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USING THE THEORY 

THE CONTROVERSY OVER INDEXING SOCIAL 

SECURITY BENEFITS 

In recent years, the Social Security system- which provides benefits to almost 
SO million ret ired workers in the United State_~-has become embroiled in con
trovers),. On the one hand, it has been of immense bene fit to millions of people. 
For most of them, it provides an important supplement to other sources of 
retirement income. For aboll l 10 million retirees, Social Security is the only 
SOUTce of income. T his has made the program immensely popular. 

On the other hand, Social Security is one of the largest and most expensive 
of all fede ral government programs, paying out more than $500 billion in 2005. 
And a,~ the baby· boom generation begins to retire over the next several years, the 
costS of the system will balloon, ;'I([([ing to the government's projl"Cted bu([get 
deficits. This has led to calls to reduce the budgetary COStS by changing the way that 
benefits are determined . 

Let's consider how Social Security benefits are determined. First, the benefits of 
each year's /lew retirees are tied to the average wage rate in the economy at the time 
of retirement. As living standards and wages rise over time, each new group of 
retirees is granted a higher real benefit payment when they first retire. This part is 
not controversial. 

But once a retiree's initial benefit is assigned, his payments in future years a rc 
indexed to the Ci'l. That is, his nominal (dollar) benefit automatically increases at 
the same percentage rate as the CPJ. This is the controversial part. 

The justification for indexing is to preserve the purchasing power of the benefit 
pa}'ment for all retirees for as long as they live . Bu t because changes in the Ci'l over
state inflation, benefits arc overindexed . That is, the nominal payment rises by more 
than the actual rise in the price level. As a result, the real benefit payment rises over 
time. 

Table 3 illustrates how this works, with a hypothetical example. We assume that 
someone retires in 2006 with an initial promise of $25,000 per year in benefits 
(a bout the maximum initial benefit paya ble that year). The benefit paymen t is then 
indexed to the Ci' l for the next 20 years. We also assume that an accurate price 
index would rise at 2 percent per year (that is, we assume the inflation rate is actu
a lly 2 percent per year). Column (1) shows the \'a lue of this accu rate price index in 
each year, using 2006 as our base year, 

In columns (2) and (3), we assume that the CPt-to which benefits are 
indexed-is accurate, Acco rdingly, column (2) shows nominal benefits starting at 
$25,000 and then growing by 2 percent per year with the CPl. For example, in the 
second year, benefits rise to $25,000 x 1.02 == $25,500. In the third year, they rise 
by another 2 percent, to $25,500 x 1.02 == $26,010 . Continuing in this way, the 
nominal payment in the twentieth year would reach $25,000 x {1.02)20 = $37,149. 

Col umn (3) shows the real benefit payment in each year. It is obtained using our 
formula: 

.N"o~m"",;nC'"I~'"'"" ""· Real value = X 100. 
Price index 
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Benefits Inde~ed to Benefits Inde~ed to 
Accurate CPI (rising at 2%) Overstated CPI (rising at 3%) 

(2) (3) (4) (5) 
('l Nominal Real Annual Nominal Real Annual 
Accurate Annual Benefit Benefit, Annual Benefit Benefit, 
Price Index (Indexed at [(2) - (1)] (Indexed at [(4) - (1)] 

Year (2006 '" .100) 2% per year) x 100 3% per year) >100 

2006 100.00 $25,000 $25,000 $25.000 $25.000 
2007 102.00 $25,500 $25,000 $25,750 $25,245 
2008 104.04 $26,010 $25,000 $26,523 $25,493 
2009 106.12 $26.532 $25,000 $27.318 $25.742 

2026 148.59 $37,149 $25,000 $45.153 $30,388 

[n our example, each value in column (2) is divided by the accurate price index 
in column (1) to obtai n the rea l payment in column (3). For example, in the second 
yea r, with the price index equal to 102, the real payment is 

$25,500 
Real payment = 102 X 100 = $25,000 . 

As you can see, when the benefit payment is indexed to an accurate C PI , the real 
paymem remains unchanged at $25,000 (in 2006 dollars) . T his is not surprising. 
T he purpose of indexing is to keep a real payment constant. With no inaccuracy in 
the C PI, th is is exactly what indexing does. 

Now, let·s see what happens when henefits are indexed to a CPI that overesti
mates inflation by one percentage poim each year. That is, we'll cominue to assume 
that inflation is actually 2 percent per year, but nominal benefit payments will now 
rise with the (erroneo us) CPI at 3 percent per yea r. In column (4), nominal benefits 
sta rt at $25,000. In the second year, benefits are $25,000 x 1.03 = 525,750; in the 
third year, they rise to $25,750 x 1.03 == $26,523, and so on. 

Finally, we calculate the real benefit payment each year. But remember: The real 
benefi t is its actual purchasing power. In this scenario, although the C PI report's 
inflation of 3 percent, prices arc actually rising at only 2 percent per year. So, to 

determine the real benefit in any year, we must divide the overindexed nominal pay· 
ment in column (4 ) by the actual price level in column (\) . In the secon d year, the 
real payment is 

$25,750 
Real payment = 102 X 100 = $25,245. 

In the third year, the real pa yment is 

526,523 
Real payment = 104.04 X "100 = $25,493. 

As you can see, rather than just maintaining the real benefit over time, indexing to 
an upward-biased C P[ results in a conlinually illcreasillg real belle(it pa)'mell i. By 
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the last year of retirement, the real benefit payment rises to $30,388-an increase 
of mOTC than 21 percem. 

This will suit Social Security recipients JUST fine. And it may suit the rest of us 
too-when the e<:onomy is growing at a rapid pace. After a ll , why shouldn't retirees 
get a larger slice of the economic pie when the pic itself is growing rapi(lIy and every
one else's slice is growing as well? But note that the increase in real benefits happens 
Qutomatically, due to overindexing, regardless of the ra te of economic growth . If 
real GDP growth slows down or disappears, the average Social Security recipient 
will still get a growing slice of the pie each year, evell if everyone else's slice is shrink
ing. (Because Social Security is financed by tax payments from the rest of society, 
any increase in real benefits shrinks the after-tax real income of nonretirees .) 

More generally, 

when a IMymellt is indexed and the {nice index overstates inflation, the real 
payment increases over time. Purchasing power is alltom atically shifted 
toward those who are indexed and away from the rest of society. 

This genera l principle appl ies whether the economy is growing rapidly or slowly, and 
it applies to anyone who is indexed : Social Security recipients, government pen
sioners, union workers with indexed wage contracts, or anyone else. 

Because it is widely recognized that the CP[ overstates in fl ation, there have been 
ca lls to adjust the indexing formula for Social Security. One proposal is to index to the 
CPI minus one-half of a percentage point, to correct for at least some of measurement 
error. Other proposals are to more aggressively fix the problems of the CPI itself, which 
might decrease the reported annual inflation rate by a half percentage point or more. 

Bur some economists have argued that the system should be lefr alone. For one 
thing, the elderly consume a different market basket than the ""typical consumer. " T hey 
spend a greater fraction of their income on health care {for which prices are rising rap
idly) and much less on new technology goods like laptop computers or cell phones (for 
which prices are falling). According to this argument, any overstatement of inflation by 
the CPt helps to compensate for the higher inflation faced by the elderly. 

The Bureau of Labor Stati.~tics has been compiling an experimental index, the 
CPI-E {"E" for elderly), based on a market basket more representative for those 
receiving benefits. From 1982 to 2005, the CPI-E has risen faster than the version 
of the C Pl used for indexing Social Security,11 by about 0.4 percentage points each 
year. But this tells us that reasonable estimates of the upward bias of the CPt have 
more than compensated for the higher inflation face,[ by the elderly, suggesting that 
some change to indexing may still be needed. 

Another argument used by advocates of the current system is that it helps to 

reduce a source of inequity among retirees. 12 Remember that each group's initial 
benefit is determined by the average wage at their time of retirement. Thus, those 
who retired in earlier rears were awarded a lower ini tial real benefit than those who 
retired in later years. Overindexing for inflation thus helps to reduce the difference 
in real benefits among retirees, bcrause the longer someone has been retired, the 
more they have gained from the upwa rd bias in the CPI. 

" Social Security bendits are indexed to the Ci'I-W. which is based on the typical market basket of urban 
wage tamer. and ckrical worktrs. Oyer (he past few dccad<"s, i( has risen slightly mOrt slowly (han the 
CI'I-U, which covers all urbn worker~. 
" ThIs poi'" has been made by Martin Neil Baily. ~J>olicy Implications of the Bo~kin Commission 
Report, ~ /"t ...... ",I;o",,/ Prod"ct;"ily Monitor. Spring 2006. 
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Summary 

Thc value of a dollar is its pur~hasing power, and this changes as 
the prices of the things we buy change. The uverall Treml uf prices 
is measured using a price index. like any index number, a price 
index is calculated as: (Value in current periodNalue in base peri· 
od) x 100. The most widely used price index in the United States 
is the C,,msuma Price Index (CI'I), which nacks the prices paid 
for a typical consumer's ~tllarket basket." The percentage change 
in the CPI is the intlation rate. 

The mOSt common uses of the CPI are for indexing payments, 
as a policy target, and to translate from nominal to real variabks. 
~'Iany nominal variables, such as the nominal wage, can be cor
rected for price changes by dividing by the CI'j and then Illulti
pl}~ng by 100. The result is a real variable, su~h as the real wage, 
thal rises and falls only when its purchasing power rises and falls. 
Allother price index in common use is the GOP price index. It 
tracks prices of all final goods and services included in GDP. 

I. Calculate each of the f"Howing from the data in Table I '" 
this chapter. 
a. The inllation rate for the year 2005 
b. Tu/al inflation (the t"Tal percentage change in the price 

level) ff()m December 1970 to December 200S 
2. Using the data in Table 2, calelllate Ihe following for the 

period 2000- 2005: 
3. The tmal percemag" chang" in the nominal wage 
b. -Ille total percentage change in the price level 

3. Usc your answers from problems 2(a) and 2(b) 10 obtain 
(he IOtal percentage change in the real wage (excluding ben
efits) from 2000 to 2005. (I lim: Use the rule given earlier in 
the chapter for obtaining the percentage change in a real 
variable from lhe percentage change in the nomina! variable 
and the percentage change in the price leve!.) 

4. Calculate the total percentage change in the real wage 
(excluding benefiTS) from 2000 to 2005 using the last c"l
umn of Table 2. Compare Yol>r answn 10 the answer in 
problem 3. Which is the more accurate answer? 

5. In Table 2, you Can see that the cpr rose from 55.5 in 
December 1975 to 196.8 in December 2005. The auemge 
annual inflation rate from 1975 102005 was 4.3 1 pereetl!. 
That is, .~5.S)( (1.043t ).lQ '" 196.8. Suppose that this aver
age ann l1 a] rate of inflation overSTates the actual annual 
inflatioll rate by one percentage point. 
a. What would Ix: lhe value of an accurate CI'[ in 

December 2005? 
b. Whnt would be an accurate value for the real wage 

(excluding benefits) in Dc-cember 2005? (Usc informa· 
tion in Table 2.) 

c. Determine the wtal percentage change in the real wage 
(excluding benefits) fmmOecembcr 1975 to December 
2005 using your allswer in (b). 
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j'lflation, a rise over time in a price index, is costly to our 
society. One of inflation's CoStS is an arbitrary redistribution of 
purchasing power. Unanticipated inflation shifts purchasing 
power away from those awaiting future dollar payments and 
toward those obligated to make such payments. Another cost of 
inflation is th" resource cost': ['"ople use valuable time and other 
resources trying 10 cope with inflation. 

It is widely agreed that the CPI has overstated inflation in 
recent decades. As a result, the official statistics on real vari<lbles 
may contain errors, and people whose incomes are indexed to the 
CI'I may be overindexed, enjoying ,111 increase in real income that 
is paid for by {he rest of society. The Rureau of l~lbor Statistics 
has been trying to eliminate the upward bias in the CPI. Much 
progress has been made, but some upward bias remains. The CPI 
is especially inaccurate as an index of the cost of achieving a given 
standard of living. 

6. Given the following year-end data, calculate bmh the infla
tion rale and the real wage for years 2, J, and 4 . 

Infla lion Nominal Rea[ 
Year CPI Rale Wage Wage 

1 100 $10.00 
2 110 $12.00 
3 120 $13 .00 
4 115 $12.75 

7. If there is 5 percent inflatio" each year for 8 years, what is 
the lotal amount of inflation (i.e., the total percentage rise 
in the price level) over the entire 8-year period? (I-l int: The 
answer is n <)1 40 percent. ) 

8. Given the following data, calculate the approximate real 
interest rate for years 2, 3, and 4. (Assl>1lle that each CPI 
number tells us the price level <It (he end of each year.) 

End of NominallnlCl"est Real lntercsf 
Year CPI Rate Rate 

1 100 
2 110 15% 
3 120 13% 
4 115 1I% 

If you lent .$200 to a friend at lhe beginning of year 2 at tht 
prevailing nominal interest rate of 15 percent, and your 
friend rell1Hwd the money, with the interest, ~t the end of 
year 2, did you benefit from the deal? 
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9. (Requires appendix) An economy h:ls only two goods, 
whose: prices and typlta l consumption quall1itics are as 
follows : 

Fruit fibs) 
Nuts (lbs) 

Dec. 2005 

I'rice 

Sl.OO 
$3.00 

QU:lnliry 

100 
50 

Dcc.2006 

I'r;ce 

SI.OO 
HOO 

ISO 
IS 

a. Using December 2005 as the ba~ period for calcula
tIons and also as Ihe year for mcasurmg the [)'pical con
sumer's market hasleet, cakul ;:uc the crl in Ikcember 
2005 and De«rnber 2006. 

h. What is the a n nual inflation TalC for ZOO6? 
Co Do you thmk your answer in (h) would understate the 

actual inflation ratc in 2006? Briefly, why or why not: 
[0. Complete the following table. (el'! nUllthers are for the end 

of each year.) 

Year CPI 

I 37 
2 48 
3 
4 
5 60 

Inflation 
R:IIC 

10% 
19% 

Nomina l 
W3gC 

S 5.60 
S 7 
SI1.26 

SIS 

Real 
Wage 
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II. a. Jodie camed $25,000 at the end of year I, when the CPI 
was 460. If the Cl'l at the end of yUT 2 is 504, what 
would Jodie have to earn at Ihe end of ycar 2 to main
tain a conStant real wage? 

b. What would she have to earn in year 2 to obtain a 5 
percent increa:;e in her real wage? Whal percentage 
increasc in the nominal wage IS Ihis? 

12. During the late 19th aud early 20th centUries, lIIany U.S. 
farml'I'S favored mflauol1ary government policies. Why 
might this have been the ca:;e? (l llIIt: Do farmers typically 
pay for their land 111 full at the Ulltr of purchase?) 

13. As in Table 3, consider someone who retires III 2006 with 
$25,000 11\ 1I\IIIai Social Secumy benefits per yur, ali<I that 
the actual inflation rate is 2 percent per year over the nut 
20 years. But now, suppose that the C I'I overstates inflation 
as 4 perCent per year h.c., an ovel"St3teml"11t of 2 full per
celllage poin ts) . 
a. What would the relll benefi t payment be in 2026: 
b. What would be the lulill (!crcclIlllge macII5I! in the real 

benefit payment from 2006 10 2026? 

More Challenging 

14. Suppose we want 10 change the base period of the CI'I from 
July 1983 to December 2000. 1t ecakulate December"s C l'l 
for each of the years in Table 1, so that the table gives the 
same information about inflation, but Ihe Cl'l in December 
2000 now has the value 100 instead of 174.0. 

15. Inflation is sometimcs said to be a tax on nominal money 
holdings. If you hold 5 100 and the prke level increases by 
10 percent, the purchasing power of that S I 00 falls by 
about 10 percent. Who benefits from this inflal10n tax? 



APPENDIX 

Calculating the Consumer Price Index 

The Consumer Price Index (Cpr) is the government's 
most popu lar measure of inflation. It tracks the cost of 
the collcrtion of goo(ls, called the CPf market basket, 
bought br a typical consumer in some base period. Thi.~ 
appendix demonstrates how the Bureau of Labor 
Statistics calcu lates the CPJ. To help you follow the 
steps dearly, we'll do the calculations for a very simple 
cronomy with iust two goods: hamburger meat and 
oranges (not a pleasant world, but a manageable one) . 
Table A. 1 shows prices for each good, and the quanti
ties produced and consumed, in two different periods: 
December 2004 (rhe base period) and December 2005 . 
The market basket (measured in the base period) is given 
m the third column of the table: In December 2004, the 
typical consumer buys 30 pounds of hamburger and 50 
pounds of o ranges. Our formula for the CPI in any peri 
od I is 

CPI in period t 

COSt of market basket at prices in period t 
= X 100 

Cost of market basket at 2004 prices 

TAB L E 

Prices and Weekly Quantities In a Two-Good Economy 

December December 
2004 200. 

Price Quantity Price Quantity 
(per Ib) (Ibs) (per Ib) (Ibs) 

Hamburger $5.00 30 $6.00 10 
Meat 

Oranges $1 .00 50 $1 .10 100 

where each year's prices are measured in December of 
that year. 

Table A.2 shows the calculations we must do to 

determine the CPI in December 2004 and December 
2005 . In the table, you can see that the cost of the 2004 
market basket at 2004 prices is $200. The COSt of the 
same market basket at 2005's higher prices is $235. 

To determine the CPI in December 2004-the base 
period-we use the formula with period t equal to 
2004, giving us 

CPl in 2004 

C 'coo"t,ocfc2cOcOc4cbc,o,,,k"'ot~,,tc2cOcOC4CPC'"i',,"c" ~ X 100 
Cost of 2004 basket at 2004 prices 

$200 
~ -- X 100 = 100. 

$200 

That is, the CPI in December 2004-the base period
is equal to 100. (The formula, as you can see, is set up 
so that the CPI will always equal 100 in the base peri
od, regardless of which base period we choose.) 

TAB L E 

Calculations for the CPI 

At December 
2004 Prices 

Cost Of $5.00 x 30 = $150 

30 Ibs of 

Hamburger 

Cost of $1.00 x 50 ~ $50 

50 los of 

Oranges 
Cost of $150 -t $50 - $200 

Entire Marl<.et 

Basket 

At December 
2005 Prices 

$6.00 x 30 = $180 

$1.10 x 50 K $55 

$180 -t $55 ~ $235 
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Now let's apply the formula again, to get the value 
of the CPI in December 2005: 

CPI in 2005 

= Cost of 2004 basket at 2005 prices X 
Cost of 2004 basket at 2004 prices 

= ~~~~ X 100 =117.5. 

100 

From December 2004 to December 2005, the CPJ rises 
from 100 to 117.5. The rate of inflation over the year 
2005 is therefore 17.5 percent. 

Notice that the CPI gives more weight to price 
changes of goods that are more important in the con
sumer's budget. In our example, the percentage rise in 
the CPI (17.5 percent) is closer to the percentage rise in 
the price of hamburger (20 percent) than it is to the per
centage price rise of oranges (10 percent). Thi s is 
because a greater percentage of the budget is spellt on 
hamburger than on oranges, so hamburger carries more 
weight in the CPI. 

But one of the CPI's problems, discussed in th e body 
of the chapter, is SIIbstitlltion bias. The Cl'i recognizes 
that consumers substitute within categories of goods. 
For exa mple, if we had a third good, steak, the CPI 
would recognize that consumers will buy more steak if 

Appendix: Calculating the Consumer Price Index 

the price of hamburger rises faster than the price of 
steak. But the CPI assumes there is no substitution 
among categories- between beef products and fruit, for 
example . No maner how much the relative price of beef 
products like hamburger rises, the CPI assumes that peo
ple will continue to buy the same quantity of it, rather 
than substitute goods in other categories like oranges . 
Therefore, as the price of hamburger rises, the CPI 
assumes that we spend a greater and greater percentage 
of our budgets on it; hamburger gets increasing weight 
in the CPI. In our example, spending on hamburger is 
assumed to rise from $150/$200 = 0.75, or 75 percent 
o f the typi cal weekly budget, to $180/$235 = 0.766, or 
76.6 percent. In fact, howe\ler, the rapid rise in price 
would cause people to substitute away from hamburger 
toward other goods whose prices are risi ng more slowly. 

This is what occurs in our two-good example, as 
you can see in the last col umn of Table A.1 . In 2005, the 
quantity of hamburger purchased drops to 10, and the 
quantity of oranges rises to 100. [n an ideal measure, 
the decrease in the quantity of hamburger would reduce 
its weight in determining the o\lerall rate of inflation. 
But the CI'[ ignores the information in the last column 
ofTab[e A. l, which shows the new quantities pu rchased 
in 2005. This failu re to correct for substinnion bias 
across categories of goods is one of the reasons the CPI 
o\lerstates inflation. 



Economists often disagree with each other. In news interviews, class lectures, and 
editorials, they give differing opinions about even the simplest matters . To the casu
al observer, it might seem that economics is little more than guesswork, where any
one's opinion is as good as anyone else's. But there is actually much more agreement 
among economists than th ere appears to be . 

Take the following typical example: At a time when the economy is performing 
well, tWO distinguished economists appear on CNN NewsNight. In a somber tone, 
the anchor asks each of them what should be done to maintain the health of the 
economy. "'We need to reduce the government's budget deficit by cutting govern
ment spending or raising taxes," replies the first economist. "This will enable pri
vate businesses to borrow more, so they can purchase new capita l and the economy 
can grow faster." ~ Don't worry if th is chain of logic isn't d ear to you yet; it will be 
by the end of the next chapter.) 

"No, no, no,- the second economist might interrupt. "Cutting the deficit is the 
worst thing we could do right now. The economy appears to be slowing, and if we 
raise taxes or Cut government spending, we'd reduce the take-home pay of house
holds, causing them to cut their own spending. We'd push the economy toward a 
recession-one that the U.S. Federal Reserve might not be able to prevent. H (You 'll 
begin learning what's behind this a rgument a few chapters later.) 

Which of these economists would be right? Surprisingly, it's entirely possi ble for 
both of them to be correct . But how can this be? Aren't the twO responses contra· 
dictory? Not necessari ly, because each economist might be hearing-and answer
ing-a different question. The first economist is addressing the likely {of/g·mf/ 
impact of a cut in the govern ment'S budget deficit: the impact we might expect Ilfter 
several years hllvc el3pse(l . The second economist, by contrast, is focusing on a pos
sible short·nm impact: th e effects we might see over the next rea r. 

Once the distinction between the long run and the short run becomes clear, 
manr apparent disagreements among macroeconomists dissolve. If the news Ilnchor 
hlld asked ou r twO economists about The long-run impact of cutting the deficit, both 
may well have agreed that it would lead to more ilwestment by business firms and 
faster economic growth. If asked about the short·nm impact, both may have agreed 
about the potential danger of recession. If no time horizon is specified, however, an 
economist is likelr to foc us on the horizon he or she feels is most import3m
something about which economists sometimes do disagree. The real dispute, 
though, is less over how the economy works and more about what our priorities 
should be in guiding it. 
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'" Part III: Long-Run Macroeconomics 

Ideally, we would like our economy to do well in borh the long run an d the short 
run. Unfortunately, there is often a tradeoff between these twO goals: Doing better 
in the short run can require some sacrifice of long-run goals, and vice versa. The 
problem fo r policy makers is much like that of the captain of a ship sailing through 
the North Atlantic. On the one hand, he wants to reach his dest in ation (h is long
run goa l); on the other hand, he must avoid icebergs along the way (h is shorr-run 
goal) . As you might imagine, avoiding icebergs may require the captain to deviate 
from an ideal1ong-run cou rse. At the same time, reaching port might require risk
ing the occasional iceberg. 

The same is true of the macroeconomy. If you flip back two chapters and look 
at Figure 4, you will see that there are two types of movements in total output. The 
long-run trajectory shows the growth of potential OutpUL T he short-run movements 
around that trajectory we call economic fluct uations or business cycles. 
Macroeconomists are concerned with both types of movements. But, as you will see, 
policies that can help us smooth out economic fluctuations may prove harmful to 
growth in the long run, while pol icies that promise a high rate of growth might 
require us to put up with more severe fluctuations in the short run . 

MACROECONOMIC MODELS: CLASSICAL 
VERSUS KEYNESIAN 

Classical model A macro· The classical model , developed by economists in the 19th and early 20th centuries, 
economic model that explains the was an attempt to explain a key observation about the economy: Over periods of 
long-run behavior of the economy. several years or longer, the economy performs rather well. That is, if we step back 

from current conditions and view the economy over a long stretch of time, we see 
that it operates reasonably close to its potential Output. And even when it deviates, 
it does not do so for very long. Business cycles may come and go, but the economy 
eventually returns to full employment. Indeed, if we think in terms of decades rather 
than years or quarters, the business cycle fades in significance much like the waves 
in a choppy sea disappear when viewed from a jet plane. 

In the classical view, this behavior is no accident: Powerful forces are at work 
that drive the economy toward full employment. Many of the classical economists 
went even further, arguing that these forces operated within a reasonably shorr peri
od of time. And even today, an important group of macroeconomists continues to 
believe that the classical model is useful even in the shorter run . 

Until the Great Depression of the J 930s, there was little reason to question these 
classical ideas. True, output fluctuated around its trend, and from time to time there 
were serious recessions, but output a lways returned to its potential, full·employment 
level within a few years or less, just as the classical economists predicted . But during 
the Great Depression, Output was stuck far below its potential for many years. For 
some reason, the economy wasn't working the way the classica l model sa id it should . 

In 1936, in the midst of the Great Depression, the British economist John Maynard 
Keynes offered an explanation for the economy's poor performance. H is new model 
of the economy- soon dubbed the Keynesian model---changed many economists' 
thinking. I Keynes and his followe rs argued that, while the classical mode! might 

I Keynes's auack on ~he clas,;,;al model was presen~ed in his book The General Theory of Employment. 
/"tere.t ~"d MO'ley (1936). Unfor!"na~dy, if'S a vay diffic,,1t book to read, though you may wan! to fry. 
Keynes 's assumptions wac not always clear, and SOme of his ~'xt is open ~o multipic interpretations. As 
a result , economists have been arguing for decades about what Keynes «ally mCa nt. 
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explain the economy's operation in the long run, the long Tun cou ld be a very long 
time in arriving. In the meantime, production could be stuck below its potential, as 
it seemed to be du ring the Great Depression. 

Keynesian ideas became increasingly popular in universities and government 
agencies during the 1940s and 1950s. By the mid-1960s, the entire profession had 
been won over : Macroeconomics was Keynesian economics, and the classical model 
was removed from virrually all introducrory economics textbooks. You might be 
wondering, then, why we aTe bothering with the classical model here. After all, it's 
an older model of the economy, one that was largely discredited and replaced, just 
as the Ptolemaic view that the sun circled the earth was sup planted by the more 
modern, Copernican view. Right? 

Not really. The classical model is still important, for two reasons . First, in recent 
decades, there has been an active counterrevolution against Keynes's approach to 
understanding the macroeconomy. Many of the counterrevolutionary new theories 
are based largely on classical ideas. In some cases, the new theories aTe Just classical 
economics in modern clothing, bur in other cases significant new ideas have been 
added. By studying classical macroeconomics, you will be better prepared ro under
stand the controversies centering on these newer schools of thought. 

The second-and more important-reason for us to study the classical model is 
its usefulness in understanding the economy over the long run. Even the many econ
omists who find the classical model inadequate for understanding the economy in 
the short run find it extremely useful in analyzing the economy in the long run . 

Ke)"les's ideas and their (urther development help ItS ltllderstmld economic 
fluctuatiolls- movements in OlltPllt aroilltd its IOllg-nm trelld. BlIt the classical 
model has provell more lIseflll ill explainillg the long-run trend itself 

This is why we will use the terms "classical view" and "long-run view" interchange
ably in the rest of the book; in either case, we mean "the ideas of the classical model 
used to explain the economy's long-run behavior." 

ASSUMPTIONS OF THE CLASSICAL MODEL 

Remember from Chapter 1 that all models begin with assllmptions about the world. 
The classical model is no exception . Many of its assumptions are simplifyillg; they 
make the model more manageable, enabling us to see the broad outlines of econom
ic behavior wi thoUT getting lost in the details. Typically, these assumptions involve 
aggregation. We combine the many different interest rates in the economy and Tefer 
to a single interest rate. We combine the many different types of labor in the econo
my into a single aggregate labor marker. These simplifications are usually harmless: 
Adding mOTe detail would make our work more difficult, but it would not add much 
insight; nor would it change any of the central conclusions of the classical view. 

There is, however, one assumption in the classica l model that goes beyond mere 
simplification. This is an assumption about how the world works, and it is critical 
to the conclusions we will reach in this and the next chapter. We can state it in two 
words: Markets clear. 

A critical assumption in the classical model is that markets clear: The price 
ill every market will adjust /tlltil qllantity Sltpplied (/lId qllantity demanded 
are equal. 
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and demanded are equal. 
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Does the market-clearing assumption sound familiar? [ t should: It was the basic idea 
behind our study of supply and demand. When we look at the economy through the 
classical lens, we assume that the forces of supply and demand work fairly well 
throughout the economy and that markets do reach equilibrium. An excess supply 
of anything traded will lead to a fa ll in its price; an excess demand will drive the 
price up . 

T he market-clearing assumption, which permeates classical thinking about the 
economy, provides an early hint about why the classical model does a better job over 
longer time periods (several years or more) than shorter ones. In some markets, 
prices might not fully adjust to thei r equilibrium values fo r many monrh s or even 
years after some change in the economy. An excess supply or excess demand might 
persist for some time. Still, if we wait long enough, an excess supply in a market will 
evenrually force the price down, and an excess demand will eventually drive the 
price up. That is, eventually, the market will clear. Therefore, when we are trying to 
explain the economy's behavior over the long run, market clearing seems to be a rea
sonable assumption. 

In the remainder of the chapter, we'll use the cla ssica l model to answer a variety 
of importan t questions about the economy in the long run, such as: 

• How is total employment determined? 
• How much Output wi ll we produce? 
• What role does total spending play in the economy? 
• What happens when things change? 

Keep in mind that, in our discussion of the classical model, we wil l focus on real 
variables: real GOP, the real wage, real saving, and so on. These variables are typi
cally measured in the dollars of some hase year, and their numerical values change 
only when their purchasing power changes. Even though our actual measures of the 
price level are imperfect, you can think of a real variable as one that reflects tme 
purchasing power-the value we'd obtain if we used a perfectly accurate price 
index. 

HOW MUCH OUTPUT WILL WE PRODUCE? 

Over the last decade, on average, the u.s. economy produced about $10 trillion 
worth of goods and serv ices per year (valued in 2000 dollars). How was this aver
age level of output determined? Why didn't we produce $14 trillion per year? Or 
just $2 trillion? There are so many things to consider when answering this question, 
variables you constantly hear about in the news: wages, interest rates, investment 
spending, government spending, taxes, and more. Each of these concepts plays an 
important role in determining total output, and our task in this chapter is to show 
how they all fit together. 

But what a task! How can we disentangle the web of econom ic interactions we 
see around us? Our starting point will be the fi rst step of our three-step process, 
introduced toward the end of Chapter 3. To review, that first step was to charac
terize the market-to decide which market or markets best suit the problem being 
analyzed, which means identi fying the buyers and sellers and the type of envi ron
ment in which they trade. 

But which ma rket should we start with? 
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The classical approach is to start at the beginn ing, with the reason for all this 
production in the first place: our desire for goods and services, and ou r need for 
income in order to buy them. In a market economy, people get their income from 
supplying labor and other resources to firms. Firms, in turn, use these resources to 

make the goods and services that people demand. Thus, a logical place to start our 
analysis is the markets for resources: labor, land, capital, and entrepreneurship. 

For now we'll concentrate our attention on just one type of resource: labor. 
We'll assume that firms are already using the available quantities of the other 
resources. Moreover, because we are building a macroeconomic model, we'll aggre
gate all the different types of labor-office workers, construction workers, factory 
workers, teachers, waiters, writers, and more-into a single variable, simply called 
labor. 

Our question is: How many workers will be employed in the economy? 

THE LABOR MARKET 

The classical labor market is Illustrated in Figure I. The number of workers is 
measured on the horizontal axis, and the real hourly wage rate is measured on the 
vertical axis. Remember that the real wage-which is measured in the dollars of 
some base year-tells us the amount of goods that workers can buy with an hour's 
earnmgs. 

Now look at the two curves in the figure. These are supply and demand curves, 
similar to the supply and demand curves for maple syrup, bur there is one key dif
fere nce: For a good such as maple syrup, households are the demanders and firms 
the suppl iers. But for lahor, the roles are reversed: Households supply lahor and 
firms demand it. 

The curve labeled LS is the labor supply curve in this market; it tells us how 
many people will want to work at each wage . The upward slope tells us that the 
greater the real wage, the greater the number of people who will want to work. Why 
does the labor supply curve slope upward? 

Real 
Hourly 
Wage 

$25 

20 

15 

---------,,-~~~.( A B 

---------------- E 

H J 
E)(Ce5S Demand 

for Labor LD 

150 million -
Full Employment 

Number 
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labor supply curve Indicates 
how many people will want to 
work at various real wage rates. 

The labor Market 

The equilibrium wage rate of 
$20 per hour is determilled 

at poillt E. where the 
upilJard·slvpillg la"vr sur,ply 
cume crosses the dOllmward· 
slopillg labvr demalld curve. 

AI allY other wage. all excess 
dema"d vr excess sur'r,ly v( 

labor will cause all adjust· 
mml back to equilibrium. 
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labor demand curve Indicates 
how many workers firms will want 
to hire at various real wage rates. 
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To earn income, you must go to work and give up other activities such as school, 
parenting, or leisure. Thus, each of us will want to work only if the income we wi!l 
earn at least compensates us for the other activities that we will give up. 

Of course, peop le value their time differently. But for each of us, there is some 
critical wage rate above which we would decide that we're better off working. 
Below that wage, we would be better off not working. In Figure 1, 

the labor supply curve slopes upward because, as the wage rate increases, 
more and more illdividuals are better off working than lIot workillg. Thlls, 
a rise in the wage rate iI/creases the I/ limber of people iI/ the ecol/omy who 
want to work-to supply their labor. 

The curve labeled LD is the labor demand curve, which shows the number of 
workers firms will want to hire at any real wage. Why does this curve slope 
downward? 

In decid ing how much labor to hire, a firm's goal is to earn the greatest possible 
profit: the difference between sales revenue and costs. A firm will want to keep hir
ing additional workers as long as the output produced by those workers adds more 
to the firm's revenue than it adds to costs. 

Now think about what happens as the wage rate rises. Some workers that added 
more to revenue than to cost at the lower wage will now cost more than they add 
in revenue. Accordingly, the firm will not want to employ these workers at the 
higher wage . 

As the wage rate iI/creases, each firm in the economy will find that, to max· 
imize profit, it should employ fewer workers than before. When all firms 
behave this way together, a rise in the wage rate will decrease the quantity 
of labor demanded in the economy. 

Remember that in the classical view, all markets clear, and that includes the mar
ket for labor. Specifically, the real wage adjusts until the quantities of labor supplied 
and demanded are equal. In the labor market in Figure I, the market-clearing wage 
is $20 per hour because that is where the labor supply and labor demand curves 
intersect. While every worker would prefer to earn $25 rather than $20, at $25 
there would be an excess supply of labor equa l to the distance AB. With not enough 
jobs to go around, competition a mong workers would drive the wage downward . 
Similarly, firms might prefer to pay their workers $15 rather than $20, but at $15, 
the excess demand for labor (equal to the distance Hi) would drive the wage 
upward . When the wage is $20, however, there is neither an excess demand nor an 
excess supply of labor, so the wage will neither increase nor decrease . Thus, $20 is 
the equi librium wage in the economy. Reading atong the horizontal axi s, we see that 
at this wage, 150 mill ion people wdl be working. 

Notice that, in the figure, labor is fully employed; that is, the number of work
ers that firms want to hire is equal to the number of people who want jobs. 
Therefore, everyone who wants a job at the market wage of $20 should be able to 
find one. Small amounts of frictional unemployment might exist, since it takes some 
time for new workers or job switchers to find jobs. And there might be structural 
unemployment, due to some mismatch between those who want jobs in the market 
and the types of jobs available. But there is no cyclical unemploymen t of the type 
we d iscussed two chapters ago. 
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Full employment of the labor force is an important feature of the classical model. 
As long as we can count on markets (including the labor market) to clear, govern
ment action is nOt needed to ensure full employment; it happens automatically: 

I" the classical view, the eC0110my achieves filII employment 0" its OW". 

Automatic full employment may strike you as odd, since it contradicts the cycli
cal unemployment we sometimes see around us. For example, in the recession of 
2001, millions of workers around the country, in all kinds of professions and labor 
markets, were unable to find jobs for many months. Remember, though, that the clas
sical mode1takes the long-run view, and over long periods of time, fu ll employment 
is a fairly accurate description of the u.s. labor market. Cycl ical unemployment, by 
definition, lasts only as long as the current business cycle itself; it is not a permanent, 
long-run problem. 

DETERMINING THE ECONOMY'S OUTPUT 

So far, we've focused on the labor market ro determine the economy's level of employ
ment. [n OUf example, 150 million people will have jobs. Now we ask: How much out
put (rea l GOP) will these 150 million workers produce? The answer depends on two 
things: (1) the amount of other resources available for labor ro usc; and (2) the state of 
techllology, which detl~rmines how much output we can produce with those resources. 

In this chapter, remember that we're focusing on only one resource-labor-and 
we're treating the quantities of all other resources firms use as fixed during the 
period we're anal)'"l.ing. Now we'll go even further: We'll assume that technology 
does not change. 

Why do we make these assumptions? After all, in the real world technology does 
change, the capital stock does grow, new natural resources call be discovered, and 
the number and quality of entrepreneu rs call change. Isn't it unrealistic to hold all 
of these things constant? 

Yes, but our assumption is only temporary. The most effective way to master a 
macroeconomic model is '"divide and conquer": Start with a part of the model, 
understand it well, and then add in other parts. Accordingly, our classical analysis 
of the c<:onomy is divided into two separate questions: (1) What would be the long
run equilibrium of the economy if there were a constant state of technology and if 
quantities of all resources besides labor were fixed? And (2) What happens to this 
long-run equi librium when technology and the quantities of other resources change? 
In this chapter, we focus on the first question. In the next chapter on economic 
growth, we'll address the sc<:ond question. 

The Production Function 

With a constant technology, and given quantities of all resources other than labor, 
only one variable can affect total output: the quantity of labor. So it's time to 
explore the relationship between total employment and (Otal production in the 
c<:onom)'. Th is relationship is given by the economy's aggregate production functio n. 

The aggJ?gate production {unction (or just production (unction) shows the 
total olltlJllt the economy carl prodllce with different qllantities of labor, gille" 
co"stant amOllnts of other resources and the current state of technology. 
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of labor. with quantities of all 
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The bottom panel of Figure 2 shows what a nation's aggregate production func
tion might look like . T he upward slope tel ls us that an increase in the number of 
people working will increase the quantity of Output produced. But notice the shape 
of the production function: It flattens out as we move rightward along it . 

The declining slope of the aggregate production function is the resuh of dimin
ishing returns to labor: Output rises when another worker is added, but the rise is 
smaller and smaller with each successive worker. 

Why does this happen? For one th ing, as we keep adding workers, gains from 
specialization are harder and harder to come by. Moreover, as we continue to add 
workers, each one will have less and less of the other resources to work with. For 
example, each time more agricultural workers are added to a fixed amount of 
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farmland, output might rise. But as we contin ue to add workers and there are 
more and more workers per acre, output will rise by less and less with each new 
worker. The same is true when more facto ry workers are added to a fixed amount 
of factory floor space and machinery, or more professors are added to a fixed 
number of classrooms: Output continues to rise, but by less and less with each 
added worker. 

Figure 2 also illusrrates how the aggregate production function, together with 
the labor market, determines the economy's total output or real GOP. In our exam· 
pie, the labor market (upper panel) automatically generates full employment of I SO 
million workers, and the production funct ion (lower panel) tells us that 150 million 
workers-together with the ava ilable amounts of other resources and the current 
state of technology-can produce $10 trillion worth of output . Since $10 trillion is 
the output produced by a fully employed labor force, it is also the economy's poten
tia I Output leve\. 

111 the classical, 10rig-Tllri view, the ecorlomy reaches its potelltial output 
automatically. 

This last statement is an important conclusion of the classical model and an 
important characteristic of the economy in the long run: Output tends toward its 
potential, full-empl oyment level 011 its OIVIl, with no need for government to steer 
the economy toward it. And we have arrived at this conclusion merely by assuming 
that the labor market clears and observing the relationship between employment 
and output. 

THE ROLE OF SPENDING 

Something may be botheri ng you about the classical view of output determination, 
a potential problem we have so far carefully avoided: What if business firms are 
unable to sell all the Output produced by a fully employed labor force? Then 
business firms will not continue to empl oy workers who produce output that is not 
being sold, and the economy will not remain at full employment for very long. Thus, 
if we are asserting that potential output is the economy's equilibrium, we had better 
be su re that total spending on Output is equal to total production during any given 
year. But can we be sure of this? 

In the classical view, the answer is, absolutely yes! We'll demonstrate this in two 
stages: first, in a very simple (but very unrea listic) economy, and then, under more 
realistic conditions. 

TOTAL SPENDING IN A VERY SIMPLE ECONOMY 

Imagine a world much simpler than our own, a world with Just two types of 
economic units: households and business firms . In this world, households spend all 
of their income on goods and services. They do not save any of their income, nor do 
they pay taxes, nor do they buy any products from abroad. Such an economy is 
illustrated in Figure 3 . 

Let's assume that $10 rrillion worth of goods and services are produced in this 
economy during the year. As you learned twO chapters ago, the value of the total 
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Firms 

OUTpUT of firms is equal to the total income (factor payments) of households. So with 
firms producing $10 trillion in output, they also payout $10 trillion to households 
in the form of wages, rent, interest, and profit . What happens to this $10 trillion in 
household income? In this simple economy, with no saving, no taxes, and no goods 
purchased from abroad, the $10 trillion has nowhere to go except to be spent on 
domestically produced output. Thus, household consumption spending will equal 
$10 trillion-the same as the value of outpUT that firms are producing. 

In general, 

in a simple economy with just households and firms, in which households 
spelld all of their illcollle all dOlllestic outPllt, total spendillg IIIl1st be equal 
to total Olltput. 

This simple proposition is called Say's law, after the early 19th-century economist 
Jean Baptiste Say, who popularized the idea. Say noted that each time a good or ser
vice is produced, an equal amount of income is created. This income is spent, so it 
comes back to the business sector to purchase its goods and services. In Say's own 
words: 

A product is 110 sooner created than it, from lhat inslam, affords a market 
for other products to the fllll extent of its OlVn vallie . ... Thlls, the mere 
cirCllmstallce of the creation of one product immediately opens a vent for 
other products.2 

, j. B. Say, A Treatise "" Politi(~1 Ew"omy. 4th ed.ILondon: Longman, 1821), Vol. I, p. 167. 
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For example, each time a shirt manufacturer produces a $25 shirt, it creates $25 
in factor payments to households. (Forgot why? Go back two chapters and refresh 
your memory about the factor payments approach to GOP.) But in the simple 
economy we're analyzing, that $25 in factor payments will lead to $25 in total 
spending-just enough to buy the very shirt produced . Of course, the households 
who receive the $25 in factor payments won 't necessarily buy a shirr with it; the 
sh irr manufacturer must still worry about selling its own specific Output. But in the 
aggregate, we needn't worry about there being sufficient demand for the total output 
produced . Business firms-by producing output-also create a demand for goods 
and services equal to the value of that Output. 

Say's law states that by producillg goods arid services, firms create a total 
demalld for goods and services equal to what they have produced. Or, more 
simply, supply creates its own demand. 

Say's law is crucia l to the classical view of the economy. Why? Remember that 
because the labor market is assumed to clear, firms will hire all the workers who 
want jobs and produce our potential or full-employment output level. But firms will 
only cOlltil/lle to produce thi s level of output if they can sell it all. In the simple econ· 
omy of Figure 3, Say's law assu res us that, in the aggregate, spending will be just 
high enough for firms to sell all the output that a fully employed labor force can 
produce. As a result, full employment can be mainta ined. 

But the economy in Figure 3 leaves out some important deta ils of economies in 
the real world . Does Say's law also apply in a more realistic economy? Let's see. 

TOTAL SPENDING IN A MORE REALISTIC ECONOMY 

The real-world economy is more complicated than the imaginary one we've just con
sidered. One compl ication is trade with the rest of the world. We'll deal with inter· 
national trade in the appendix to this chapter. For now, we'll continue to assume that 
we're in a closed economy-one that does not have any economic dealings with the 
res t of the world. But here we'll add some features that we ignored before. 

In the real world: 

• Households don't spend all their income. Rather, some of their income is saved 
or goes to pay taxes. 

• Households are not the only spenders in the economy. Rather, businesses and the 
government also buy final goods and services. 

With these added details,will Say's law still apply? 
Let's conside r the economy of Classica, a fictional economy that behaves accord

ing to the classical model, but more realistically than the economy of Figure 3. Data 
on Classica's economy in 2006 are given in Table I. Notice that total output and 
total income are both equal to $ 10 trillion in 2006, which is assumed to be 
Classica's full-employment or potential output leve1. 

Next come three entries that refer to spend ing by the final users who purchase 
Classica's GOP. Note that, unlike the households in Figure 3, Classica's households 
spend only part of their income, $7 trillion, on consumption goods (e). Skipping 
down to government purchases (G), we find that Classica's government sector
combining its national, regional, and local government agencies- purchases 
$2 trillion in goods and services . 
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$2 trillion 
$1.25 trillion 

$1.75 trillion 

In addition to consumption and government purchases-with which you are already 
familiar-Table 1 includes some new variables. Since these will be used throughout 
the rest of this book, it's worth defining and discussing them here. 

Planned Investment Spending (fP). Two chapters ago, you learned that total invest
ment spending-the component labeled T in the expenditure a pproach to GOI'
includes not only business spending on new capital but also changes in firms' irlVen
tories over a period of time. Inventory changes occur when firms produce more than 
they sell (an increase in inventories) or sell more than they produce (a decrease in 
inventories). 

Our ult imate goal is to find out if Say's law works in Classica-if total spending 
exactly matches Classica's total Output. Therefore, it wou ld be a mistake to include 
inventory changes-which represent the mism atch between sales and production
as part of investment spending. When we exclude inventory changes from invest
ment spending, we're left with planned investment spending. 

Planned investment spending (!P) over a period of time is total investment 
spending (I) minus the challge in illvmtories over the period: 

IP = I - '" inventories. 

Here, we're using the Greek letter'" ("delta") to indicate a change in a variable. 
Why do we call this new variable planned investment? In the real world, some 

inventory changes are, in fact, planned by firms. But they can also come as a 
surprise. For example, suppose Calvin Klein produces $40 million in clothing dur
ing a quarter, planning to sell all of it. But during the quarter, it actua lly ships and 
sells only $35 million. Then $5 million in unsold Output would be an IIlIplmmed 
increase in invelltories-a surprise, rather than a planned result. On the other hand, 
if Calvin Klein sold $43 million, then $3 million in sales would come out of inven
tories. This would be an IIl1planned decrease ill invelltories-a surprise in the other 
direction. 

Changes in inventories are genera ll y the only component of spending in GOP that 
is not planned . A fir m does not "discover" at the end of a quarter that it has pur
chased a new factory. Th is type of investment is intended and planned in advance. 
And---other than Homer in The Simpso1ts- a consumer doesn't '"discover" that he 
has purchased a new car or a lifetime supply of slurpies; consumption spending is 
intentional. 
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In this and future chapters, to keep our discllssions simple we'll regard all inven
tory changes as unplanned surprises. This is why, after deducting inventory changes 
from total investment, we call what is left planned iI/vestment. In Table 1, you can 
see that Classica's planned investment spending-which excludes any changes in 
inventories-is $1 trillion. 

Net Tax Revenue (f). Recall (from two cha pters ago) that transfer paymmts are 
government outlays that are IlOt spent on goods and services. These transfers
which include unemployment insurance, welfare payments, and Social Security 
benefits-are just given to people, either out of social concern (welfare payments), 
to keep a promise (Social Security payments), or elements of both (unemployment 
insurance). 

In the macroeconomy, government transfer payments are like negative taxes: 
They represent the part of tax revenue that the government takes from one set of 
households (taxpayers) but gives right back to another set of households (sllch as 
Social Security recipients), an d are not available for government purchases. 
Because transfer payments stay within the household sector, we can treat them as 
if they were never paid to the government at all. We do this by focusing on net 
taxes: 

Net taxes (T) are total government tax revenue millllS govermllellt transfer 
payments: 

T = Total tax revenlle - Transfers. 

For example, in 2006 net taxes in Classica a re $1.25 trillion. This number might 
result from total tax revenue of $2 trillion and $0.75 trillion in government trans
fer payments. It could also result from $3 triHion in tax revenue and $1.75 trillion 
in transfers. From the macroeconomic perspective, net taxes-what the govern ment 
has available for purchases- are $1.25 trillion in either case. 

Household Saving (5)_ We'll define household saving in twO steps. First, we deter
mine how much income the household sector has left after payment of net taxes. 

Net taxes Government tax 
revenues minus transfer 
payments. 

This is the household sector's di sposable income: Disposable Income Household 
income minus net taxes. which is 

Disposable income = Total income - Net taxes. 

The household sector can dispose of this disposable (after-tax) income in only two 
ways: either by spending it (C) or by 1I0t spending it. The part that is 1I0t spent is 

either spent or saved. 

defined as {household) saving (.'I) : (Household) saving The portion 
of after-tax income that 

S = Disposable income - C. 

The last entry in Table 1 tells us that in Classica, household saving IS $1.75 
tr illion. Let's check th is using disposable income. From the table, tota l income is 
$7 trillion and net taxes are $1.25 tri llion, so disposable income (not shown in the 
table) is $10 trillion - $1.25 trillion == $8.75 trillion . Consumption spending is 
$7 triHion, so: 

S = Disposable income - C = $8.75 triHion - $7 trillion = $1.75 trillion 

households do not spend 00 
consumption. 
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Leakages and Injections 

By definition, lo/al output 
equals total income, 
Leakages-md laxeS (T) 
and :;a!';ng (Sj-reduce 
consumption :;pending 
beJoUl to/a/ income. 
I njec/iu"s-gUIII:'IlInenl 
purchases (G) pius pialllled 
i'!IInlment :;pending (IP)
contribule to lolal sflend· 
ing. Whw leakages equal 
injectioll5. totlll spending 
equals total output. 
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Total Spending in Classica 

In Classica, total spending is the sum of the purchases made by the household sector 
(e), the business sector (lP), and the government sector (C): 

Total spending = C + I" + C. 

Or, using the numbers in Table 1: 

Total spending = $7 tr illion + $J Trillion + $2 trillion = $10 tr illion. 

This may stri ke YOll as suspiciously convenient: Total spending is exactly equal 
to total output, juSt as we'd like it to be if we want Classica to continue producing 
its potential output of $ 10 trillion. And Just what we needed to illustrate Say's law 
in this more realistic economy. 

But we haven't yet proven anything; we've juSt cooked up an example that made 
the numbers come out this way. T he question is, do we have any reason to expect 
the economy to give us numbers like these automatically, with total spending 
precisely equal to total output? 

T he rectangles in Figure 4 provide some perspective on this question and suggest 
the way to an answer. Total Output (represented by the first rectangle) is, by defim
tion, always equal in value to total income (the second rectangle). As we've seen in 
Figure 3, if households spent all of this income, then consumption spendi ng would 
equa l total output. 

But in Classica, households do I/ot spend all of their income. Some income goes 
to pay net taxes ($1.25 tri llion), and some is saved ($ 1.75 trillion) . We can think of 

$10 
Trillion 

Total 
Output 

$10 
Trillion 

Total 
Income 

flS1 2';j L G ($D irill lon) Trtl/ion) 
~ ~ 'f l, , 7 ',j[ "($ 10 ir\llion) Trillion) 

~\ I ~ 

C 
($ 7 Trillion) 

G 
($2 Trillion) 

/P ($1 Trillion) 

C 
($ 7 Trillion) 

Total 
Spending 
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saving and net taxes as leakages ou[ of spending: income that households receive, 
bm do not spend. Leakages reduce consumption spending below total income, as you 
can see in the third, lower rectangle. In CIassica, total leakages = $1.75 trillion + 
$1.25 trillion = $3 trillion, and this must be subtracted from income of $10 trillion 
to get consumption spending of $7 trillion. Thus, if consumption spending were the 
only spending in the economy, business firms would be unable to sell their entire 
potemial OUtput of S I 0 trillion. 

Fortunately, in add ition to leakages, there are in jcctions-spending from sources 
other than households. Injections boost total spending and enable firms to produce 
and sell a level of out put greater than just consumption spending. 

There are two types of injections in the economy. First is the government's pur
chases of goods and services. When government agencies-federal , state, or local
buy aircraft, cleaning supplies, cellu lar phones, or computers, they are buying a part 
of the economy's Output. 

The other injection is planned investment spending (lP). When business firms pur
chase new computers, trucks, or machinery, or they build new factories or office build
ings, they are buying a part of the GO P along with consumers and the government. 

Take another look at the rectangles in Figure 4. Notice that in going from total 
ompUl to total spending, leakages are subtracted and injections are ad<led. Clearly, 
total OU[pUl and total spending will be equal only if leakages an<1 injections are 
equal as well. 

Total spendirlg will eqllal total Olttpltt if and only if total leakages in the econ
omy are equal to total i"jectiotls- that is, ollly if the slim of saving ami rlet 
taxes is eqllal to the sltm of planned investment spending alld government 
purchases. 

And here is a surprising result: In the classical model, this condition will automati
cally be satisfied. To see why, we must first take a detour through another impor
tant market. Then we'll come back to the equality of leakages and injections. 

THE LOANABLE FUNDS MARKET 

The loanabl e funds market is where households make their saving available to those 
who need additional funds. When you save-that is, when you have income left over 
after paying taxes and buying consumption goods-you can put your surplus funds 
in a bank, buy a bond or a share of stock, or use the funds to bu)' a varieT), of other 
assets. [n each of these cases, you would be a supplier in the loanable funds market. 

Households supply funds because they receive a reward for doing so. But the 
reward comes in different forms. When the suppliers lend out funds, the reward is 
illterest payments. When the funds are provided through the stock market, the sup· 
pliers become part owners of the firm and their payment is called dividends, To keep 
our discllssion simple, we'll assu me that all funds made available by households are 
loaned and that the payment is simply illterest. 

The total SIII",/)' of loanable funds is equal to hOllsehold sav;'lg. The fllnds 
supplied are loaned out, and households receive interest payments on these 
funds. 

llllllkage. Income earned. but 
not spent. by households during 
a given year. 

InJecllon. Spending rrom 
sources other than households. 

Loanable fund. market The 
market In whi<:h households 
make their sav;ng available to 
borrowers. 
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Budget deficit The excess of 
government purchases over net 
taxes. 

Budget surplus The excess of 
net taxes over government 
purchases. 

Supply of funds curve Indicates 
the level of household saving at 
various interest rates. 
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On the other side of the market are those who wam to obtain fun ds---demanders 
in this market. Business firms afC one set of demanders of funds. When Avis wants 
to add cars to its automobile rental fleet, when Mc Donald's wants to build a new 
beef-processing plant, or when the local dry cleaner wants to buy new dry cleaning 
machines, it will likely raise the funds in the loanable funds market. It may take our 
a bank loan, sell bonds, or sell new shares of stock. In each of these cases, a firm's 
planned investment spending would be equal to the funds it obtains from the loan
able funds market. To keep the discussion simple, we' ll assume that business firms 
borrow the funds they obtain in the loanable funds market. 

Businesses' demand (or loanable (unds is equal to their plamled investment 
spending. The (II nds obtained are borrowed, and (irms pay interest on their 
10alls. 

Aside from households and business firms, the other major player in the loan
able funds market is the government sector. Government participates in the market 
whenever it runs a budget deficit or a budget surplus. 

When government purchases of goods and services (G) are greater than net taxes 
(T), the governmenr runs a budget deficit equal to G - T. When government pur
chases of goods and services (G) are less than net taxes (T), the government runs a 
budget surplus equal to T - G. 

In ou r example in Table 1, Classica's government is running a budget deficit: 
Government purchases are $2 trillion, while net taxes are $1.25 tri llion, giving us a 
deficit of $2 tri ll ion - $1.25 trillion == $0.75 trillion. T his defici t is financed by bor
rowing in the loanable funds market . In any year, the government's demand for 
funds is equal to its deficit. 

When the govemmellt rims a budget de(icit, its demand (or loanable (unds 
is equal to its de(icit. The (unds are borrowed, and the govertlmellt pays 
interest on its lOa/IS. 

(What if Classica's government were running a surplus? You'll be asked to consider 
that in the end-of-chapter problems.) 

We can summarize our view of the loanable funds market so far with these two 
poi lUs: 

• The supply of funds is household saving. 
• The demand for funds is the sum of the business sector's p lanned investment 

spending and the government sector's budget deficit, if any. 

Now let's take a closer look at the behavior of each of the key players
households, business firms, and the government-in the market for loanable funds . 

THE SUPPLY OF FUNDS CURVE 

Since interest is the reward for saving and supplying funds to the financ ial market, 
a rise in the interest rate increases the quantity of funds supplied (household saving), 
while a drop in the interest rate decreases it. This relationship is illustrated by 
Classica's upward-sloping sup ply o f funds curve in Figure S. If the interest rate is 
3 percent, households save $1 .5 trillion, and if the interest rate rises to 5 percent, 
people save more and the quantity of funds supplied rises to $1.75 tri llion. 
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Interest 
Rate 

5% 

3% 

As the interest 
rate rises, saving or the 

quantity of loanable 
funds supplied increases. 

B 

Total Supply 
of Funds (Saving) 

1.S 1.75 Trillions 
of Dollars 
per Year 

The quantity o( (unds supplied to the (inancial market depends positively on the 
interest rate. This is why the saving or supply o( (unds mrve slopes upward. 

Of course, other things can affect saving besides the interest rate: tax rates, 
expectations about the future, and the general willingness of households to post· 
pone consumption, to name a few. In drawing the supply of funds curve, we assume 
each of these variables is constant. In the next chapter, we'll explore what happens 
when some of these variables change. 

THE DEMAND FOR FUNDS CURVE 

Businesses buy plant and equipment when the expected benefits exceed the costs. 
Since businesses obta in the funds for their investment spending from the loanable 
funds market, a key cost of any investment project is the interest rate that must be 
paid on borrowed funds . As the interest rate rises and investment costs increase, 
fewer projects will look attractive, and planned investment spending will decline. 
This is the logic of the downward·sloping business demand for funds cur ve in 
Figure 6. At a 5 percent interest rate, firms would borrow $1 trillion and spend it 
on capital equipment; at an interest rate of 3 percent, business borrowing and 
investment spending would rise to $ 1.5 trilli on. 

When the interest rate (ails, investment spending and the business borrow
illg needed to (inance it rise. 

What about the government's demand for funds? Will it, too, be influenced by 
the interest rate? Probably not very much. Government seems to be cushioned from 
the cost-benefit considerations that haunt business decisions. Any company president 
who ignored interest ra tes in deciding how much to borrow would be quickly out of 
a job. u.s. presidents and legislators have often done so with littl e political cost. 

Household Supply of 
Loanable Funds 

Business demand for funds curve 
Indicates the level of investment 
spending firms plan at various 
interest rates. 
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Business Demand for 
Loanable Funds 

Government demand lor funds 
curve Indicates the amount of 
government borrowing at various 
interest rates. 

Total demand for funds curve 
Indicates the total amount of bor
rowing at various in terest rates. 
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As the interest rate falls, 
business firms demand more 

loanable funds for investment 
projects. 

i~ __________ .... _____ B 
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Trillions 
of Dollars 
per Year 

For this reason, when government is running a budget deficit, our classical 
model treats government borrowing as independent of the interest Tale: No matter 
what the interest rate, the government sector's deficit- and its borrowi ng- is the 
same . This is why we have graphed the government's demand for funds curve as a 
vertical line in panel (b) of Figu re 7. 

The govemment sector's deficit and, therefore, its demand for funds are 
il/dependellt of the ill/erest rate. 

In the figure, the government defici t-and hence the government's demand for 
funds-is eq ual to $0.75 trillion at any in terest rate. 

Figure 7 a lso shows that the total demand for fund s eurve is found by horizon
tally summing the business demand curve Ipanel (a)1 and the government demand 
curve [panel (bll. For exam ple, if the interest rate is 5 percent, firms demand 
$ 1 trillion in funds and the government demands $0 .75 trillion, so that the total 
quantity of loanable funds demanded is $1.75 trillion. A drop in the interest rate
to 3 percent- increases business borrowing to $1.5 trill ion while the government's 
borrowing remains at $0.75 trillion, so the total quantity of funds deman ded rises 
to $2.25 trillion . 

As the interest rate decreases, the quantity of funds demanded by business 
firms iI/creases, while the quantity demanded by the govemment remains 
unchanged. Therefore. the total quantit), of funds demanded rises. 

EQUILIBRIUM IN THE LOANABLE FuNDS MARKET 

In the classical view, the loanable funds market-like all other markets-is assumed 
to clear: The interest rate will rise or fall unti l the quantities of funds supplied and 
demanded are equal. Figure 8 illustrates the loanable funds market of Classica, our 
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The Demand for Funds 

Summing business demand 
for loanable funds at each 

interest rate _ 

and the government's 
demand for loanable funds . 

gives us the economy's 
total demand for loanable 
funds at each interest rate 
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fictiona l economy. Equilibrium occurs at point E, with an interest rate of 5 percent 
and total saving equal to $1.75 trillion. (To convince yourself that 5 percent is the 
eq uilibrium interest rate, mark an interest rate of 4 percent on the graph, Would 
there be an excess demand or an excess supply of loanable funds at this ra te? How 
would the interest rate change? T hen do the sa me for an interest rate of 6 percent.) 

, 

175 2.25 

Trillions 
01 Oolla" 
per Year 

Loanable Funds Market 
Equilibrium 

Suppliers and demanders of 
funds interact to detennine 

the interest rate in the loan-
able funds market. At an 

interest rate of S%. quantity 
supplied and quantity 

demanded are both equal to 
$1.75 trillion. 
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Once we know the equilibrium interest rate (5 percent), we can use the first two 
pands of Figure 7 to tell us exactly where the toral household saving of $1.75 bi\1ion 
ends up. Panel (a) tells us that at 5 percent interest, business firms are borrowing 
$1 tri llion of the total, and panel (h) tells us that the government is borrowing the 
remain ing $0.75 trillion to cover its deficit. 

So far, our exploration of the loanable funds market has shown us how three 
important variables in the economy are determined: the interest rate, the level of 
saving, and the level of investment. But it really tells us more. Remember the ques
tion that sent us on this detour into the loanable funds market in the first place: Can 
we he sure that all of the output produced at full employment will be purchased? 
We now have the tools to answer this question. 

THE LOANABLE FUNDS MARKET AND SAY'S LAW 

In Figure 4 of this chapter, you saw that total spending will equal total Output if and 
only if total leakages in the economy (savi ng plus net taxes) are equal to total in;ec
tiolls (planned investment plus government purchases). Now we can see why this 
requirement will be satisfied automatically in the classical model. Look at Figu re 9, 
which duplicates the rectangles from Figure 4. But there is something added: arrows 
to indicate the flows between leakages and injections. 

Let's follow the arrows to see what happens to all the leakages out of spending. 
One arrow shows that the entire leakage of net taxes ($1.25 trillion) flows to the 
government, which spends it. 

Now look at the other two arrows that show us what happens to the $1 .75 tril
lion leakage of household saving. $0.75 trillion of th is saving is borrowed by the 
government, while the rest- $l trillion- is borrowed by business firms. 

But let's step back from the numbers, and focus on the logic of Figure 9 . 
Remember our question: Will total spending be sufficient to purchase the economy's 
total Output? And remember what created some doubt about the answer: The 
household sector spends only part of its income, because of the leakages of net taxes 
and saving. 

Figure 9 shows us that net taxes and savings don't JUSt disappear from the econo
my. Net taxes go to the government, which spends them. And any funds saved go either 
to the government-which spends them---or to business fir ms-which spend them . 

But wait ... how do we know that all funds that are saved will end up going to 
either the government or businesses? Because the loanable funds market clears: Th e 
interest rate adjusts until the quantity of loanable funds supplied (saving) is equa l to 
the quantity of loanable funds demanded (government and business borrowing). 

We can put all this together as follows: Every do llar of Output creates a dollar 
of household income, by definition. And- as long as the loanable funds market 
clears---every dollar of income will either be spent by households themselves or 
passed along to some other sector of the economy that will spend it in their place. 

Or, to put it even more simply, 

as long as the loanable funds market clears, Say's law holds: Total spending 
equals total Olltput. This is tme evelt itl a more realistic economy with savitlg, 
taxes, investment, and a government deficit. 

Here's another way to see the same result, in terms of a simple equation. Because 
the loanable funds market clears, we know that the interest rate-the price in this 
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How the loanable Funds Market Ensures That Total Spending - Total Output 
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lle((1use the 1000nabie funds market dears, we know that tota/leakages will automatically equal total iniection:;. The leakage of 
net taxes goes to the government and i:; :;pent on government purcha:;es, If the government i:; running a budget deficit, it will 
also borrow 11art of 11,1' leakage of household saving and sl1e"d Ihal 100. A"y household $tlving lefl over will be borrowed by 
business (irm:; and spent on capital. Thu:;. ellery dollar of leakages turns into :;pending by either government or private business 
(inn:;. 

market-will rise or fall until the quantity of funds supplied (savings, S) is equal to the 
quantity of funds demanded (planned investment plus the deficit, or lP + (G - T »; 

Loanab le funds market clears s = 

Quantity of 
funds suppl ied 

lP + (G - n 
~ 

Quantity of 
funds demanded 

Rearranging this equation by moving T to the left side, we have: 

Loanable funds market clears S + T = 1P + G 

Leakages In jections 

Finally, remember that 

Leakages = Injections :::} Toral spending = Total output 
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F15 .. al poll,.y A change in 
government purchases or net 
taxes designed to change total 
output. 

Demand-&ide effects 
Macroeconomic policy effects on 
total output that work through 
changes in total spending. 
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In other words, market clearing in the loanable funds market assures liS that total 
leakages in the economy will equal total injections, wh ich in turn assures liS that 
toral spending will be JUSt sufficient to purchase tOTal Output. 

Say's law is a powerful concept. But be careful not to overinterpret it. Say's law 
shows that the total value of spending in the economy will equal the total value of 
output, which rules out a general overproduction o r underproduction of goods in 
the economy. It does not promise us that each firm in the economy will be able to 
sell all of the particular good it produces. It is perfectl y consistent with Say's law 
that there be excess supplies in some markets, as long as they are balanced by excess 
demands in other markets. 

But lest you begin to th ink that the classical economy migh t be a chaotic mess, 
with excess supplies and demands in lots of markets, don't forget about the market
dearing assumption. In each market, prices adjust until quantities supplied and 
demanded are equal. For thi s reason, the classical, long-run view rules out over- or 
underproduction in individual markets, as well as the generalized overproduction 
ruled out by Say's law. 

FISCAL POLICY IN THE CLASSICAL MODEL 

When the government changes ei ther net taxes or its own purchases in order to 
influence total output, it is engaging in fi scal policy. There are two different effects 
that fisca l policy, in theory, could have on total output. 

The supply-side effects of fiscal policy on output come from changing the quanti
ties of resources avai lable in the economy. We'll d iscuss these su pply-side effects in the 
next chapter. Here, we'll discuss only the demand-side effects of fiscal pol icy, which 
are entirely different. These effects arise from fiscal policy's impact on total spending. 

At first glance, using fi scal policy to change total spending and thereby change 
the economy's real GOP seems workable. For example, if the government cuts taxes 
or increases transfer pa yments, households would have more income, so their con
sumption spen ding would increase. Or the government itself could purchase more 
goods and services. In either case, if total spending rises, and business firms sell 
more output, they should want to hire more workers and produce more output as 
well. The economy's real GOP would rise. 

h sounds reasonable. Does it work ? 
Not if the economy behaves according to the classical model. As you are about 

to see, in the classical model fiscal policy has 110 demalld-side effects at all . 

AN INCREASE IN GOVERNMENT PURCHASES 

Let's first sec what would happen if the government of Classica attempted to 
increase employment and output by increasing government purchases. More specif
ically, suppose the government raised its spending by $0.5 trillion, hiring people to 
fix roads and bridges, or hiring more teachers, or increasing its spending on goods 
and serv ices for homeland security. What would happen? 

To answer this, we must first answer another question : Where will Classica's 
government get the additional $0.5 trillion it spends? If net taxes are unchanged (as 
we are assuming), then the government deficit will rise, so the govern ment must dip 
into the loanable funds market to borrow the add itional funds . 
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Figure 10 illustrates the effects. Ini tially, with government purchases equal to 
$2 trillion, the demand for funds curve is [P + G1 - T, where G 1 represents the initial 
level of government purchases. The equilibrium occurs at point A with the interest rate 
equal to 5 percent. If government purchases increase by $0.5 trillion, with no change 
in taxes, the budget defici t increases by $0.5 trillion and so does the government's 
demand for funds . The demand for funds curve shifts rightward by $0.5 trillion to 

/P + G2 - T, where G2 represents an amount $0.5 Trillion greater than G 1• After the 
shift, there would be an excess demand for fun ds at the original inurest rate of 5 
percent. T he total quantity of funds demanded would be $2.25 trillion (point /-I), 
while the quantity supplied would continue to be $1.75 tril lion (point A). Thus, the 
excess demand for funds would be equal to the distance AN in the figure, or $0.5 
trillion . This exce,~s demand drilles up the interest rate to 7 percent. As the interest rate 
rises, two things happen . 

First, a higher interest rate chokes off some investment spcnding, as business 
firms decide that certain investment projects no longer make sense. For example, the 
local dry cleaner might wish to borrow funds for a new mach inc at an imerest rate 
of 5 percent, bur not at 7 percent. In the figure, we move along the new dema[1(j for 
funds curve from point /-I to point B. Planned investment drops by $0.2 trillion 
(because the total demand for funds falls from $2 .25 trillion to $2 .05 trillion). 
(Question: How do we know that on ly business borrowing, and not also government 
borrowing, adjusts as we move from poim H to poim B?) Thus, one consequence of 
the rise in government purchases is a decrease in planned investment spellding. 

But that's not a ll: T he rise in 
the interest rate also causes saving 
to increase. Of course, when people 
save more of their incomes, they 
spend less, so another consequence 
of the rise in government purchases 
is a decrease in consllmption spend
ing. In the figure, we move from 
point A to point 13 along the saving 

G and T Are Separate Variables It is common to think that a rise 
in government purchases (G) implies an equal rise in net taxes (T) 
to pay for it. But as you've seen in our discussion, economists 
treat G and T as two separate variables. Unless stated oth
erwise, we use the ceteris paribus assumption: When we 
change G. we assume T remains constant, and when we change 
T. we assume G remains constant. It is the budget deficit (or sur· 
plus) that changes when Tor G changes. 
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Crowding ollt A decline in one 
sector's spendir"lg caused by an 
increase in some other sec tor's 
spending. 

Complete crowding out A dollar
for-dollar decline in one sector'S 
spending caused by an increase 
in some other sector's spending. 
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curve. As saving increases from $1.75 trillion to $2.05 trillion-a rise of $0.3 trillion
consumption falls by $0 .3 trillion . 

Let's recap: As a result o f the increase in government purchases, both planned 
investment spend ing and consumption spend ing decline. We say that the government'S 
purchases have crowded alit the spending of households (C) and businesses ( /P) . 

Crowding out is a decline in one sector's spending cat/sed by all increase in 
some other sector's spellding. 

But we are not quite finished . If we sum the drop in C and the drop in [P, we 
find that total private sector spending has fallen by $0.3 trillion + $0.2 tr illion == 
$0.5 trillion. T hat is, the drop in private sector spending is precisely equal to the rise 
in government purchases, G. Not only is there crowding out, there is complete 
crowding out: Each dollar of governmem purchases causes private sector spending 
to decl ine by a full do llar. T he net effect is that total spending (e + IP + G) does not 
change at all! 

In the ciassicalmodel, a rise in governmell t purchases completely crowds Ollt 
private sector spending, so total spending remains II nchanged. 

A closer look at Figure 10 shows that this conclusion always holds, regardless of 
the particu lar numbers used or the shapes of the curves. When G increases, the demand 
for funds curve shifts rightward by the same amount that G rises, or the distance from 
point A to point H. Then the interest rate rises, moving us along the supply of fun ds 
curve from point A to point B. As a result, saving rises (and consumption fa lls) by the 
distance AF. But the rise in the interest rate also causes a movement along the demand 
for funds curve, from point H to point B. As a result, investment spending falls by the 
amount FH. 

T he final impact can be summarized as fo llows: 

• Gt = AH 

• c1. = A F 

• fPJ. = FH 

And since AF + FH == AH, we know that the combined decrease in C and fP is 
precisely equal to the increase in G. 

Because there is complete crowding out in the classical model, a rise in 
government purchases cannot change total spending. And the logic behind this 
result is straightforward. Each additional dollar the govern ment spends is obtained 
from the loanable fun ds market, where it woufd have been spent by someone else If 
the government hadn't bo rrowed it . How do we know this? Because the loanable 
funds market funnels every dollar of household saving-no more and no less-to 
either the government or business firms. If the government borrows more, it Just 
removes funds that would have been spent by businesses (the drop in fP) or by con
sumers (the drop in C). 

Remember that the goal of this increase in government purchases was to 
increase output and employment by increasing total spendillg. But now we see that 
the policy fails to increase spending at all. T herefore, 
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ill the classical model, an increase ill govemme'" purchases has "0 dema"d
side e((ects 0 " total OlltPllt or total employment. 

Of cou rse, the opposite sequence of events wou ld happen if governmen t 
purchases decreased: The drop in G wou ld shrillk the deficit. The interest rate 
would decline, and private sector spending (C and /P) would rise by the same 
amount that governmen t purchases had fa llen. (See if you can draw the graphs to 
prove this to yourself.) Once again, tota l spending and total output would remain 
unchanged. 

A DECREASE IN NET TAXES 

Suppose that the government, instead of increasing its own purchases by $0.5 trillion, 
tried to increase total spending through a $0.5 trillion cut in net taxes. For example, 
the govern ment could decrease income tax collections by $0.5 trillion, or increase 
transfer payments such as unemployment benefits by that amount. What would 
happen ? 

In general, households respond to a Cllt in net taxes by spending some of it and 
saving the rest. But let's give this policy every chance of working by making an 
extreme assumption in its favor: We'll assume that households spend the elltire 
$0.5 trilfiOIl tax Cllt on consumption goods; they save none of it. 

Figure II shows what will happen in the market for loanable funds. Initially, 
the demand for funds curve is IP + G - T I, where TI is the initial level of net taxes. 
The equ ilibrium is at point A, with an inrerest rate of 5 percent. If we cut net taxes 
(T ) by $0.5 trillion, while holding government purchases constant, the budget defici t 
increases by SO.5 trill ion, and so does the government's demand for funds. The 
demand for funds curve shifts rightward to IP + G - Tz, where Tz is an amou nt $0.5 
trillion less than T I • 

The increase in the demand for funds drives the interest rate up to 7 percent, unti l 
we reach a new equilibrium at point B. As the interest rale rises, two things happen. 

First, a higher interest Tate will encourage more saving, which means a decrease 
in consum ption spendi ng. This is a movement along the supply of funds curve, from 
poi nt A to point B, with savi ng risi ng (and consumption falling) by $0.3 tri ll ion. 

Second, a higher interest rate will decrease investment spending. This is shown 
by the movement from H to B along the new demand for funds curve. Pl anned 
investment decreases by $0 .2 tri ll ion . 

What has happened to total spending? Only two components of spending have 
changed in this case: C and I". Let's first consi der what's happened to consumption 
{C). Fi rs t, we had a $0.5 trillion rise in consumption from the tax cm (remember: 
we assu med the entire tax Cllt was spent). This is equal to the horizontal distance 
AH. Then, because the interest rate rose, we had a $0.3 billion decrease in con
sumption . This decrease is equ al to the horizontal distance AF. Taking both effects 
together, the net effect is a rise of $0.5 trillion - $0.3 trillion == $0.2 trillion. This net 
rise in consumption is shown by the distance FH. 

Now remember what has happened to planned investment spending: It fell by 
$0.2 bi ll ion {the distance FH)-th e same amount tha t consumption spending rose. 
In other words, the tax CUI increases consumption but decreases planned investment 
by the same amoun!. We can say that higher consumption spending complete/}. 
crowds Ollt planned investment spending, leaving tOlal spend ing unchanged. 
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Crowding Out from a Tax Cut 

Interest 
Rate 

7% 

5% 

1.75 2.05 
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Total Supply 
of Funds (Saving) 

H 

2.25 

AH g r ! 
K initi31 C t 

Trillions of 
Dollars per Yea r 

Begi",,;ng fmm cquitihi .. ", at puin! A. a" inuease ill liJe !Judge! deficit caused I/Y a lax cut shifts the demand (OT (,."ds cUrlle 
(rom JP + G - T ) [0 IP + G - T2" If the lax ellt is mtirely spent. col/sump/ian initially rISes by the distance AH. 

AI the origll/lll illterest mle of 5 perc<'IIt. Iii,> qualliity of funds demanded /lOW exceeds the quantity supplied. This caus,'s 
the ill/erest rate 10 rise. 

As Ille interest flIle rises, we mUI'e (rum A 10 B ahmg the SIINI/)' uf (unds curl'c. Slwi"K rises (and cunSumf)liun (ails) by the 
distance AF. The filial rISe III cu/wlmp/wlI is FH. IV .. a/50 move IIlollg the demand for (unds curve (ram J-I to B. so I/westment 
(ails by tbe distana FH. In the new equilibrium at pomt B. ClJIIsumption (which has risen by FJ-I) has cumpietdy crall,ded out 
;m'cSlmenl (which has drupped flY FI I). 

/11 the classical model, a Cllt ill lIet taxes raises COIISlllllptioll, which completely 
crowds Ollt plalllled illvestment. Total spelldillg remaills Itl/challged. so the tax 
cut has I/O demal/d-side effects 011 total olftplltoremployment. 

THE CLASSICAL MODEL: A SUMMARY 

You 've just completed a first tour of the classical model, our fra mework for 
understanding the economy in the long run . In the (optional) appendix, we extend 
this model to the global econom}'- And in the next chapter, we'll he using the clas
sical model to understand economic growth . But before we do, let's review what 
we've done, ami what we've concluded. 

We began with a critical assumption: All markets clear. We then applied the 
three-step process to organize our thinking of the economy. First, we foc used on an 
important market-the labor market. We identified the buyers ami selle rs in that 
marker (Step I J, and then found equilibrium employment (Step 2) by assuming that 
the labor market cleared. We went through a similar process with the loanable funds 
market, identifying the suppliers and demanders (Step 1) and finding the equilibri
lll11 in that market as well (Step 2). We then showed that total spending will be JUSt 
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sufficient to purchase our potential output, reinforcing our confidence in the full
employment equilibrium we found. Finally, we explored what happens when things 
change (Step 3). In particu lar, we saw that fiscal policy changes have no demand
side effects on total output and total employment. 

Our explorations have considcre([ just some of the possible scenarios under which 
the economy might operate. For exam ple, we've assumed that the government runs a 
budget deficit. But we (Quid also explore what happens when the government starts 
out with a budget surplus, collecting more in net taxes than it spends on its purchas
es. We also ass\lmed that any tax Cut was entirely spent by households on consump
tion goods. But we could al so ask what happens when some or al1 of a tax cut is saved . 

You' ll be asked to explore some of these other scenarios in the end-of-chapter 
problems. When yO\l (10, you'll see that the graphs may look (Iifferem, but the 
imporrant conclusions still hold. These genera l conclusions are: 

• In the classical model, the government needn't worry about employment. Th, 
economy will achieve full employment on its own. 

• [n the classical model, the government needn't wOfry about total spending. The 
economy will generate just enough spending on its own to buy the output rhat 
a fu lly employed labor force produces. 

• [n the classical model, fisca l policy has no demand-side effects on output Of 
employment . 

Using the Theory 

This chaprer does nor end with the usual Using the Th eory section . Instead, we will 
spend rhe next entire chapter using the classical model to explore a topic for which 
the model is very well-suited: Economic Growth. 

Summary 

189 

The classicalnwJc1 is an altempt to explain the behavior of the 
economy over long time periods. Its mOST critical aSsul11ption is 
that markcrs dear-that prices adjust in every markcr to equate 
quantities dcnmnded and supplied. The labor market is the start· 
ing poillt of the elassicalmode1. Whcn the labor market clears, we 
have ful! cmplo)'ment 3nd the economy produces the potential 
level uf output. 

do Itot spend their entire afteNax incomes, the excess is channcied, 
as saving, into the loanable funds market, where it is borrowed and 
spent b)' businesses and government. 

The econom(s producTion function shows the toTal output 
that can be produced with diffcrent quamities or" labor and for 
given amounts of mher resouru'S and a given state of technnlogy. 
When the labor market is 3t f,,11 employment, the production 
function can be ",cd 10 determine the economy's potentiallcvel of 
oUtpUi. 

According 10 Say's law, total spending in the ~con",ny will 
always be JUSt sufficient 10 purchase the amount of IOtal output 
produced . By producing and selling goods and services, firms cr,·· 
ate a total demand equal 10 what they have produced. Taxes are 
channeled 10 the government, which spends them. If households 

[n the loanable fu nds market, the quantity of fu nds supplied 
equals househ"ld sa~ing, which depends positivciy on the imerest 
rate. The quantit}" of fund s dem~nded equals planned investment, 
which depends neg.1tivcly on the interest rate, and any government 
blldget deficit, if there is olle. The intefCst rate adjusts so that the 
quantiTy of funds supplied always equals the quantity demanded. 
Equivalent[y, it adjusts so that sa"ing (S) equals the Sum of 
planned investment spending (lPI and the government budge! 
deficit (G - T). 

Fiscal poliey has no dcmand·side effects on outpUt ill the elas· 
sicalmodd. An increase in government purchases results in COIll

p[ete crowding nut of planned investment and consumption 
spending. A tax CUt causes greater consumption spending [0 

completely crowd OlH in~cstlllel1l spending. In both cases, fiscal 
policy lcaves total spending unchanged. 
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I. Usc a diagram similar 10 Figure 2 to illustrale [he effect, Oil 

aggregate output and the real hourly wage, of (a) an increase 
in labor demand and (b) an increase in labor supply. 

2. Draw a d iagram (similar to I'igure 10 in this chapter) illus
trating the impact of a d,,'Creau in government purchases . 
Assume the goverlllm'"llI is running a budget deficit both 
before and after Ihe change in government purchases. On 
your d iagram, identify distances thaI represent: 
a. The decrease in government plJTchascs 
b. The increase in consumption spend ing 
c. The increase in planned investment spend ing 

3. Consider the following statement: "In the classical model, 
just as an increase ilL gOI'crnment purchases causes complete 
crowding QuI. so a decrease in governme"nt purchases causes 
complete crowding m. ~ 

a. In this statement, explain what is meant by ~crowding 

in" and "complete crowding in." 
b. Is the statement true? (H int: Look at the diagram you 

d rew in problem 2.) 
4. The followi ng data ($ millions) are for the island nation of 

Pacifica . 

Total output 
Total income 
Consumption 
Govemment spending 
Tmaltax reven ue 
Transfer payments 

' 10 
' 10 
, 6 

$ 3 
$ 2.5 
$ 0.5 

a. Use this in formation to find Pacifica 's net taxes, dispos
able income, and savings. 

b. Determine whether the govcrn l1l("[lt is running a budgtt 
surplus, budger deficit, or balanced budget. 

c. I:ind planned investment by calculating how much is 
available ;n the loanable fu nds market a fter the 
government has borrowed what it might need. 

d. Docs total ou tput equal total spending? 
e. Show your answers on a diagram simibr to the one in 

l:ib'llTe 9 in the chapter. 
5. Return to problem 4. What will happen if consumption 

spending starts to rise? Assume no change in net taxcs. 
Show the e ffect on the loan"ble fun ds market, and explain 
what will happen to C, jP, and G. (Note: You won 't be able 
to find specific numbers .) 

6 . As the baby boomers retire, spending on Social Security 
benefits is expected to rise dramatically. Show the impact 
on a diagram of the loanable funds market, assuming that 
the government is initially running" budget deficit, and 
that aU the add itional Social Security benefits are spcnt . If 
there is no other change in policy, what would you expect 
[() be the IOtal impact On consomption spend ing? On 
planned investment spending? 

7. The following data give a complete picUlre o f the 
household, business, and government sectors for 2006 in 
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the small nation of Sylvania. (All dollar figures art': in 
billions.) 

Consumption spending 
Capital ~1O(k (end of 2005) 
Capital stock (cnd of 2006) 
Change in inventories 
Govemmem welfare payments 
Govelllmem unemployment 

imurancc paymcllls 
Government payroll 
Govenunem outlays fur materi~ls 
Depreciation 
11IIcrest rate 

$50 
$100 
$ 103 
, 0 
$ 5 

$ 2 
$ 3 
$ 2 
$ 7 

6% 

Assuming the gol'trtlment budget for 2006 was in balance, 
(G = n, calcula te each of the following (in order): 
a . Government purchases 
h. Ne. taxes 
c. Total planned illl'cstmelll 
d . Real GDP 
e. Total saving 
f. Total leakages 
g. Total injcctions 

8. For the economy in problem 7, suppose that the gove"rnment 
had pllrchased $2 billion more in goods and services than 
you found in that problem, with no change in taxes. 
a . Explain how each of the variables you calculated in 

problem 7 would be affected (i.e ., state whether it 
would increase or decrease). 

b. Draw a graph illustrating the impact o f the $2 billion 
increase in government purchases on the loanable fun ds 
market. Clearly label the equilibrium interest r" tc, 
saving, and total quantity of fu nds denlanded at bolh 
the original and the new level of government purchases. 
(Note: You won't be able to find specific numbers .) 

9. Whcn the government runs a budget sllrplus (1';. G), it 
deposits any UIl,pent tax revenue in to the banking system, 
rhus adding to the supply of loanable funds. In this case, 
the supply of loanable fu nds is household saving plus rhe 
budget surplus IS + (T - G)], while the demand for funds is 
JUSt planned investmenr (/P). 
a. Draw a d iagram of the loanable fu nds murket with a 

budget surplus, showing tile equilibrium interest ra te 
and quantity of fun ds demanded and supplied. 

h. Prove th". when the loanable funds murket is in equi
librium, total leakages (S + 1) are equal to total injec
tions (lP + G). (H im: Use the same method as used in 
thc chapter for the case o f a budget deficit .) 

c. Show (on your graph) what happens when government 
purchases increase, identi fying an)' d(>(rease in 
consumption and planned investment on the graph 
(sinlilar to w hat was done in Figure 10). 

d. When the government is running a budget su rplus, docs 
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an increase in go\'ernmellt purchases cause comple{e 
crowding out? Explain briefl)·. 

More Cholhmqinq 

10. Figure II shows {he impact of a {ax CUI on the loanable:
funds marl:et when (he entire {ax cut ii Spent. What if, 
instead, (he entire tax cut had been saved? 
.1. Draw a diagram of the loanable funds market showing 

the impact of a tax cut {hat is enTirely saved. (Assume 
the government is already funning a budget deridt.) 

b. What happens to the imerest rate afte r the (ax CUI? 
Explain briefly. 

c. [n Figure I I, Ihe tax cut caused consumplion spending 
to crowd OUI plannc..! inVCSllnent spcudlllg. How docs a 
tax CUt (hal is elllirely sa\'ed dioci Ihe compon('lI(s of 
total spending? 

II. [Requires appendix] Suppose that the gov('rnment budget is 
balanced (G " 11, and hou~ehold savmg is $1 Irill ion. 
a. If Ihis is a cloS<'..! economy, what is Ihe value of planncJ 

investment (lP)? 
b. If this is an open economy with balanced trade (1M = 

X), will invcstlll('nt have the same v,\lue as you foun"! in 
(a) ? Briefly, why or why not? 
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c. If thiS is an open economy with a Irade ddleil (1M > 
X), will planned invntmen! ha\'e the same value as you 
found in (a)? Briefly, why or why not? 

12. [Requires appendix] Suppose that Classlu has international 
!rode, bUI II is fu nning a trade surplus (X > 1M) Talher Ihan 
a trade ddicit as in the appendix. Suppose, too, that 
Classica's government is running a budget deficit. 
a. Draw a diagram for Classica's loanable funds market, 

being careful to include the trade surplus in the label 
for one of the curves. (I-lint: When Classica runs a trade 
surplus equal to X - 1M, foreigners spend more dollars 
on Classica's goods than they gel by selling their goods 
10 Classica. From where do you !hink foreigners get 
these dollars?) 

b. Label the initial equilibrium pallli A. 
c. Give an equation showing that, in eql.lIllbrium, me 

quanlity of loanable funds demauded (on one side) is 
equal to the quanrity of loanable funds supplicJ (on the 
other side). 

d. Rearrange your equation 10 show (hat, even when 
Classica TUnS a trade ~urplus, its I~akagcs and injections 
are equal. 
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~~, The Classical Model in an Open Economy 
1-... --:" 

So far in this chapter, we've been working with a closed 
eCOll01ll)'---one that has no trade with Other nations. 
What is different in an open economy with imports and 
exports of goods and services~ The most general answer 
is; not much. All of the conclusions of the classical 
model still hold. But there arc a few a(i(led complica
tions in showing that Say's law holds-that rotal spend
ing equals total output. 

Ler's suppose that in Classica (the economy used in the 
chapter), households, business firms, and government 
agencies spend S 1.5 trillion on imports from other coun
tries. This S 1.5 trillion is income recei\'cd by households, 
but flot spent on Classica's output. It is an additional leak
age in the economy. Toralleakages are now imports (1M) 

along with the other leakages of saving (5) and faxes (n. 
But once we recognize international trade, we must 

add foreign spending on Classica's exports as an illjec
lion into Classica's spending. Total injections are now 
exports (X) along with planned investment (11') and 
governmem purchases (G). 

Finally, tOial spending on ClassicI's omput must be 
modified. When we add together the spending of 
Classica's households, business firms, and government, 
we've included some imports in each category. We've 
thus overestimated total spending on Classica's Output. 
To correct for this erro r, we must subn act imports UM) 
from C + Iii + G to get total spending b)' Classicans on 
their own country's outpUL Then we must add exports 
(X) to get the total spending from all sources on 
Classica's output. These modifica tions give us 

Total spending = C + [I' + G + (X - 1M) 

Will this new expression for total spending be equal to 
total output? We'll explore this umler two differem 
scena ri os. 
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B AlANCED TRADE: EXPORTS = I MPORTS 

With baiallC€(1 trade, exports (X) and imports (1M) are 
equal, so the last term added in total spending (X - fM) 
is zero. In this case, total spending in Classica will he 
C + fP + G, just as it was in a closed economy. 

Will tot31 spending of C + (,. + G he equal to total 
output, even though there are exports and imports? The 
answer is yes, as we can see by thinking about leakages 
and injections. In the case of balanced tf3de, the S 1.5 
trillion that leaks out of Classica's spending to bu)' 
imports (1M) is equal to the $1.5 billion that comes 
h3ck to Classica to bu)' its exports (X). Because totat 
leakages and total injections were equal in the closed 
e1;:onomy (before we included imports and exports), 
they must be eq ual now as well. 

But what happens if trade is not balanced? 
In the next section, we'll consi(Jer what happens to 

spending when a country impons more than it exports . 
You'll be invi ted to ana lyze the opposi te case (exports 
exceed imports) in an end·of-chapter problem. 

U NBALANCED TRADE: IMPORTS > EX PORTS 

Suppose, as before, that Classica's households import 
$1.5 trillion in goods produced in other countries. But 
now, residents of these other countries want to purchase 
only $1 trillion in goods from Classica. Classica will 
then be running a trade deficit equal to the excess of its 
imports (1M) over its exports (X): 

Trade deficit = 1M - X = $1.5 trillion - $ 1 trillion 
= $0.5 trillion. 

Now, it seems we have a problem. With imports 
greater than exports, won't Classica's leakages (5 + T + 
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TM) be greater than injections (/P + G + X)? And won't 
total spending therefore be less than total output? 

The answer is no. 
To see why, let 's assume (as we've done a ll along in 

the cha pter) that Classica's currency is the dollar. The 
1.5 tri ll ion in dollars that Classica 's households spend 
on imports duri ng the year does not juSt disappear. 
Rather, the dollars are passed along to the foreign coun
tries producing the goods that Classica imports. In our 
current example, the residents o f these fo reign countries 
return $1 tril lion of the $ 1.5 trillion back to Classica as 
spending on Classica's exports. But what about the 
other $0 .5 trillion? If fore igners are ra tional, they will 
not want to juSt keep this money, beca use dollars by 
themselves pay no interest or other re turn. Fore igners 
will, instead, want to purchase Classica's stocks or 
bonds, o r even juSt deposit funds in a bank in Classica. 
If they do any of these things, they supply ff/ llds to 
Classica's loanable (unds market and make them avail
able to Classica's borrowers.3 

When a countr), runs a trade deficit (imports 
exceed exports), foreigners will supply loanable 
fu nds to that country equal to its trade deficit . 

Interest 
Rate 

5% 

Total Supply 
of Funds 

[5-t{lM-Xl] 

Total Demand 
for Funds 

[IP-t{G-Tl l 
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With a trade deficit, the supply of funds in Classica 
becomes household saving (5) plus the flow of funds 
coming from foreigners (1M - X): 

Total supply of funds = 5 + (TM - X ) 

The total demand fo r funds is still business borrowing 
(/P) plus the governmen t's budget deficit (G - T): 

Total demand for funds = 1P + (G - n 
Figure A.I shows the loanable funds market In 

Classica, where we've added Classica's trade defici t to 
its su pply of loanable funds. Equ ilibrium occurs at 
poin t E, with an interest rate of 5 percent and $2.25 
tri ll ion in loanable funds supplied and demanded . Of 
this $2 .25 trillion, we know that foreigners are su pply
ing $0.5 trillion of the tota l, so households must be sup
plying (saving) the other $1.75 trill ion . 

In equilibrium, the quanti ty of funds supplied and 
demanded are equal: 

Loanable funds market clears ::::} 

S+UM - X) 

Quantity of 
funds suppl ied 

= lP+(G - n 
~ 

Quantity of 
funds demanded 

The Loanable Funds Market with 
a Trade Deficit 

\Vhen Cla$~i((1 runs a trade deficit (it$ 
impur/s exceed iI, expurIS), fureig"ers 
eam mure dullar, (CliI$sica', currency) 

selling goods 10 Classica thall they spend 
on goods fr0111 Cla$~ica. '/t'e exce$~ 

dvllars are relurned Iv Cla,sica ', Ivan· 
ahle f"nds markel, ",here Ihey hecume 

part uf the supply of loanable f"nds. 
When the loanable fund~ market clears, 

weha!'eS+ 1M - X =JP+G-T. 

2.25 Trillions of 

This, in lum. meanS Ihal lolalleakage, 
(S + T + 1M) equal total injections 

(lp+G+ X). 
Dollars per Year 

j There is anOlher pan of {he swry we are leaving OU{ here: {he foreign exchange markel. When Classica's households impOI{ goods, Ihey may 
pay in dollars, bm {he foreign firms are paid in Iheir own local currencies. Someone mUSI exchange Classica's dollars for foreign currency- a 
bank or a foreign government. It is tbese banh or foreign governments ,hat, in turn, supply tbe excess dollars to Classica's loanable funds 
market. We'll deal mort explicitly with foreign exchangt markets in the last chapttr of this book. 



'" 
Let's now rearrange this equation by moving T over 

to the left an d X over to the right: 

Loanable funds market clears =} 

5 + T + 1M 
~ 

Leakages 

IP + G + X 
~ 

Injections 

This last equation shows us that total leakages and 
total injections are equal in C lassica, even when it runs 
a trade deficit. But if leakages and injections are eq ual, 
then total spending must equal total OUTput. Even with 
a trade deficit, Say's law still holds. 

Appendi x: The Classical Model In an Open Economy 

Let's rake a step back and understand the reason ing 
behind this resu lt aboUT spend ing. Even though Classica 
is running a trade deficit, evcTy dollar of the $ 10 tr illion 
that households earn w ill still be spent on Classica's 
production-either by households themselves or by some 
other sector that spends it in their place. The dollars spent 
on imports are either spent on Classica's exports or put 
into its loanable funds market, where they are bor
rowed and spent by business firms or the government. 
And, as before, taxes and saving are also spent by either 
the government or business firms . 



Economist Thomas Malthus, writing in 1798, came to a striking conclusion: 
"Population, when unchecked, goes on doubling itself every twenty-five yea rs, or 
increases in a geometrical ratio .... The means of subsistence ... cou ld not possi
bly be made to increase faster than in an arithmetic ratio:>! From this simp le logic, 
Malthus forecast a horrible fat e for the hum an race. Th ere wou ld be repeated 
famines and wars to keep the rapidly growing population in balance with the more 
slowly growing supp ly of food and other ne<:essities. 

But history has proven Malthus wrong ... at least in part. In the industrial
ized nations, li vi ng standards ha ve increased beyond the wildest dreams of any
one alive in Malthus's time. Economists toda y are optimistic about these nations' 
long-run material prospects. At the same time, living standards in many o f the less 
developed count ries have re mained stubbornly close to survivalleve1 and, in some 
cases, have fa llen below it. 

What a re we to make of this? Why have living standards steadily increased in 
some nations but not in others? And what, if anything, can gove rnments do to speed 
the rise in living standards? These are questions about economic growth-the long
run increase in an economy's output of goods and services. 

In th is chapter, yOll wi ll learn what makes e<:onomies grow. Our approach will 
make use of the classical model, focusing on Step 3 of the three-step process: What 
Happens When Th ings Change? As you'll see, growth arises from shifts of the curves 
of the classical model. And by the end of this chapter, you will know why increasing 
the rate of economic growth is nOt easy. Even though nations can lake measures to 

speed growth, each measure carries an opportunity cost. More specifically, 

achieving a higher rate of growth in the long rIIll generally requires sOllie 
sacrifiu ill the short rtlll. 

THEIMPORTANCE~~O~f~G~R~O~W~T~H~ ________________ _ 

Why shou ld we be concerned about economic growth? For one simple reason: 

\Vhen Olltplll groll's faster than the pOPlllation. GDP per capita. ollr measure 
of the average stal/dard of livil/g, lI'ill rise. When OlltPllt grows more slow/), 
than the poplliation, the average standard of living will fall. 

, Thoma. Rober! "13111lU$. An F~i:Jy 0" fl,~ Pr"'(ip/~ of Popu(;,tWI/, 1798. 

195 

Averale standard olllvl ni TOlal 
cwtput (t!!al GOP) pet persoo. 

Bryon Donaldson
Highlight



196 

Some Indicators of 
Economic Well·Being 
in Rich and Poor 
Countries, 2003 

Part III: Long-Run Macroeconomics 

Measuring the standard of living by GDP per capita may seem limiting. After all, 
as we saw three chapters ago, many important aspects of OUT quality of life are not 
captured in GOP. Leisure time, workplace safety, good health, a clean envlronment

we care about all of these. Yet they are not considered in GOP. 
Still, many aspects of OUT quality of life are counted in GDP: food, housing, 

medical care, education, transportation services, and movies, to name a few. It is not 
surprising, then, that econom ic growth-measured by increases in GD P-remains a 
vital concern in every nation . 

Economic growth is espe<:ially imporranr in countries with income levels far 
below those of Europe, Japan, and the United States. The average standard of liv
ing in some third-world nations is so low that many families can barely acqu ire the 
basic necessities of life, and many others perish from disease or starvation. 

Table I lists GOP per capita, infant mortality rates, life expectancies, and adult 
literacy rates for some of the richest and poorest countries. The statistics for the 
poor countries are grim enough, but even they capture only part of the story. Unsafe 
and unclean workplaces, inadequate housing, and other sources of misery are part 
of daily life for most people in these countries. Other than emigration, economic 
growth is their only hope. 

Growth is a high priority in prosperous nations, too. As we know, resources are 
scarce, and we cannot produce enough of everything to satisfy all of our desires 
simultaneously. We want more and better medical care, education, vacations, enter
tainment ... the li st is endless. When Output per capita is growing, it's at least 
possible for everyone to enjoy an increase in material well-being without anyone 
having to cut back. We can also accomplish important social goals-helping the 

Infant 
Real Mortality Rate ", 
GOP (per .1,000 Expe<:tancy Adult Uteracy 

Country per Capita Uve Births) at Birth Rate 

Rich Countries 

United States $37,562 7 77.4 Greater than 99% 
Japan $27 ,967 3 82.0 Greater than 99% 
Germany $27,756 4 78.7 Greater than 99% 
France $27,677 4 79.5 Greater than 99% 
United Kingdom $27,147 5 78.4 Greater than 99% 
Italy $27,119 4 80.1 98 .5% 

Poor Countries 

Azerbaijan $3,617 75 66.9 98.8% 
Ghana $2,238 59 56.8 54.1% 
Pakistan $2,097 81 63.0 48.7% 
Cambodia $2 ,078 97 56.2 73 .6% 
Zambia $ 877 102 37.5 67.9% 
Sierra Leone $ 548 166 40.8 29.6% 

Sources: United Nations Development Programme. Human Development RC(XJrl. 2005. pp. 219-222 and 

250-253. 
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poor, improving education, cleaning up the envIronment- by asking those who are 
doing well to sacrifice part of the rise in their material well-being, rather than 
suffer a drop. 

But when output per capita stagnates, material gains become a fight over a fixed 
pie: The more purchasing power my neighbor has, the less is left for me. With every
one struggling for a larger piece of this fixed pie, conflict replaces cooperation . 
Efforts to help the less fortunate, wipe Out illiteracy, reduce air pollution-all are 
seen as threats, rather than opportunities. 

In the 1950s and 1960s, economic growth in the wealthier nations seemed to 
be rak ing care of itself. &onomists and policy makers focused their attention on 
short-run movements around full-e mployment output, rather than on the growth 
of full-employment output itself. The real payoff for government seemed to be in 
preventing recessions and depressions-in keeping the economy operating as close 
to its potential as possible. 

All of that changed starti ng in the 1970s, and economic growth became a 
national and international preoccupation . like most changes in perception and 
thought, this one was driven by experience. Table 2 tells the story. It gives the aver
age yearly growth rates of real GOP per capita for the United States and some of 
our key trading partners. 

Over most of the postwar period, output in the more prosperous industrial ized 
countries (such as the United States, the United Kingdom, and Canada) grew by 2 
or 3 percent per year, while output in the less wealthy ones-those with some catch
ing up to do--grew even faster. But beginning in the mid-1970s, all of these nations 
saw their growth rates slip. 

In the late 1990s and early 2000s, only the United States and the United Ki ngdom 
returned to their previous high rates of growth, while the other industrialized coun
tries continued to grow more slowly than their historical averages. 

Looking at the table, you might think that this slowing in growth was rather 
insignificant. Do the tiny differences between the pre-1972 and the post-1972 growth 
rates really matter? Indeed, they do. Recall our example a few chapters ago in which 
an increase in the U.S. growth rate of around one percentage point over the past 
20 years would mean $20 trillion in additional output over the en tire period. 
Seemingly small differences in growth rates matter a great deal. 

Country 1948-1972 1972-1988 1988-1995 1995-2004 

United States 2.2% 1.7% 1.0% 2.3% 
United Kingdom 2.4 2.1 0.9 2.5 
Canada 2.9 2.6 0 .6 2.4 
France 4.3 2.1 1.2 1 .8 
Italy 4.9 2.8 1.6 1.3 
West Germany 5.7 2.2 1.3 1 .2 
Japan 8 .2 3.3 2.1 1 .3 

Sources; Angus Maddison. Phaws of Capi!ar.S! Ocwlopment (O ,tord: O. tord Un;';ersity Press. 1982): U.S. 
Census 8ureau 1D8 Summary Demographic Data Iht1p;//Www.census.gov/lpC/Www/idbSum.hlm~; ECOIlIJmIc 
RCpOrt of toc PreSident, 2002, 2005, Table 8-112; and various DECO publications. Notc; Data for Germany 
includes West Germany only IhrOlJ&n 1995. and allot Germany afte r 1995. 
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labor produc:tlYlty The output 
produced by the average worker 
in an hour. 

Employment-population ratio 
(EPR) The percentage of the 
population that is working. 

Part III: Long-Run Macroeconomics 

WHAT MAKES ECONOMIES GROW? 

A useful way to start thinking about long-run growth is to look at what determines 
our potential GO P in any given period. Starting this process is very simple: We can 
say that real GO P depends on 

• The amount of output the average worker can produce in an hour 
• The number of hours the average worker spends at the job 
• The fraction of the population that is working 
• The size of the popu lation 

If you spend a moment considering each of these variables, you'll see that-all else 
equal- if any onc of them increases, real GOP rises. 

Before we start working with these determinants of growth, let 's briefly discuss 
how the first three are measured . The amount of output the average worker pro
duces in an hour is called labor productivity, or JUSt producti vity. It is measured by 
taking the total output (real GDP) of the economy over a period of time and divid
ing by the total number of hours that everyone worked during that period. 

Total output 
Productivity = Output per hour = I h k d 

T ota ours wor e 

For example, if during a given year all workers in the United States spent a total 
o f 300 billion hours at their jobs and produced $12 tri ll ion worth of output, then 
on average, labor productivi ty would be $12 trillion/300 bi ll ion hours = $40 per 
hour. Or in words, the average worker would produce $40 worth of Output in an 
hour. As you'll see later in this chapter, increases in productivity are one of the most 
important contributors to economic growth . 

Next, the hou rs of the average worker can be found by dividing the total hours 
worked over a period by total employment (the number of people who worked 
during the period). 

Total hours 
Average ho urs = ~-'cv.< ... :;",'C'_ 

Total employment 

For example, if total employment is 1 SO million people and they work a total of 300 
billion hours per year, then average annual hours would be 300 billion hoursl150 
million workers == 2,000 hours. 

Now let's turn to the fraction of the population that is working. This is called 
the employmenl-populalion ralio (EPR ) and is found by dividing total employment 
by the popu lation;2 

Total employment 
EPR = 

Population 

Now that we understand how these variables are measured, let's multiply them 
together and cance! out the like terms: 

Total outpUl 

Total hours 
x =_T""o,,,,l-,h,oo""-"_ X Tota l employment 

Total employment Popu lation 

= Total output. 

X Population 

In actual prac{ice in {he United S{a{cs and many other coumries, {he populafion base for the EPR is 
more limited. In the Uni{ed States. for example, the EPR is {echnically {he fraction of the dvilian. non
institutional population 0<'" the ag~ of 16 that is employed. We'll ignore this technical definition in our 
analysis and consider (he [I'R w be (he fraction of (he entire popula(ion (hat is working. 
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where the last inequality fo llows after canceling terms that appear in both a numer
ator and a denominator. Thus, we can write our equation for total Output as; 

Total output = Productivity X Average hours X EPR X Population. 

Now we'll borrow a rule from mathematics that states that if two variables A 
and B are multiplied together, then the percentage change in their product is approx
imately equal to the sum of their percentage changes. In symbols: 

%J.i(A X B) "" %fiA + %fiB. 

Applying this rule to all four variables in the right side of our equation, as well as 
to total output on the left, we find that the growth rate of total output over any 
period of time is 

%fi Total output "" %fi Productivity + %fi Average hours + 
%~ EPR + %~Population. 

This last equation, which we'll call the economy's growth equation , shows how fo ur 
d ifferent variables contribute to the growth rate of rea l GOP. 

Now look at Table 3, which shows how each of these va riables has contributed 
to output growth during different periods of recen t U.S. history, as well as a six· 
year future projection. For example, the first column tells us that from 1953 to 
1973, real GOP grew, on average, by 3.6 percent per year. Of that growth, 1.6 per
centage points were due to a growing popu lation, and 0.1 percentage points were 
due to a rise in the employment-population ratio. Average houts-which decreased 
during the period---comributed negatively to growth, reducing it by a th ird of a 
percentage point. Finally, growth in labor productivity contributed 2.2 percent 
during this period. 

Going across the rows and moving from period to period, you can see that 
al most all of the growth in rea l GOP over the last 50 years (and projected for the 
near future) has come from two factors: popula tion growth and productivity 
growth. Increases in the employment-population ratio have contributed some
what in the past, and average hours have decreased slightly, slowing growth in 
real GOP. 

Annual 
Percentage 
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Growth equation An equation 
shOwing the percentage growth 
rate of output as the sum of the 
growth rates of productivity. 
average hours. the employment
population ratio. and population. 

Growth in Real 2005 to 2010 
Factors Contributing 

to Growth in U.S. 
GOP Due to: 1953 to 1973 1973 to 1995 1995 to 2005 (projected) 

Population 1.6 1.4 1.2 1.1 
EPR 0 .1 0.4 0 .0 -<>.1 
Average Hours -0.3 -<>.3 -0.2 -<>.1 
Productivity 2.2 1.3 2.3 2.3 

Total 3.6 2 .• 3.3 3.2 

$outre: Economic Report of tile ProsidMl, 2006. Table 1- 2, p, 44. aOO author calculations. {The Economic 
Repoft lists nonfarm business productiliity only. In th is table. annual productiv ity growth has been reduced by 0.2 
to 0.5 perce ntage points in each period to account lor slight!)' slower outpUt growth in the government and larm 
sectors , I 

Real GDP 
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ECONOMIC GROWTH AND LIVING STANDARDS 

Ultimately, growth in real GDP-by ;tself-does not guarantee a rising standard of 
living. Imagine, for example, that real GOP grew by 10 percent over some period 
while the population doubled. With 10 percent more Output divided among twice 
as many people, the average standard of living would dearly decrease even though 
real output was growing. What matters for the standard of living is real CDr per 
capita-ouT TOTal Output of goods and services per persoll. Over the long run, since 
real GOP tends to hover near potelliiat output, hving standards will depend on 
potential output per person. 

To see more dearly what causes potential output per person to rise, le t 's go back 
to our basic growth equation: 

Total Output = Productivity X Average hours X EPR X Population. 

If we divide both sides of this equation by the population, we get : 

Total output . , 
I - = ProductIVIty X Average hours X EPR. 

Popu atlOn 

And, in terms of percentage growth rates: 

%.1 T otal output per person "" %D. Productivity + 

%D.Average hours + %D.EP R. 

Notice that population drops out of the equation . Th is tells us that the only way to 
raise the average standard of living is to increase productivity, increase average 
hours, or increase the percentage of the population that is working. 

But as we saw in Table 3, average hours in the United States have decreased over 
the past several decades and are projected to remain constant for several yea rs. In 
continental Europe, the decrease in average hours has been even greater. T his is why 
we'll focus our discussion on the remaining two factors in OUf equation: the EPR 
and productivity. 

To explain growth in OlltPllt per person and living standards in the United 
States and other developed nations, economists look at two {actors: increas
es in the employment- population ratio alld growth ill productivity. 

Now it 's time to look more closely at how these twO facto rs raise the average stan
dard of hying. And the classical model that you learned in the last chapter is very 
well suited to helping us understand this. We'll start by considering increases in the 
labor force participation rate. 

GROWTH IN THE 
EMPLOYMENT-POPULATION RATIO (EPR) 

Ovef the long run, the employment-population ratio rises only when total employment 
increases at a faster rate than the population. For example, if total employment is 
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50 million out of a population of 100 million, then the EPR is 50 millionll 00 million 
== 0.5. If both total em pl oyment and population grow by 10 percent, then the EPR 
will be 55 mdlion/110 million == 0.5, the same as before. With population growth 
of 10 percent, total employment would have to grow by more than 10 percent in 
order for the EPR to rise and thereby contribute to growth in living standards. And 
if total employment were to grow by less than 10 percent, the [ PR would fall, con· 
tributing to a drop in living standards. 

If we treat the rate of popu lation growth as a given, then the growth rate of total 
employment will determine what happens to the EPR. More specifically, 

for a given growth rate of the populatioll, the greater the growth of total 
employmellt, the greater will be the rise (o r the smaller will be the drop) in 
the EPR. 

But what causes employment to grow? The classical model can help us answer 
this question. 

One possibility is an increase in labor supply: a rise in the number of people who 
would like to work at any given wage. This is illustrated in Figure 1 by a rightward 
shift in the labor su pply curve. We'll discuss why the labor su pply curve might shift 
later; here, we'll concentrate on the consequences of the shift. 

Before the shift, [he lahor supply curve is L~, the market clears at a wage of 
$20 per hour, and the fully employed labor force is 150 million workers. The 
aggregate production function tells us that, with the given amounts of other 
resources in the economy, and the given state of technology, 150 million workers 
can produce $10 trillion in goods and services-the initial value of full-employment 
Output. When the labor su pply curve shifts to L1, the market-clearing wage drops 
to $ 16. Business firms, finding labor cheaper to hire, increase the number of work· 
ers employed along the labor demand curve, from point A to point B. The labor 
force increases to 180 mil lion workers, and full-employment Output rises to $11 .5 
trillion. 

But growth in employment can also arise from an increase in lahor demand: a 
rise in the number of workers that firms would like to hire at any given wage. Once 
again, we'll consider the causes of labor demand changes momentarily; here, we 
focus on the consequences. 

Graphically, an increase in labor demand is represented by a rightward shift in 
the labor demand curve, as in Figure 2. As the wage raTe rises from $20 to its new 
equilibrium of $22, we move along the labor supply curve from point A to point B. 
More people decide they want to work as the wage rises. Equilibrium employment 
once aga in rises from 150 million to 180 million workers, so full-employment Out
put will rise. Thus, 

growth in employmellt can arise from all increase ill labor supply (a rightward 
shift in the labor supply c/lrve) or an increase ill labor demand (a rightward shift 
of the labor demand curve). 

You may have noticed one very important difference between the labor market 
outcomes in Figures I and 2: When labor supply increases, the wage rate falls (from 
$20 to $16 in Figure 1); when labor demand increases, the wage rate rises (from $20 
to $22 in Figure 2). Which of the figures describes the actua l experience of the U.S. 
labor market? 
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An Increase in Labor 
Supply Real 

Hourly 
Wage 

$20 

$16 

Real 
Output 

$11.5 trillion 
$10 trillion 

(' J 

Part III: Long-Run Macroeconomics 

I At point A, 13bor supply and 
demand determine an employment 
level of 150 million workers. 

-+/'~~~~~~~ 
An increase in labor supply 

B raises employment to 180 
.)0«---1 million (al point 8) although 

with a lower wage rate 

ISO 180 , , 
: (b) 

; F' --------------1--
-------------~ IV : 

150180 

Millions 
of Workers 

With mote people working, 
real GOP rises from $10 
trillion to $11 .5 trillion. 

Millions 
of Workers 

Actually, a combination of both. Over most of the past century, the U.S. labor 
supply curve shifted steadily rightward, sometimes slowly, sometimes more rapidly. 
Why the shift in labor supply? In part, the reason was steady population growth : 
The more people there are, the more will want to work at any wage. But another 
reason was an important change in tastes: an increase in the desire of women (espe
cially married women) to work . 

But as the labor supply curve shifted rightward, the labor demand curve shifted 
rightward as well. Firms acquired more and better capital equipment for their 
emplnyees to use. Managers and accounrants began keeping track of inventories and 
other im portant accounts with lightning-fast computer software instead of account 
ledgers. Supermarket clerks began using electronic scanners instead of hand-entry 
cash registers. And college professors or their research assis tants began gathering 
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Real 
Hourly 
Wage 

$22 
20 , '-

150180 

L'r-----------------, 

L~ 

If firms dem3nd more 13bor, 
employment will inue3se-
from 1~0 million to 180 
million-while the w3ge rate rises. 

L~ 

Millions 
of Workers 

data by searching for a few minutes on the Web instead of a few hours in the library. 
At the same ti me, workers became better educated and better trained. These changes 
increased the amount of output a worker could produce in any given period, so firms 
wanted to hi re more of them at any wage.3 

In fact, over the past century, increases in labor demand outpaced increases in 
labor supply, so that, on balance, the average wage rate rose and employment 
increased . This is illustrated in Figure 3, which shows a shift in the labor supply 
curve from L{ to L1, and an even greater shift in the labor demand curve from Lq 
to L~. 

The impact of these changes on total employment has been dramatic. Between 
1948 and 2006, employment rose from 56 million to about 145 mil lion. But what 
about the employment- population ratio? It, too, rose: from 57 percent of the (adult) 
population to about 63 percent. This tells us that employment grew (aster than 
the population during this period . And as you've learned, such an increase in the 
EP R causes not juSt real GOP, but real GOP per capita, to grow. However, most of 
the rise in the EPR was due to a special factor that is unlikely to be repeated: the greater 
labor force participation rate of women-especia lly married women---during the 
1960s, J970s, and 1980s. In the 1990s-as the fe male EPR stabilized-this source 
of growth d isappeared. 

Currently, the U.S . Bureau of Labor Statistics predicts employment growth of 
1 percent per year until the year 201 O--about the same as the growth rate of the 
population. Thus, the employment-population ratio is not expected to grow at all. 
Employment growth-while it will raise real GOP-will not increase real GDI' per 
capita, and so will not contribute to a rise in living standards. 

Could we do anything about this? Coul d we speed up the rightward shifts in the 
labor demand and labor supply curves over the next few years, so that employment 
grows faster than the 1 percent annual growth rate of the population? Yes, we could. 

J These changes in physical and human capilal have alro shifled the economy's production function, bill 
we'll consider that in the next section. 
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The U.S. Labor Market 
Over a Century 

O!ler the past cenlury. 
increases in labor demand 
have outpaced increases in 
:;upply. As a rnull, bolh 
the level of employment 
and the average wage have 
risen. 
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Real 
Hourly 

l' l' Wage , , 

W, 

W, 

l~ 

If 

l, l, Millions 
of Workers 

But as you read on, keep in mind that these measures to increase employment are 
not necessarily socially desirable. They would, most likely, accomplish the goal, but 
they would also have costs---cosrs that Americans mayor may not be will ing to pay. 
Later, we' ll d iscuss these costs. 

How TO INCREASE EMPLOYMENT AND THE EPR 

One set of policies to speed the rise in employment focuses on changing labor sup
ply. And an often-proposed example of this type of policy is a decrease in income 
tax rates. Imagine that you have a professional degree in accounting, physical ther
apy, or some other field, and you are considering whether to take a job. Suppose the 
going rate for your professional services is $30 per hour. If your average tax rate is 
33 percent, then one-thi rd of your income will be taxed away, so you r take-home 
pay would be only $20 per hou r. But if your tax rate were cut to 20 percent, you 
would take home $24 per hour. Since you care about your take-home pay, you W I I! 

respond to a tax cut in the same way you would respond to a wage increase--even 
if the wage your potential employer pays does not change at all. If you would be 
willing to take a job that offers a take-home pay of $24, but not one that offers $20, 
then the [aX cut would be just what was needed to get you to seek work . 

When we extend your reaction to the popu lation as a whole, we can see that a 
cut in the income tax rate can convince more people to seek jobs at any given wage, 
shIfting the labor supply curve rightward. This is why economists and politicians 
who focus on the economy's long· run growth often recommend lower taxes on 
labor income to encourage more rapid growth in employment. They point out that 
many American workers must pay combined federal, state, and local taxes of more 
than 40 cents out of each additional dollar they earn, and that this may be d iscour· 
aging labor market participation in the United States. 

Indeed, this was an important part of the logic behind the twO tax cutS engi
neered by President Bush ea rly in his administration. For example, the first tax cut, 
which Congress passed after much debate in June 200 1, called for grad ually reduced 
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tax rates over 10 years. It reduced the cumulative tax burden on households by 
about $1.35 trillion over that period. 

[n addition to tax rate changes, some econom ists have advocated changes in 
government transfer programs to speed the growth in employment . They argue that 
the current structure of many government programs creates d isincentives to work. 
For example, families receiving welfare payments, food stam ps, unemployment ben· 
efits, and Social Security retirement payments all face steep losses in their benefits if 
they go to work or increase their work effort. Redesigning these programs might 
therefore stimulate growth in labor supply. 

This reasoning was an important motive behind the sweeping reforms in the U.S . 
welfare system passed by Congress, and signed by President Clinton, in August 
1996. Among other things, the reforms reduced the number of people who were 
eligible for benefits, cut the benefit amount for many of those still eligible, and set 
a maximum coverage period of five years for most welfare recipients. Later in this 
chapter, we'll discuss some of the costs of potentially growth-enhancing measures 
like these. Here, we only point out that changes in benefit programs have the poten· 
tial to change labor supply. 

A Ctlt in tax rates increases the reward for working, while a Cllt in benefits 
to the needy increases the hardship of not working. Either policy can speed 
the rightward shifts itl the labor 5fIppJ)' Ctlrve alld speed the growth in 
employmn/t, raising the EPR and Olltput per person. 

Government policies can also affect the labor demand curve. In recent decades, 
subsidies for education and training, such as government-guaranteed loans for 
college students or special training programs for the unem ployed, have helped to 

increase the skills of the labor force and made workers more valuable to potential 
employers . Government also subsidizes employment more directly-by contributing 
part o f the wage when certain categories of workers are hired-the disabled, college 
work-study participants, and, in some experimental programs, inner-city youth. By 
enlarging these programs, government could increase the number of workers hired 
at any given wage and thus shift the lahor demand curve to the right: 

Government policies that help iI/crease the skills of the workforce or that 
subsidize employment more directly speed the rightward shift ill the labor 
demand Ctlrve, increasing the EPR and OlltPllt per persOII. 

Efforts to create grnwth in the employment-population ratio are sometimes 
controversial. In recent decades, those who prefer an activist government have 
favored po licies to increase labor demand through government-sponsored training 
programs, more aid to college students, employment subsidies to firm~, and similar pro
grams . Those who prefer a more laissez-faire approach have generally favored poli
cies to increase the labor supply by decreasing government involvement-lower 
taxes or a less generous social safety net. 

In any case, the employment-population ratio is unlikely to contribute to 

growth in the near future. For one thing, the retirement of the baby boomers is 
expected to decrease the EI'R over the next few decades. And the sorts o f employ· 
ment policies we've discussed here would, at best, lead to a one' time rise in the EI'R , 
rather than a continually rising EPR that would contribute to sustained economic 
growth. 
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GROWTH IN PRODUCTIVITY 

If you look back at Table 3, you'll see that growth in productivity has been respon
sible for most of the growth in real GOP over the last 50 years. (The period from 
1973 to 1995, when population growth led slightly, is the exception.) And as you've 
learned, population growth-while it can raise real GDP---cannot raise real GDi' 
per capita. If we restrict ourselves to the three factors in Table 3 that can raise real 
GOP pcr capita, we sec that 

over the past several decades, and into the near (lIlflre, /lirlflalfy all growth ill 
the average standard of living call be attributed to growth ill productivity. 

Not surprisingly, when economists analyze rising living standards, they think first 
and foremost about growth in productivity. 

Table 3 shows that productivity is expected to grow at about 2.3 percent over 
the next several years. Can we make it grow even faster? 

GROWTH IN THE CAPITAL STOCK 

One key to productivity growth is the nation's capital stock or, more precisely, the 
amount of capital available for the average worker in the economy. You can dig 
more d itches with a shovel than with your hands, and even more with a backhoe. 
And the e<:onomy can produce more automobiles, medical services, and education 
when the average employee in these industries has more machinery, technical equip
ment, and computers to work with. 

A rise in capital per worker-the total capi tal stock divided by the labor force
results in greater productivity. Figure 4 shows th is from the perspecti ve of the 
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classical mode1. Initially, the economy operates at point A on the lower aggregate 
production function, where 150 million workers produce $10 trillion in Output. An 
increase in the capital stock shifts the production function upward, since any given 
number of workers can produce more output if there is more capital to work with. 
Assuming that the labor force remains at 150 million, there will be more capi tal per 
worker, greater productivity, and the economy will move to point D. At this point, 
150 miHion workers produce $12 trillion in output. 

However, in the real world, as the capital stock grows, so does the labor force . 
While any increase in capital will shift up the production function as in the figure, 
productivity will rise only if capital per worker increases-that is, only if the 
nation's total capital stock grows (aster than the labor force . 

All else equal, i( the capital stock grows (aster than the labor (orce, then cap
ital per worker will rise, alld labor productivity will increase along with it. 
Hilt i( the capital stock grows lIlore slowly than the labor (orce, then capital 
per worker will (all . alld labor productivit), will (all as well. 

[n the United States and most other developed countries, the capital stock ha,~ 
grown more rapidly than the labor force. This is one reason that labor productivity 
has risen over time. But in some developing countries, the capital stock has grown 
at about the same rate as, or even more slowly than, the labor force, and labor pro
duC[ivity has remained stagnant or fallen . We will return to this problem in the 
Using the Theory section of this chapter. 

INVESTMENT AND T HE CAPITAL STOCK 

What determines how fast the capital stock rises, and whether it will rise faster than 
the labor force? The answer is: the rate of pIal/lied illvestmellt spendil/g in the econ
omy. Investment spending and the capital stock are related to each other, bur they 
are different kinds of variables. Speci fically, capital is a stock variable while invest
ment spending is a (low variable. 

A stock variable measures a qualltit)' at a momellt in time. A flo w variable 
measures a process over a period o( tim e. 

To use an analogy, think of a bathtub being filled with water. The water in the tub 
is a stock variable--so many gallons at any given moment . The water (lowing into 
the tub is a flow variable-so many gallons per minllte or per hour. You can always 
identify a flow variable by the addition of "per period" in its definit ion. Even when 
not explicitly stated, some period of time is always implied in a flow variable . 

The capital stock-the total amount of plant and equipment that exists in the 
economy-is like the quantity of water iI/ the tub. It can be measured at any given 
moment. Investment spending-the amount of new capital being installed over 
some time interval-is like the water flowing illto the tub. Investment spending is 
defined per period-such as per qllarter or per year. [n the simplest terms, invest
ment spending adds to the capital stock over rime. 

But there is one more flow involved in the capital-investment relationship : 
depreciation. Each period, some of the capital stock is used up. If a computer is 
expected to last only three years, for exam ple, then each year the compu ter depre
ciates by about a third of its initial value . Depreciation tends to redllce the capital 
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stock over time. (In our tub analogy, depreciation is 1ike the flow of water draining 
Ollt each period.) As long as j'lVesfmellt is greater thall depreciation (more water 
fl ows into the tub than drains out), the capital stock will rise. Moreover, for any rate 
of depreciation, the greater the flow of investment spending, the faster the rise in the 
capital stock. 

Pulling a ll of this together leads us to an important concl usion about investment 
spending and the capital stock: 

For II given rate of depreciation lind II given growth rate of employment, a 
higher rate of investment spending causes (aster growth ill capital per worker 
and productivity, Gild (aster growth ill the average standard of livillg. 

This is why when economists think about raising productivity via the capital stock, 
they focus on raising the rate of investment spending. 

How TO INCREASE INVESTMENT 

A government seeking to spur investmenr has more than one weapon in its a rsenal. 
It can direct its efforts toward businesses themselves, toward the household sector, 
or toward its own budget. 

Targeting Businesses: Increasing the Incentive to Invest 

One kind of policy to increase investment targets the business sector itself, with the 
goa l of increasing planned investment spend ing. Figure 5 shows how this works. 
The figure shows a simplified view of the loa nable funds market where- to focus 
on investment-we assume that there is no budget deficit, so there is no govern
ment demand for funds. The initial equilibrium in the market is at point A, where 
household saving (the supply of funds) and investment (the demand for funds) are 
both equal to $1.S trillion and the interest rate is 3 percent. Now suppose that the 
government takes steps to make investment more profitable so that-at any inter
est rate-firms will want to purchase $0.75 trillion more in capital equipment than 
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before. Then the investment curve would sh ift rightward by $0.75 trill ion and the 
interest rate would rise from 3 percent to 5 percent. Note that, as the interest rate 
rises, some-but not all-of the original increase in planned investment is choked 
off. In the end, investment rises from $1.5 trillion to $1.75 tr illion, and so each 
year $0.25 trillion more is added to the capital stock than would otherw ise be 
added . 

These are the mecha nics of a rightward shift in the investment curve. But what 
government measures would cause such a shift in the first place? That is, how could 
the government help to make investment spending more profitable for firms? 

One such measure would be a reduction in the corporate profits tax, which 
would allow firms and their owners to keep more of the profits they earn from 
investment projects . Another, even more direct, policy is an investment tax credit, 
which subsidizes corporate investment in new capital equipment. 

Reducing business taxes or providing specific investment incentives can shift 
the investment cllrve rightward, thereby creating faster growth in physical 
capital. This leads to faster growth in productivity and output per capita. 

Of course, the same reasoning applies in reverse : An increase in the corporate prof
its tax or the elimination of an investment tax credit would shi ft the investment 
curve to the left, slowing the rate of investment, the growth of the capital stock, and 
the rise in living standards. 

Targeting Households: Increasing the Incentive to Save 

An increase in investment spendi ng can also origi nate in the household sector, 
through an increase in the desire to save. This is illustrated in Figure 6. If households 
decide to save more of their incomes at any given interest rate, the su pply of funds 
curve will shift rightward . The increase in saving drives down the interest rate, from 
5 percent to 3 percent, which, in turn, causes investment to increase. With a lower 
interest rate, NBC might decide to borrow funds to budd another production studio, 
or the corner grocery store may finally decide to borrow the funds it needs for a new 
electronic scanner at the checkout stand. In this way, an increase in the desire to save 
is translated, via the loanable funds market, into an increase in investment and 
faster growth in the capital stock. 

What might cause households to increase their saving? The answer is found in 
the reasons people save in the first place. And to understand these reasons, you 
needn't look farther than yourself or your own fami ly. You might currently be sav
ing for a large purchase (a car, a house, a vacation, college tuition) or to build a 
financial cushion in case of hard t imes ahead. You might even be sav ing to sup
port yourself during retirement, though this is a distant thought for most college 
students . 

Given these motives, what would make you save more? Several things: greater 
uncertainty about your economic future, an increase in your life expectancy, antici
pation of an earlier retirement, a change in tastes toward big-ticket items, or even 
just a change in your attitude about saving. Any of these changes-if they occurred 
in many households si multaneously-would shift the saving curve (the supply of 
funds curve) to the right, as in Figure 6. 

But government policy can increase household saving as well. One way is to 

decrease the capital gains tax_ A capital gain is the profit you earn when you sell an 

Corporate profits tax A lax 
on the profits earned by 

corporations. 

Investment tu credit A 
reduction in taxes for firms 
that invest in new capital. 
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asset, such as a share of stock or a bond, at a higher price than you paid for it. By 
lowering the special tax rate for capital gains, households would he able to keep 
more of the capita l gains they earn. As a result, stocks and bonds would become more 
rewarding to own, and you might decide to reduce your current spending in order 
to buy them . If other households react in the same way, total saving would rise, and 
the supply of funds to the loanable funds market would increase. 

This was the logic behind a key component of the Bush admin istration's second 
tax CUt, signed into law in May 2003. The tax cut included a reduction in the cap
ital gains tax, from 20 percent to 15 percent for higher income households, and 
from 10 percent to 5 percent (and down to 0 percent in 2008) for lower income 
households. The lower tax rates appli ed only to long-term capital gains~gains on 
assets held for a year or longer~to encourage people to put their funds into stocks 
and other assets and keep them there, rather than engage in short-term speculation . 

The 2003 tax cut on capita l gains was controversial for twO reasons. First, there 
was an equity issue: Because most of the capital gains in the economy are earned by 
higher income households, high-income households benefited more than low
income households. Second, the government was already runn ing a substantial 
budget deficit in 2003, and the tax cuts threatened to raise it further. As you'll see 
in the next section, higher budget deficits can work agaillst economic growth . 

Another frequently proposed measure is to switch from the current u.S. income 
tax~which taxes all income whether it is spent or saved~to a consumption tax, 
which would tax only the income that households spend. A consumption [aX could 
work just like the current income tax, except that you would deduct your saving 
from your income and pay taxes on the remainder. This would increase the reward 
for saving. By saving, you would earn additional interest on the part of your income 
that would have been taxed away under an income tax . Currently, individual retire
ment accounts (IRAs) and employer-sponsored 401 (k) plans allow households to 
deduct limited amounts of saving from their incomes before paying taxes. A gener
al consumption [aX would go much furthe r and allow all saving to be deducted . 
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Another change that wou ld increase household saving-if we were to choose 
this roure-would be to modi fy the government programs that form our social safe
ty net. Social Security payments to the elderly, unemployment insurance payments 
fo r those who lose their jobs, and Medicaid for those too poor to afford health 
ca re-all help to guarantee a basic floor for living standards. Bur by reducing the 
fear and anxiety of possible adverse economic outcomes, these government transfer 
programs also reduce households' incentive to save as a precaution . 

Govermllellt can alter the tax and transfer system to increase incelltives for 
saving. This would make more funds available for investment, speed growth 
in the capital stock, and speed the rise in living standards. 

{Do any of these methods of increasing saving disturb you? Remember, we are not 
advocating any measures here; rather, we are merely noting that such measures 
would increase saving and promote economic growth. We'll d iscuss the costs of 
growth.promoting measures later.) 

Shrinking the Budget Deficit 

A final pro-investment measure is directed at the government sector itself. The 
previous chapter showed that an increase in government purchases, fina nced by 
borrowing in the financia l market, comp letely crowds out consum ption and invest
ment. A decrease in government purchases has the opposite effect: raising can· 
sum ption and investment. 

Figure 7 reintroduces the government to the loanable funds market to show how 
this works. Initially, the budget deficit is $0.75 tr illion, equal to the distance EA. 
The total demand for funds is the sum of investment and the government's budget 
deficit, given by the curve labeled [P +{G - n. The demand for funds curve inter
sects the supp ly of funds curve at poim A, creating an equi librium interest rate of 
5 percent and equdibrium saving of $ 1.75 tri ll ion. At th is interest rate, investment 
spending is on ly $1 trillion . The part of saving not going to finance investment 
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spending ($1.75 tri ll ion - $1 trillion = $0.75 trillion) is being used to finance the 
budget defici t. 

Now consider what happens if the government eliminates the deficit- say, by 
reducing its purchases by $0.75 trillion . The demand for funds would consist of 
investment spending only. Since there would be no other borrowing, the new equ i
librium would be point B, with an interest rate of 3 percent and investment equal 
to $1.5 tril1ion-greater than before . By ba lancing its budget, the government no 
longer needs to borrow in the loanable funds market, which frees up funds to flow 
to the business sector instead. 

The link between the government budget, the interest rate, and investment 
spending is the major reason the u.s. government, and governments around the 
world, try to reduce and, if possible, el iminate budget deficits. They have learned 
that 

a shrinking deficit or a rising surpills tends to redllce interest rates and 
increase investment, thlls speeding the growth in the capital stock. 

In the 1990s, Congress set strict limits on the growth of government spending, 
and the budget defici t began shrinking. T he restraints on spending, and rapid eco
nomic growth during the 1990s, finally turned the federal budget from deficit to 
surplus in 1998, and continued surpluses were projected for more than a decade. 
These surpluses were viewed as positive for economic growth : They would help 
keep the interest rate low, wh ich in turn would lead to greater business investment 
spending. 

When President George W. Bush took office in 2001, the direction of growth 
policy shifted away from preserving budget surpluses and toward lower tax rates. 
The fi rst Bush tax cut in 2001 ( a total of $1.35 trillion over 10 years) purposely cut 
into potential future su rpluses in order to reduce the tax burden on American house
holds. Shortly afterward, a series of events pushed the budget into deficit. These 
included a continuing recession that had begun in March 2001 and the attacks of 
September 11, which resulted in large increases in military and homeland security 
spending. And a second tax cut in 2003-amounting to $350 bill ion over 10 
years-increased cu rrent and projected deficits further. 

The tax cuts included some elements (discussed earlier) to increase investment 
spending, such as a lower tax rate for capital gains and tax incentives for investment by 
small businesses. Also, you've learned that cutting income tax rates can have some 
effect on the labor force pa rticipation rate by shifting the labor supply curve right
ward. But the tax cuts-by raising current and future budget deficits-would ulti
mately drive the interest rate higher than it would otherwise be, which works in 
opposition to the growth benefits of the tax cut. We'l! d iscuss budget deficits and 
their effects on the economy more thoroughly toward the end of this book, in the 
chapter on fiscal policy. 

An Important Proviso about the Budget Deficit 

A reduction in the deficit or an increase in the surplus-even if they sti mulate pri
vate investment- are not necessarily pro-growth measures. It depends on how the 
budget changes. By an increase in taxes? A cut in government spending? And if the 
latter, which government programs will be cur? Welfare? National defense? H ighway 
repair? The answers can make a big difference to the impact on growth. 
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For example, in our discussions of the capital stock so far, we 've ignored gov
ernment capital-roads, communication lines, bridges, and dams. To understand 
the importance of government cap ital, Just imagine what life would be like without 
it. How would factories obtain their raw materials or distribute their goods if no 
one repaired the roads? How would contracts between buyers and sellers be 
enforced if there were no public buildings to house courts and police departments? 
It is clear that 

govemment illvestment in new capital and the maintellallce of existing cap
ital make importallt colltributions to ecollomic growth. 

This important observation complicates our view of deficit reduction. It is still 
true that a decrease in government spending will lower the interest rate and increase 
private investment. But if the budget cutting falls largely on government investment, 
the negative effect of smaller public investment will offset some of the positive 
impact of greater private investment. Shrinking the deficit will then alter the mix of 
capital- more private and less public-and the effect on growth could go either 
way. A society rife with lawlessness, deteriorating roads and bridges, or an unreli
able communications network might benefit from a shi ft toward public capital. For 
example, a study of public budgets in African nations-which have poor road con
ditions-fou nd that each one-dollar-per-year cu t in the road-maintenance budget 
increased vehicle operating costs by between $2 and $3 per year, and, in one case, by 
as much as $22 per year.4 This is an exampl e of a cut in government spending that, 
even If it reduces the deficit, probably hinders growth. By contrast, in Sweden
a country with a fully developed and well-maintained public infrastructure-recent 
governments have decided to shift the mix away from public and toward private 
capital, in part because they believed this wou ld speed growth. 

The impact of deficit reductioll OIl ecO/lOmic growth depends OIl which 
govemment programs are cut. Shrinking the deficit by cuttillg govemment 
illvestment will IIot stimulate growth as /lIIlch as would cutting other types 
of govemmellt spe"ding. 

HUMAN CAPITAL AND ECONOMIC GROWTH 

So far, the only type of capital we've discussed is physical capital-the plant and 
equipment workers use to produce output. But when we think of the capital srock 
most broadly, we include huma" capital as well. Human capital-the skills and 
knowledge possessed by workers-is as centra l to economic growth as is physical 
capital. After all, most types of physical capital-computers, CAT scanners, and 
even shovels-will contribute little to output unless workers know how to use them. 
And when more workers gain skills or improve their existing skIl ls, output rises Just 
as it does when workers have more physical capital : 

A" increase ill huma" capital works like all increase ill physical capital to 
illcrease output: It causes the producti011 function to shift upward, raises 
productivity, alld increases the average stalldard of living. 

This World Rank study was cited in TI'r Economist, June 10, 1995, p. 72. 
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There is another similarity between human and physical capital: Both are stocks 
that are increased by {lOIVS of investment. The stock of human capital increases 
whenever investment in new skills during some period, through educati on and train
ing, exceeds the depreciation of existing skills over the same period, through retire
ment, death, or disuse. Therefore, greater investment in human capital will speed the 
growth of the human capital stock, increasing the growth Tate of productivity and 
living standards . 

H uman capital investments are made by business firms (when they help to train 
their employees), by government (through public education and subsidized train
ing), and by households (when they pay for general education or professional 
training). Human capital investments have played an important role in recent U.S. 
economic growth. Can we do anything to increase our rate of investment in human 
capital? 

In part, we've a lready answered this question: Some of the same policies that 
increase investment in physical capital also work to raise investment in human cap
ital. For example, a decrease in the budget deficit would lower the interest rate and 
make it cheaper for households to borrow for college loans and training programs . 
A change in the tax system that increases the incentive to save would have the same 
impact, since this, toO, would lower interest rates. And an easing of the tax burden 
on business firms could increase the profitabi lity of their human capital investments, 
leading to more and better worker training programs . 

But there is more: Hum an capital, unlike physical capital, ca nnot be separated 
from the person who provides it. If you own a building, you can rent it out to one 
firm and sell your labor to another. But if you have training as a doctor, your labor 
and your human capital must be sold together, as a package. Moreover, your wage 
or sa lary will be payment for both your labor and your human capital. This means 
that income tax reductions- which we discussed earlier as a means of increasing 
labor supply--can also increase the profitabili ty of human capita! to households, 
and increase their rate of investment in their own skills and training. 

For exam ple, suppose an accountant is considering whether to attend a course 
in corporate fi nancial reporting, which would increase her professional skills. The 
course costs $4,000 and will increase the accountant's income by $1,000 per year 
for the rest of her ca reer. With a tax rate of 40 percent, her take-home pay would 
increase by $600 per year, so her annual rate of return on her investment would be 
$6001$4,000 = 15 percent. But with a lower tax rate-say, 20 percent-her take
home pay would rise by $800 per year, so her rate of re turn would be $8001$4,000 
= 20 percent. The lower the tax rate, the greater is the rate of return on the accoun
tant's human capital investment, and the more likely she will be to acquire new 
skills. Thus, 

many of the pro-growth policies discussed earlier-policies that increase 
employment or increase investment in physical capital-are also effective ill 
promoting investment in human capital. 

TECHNOLOGICAL CHANGE 

So far, we've d iscussed how productivity growth is increased by greater investment 
in physical or human capital. But another important source of growth is techno
logical change-the invention or discovery of new inputs, new outputs, or new 
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methods of production . Indeed, it is largely because of technological change that 
Malthus's horrible prediction (ci ted at the beginning of this chapter ) has not come 
true. In the last 60 years, for example, the inventions of synthetic fertilizers, hybrid 
corn, and chemical pesticides have enabled world food production to increase 
fas ter than population. 

New technology affects the economy in much the same way as do increases in the 
capital stock . Flip back to Figure 4 of this chapter. There, you saw that an increase 
in the capital stock would shift the production function upward and increase output. 
New technology, tOO, shifts the production function upward because it enables any 
given number of workers to produce more output. 

It follows that 

the faster the rate of technological change, the greater the growth rate of 
productivity, alld the faster the rise in living stalldards. 

It might seem that technological change is one of those things that just happens. 
Thomas Edison invents electricity, or Steve Jobs and Steve Wozn iak develop the 
first practical personal computer in their garage. But the pace of technological 
change is not as haphazard as it seems. The transistor was invented as part of a 
massive research and development effort by AT& T to improve the performance of 
commun ications electron ics. Si milarly, the next developments in computer tech
nology, transportation, and more will depend in part on how much money is spent 
on resea rch and development (R&.D) by the leading technology firms: 

The rate of technological change ill the economy depends largely 011 firms' 
total spettding on R&D. Policies that increase R&D spending will increase 
the pace of technological change. 

What can the government do to increase spending on R&D? First, it can 
increase its own direct support for R&D by ca rrying out more research in its own 
laboratories or increasing fund ing for universities and tax incentives to private 
research labs. 
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Second, the government can enhance patent protection , wh ich increases rewards Patent protec:tlon A government 
for those who create new technology by giving them exclusive rights to use it or se ll grant of exclusive rights to use or 
it. Hundreds of thousands of new patents are issued every year in the United States: sell ill new technology. 
to pharmaceutical companies for new prescription drugs, to telecommunications 
companies for new cellular technologies, and to the producers of a variety of house-
hold goods ranging from can openers to microwave ovens. 

Because patent protection increases the rewards that developers can expect from 
new inventions, it encourages them to spend more on R&D. By broadening patent 
protection-issuing patents on a wider variety of discoveries-or by lengthening 
patent protection-increasing the number of years during which the developer has 
exclusive rights to market the invention-the government cou ld increase the expect
ed profits from new technologies. That would increase total spending on R&D and 
increase the pace of technological change. 

Finally, R&D spending;s in many ways JUSt like other types of investment spend
ing: The funds are drawn from the loanable funds market, and R&D programs 
require firms to buy something now (laboratories, the services of research scientists, 
materials for prototypes) for the uncertain prospect of profits in the future. 
T herefore, almost any po licy that sti mulates investment spending in general wi ll also 
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increase spend ing on R&D. Cutting the tax rate on capital gains or on corporate 
profits, or lowering interest rates by encouraging greater saving o r by reducing the 
budget deficit, can each help to increase spend ing on R&D and increase the rate of 
technologica l change. 

GROWTH POLICIES: A SUMMARY 

In this chapter, you've learned about the forces that affect economic growth, as well 
as a host of government policies that can make the economy grow faster. If you are 
having tro uble keeping it a1l straight, Table 4-which summarizes all of this infor
mation-might help . 

As you look at the table, you'll notice that many of the policies that affect eco
nomic growth are fiscal po/icies--->:hanges in government purchases or net taxes 
designed to affect total output. In the previous chapter, you learned that fiscal poli
cy has no demand-side effects on Output. But in this chapter, you've seen that fiscal 
policy call affect output in a different way-by changing the resources ava ilable in 
the economy. For example, tax rates influence the number of people who want to 
work and change the quanti ty of labor employed . Fiscal changes can also change the 
rate of investment spending and therefore influence the capital stock firms will have 
in the future. These effects of fiscal policy-changing total output by changing the 
resources available in the economy-are called supply-side effects. 

111 the long mn, while fiscal policy cannot illfiuence total output by chang
ing total spending (demand-side effects), it can influellce ol/tPIll by changing 
the quantity of resources available for production (supply-side effects). 

Table 4 a lso shows that some pro-growth policies can work through multiple 
channels. For example, a less-generous social safety net would have three separate 
impacts on growth : (1) an increase in labor supply (by making alternatives to work
ing more draconian); (2) an increase in the incentive to save (because people would 
worry more about their future); and (3) a reduction in the budget deficit (through 
lower transfer payments). The first effect raises the EPR, and the other two raise 
investment and productivity. 

Finally, the table shows that some policies that increase economic growth 
through one channel can simultaneously work against growth through another 
channel. For example, in the firs t row of the table, you can see that a decrease in 
income tax rates contributes to growth by increasing employment. But farther 
down, you'll see that an iI/crease in taxes can aid growth by shrinking a budget 
deficit (implying that a decrease in taxes would have the opposite effect and harm 
growth). Thus, a decrease in tax rates si multaneously hel ps growth through one 
channel and harms growth through another. 

The fact that a single policy can have two competing effects on the economy helps 
us understand one reason for controversy in macroeconomic policy. When we cut 
income taxes, for example, the ultimate effect on economic growth will depend on 
which of the two effects is stronger, something over which economists can and do dis
agree. The Bush tax cut in 2001 was seen by some economists as a growth-enhancing 
measure (those who stressed the impact on employment) and by others as harmful to 
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Fa<:tors That Influence Growth In Output per Capita TABLE II 
Examples of Pro
Growth Policies 

• Decrease income 
or payroll tax rates 

• less-generous 
social safety net 

• Specific 
employment 
subsidies 

• Any policy that 
raises labor 
productivity (e.g" 
all policies below) 

• Investment tax 
credit 

• Decrease corporate 
profits tax rate 

• Greater subsidies 
for student loans 

• Tax incentives for 
saving [IRAs, 
401(k)s) 

• Oecrease capital 
gains tax rate 

• l ess-generous 
social safety net 

• Decrease in 
government 
purchases 

• Increase in taxes 

• Decrease in 
transfer payments 

Method of Impact Immediate Goal 

Increase in labor supply 

Employment t 
Increase in labor 
demand 

Direct impact on 
investment 

Greater 
investment in: 

Increase in saving "* • Human capital 
rJ..:=jo fP i • Physical capital 

• R&D 

Decrease in budget 
deficit :=jo rJ.. :=jo /P i 

economic growth (those who stressed the effen on the government's budget, and the 
consequences for interest rates and investment), 

The biggest controversies regarding growth policies, however, are not about 
their effectiveness but about their costs. 

THE COSTS OF ECONOMIC GROWTH 

So fa r in th is chapter, we 've discussed a variety of policies that could increase the 
rate of economic growth and speed the rise in living standards. Why don't all nations 
pursue these policies and push their rates of economic growth to the maximum? For 

Effect on 
Growth Equation 

EPR growth rate i 

Productivity growth 
rate i 
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example, why did the u.s. standard of living (output per capita) grow by 2 .1 per
cent per year between 1995 and 2005? Why not 4 percent per year? Or 6 percent? 
Or even more? 

In this section, you will see that 

promoting economic growth involves unavoidable tradeoffs: It requires some 
groups, or the lIatioll as a whole, to give liP something else that is valued. 

Economics is famous for mak ing the public aware of policy tradeoffs. One of the 
most important things you will learn in your introductory economics course is that 
there are no costless solutions to society's problems . Just as individuals face an 
opportunity cost when they take an action (they must give up something else that 
they value), so, TOO, policy makers face an opportunity COSt whenever they pursue a 
policy: They must compromise on achieving some other social goal. 

What are the costs of growth? 

BUDGETARY COSTS 

If you look again at Table 4, you' ll see that many of the pro-growth policies we've 
analyzed involve some kind of tax cut. Cutting the income tax rate may increase the 
labor force participation rate. Cutting taxes on capital gains or corporate profits 
will increase investment d irectly. And cutting taxes on saving will increase house
hold saving, lower interest rates, and thus increase investment spending indirectly. 
Unfortunately, implementing any of these tax cuts would force the government to 
choose among three unpleasant alternatives: increase some other tax to regain the 
lost revenue, cut government spending, or permit the budget deficit to rise. 

Who will bear the burden of this budgeta ry cost? That depends on which alter
native is chosen . Under the fi rst option-increasing some other tax-the burden falls 
on those who pay the orher tax. For example, if income taxes are cut, real estate taxes 
might be increased. A family might pay lower income taxes, but higher properfy 
taxes. Whether it comes out ahead or behind wi ll depend on how much income the 
family earns relative to how much property it owns. 

T he second option, cutting government spending, imposes the burden on those 
who currently benefi t from government programs. This includes those who directly 
benefit from specific programs-like welfare recipients or farmers . It a lso includes 
those who benefit from government spending more indirecdy. Even though you may 
earn your income in the private sector, if government spend ing is cut, you may su f
fer from a deterioration of publ ic roads, decreased police protection, or poorer 
schools fo r your children . 

T he th ird option-a larger budget deficit or a smaller budget surplus-is more 
complicated. Suppose a tax cut causes the government to end up with a larger deficit. 
Then greater government borrowing will increase the total amount of government 
debt outstanding-called the national debt. This means greater interest payments by 
future generations and higher taxes. 

But that is not all. From the previous chapter, we know that a rise in the budget 
deficit (by increasing the demand for funds) drives up the interest rate. The higher 
interest rate will reduce investment in physical capital and R&D by businesses, as 
well as investment in human capital by households, and both effects will work to 
decrease economic growth . It is even possible that so much private investment will 
be crowded out that the tax cut, originally designed to boost economic growth, ends 
up slowing growth instead. At best, the growth-enhancing effects of the tax cut will 
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be weakened. This is why advocates of high growth rates usually propose one of the 
other options-a rise in some other tax or a cut in government spending-as part of 
a pro·growth tax cut. 

In sum, 

even though properly targeted tax cuts can increase the rate of economic 
growth, they will generally force liS to either redistribute the tax bllrden or 
(lit governmellt programs. 

CONSUMPTION COSTS 

Any pro-growth policy that works by increasing investment-in physical capital, 
human capital, or R&D-requires a sacrifice of current consumption spending. We 
use resources to construct new oil rigs or factory buildings, or to build and staff new 
training facilities and research laboratories. These resources could have been used 
instead to produce clothing, automobiles, video games, and other consumer goods. 
In other words, we face a tradeoff: The more capital goods we produce in any given 
year, the fewer consumption goods we can enjoy in that year. 

The role of this tradeoff in economic growth can be clearly seen with a famil iar 
tool from Chapter 2: the production possibi lities frontier (PPF). Figure 8 shows the 
I'I'F for a nation with some given amount of land, labor, capital, and entrepreneur· 
ship that must he a llocated to the production of two types of output: ca pital goods 
and consumption goods. At point K, the nation is using all of its resources to pro· 
duce ca pital goods and none to produce consum pti on goods. Point C represents the 
opposite extreme: all resources used to produce consumption goods and none for 
capital goods . Ordinarily, a nation will operate at an intermediate point such as A, 
where it is producing both capital and consumption goods. 

Production 
of Capital 

Goods 

219 

Consumption, Investment, and 
Economic Growth 

o 
Kt--_ 

In I},e CUrTe,,1 "eril.)d. a "alhm ca" 
c},uuse tu produce unly consumer 

guuds (paint C). or it call produce 
sume CLlpiltll guuds by sacrificillg 
sume curre,,1 cu"sumf,liu", tiS til 

""f--.... :'1 B paillt A. If illIJestmellt at paillt A 
exceeds capital depreciatiull. the 
caf,ital sluck will gruw, a"d Ihe 

pruduCliun pussibilities frulllier will 

C Production 
of Consumption 

Goods 

shift uutward. After it does. the 
ltatioll can produce mare callsump· 

tiun guuds (puilll R), mure capiltll 
guuds (puilll 1J), ur mure uf but}, 

(puin t E). 



220 Part III: Long-Run Macroeconomics 

Now, as long as capital production at poim A is greater than the depreciation of 
existing capital, the capital srock will grow. In future periods, the economy-with 
more capital-----<an produce more output, as shown by the outward shi ft of the PPF 
in the figure . If a nation can produce more output, then it can produce more con
sumption goods and the same quantity of capital goods (moving from point A to 

point B), or more capital goods and the same quantity of consumption goods (from 
poim A to point D) or more of both (from poiot A to point El. 

Let's take a closer look at how this sacrifice of current consumption goods might 
come about. Suppose that some change in govern ment policy-an investment tax 
credit or a lengthening of the patent period for new inventions-successfully 
increases investment. (Go back to Figure 5.) What will happen? Businesses
demanding more loanable funds-will drive up the interest rate, and households a\1 
over the country will find that saving has become more attractive. As families 
increase their saving, we move rightward along the economy's supply of funds 
curve. In this way, fir ms get the funds they need to purchase new capital. But a deci
sion to save more is also a decision to spel/d less. As current saving rises, current 
consumption spending necessarily falls . By driving up the interest rate, the iI/crease 
iI/ investment spending causes a voluntary decrease in consumption spending by 
households. Resources are freed from producing consumption goods and diverted 
to producing capital goods instead. 

Although th is decrease in consumption spending is voluntary, it is still a cost that 
we pa y. And in some cases, a painful cost: Some of the increase in the household 
sector's net savi ng results from a decrease in borrowing by households that- at 
higher interest rates-can no longer afford to fi nance purchases of homes, cars, or 
furniture . In sum, 

greater iI/vestment in physical capital, human capital, or R&D will fead to 
{aster eCO/lOmic growth and higher living standards in the {ulIIre, bllt we wiff 
have {ewer COl/sumer goods to mioy itl the preSetlt. 

OPPORTUNITY COSTS or WORKERS' TIME 

An increase in the employment-population ratio or average hours will increase 
living stand ards, as measured by output per capita . There will be more output to 

divide among a given population. But this increase in Output per capita comes at a 
cost: a decrease in time spen t in non market activities. For example, with a greater 
fraction of the population working, a smaller fraction is spending time at home. 
This might mean that more students have summer jobs, more elderly workers arc 
postponing their retirement, or more previously nonworking spouses are entering 
the labor fo rce. Simi larly, an increase in average working hours would mean that 
the average worker will have less time for other activities-less time to watch 
television, read novels, garden, fix up the house, teach his or her children, or do 
volunteer work. 

Thus, when economic growth comes about from increases in the EPR or in aver
age hours, we face a tradeoff: On the one hand, we can en joy higher incomes and 
more goods and services; on the other hand, we will have less time to do things other 
than work in the market. In a market economy, where choices are voluntary, the 
value of the income gained must be greater than the value of the time given up. No 
one forces us to reenter the labor force or to increase work ing hours. So anyone who 
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takes either of these actions must be better off for doing so . Still, we must recognize 
that somethillg of value is always given up when employment or hours increase: 

All increase ill tlJe employment-poplllation ratio or a rise in average hOllrs llIill 
illcrease /ivillg stalldards as measllred by olltplll per capita, but also reqllire liS 
to sacrifice lime previollsly spel1t il1 /lolI/lIarkel activilies. 

SACRI FICE OF OTHER SOCIAL GOALS 

Rapid economic growth is an important social goal, but it's not the onlr one. Some 
of the policies that quicken the pace of growth require us to sacrifice othe r goa ls that 
we care about. For example. you've seen that restrucmring and even reducing gov
ernment transfer payments could increase saving, leading to more investment and 
faster growth. But such a move would cut the incomes of those who benefit from 
the current system and force some citizens into levels of poverty that society may 
find unacceptable. You've learned that extending patent protection would increase 
incentives for research and development. But it would also extend the monopol}' 
power exercised br patent holders and force consumers to pay higher prices for 
drugs, electronic equipment, and even packaged foods in the present. 

Of course, the argument cuts both ways: Just as government policies to stimulate 
investment require us to sacrifice other goals, so, too, can the pursuit of other goals 
impede investment spending and economic growth. Most of us would like to see a 
cleaner envi ronment and safer workplaces. But safety and environmental regulations 
can reduce the rate of profit on new capital and shrink investment spending. 

Does this mean that business taxes and government regulations shoul<[ be reduced 
to the absolute minimum? Not at all. As in most matters of economic policy, we face 
a tradeoff: 

Achieving greater worker safet); a cleaner environment. and other social goals 
requires the sacrifice of some ecollomic grolllth along the ilia)'. Altemativel)~ 
achie/Jillg greater ecol/omic growth lIIay require some comfJromise on other 
things llIe care ahOllt. 

When values differ, people will disagree on just how much we shou ld sacrifice for 
economic growth or how much growth we should sacrifice fo r other goals. 

Economic Growth in the Less~Developed Countries 

In most countries, Malthus's dire predictions {cited at the beginning of this chapter) 
have not come true. One reason is that increases in the capi tal stock have raised pro
ductivity and increased the average standard of living. Increases in the capital srock 
are even more important in the less-developed countries (LDCs), which have rela
tively little capi[al to begin with . In these countries, even small increases in capital 
formation can have (Iramatic effects on living standards. 
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But how docs a nation go about increasing its capital stock? As you've learned, 
there are a \'ariety of measures, all designed to accomplish th e sa me goal: shifting 
resources away from consumer~goods production toward the production of physical 
and human capital. A very simple formula. 

Some countries that were once LDCs-like Hong Kong, Singapore, South Korea . 
and India-have a pplied the formula very effectively. Output per ca pita in these 
countries has grown by an average of 4 o r 5 percent per yea r for the past two 
decades. China 's output per capita has grown even faster over this period, with an 
average annual increase of 8 percent. All these countries were able to shift resources 
from consumption goods into capital goods in part by pursuing many of the growth~ 
en hancing measures d iscussed in this chapter; large subsidies for human and physi
ca l capital investments, pro-growth tax CutS to encourage saving and in\'estment, and 
the willingness to sacrifice orher social goals--especiall y a clean environment-for 
growth.s These economies gave up large a mounts of pot ential consumption during a 
period of intensive capital formation. 

But other LDCs have had great difficulty raising living standards. Ta ble 5 shows 
growth rale~ for several of them, over the periods 1975- 1990 and 1990-2003. In 
some cases, such as Bangladesh, Ghana, and Benin, there is at least some cause for 
optim ism: Stagnating or declining living standards in the earlier periQ(i have gi ven 
way to slow but consistent growth. In other cases-such as Kenya-living standards 
have barely budged over the past few decades. In still other cases-for example, 
Haiti and Sierra Leone-output per ca pita has been falling ever more rapidly. Why 
do some LDCs have such difficulty achieving economic growth ? 

Much of the explanation for the low growth rates of many LDCs lies with three 
characteristics that they share: 

I . Very tOIf! ClIrrent Olltpllt per capita. Living standards are so low in some 
LDCs that the), cannot take advantage of the tradeoff between producing 
consumption goods and producing capi tal goods. In these countries, pulling 
resources out of consumption would threaten the survival of many families. 

Average Annual Growth Rata 
of Output per Capita 

Country 1.97~1990 1990-2003 

Bangladesh 0 .9 3.1 
Ghana -<l.8 1 .8 
Benin -<l.6 2.2 
Kenya 0.9 - 0.6 
Haiti -1.9 - 2.8 
Sierra Leone -1.5 - 5.3 

Source: Unlled N8tlon, Developmenl Programme. Human 
~1I1 Reoor/2005. pp. 26&-269. and authOf calculation •• 

, Some" of t,,",so: countries also had 50mc 5p«;~J ~dvantage,,-such u a hIgh Ic.·cI of human ca pital to 

slarl \Vuh. 
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At the household level, the problem is an inability to save: Incomes are so 
low that households must spend all they earn on consumption. 

2. High population growth rates. Low living standa rds and high population 
growth rates are linked together in a cruel circle of logic . On the one hand, 
rapid population growth by itself tends to reduce living standa rds. On the 
other hand, a low standard of hving tends to increase population growth. 
Why? First, the poor are often uneducated in matters of family planning. 
Second, high mortality rates among infants and children encourage fami lies 
to have many offspring, to ensure the survival of at least a few to care for 
parents in their old age. As a result, while the average woman in the United 
States will have fewe r than two children in her lifetime, the average woman 
in Haiti will have four children; in Kenya, five children; and in Sierra Leone, 
more than six. 

3. Poor infrastructure. Political instability, poor law enforcement, corruption, 
and adverse government regulations make many LDCs unprofitable places 
to invest. Low rates of investm ent mean a smaller capital stock and lower 
productivity. Infrastructu re problems also harm worker productivity in 
another way: Citizens must spend time guarding against thievery and trying 
to induce the government to let them operate businesses-time they cou ld 
otherwise spend producing output. 

These three characteristics-low current production, high population growth, 
and poor infrastructure-interact to create a vicious circle of continuing poverty, 
which we can understand with the help of the familiar PPF between capital goods 
and consumption goods . Look back at Figure 8, and now imagine tha t it applies to 
a poor, developing country. In this case, an outward shift of the PPF does not, in 
itself, guarantee an increase in the standard of living. In the LDCs, the population 
growth rate is often very high, and employment grows at the same rate as the 
popu lation. If employment grows more rapidly than the capital stock, then even 
though the PPF is shifting outward, capital per worker wi ll decline. Unless some 
other factor-such as technological change-is raising productivity, then living 
standards will fall. 

In order to have rising capital per worker-an important source of growth 
in productivity and livillg standards-a IIalion's stock of capital must not 
Oll/Y grow but grow faster than its popula/iOtf. 

Point N in Figure 9 shows the minimum amount of investment needed to main
ta in capital per worker, and therefore labor productivity and living stan dards, for a 
given rate of population growth. For example, if the population is growing at 4 per
cent per year, then point N indicates the annual investment needed to increase the 
total capital stock by 4 percent per year. If investment is just equal to N, then capi
tal per worker-and living standards-remain s constant. If investment exceeds N, 
then capital per worker-and living standards-will rise. Of course, the greater the 
growth in population, the higher point N will be on the vertical axis, since greater 
investment will be needed JUSt to keep up with population growth. (We assume 
throughout this d iscussion that the labor force and employment are both ri sing at 
the same rate as the population.) 

The PPF in Figure 9 has an added fearure : Point S shows the minimum accept
able level of consumption, the amount of consumer goods the economy IIlllst produce 
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in a year. For example, S might represent the consumption goods needed to prevent 
starvation among the least well off, or to prevent unacceptable social consequences, 
such as vialI'm revolution. 

Now we can SCI' the problem faced by some less-developed economies. 
Output is currenrly at a point like H in Figure 9, with annual investment just 
equal to N. The capital stock is not growing fast enough to increase capital per 
worker, and so labor productivity and living standards are stagnant. In this 
situation, the PPF shifts outward each year, but not quickl)' enough 10 improve 
people·s lives. In the most desperate countries, the situation is worse: T he), oper
ate at a poim like R, with investmem belolll N. Even though the capital stock is 
growing, it does not grow fast enough, so capital per worker and living standards 
decline. 

The solution to this problem appears to be an increase in capital production 
beyond poim N-a movement along the 1'1'1= from point H to a point such as J. As 
investment ri~es above N, capital per worker rises, and the PPF shifts OUTward rap
idly enough over time to raise living standards. In a wealthy country, like the United 
States, such a move could be engineered by changes in taxes or other gm'crnmcnr 
policies. But in the LDCs depicted here, such a move would be intolerable: At 
poi nt H, consumption is already equal to S, the lowest acceptable level. Moving to 

point J would require reducing consumption below S. 

The poorest LDw are too poor to take adval/tage of the tradeoff betweell 
consllmption al/(I capital prodllction ill order to illcrease tl)c;r fiving stan
dllrt/s. Sillce the)' call1lot redllce COIISlllllptioll below Cllrrent levels, thl')' can
not prod lice enollgh capital to keep "I' with their rising poplllations. 

In recent history, a variery of merhods have been 3nempled to break out of this 
\'icious circle of povert}'. 
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• Brute force . The most tragic way to break out of the cycle is to sim ply force the 
economy from a point like H to a point like], even though consumption falls 
below the mimmally acceptable level S. 

An example occurred during the 1930s, when the d ictator Joseph Stalin 
moved the Soviet e<:onomy in this way by ordering farmers into the city to pro
duce capital equipment rather than food. With fewer people working on farms, 
agricu ltural production declined and there was not enough food to go around . 
Stalin's sol ution was to confiscate food from the remaining far mers and give it 
to the urban workforce. Of course, this meant starvation for millions of farmers. 
Millions more who complained too loudly, or who otherwise represented a 
political threat, were rounded up and executed. 

• Target the wealthy. In this method, the economy moves from point H to point] 
whi le limiting the sacrifice of consumption to the wealthy. Figure 10(a) shows 
this graphically. The minimally acceptable level of consumption moves leftward, 
from S to S " because total consumption can be reduced to a lower level than 
before without threatening the survival of the poor. The drop in consumption to 
point J (wh ich is now acceptable) frees up resources for investment. However, 
this method is not often practical because the wealthy have the most influence 
with government in LDCs. Being more mobile, they can easily relocate to other 
countries, taking their savings with them. This is why efforts to shift the sacri
fice to the wealthy are often combined with restrictions on personal liberties, 
such as the freedom to travel or to invest abroad. These moves often backfire in 
the long run, since restrictions on personal and economic freedom are remem
bered long after they are removed and make the public-especi ally foreigners
hesitant to invest in that country. 

• Decrease pop Illation growth. Consider a nation producing at point H in 
Figure I O(b). Capital production is Just sufficient to keep up with a rising popu
lation. The PPF shifts outward each year, but because capital per worker remains 
constant, living standards remain constant . If this nation can reduce its popula
tion growth rate, however, the level of capital production needed to Just maintain 
capital per worker moves downward, from N to N '. The economy can then con
tinue to operate at point H, but now-with the population growing more slow
ly than the capital stock--capital per worker and living standards rise. 

Reducing population growth was an important part of China's gro wth 
strategy, bringing the number of births per woman down from six in 1970 to 
less than twO in 1980 (and to 1.7 in 2000). But it has involved severe restrictions 
on the rights of individual families to have children, including heavy fines and, 
in many cases, forced abortions and sterilizations. Although restrictions and 
enforcement have been loosened considerably, China's government continues to 
regulate ch ildbearing as part of its effort to raise living standards, and announced 
in 2006 that it would continue to do so through at least 2010 . 

• Foreign assistance. Since the 1940s, assistance from wealthier countries--either 
individually or through international organizations such as the World Bank or 
the International Monetary Fund- has been viewed as the most humane way 
for LDCs to break out of poverty. Providing capital goods to an LDC a llows its 
capital stock to grow faster with no decrease in consumption goods. This is 
illustrated in FigureIO(c), where the additional ca pital allows the country to 
operate beyond its i'i'F, moving from point H to point F. The LDC still pro
duces at point H. But point F shows the new combination of consumption 
goods and capital goods the country obtains over the year. 
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Alternatively, foreign assistance could provide consumption goods, allowing 
the country to free up its own resources for capital production while maintain
ing minimal levels of consum pti on. In Figu re 10(c), the country would move 
leftward along the PPF (not shown), but the combination of consumption and 
capital goods would once again be at point F. Either form of assistance could 
enable the capital stock to grow faster than the population for some time, set
ting the stage for sustained growth in living standa rds. 

At least, that 's the theory. But the failure of so many poor countries to gain 
traction, despite trillions of dollars in foreign assistance over the past half cen
tury, has made man}' economists skeptical. The}' put much of the blame on one 
of the features of LDCs discussed earlier: poor institutional infrastructure. When 
corrupt or undevelope<l legal systems fail to protect property rights or enforce 
contracts, savers will not lend to domestic borrowers, and entrepreneurs will not 
start productive businesses. When corrupt governments siphon off most of the 
foreign aid dollars toward military spending or lavish lifestyles for the politically 
connened, little is left for improving the health and educa tion of the population 
or increasing the ,~tock of productive capital. 

Although most economists believe that foreign assistance is still imporrant, 
they are paying increasing attention to the institutional infrastructure of the 
recipient countries. This was the thinking behind the Millennium Challenge 
ACCOllnt established by the Bush administration in 2004 . It provides significantl y 
increased amounts of foreign aid ... with a catch: Countries must meet guide
lines for reducing corruption, improving the environment for entrepreneursh ip, 
and working to improve the health and human capital of their citizens. The 
program has been given high marks for its design, but it is still too early to judge 
its ultimate effectiveness, 

Summary 

The growth rate of real GDP is a key determinant of economic 
well-being. If output grow~ f~ster than the population, then OUl

PUt per person-and the avaage standard of living-will rise. BUI 
in orda for output per pason to rise, eithcr average working 
hours, the emp/o),me>ll- flOpu/alioll ratio (E l'R), or productivity 
mUSt increase. I" developed courn ries, average hours have been 
decreasing and are unlikely to rise in the future. Growth in the 
EPR has bem responsible for considerable past growth in the 
United States and several other countries. It can be increased by 
policy changes that increase labor supplr (such as tax Cuts) or 
labor demand (such as subsidized job training or employmelll 
subsidies). But in the future, continual rises in the EPR arc unlike
ly. This leaves increases in productivity-a major contributor to 

growth in the pasT-as the main SOurc;, of growth in the future. 
Productivity increases when capital per worker rises or there 

are advances in technology. When the now of investment spend
ing is greater than the now of depreciation over some period of 
timc, the capital stock will risc . An increase in the capital stock 
shifts the production fllnction upward, enabling any given num
ber of workers to produce more output. If tile capital stock rises 
at a faster rate than the labor force, then capital per worker rises, 
and so docs productivity. 

Investment can be encouraged by government policies. It can 
be stimulated directly through reuuctions in the corporate profits 
tax rate or through subsidies. Or illl'estmcnt can be increased 
indirectly through goV{·rnnwnt policies that bring abollt lower 
interest rates, such as changes in tax policy to encourage more 
~aving or reductions in the government's budget deficit. 

Techll%gical cf!<lIIge-the application of lIew inputs or IICw 

methods of production-also raises productivity. The rate of tech
nological change depends partly on spending on research and 
develupment, either by government or private finns. Almost any 
go\'{:rnmcnt policy that increases investment spending in general 
will also increase spending on research and devc1opmclII, and 
therefore increase the pace of technological change. In addition, 
patent protectiun Ca n specifically influence research and develop
melll of ncw, patentable products and tcchnologies. 

Economic growth is not costless. Tax cuts that stimulate 
employment, capital formation, or technological progress require 
increases in other taxes, CUtS in spending programs, or an increase 
in the national debt. Any increase in employmcnt from a given 
population requires a sacrifice of leisure time and other nonmar
ket activities. More broadly, any increase in investment requires 
the sacrifice of consumption today. 

Bryon Donaldson
Highlight



228 Part III: Long-Run Macroeconomics 

1. For each of the following, ~ I) determine the impact on full
employmem output and (2) illusltate the immediate and 
long-run impact using the cbssical model (labor market, 
production function, or loanable funds market). 
a. Increased immigration 
b. An aging of the population with an increasing 

proportion of retirees 
c. A decline in the tax rate on corporate profits 
d. A reduction of unemployment benefits 
e. The development of the Internet 

2. Iklow are GOP and growth data fOT the United States and 
four other countries: 

1950 Real GDl' 1990 Real GOI' Average 
per Capita per Capi ta Yearly 
(in 1990 (in 1990 Growth 
dollars) dollars) Rate 

United States $9,573 $21,558 2.0% 
France $5,221 $17,959 3.0% 
Japan $1,873 $19,425 5,7% 
Kenya $ 60' $ 1,055 1.3% 
India $ 597 $ 1,348 2.0% 

SUllre<': Angus Maddison. Mtmituring tbe \Vurld Ecunomy, 
1820-1992 (Paris: OECD, 1995). 

a. For both years, calculate each country's per capita GOP 
as a percentage of u.S. per capita GOP. Which countries 
appeared to be catching up In the United States, and 
which were lagging behind? 

b. If all these countries had continued to grow (fwm 1990 
onward) at the average growth rates given, in what year 
wouhJ France have caught up I<) the United State~? lu 
what years (r("Spectivdy) would India and Kenya have 
caught up to the United States? 

3. Below are hypothetical data for the country of Barrovia: 

Labor 
Average I'roduL"tivity Total 

Population Employmem Yearly (output Yearly 
(mi llions) (millions) Hours per hour) Output 

2002 100 50 2,000 $4.75 
2003 104 51 2,000 $4.75 
2004 107 53 1,950 $5.00 
2005 108 57 1,950 $5.00 
2006 110 57 2,000 $5.00 

.1. Fill in the entries for total output in each of the five 
years. 

b. Calculate the {ollo ..... ing for each )·ear (except 2002): 

(1) Population growth rate (from pR'"vious year) 
{2) Growth rate of Ol1tput (from previol1s year) 
~3) Growth rate of]Xr capita output (from previous year) 

4. In 'Iddition to shifting the production function upward, an 
increase in the capilal slOck will onlinarily make workers 
mOre productive and shift the labor demand curve righl 
ward. Graphically illustrate the full impact of an increase 
in the nation's capital stock under this assumption. 

5. Show what would happeu w the production function if 
the capital slOck decreased. Suppose, 100, that the 
decrease in the capital stock-because it made workers 
less productive 10 firms-shifted the labor demand curve 
Idtward. Graphically illustrate the full impact of a 
decrease in the nation's capilal stock under this assump
tioll. What government policies could cause a decrease 

6. 
in the capital stock? 
Stale whether each of the following Slatements is true or 
false, and explain your reasoning hriefly. 
a. ~ A ]Xrmanelll increase in employment from a lower to 

a higher level will cause an increase in real G[)l', but 
n()l cominued growth in real (;lJP.~ 

b. ~A pcrmanelll increase in the nation's capital stock to a 
new, higher level will cause an increase in real GOP, but 
not continued growth in real GOP." 

c. ~With ,onstant population, work hours, and 
technology, as 10llg as planned investment spending 
continues to be greater than d{'preciation, real GOP 
will cOl1linue w grow year after year." 

d. ~ All else equal, a permanem increase in In econmn)"s 
rate of planned investment spending will cause real 
GOP to grow faster each rear than it would at the old, 
lower level of investment spending." 

7. On a diagram, draw an economy's production functiou. On 
the same diagram, add curves to illustrate where the pro· 
duction function would be in five years under each of the 
following assumptions. (Label your additiunal curves a, b, 
and c, and assume u<>lhing else affectiug econo",ic growth 
changes.) 
3. Planned investment remains constant at its cUflent 

level, which exceeds depreciatiun. 
b. Planned inv("Stment remains constal1l at its curn·llt 

level, which is less than depreciation. 
c. Planned investment rises above its currelH level, which 

exceeds depreciation. 
S. Complete the table on page 661, then find the growth rate 

of output from Year 1 to Year 2, from Year 2 to Year 3, 
and from Year 3 to Year 4, in tenns of the percentage 
change in each of its components. 

9. Redraw Figure 9 from the chapter, adding the new I'PF the 
country would face in Year 2 if it produc("S at point H ill 
Year L Explain your drawing. (\-l im: Does 3 shifting PI'!' 
always mean a change in living standards?) 

10. For each of Ihe following scenarios, calculate ( I) Ihe 
percentage change in real GOP; (2) the percentage change 
in real GOP per capita. 
a. Average hours are constant; EJ>R, productivilY, and 

population each increase by 2%. 
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Year I 

192 million 
1,200,000 
2,000,000 

Year 2 

200 million 
1,400,000 
2,500,000 

Year 3 

285 million 
1,900,000 
2,900,000 

Year 4 

368 million 
2,]00,000 
3,200,000 
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T olal hours worked 
Employment 
I'opularioo 
I'rodu ~-rivi ry $50 per hour $52.50 per hour $58 per hour $60 per hour 
Average hours per worker 
EI'R 
Toral ourpur 

b. Average hours and EPR are constant; productivity and 
population each increase by 2%. 

c. Average hou rs, productivity, and population each 
increase by 2 OJ,,; EI' I{ is constant. 

d. Average hours and EPR each decrease by 2%; produc
tivity and population each increase by 2'70. 

II. Evaluate the following statement: ~Continual population 
growth, with no other change affecti ng economic growth, 
leads to continual growth in real GDP, but a continual d rop 
in living standards. ~ Rriefly e"plain why you believe the 
statement is true or false. 

More Challenging 
12. Assume that average work hours and the employment

population ratio remain constant in a Irss developed 
country. T he country initially has $ 100 billion in capital. 
For each of the following scenarios, describe what wilJ 
happen over time to the l DC"s (I ) production possibilities 
frmuirr for capiral and consumption goods; (2) capital per 
worker; and (3) average living standard. 

Table (or Problem 8 

a. Population grows by 2% per year, depreciation of 
capital stock is 2% per year, and investment (new capi
tal production) each year is equal to 4% of capital stock 
at the beginning of the year. 

b. Population grows by I % per year, depreciation of 
capital stock is 2% per year, and investment (new capi
tal production) each year is equal to 4% of capital stock 
at the beginning of the year. 

c. Population is constant, dcpreciation of capital stock is 
2% per year, and investment (new capital production) 
each year is equal to 1 % of capital stock at the begin
ning of the year. 

13. Economist Amartya Sen has argued that famines in 
underdeveloped countries arc not simply the result of crop 
failures or natural d isasters. Instead, he suggests that wars, 
especially civil wars, are linh-d to mOSt famine episodes in 
recent history. Using a framework similar to Figure 10, 
discuss the probable effect of war on a country'S PPE 
Explain what would happen if the coun try were initially 
operating at or near a point like S, the minimum acceptable 
level of consumption. 



Boom A period of time during 
which real GOP is above potential 
GOP. 

If you are like most college students, you will be looking for a job when you 
graduate, or you will already have one and want to keep it for a while. In either 
case, your fate is not entirely in your own hands. Your job prospects will depend, at 
least in part, on the overall level of economic activity in the country. 

If the classical model of the previous two chapters describe!l the economy at 
every point in time, you'd have nothing to worry about. Full employment would be 
achieved automatically, so you could be confident of getting a job at the going wage 
for someone with your skills and characteristics. Unfortunately, this is not always 
how the world works: Nei ther output nor employment grows as smoothly and 
steadil y as the classical model predicts. Instead, as fa r back as we ha ve data, the 
United States and si milar countries have experienced CCOllomic fluctuations. 

Look at panel (a) of Figure 1. The orange line shows estimated full-employment 
or potential output since 1960-the level of real GOP predicted by the classical 
model. As a resuh of economic growth, fu ll-employment output rises steadily. 

But now look at the green line, which shows aclllai output each quarter (at an 
annual rate). YOLL can see that actual GOP fluctuates above and below the classical 
model 's predictions. During recessiolls, which are shaded in the figure , ompm 
declines, occas iona lly sharply. During expansions (the unsha ded periods) 
Output rises quickly, usually faster than potential output is risi ng. Indeed, in the later 
stages of an expansion, output often exceeds potential output- a situation that 
economists call a boom. 

Panel {h) shows another characteristic of expansions and recessions: fluctuations in 
employment. During expansions, such as the period from 1983 to 1990, employment 
grows rapidly. During recessions (shaded), such as 1990-9 1, employment declines. 

Figu re I shows us that employment and output move very closely together. Bur 
the figu re doesn't tell us anything about the causal relationshi p between them. 
However, as you'll see in this chapter, we ha ve good reason to conclude that over 
the business cycle, it is changes in output that cau se firm s to change their employ
ment levels. For example, in a recession , many business firms layoff workers. If 
asked wh y, ther would answer that they are reducing emplo)'ment because they are 
producing less output . 

Finallr, look at Figure 2, which presents the unemployment rate over the same 
period as in Figure I. Figure 2 shows a critical aspect of nuctuations-the bulge of 
unemplorment that occurs du ring each recession. When GOP falls, the unemploy
ment rate increases. In recent decades, the worst bu lge in unemployment occurred in 
1982, when more than 10 percent of the labor force was looking for work. In expan
sions, on the other hand, the unemployment rate falls. During the long expansion of 
the 1990s, for example, the unemployment rate fell from 7.8 percent to 4.2 percent. 
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Potential and Actual Real GDP and Employment, quarterly, 1960-2006 (flrst half) FIGUREII 
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In our most recent expansion (2002~?), the unemployment rate fell from around 
6 percent down to 4.6 percent (in J une 2006) . In some expansions, the unemploy
ment rate can drop even lower than the full-employment level. In the sustained 
expansion of the late "19605, fo r example, it reached a low of just over 3 percent. At 
the same rime, output exceeded its potential, as you can verify in Figure I. 

Figure I also shows something else: Expansions and recessions don't last forev
er. Indeed, sometimes they are rather brief. The recession of \990-91, for example, 
ended within a year. And the recession that began in March 200 1 officiallr ended in 
November of that year. 

But if rou look careful!r at the figure, rou'll see that the back-to-back recessions 
of the early 1980s extended over 3 full years. And du ring the Grea t Depression of 
the 1930s (not shown), it took more than a decade for the economy to return to full 
employment. Expansions too can last for extended periods . The expansion of the 
1980s lasted about 7 years, from 1983 to 1990. And the expansion that began in 
March 199 1 turned out to be the longest expansion in U.S. economic history- a 
duration of 10 years. 

The next several chapters deal with economic fluctuations. We have th ree things 
to explain: ( I ) why they occur in the first place, (2) why they sometimes last so long, 
and (3) why they do not last forever. But our first step is to ask whether the macro
economic mode! you've a lready stud ied-the classical, long-run model--can explain 
why economic fluctuations occur. 

CAN THE CLASSICAL MODEL EXPLAIN 
ECONOMIC FLUCTUATIONS? 

The classical model does a good job of explaining why the economy tends to oper
ate near its potential output level, on average, over long periods of time . But can it 
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help us understand the fac ts of economic flucruations, as shown in Figures 1 and 2? 
More speci fically, can the classical model explain why GDP and employmem typi
cally fall below potential during a recession and often rise above it in an expansion? 
Let's see. 

SHIFTS IN LABOR DEMAND 

One idea, studied by a number of economists, is that a recession might be caused by 
a leftward shI ft of the labor demand curve. This possibility is illustrated in Figure 3, 
in which a leftward shift in the labor demand curve would move us down and to the 
left along the labor supply curve . In the diagram, the labor market equilibrium 
would move from point £ to point F, employment would fall, and so would the real 
wage rate . Is this a reasonable explanation for recessions? Most economists feel that 
the answer is no, and for a very good reason. 

The labor demand curve tells us the number of workers the nation's firms want 
to employ at each real wage rate. A leftward shift of thi s curve would mean that 
firms want to hi re (ewer workers at any given wage than they wanted to hire before. 
What could make them come to such a decision? One possibility is that firms are 
suddenly unable to sell all the output they produce. Therefore, the story would go, 
they must cut back production and hire fewer workers at any wage . 

But as you've learned, in the classical model, total spending is never deficient . 
On the contrary, from the classical viewpoint, tota l spending is automatically equal 
to whatever level of output firms decide to produce. As you learned twO chapters 
ago when we analyzed fiscal policy, a decrease in spending by one sector of the econ
omy (such as the government) wou ld cause an equal increase in spending by other 
sectors, with no change in total spending. While it is true that a decrease in output 
would cause total spending to decrease along with it (because Say's law tells us total 
spending is always equal to total output), the causation cannot go the other way in 
the classical model. In that model, changes in total spending cannot arise on thei r 
own. Therefore, if we want to explain a leftward shift in the labor demand curve 
using the classical model, we must look for some explanation other than a sudden 
change in spending. 
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A Recession Caused by 
Declining Labor Demand? 

In theory, a rece:;:;ion could 
be caused by a suddw left-

ward shirt in the labor 
demand curve, causing 

emp/oymentto (a/l. In (ac/, 
large, sudden s/'i(ls in labor 

demand are an unlikely 
explanation (or rea/'world 

fluctuation:;. 



'" 

A Re<:ession Caused by 
Oe<:lining Labor Supply? 

In theory. a recession could 
be cau,ed by a wdden 
leftward ,hift in the labor 
,upply (un1e, (au,;n!.: 
employment to fall. In fact. 
,hifts ;n labor supply occur 
very ,lowly, ,0 they <'annot 
ext,lo;" e(o"om;( 
fluctuations. 

Part IV: Short-Aun Macroeconomics 

Another possibility is that the labor demand curve shI fts leftward because 
workers have become less productive and therefore less valuable to firms . This might 
happen if there were a sudden deaease in the capital stock, so that each worker had 
less equipment to work with. Or it might happen if workers suddenly forgot how to 
do things-how to operate a computer or use a screwdriver or fix an oil rig . Short of 
a major war that destroys plant and equipment, or an epidemic of amnesia, it is high
ly un likely that workers wou ld become tess producrive so suddenly. Thus, a leftward 
shift of the labor demand curve is an unlikely explanation for recessions. 

What about booms? Could a rightward shift of the labor demand curve (not 
shown in Figure 3) explain them? Once again, a change in tota l spending cannot be 
the answer. In the classical model, as discussed a few paragraphs ago, changes in 
spending are caused by changes in employment and output, not the other way 
around . Nor can we explain a boom by arguing that workers have suddenly become 
more productive. Even though it is true that the capital stock grows over time and 
workers continually gain new skills- and that both of these movements shift the 
labor demand curve to the right-such shifts take place at a glacial pace. Compared 
to the amount of machinery already in place, and to the knowledge and skills that 
the labor force already has, annual increments in physical capital or knowledge are 
simply too small to have much of an impact on labor demand. Thus, a sudden right
ward shi ft of the labor demand curve is an unlikely explanation for an expansion 
that pushes us beyond potential output. 

Becallse shifts ill the labor demand curve are 1I0t very large fmm year to 
year, the classical model cannot explain real-world economic (luctuations 
through shifts ill labor demand. 

SHIFTS IN LABOR SUPPLY 

A second way the classical model might explain a recession is through a shift in the 
labor supply curve . Figure 4 shows how this would work . If the labor supply curve 
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shifted to the left, the equilibrium would move up and to the left along the labor 
demand curve, from point ,;; to point C. Th e level of employment would fall, and 
output would fall with it. 

This explanation of recessions has almost no support among e<:onomists. First, 
remember that the labor su pply schedule tells us, at each real wage rate, the num
ber of people who would like to work. This number reflects millions of families' 
preferences about working in the market rather than pursu ing other activities, such 
as taking care of children, going to school, or enjoying leisure time. A leftward shift 
in labor supply would mean that fewe r people want to work at any given wage
that preferences have changed toward these other, non work activities . But in reali
ty, preferences tend to change very slowly, and certainly not rapidly enough to 

explain recessions. 
Second, even If such a shift in preferences did occur, it could not explain the facts 

of real-world downturns. Recessions are times when unusually large numbers of 
people are looking for work (see Figure 2). It would be hard to square that fact with 
a shift in preferences away from working. 

The same arguments could be made about expansions: To explain them with 
labor supply shifts, we would have to believe that preferences suddenly change 
toward market work and away from other activities-an unlikely occurrence. And, 
in any case, ex pansions are periods when the unemployment rate typically falls to 
unusually low levels; (ewer-not more-people are seeking work. 

Because sudden shifts of the labor supply wrve are unlikely to ocwr, and 
because they could not acwrately describe the (acts of the economic cycle, 
the classical model call1lot explaill fluctuations through shi(ts in the supply 
o( labor. 

VERDICT: THE CLASSICAL MODEl CANNOT EXPLAIN 
ECONOMIC FLUCTUATIONS 

In earlier cha pters, we stressed that the classical model works well in explaining the 
movements of the e<:onomy in the longer run. Now we see that it does a rather poor 
job of explaining the economy in the short run. Why is this? Largely because the clas
sical model involves assumptions about the economy that make sense in the longer 
run, but not in the short run. Chief among these is the assum ption that the labor mar
ket dears-that is, that the labor market operates at the point of intersection of the 
labor supply and labor demand curves. As long as this assumption holds, a boom or 
recession would have to arise from a sudden, significant movemellt in that interse<:· 
tion point, caused by a sudden and significant shift in either the labor demand curve 
or the labor supply curve. 

But now, we've seen that such sudden shifts arc very unlikely. Moreover, even if 
they did occur, they could not explain the changes in job-seeking activity that we 
observe in real-world recessions . And this, in a nutshell, is why we must reject the 
classical model when we turn our attention to the shorr run. 

We camIDt explain the facts of short-fIln economic fluctuations with a model 
ill which the labor market always clears. This is why the classical mode/, 
which assumes that the market always clears, does a poor iob of explaining 
the economy in the short filii. 
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WHAT TRIGGERS ECONOMIC FLUCTUATIONS? 

Recessions that bring output below potential and expansions that drive output 
above potential are periods du ring which the economy is going a bit haywire. In a 
recession, millions of qualified people wallt to work at the going wage rate, but 
firms won't hire them . Managers wou ld like to hire them, hut they aren't selling 
enough output-in part because so many people are unemployed . The macroecon
omy seems to be preventing opportunities for mutual gain. 

In a boom, the economy is going hayWIre in a different way. The unemploy
ment rate is so low the normal job-search activity-which accounts for frictional 
unemployment-is short-circuited. Firms, desperate to hire workers because pro
duction is so high, are less careful about whom they hire. The resu lt is a poorer
than-normal match between workers and their jobs . Moreover, the overheating of 
the economy that occurs in a boom can lead to inflation . We'll discuss how this 
happens a few chapters from now. But the basic outline is this: Because qualified 
workers are so scarce, fi rms must compete fiercely with each other to hire them . 
This drives up wage rates in the economy, raises production costs for firms, and 
ult imately causes firms to raise their prices. 

Booms and recessions a re periods during which the economy deviates from the 
normal, full-employment equilibrium of the classical model. The question is: Why 
do such deviations occur? Let's start to answer this question by looking at a world 
that is much sim pler than our own. 

A VERY SIMPLE ECONOMY 

Imagine an economy with just two people: Yasmin and Pepe. Yasmin is especially 
good at making popcorn, but she eats only yogurt. Pepe, by contrast, is very good at 
making yogurt, but he eats only popcorn. If things are going well, Yasmin and Pepe 
will make suitable amounts of popcorn and yogurt and trade with each other. Because 
of the gains from specialization, their trade will make them both better off than if they 
tried to function without trading. And under ordinary circumstances, Yasmin and 
Pepe Will take advantage of all mutually beneficial opportunities for trading. Our two
person economy will thus operate at full employment, since both individuals will be 
fully engaged in making products for the other. You can think of their trading equi
librium as being like th e labor market equilibrium in the classical model. 

Now, suppose there is a breakdown in communication. For example, Yasmin 
may get the impression that Pepe is not going to want as much popcorn as before. 
She would then decide to make less popcorn for Pepe. At their next trading session, 
Pepe will be offered less popcorn, so he Will decide to produce less yogurt. Th e 
result: Total production in the economy declines, and our two traders will lose some 
of the benefits of trading. This corresponds to a recession . 

Alternatively, suppose Yasmin thinks that Pepe will want more popcorn than 
before. Th is might lead her to increase her production, working more than she nor
mally prefers to work so she can get more yogurt from Pepe before his demand for 
popcorn returns to normal. Yasmin 's production of popcorn-and therefore, total 
output in the economy- rises even if Yasm in's expectations turn out to be wrong 
and Pepe does not want more popcorn . Temporarily, we are in a boom. 

In reading the previous paragraph, you might be thinking, "Wait a minute. If 
either Yasmin or Pere got the impression that the other might want less or more of the 
other's product, wouldn't a simple conversation between them straighten things out?" 
If these are your thoughts, you are absolutely right. A breakdown in communication 
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and a sudden change in production would be extremely unlikely.. ill a simple 
economy with jllst tlllO people. And therein lies the problem: The real-world economy 
is much more complex than the world of Yasmin and I'epe. 

THE REAL-WORLD ECONOMY 

Think ahoU[ the U.S. economy. with its millions of businesses producing goods and 
sen 'ices for hundreds of millions of people. In many cases, production must be 
planned long before goods are actually sold. For example, from inception to final 
production, it takes nearly a year to build a house and two years to develop a new 
automobile model or produce a Hollywood film . If one firm-say, General 
Motors-believes that consumers will buy fewer of its cars next year, it cannot sim
ply call a meeting of all potential customers and find out whether its fears aTe justi
fied . Nor can it convince people, as Yasmin can convince Pepe, that their own jobs 
depend on their buying a GM car. Most potential car buyers do IIot work for 
General Motors and don't perceive any connection between buying a car and keep
ing their own jobs. Under the circumstances, it may be entirely logical faT General 
Motors to plan for a lower production level and layoff some of its workers . 

Of course, this would not be the end of the story. By decreasing its workforce, 
GM would create further problems for the economy. The workers it has laid off, who 
will earn less income or none at all, will cut back on their spending for a variety of 
consumer goods-restaurant meals, movies, vacation travel-and they will certainly 
postpone any large purchases they'd been planning, such as a new large-screen tele· 
vision or that family trip to Disney World . This will cause other firms-the firms 
producing these consumer goods and services-to cut back on their production, lay
ing off their workers, and SO on. In other words, what began as a perceived decrease 
in spending in one sector of the economy can work its way through other sectors, 
causing a full -blown recession. 

This example illustrates a theme that we will revisit in the next chapter: the 
interdependence between production and income. When people spend their 
incomes, they give firms the revenue they need to hire workers and pay them 
income! If any link in this chain is broken, Output and income may both decline. In 
our example, the link was broken because of incorrect expectations by firms in one 
sector of the economy. But there are other causes of recessions as well, also cente r
ing on the interdependence between production and income, and a failure to coor
dinate the decisions of millions of firms and households. 

The classical model, however, waves these potential problems aside. It assumes 
that workers and firms, with the aid of markets, can work things out-like Yasmin 
and Pepe-and enjoy the benefits of producing and trading. And the classical model 
is right: People will work things out ... eventually. But in the short run, we tleNt to 
look carefu lly at the problems of coordinating production, trade, and consumption 
in an economr with mill ions of people and businesses. 

A boom can arise in much the same way as a recession. It might start because of 
an increase in production in one sector of the economy, say, the housing sector. With 
more production and more workers earning higher incomes, spending increases in 
other sectors as well, until output rises above the classical, full·employment level. 

EXAMPLES OF RECESSIONS AND EXPANSIONS 

In the preceding discussion, General Motors decided to cut back on its production 
of cars because its managers believed, rightly or wrongl)" that the demand for GM 
cars had decreased. Often, many firms will face a real or predicted drop in spending 
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at the same time. The resulting changes in production ultimately work their way 
through the entire economy, and often cause full-fledged macroeconomic fluctuations. 

Table 1 lis ts some of the recessions and notable expansions of the last 50 years, 
along with the events and spen ding changes that a re thought to have caused them 
or at least contributed heavily. You can see that each of these events fi rs t affected 
spending and output in one or more sectors of the economy. For example, several 
recessions have been set off by increases in oil prices . T he initial impact of higher oil 
prices is often fdt mOST strongly on energy-using goods and services, such as new 

Period Event Major Spending Changes 

Early 1950s Expansion Korean War Defense spending i 
1953 Recession End of Korean War Defense spending t 
l ate 1960s Expansion Vietnam War Defense spending i 
1970 ReceSSion Change in Federal Spending on new 

Reserve policy homes J. 
1974 Recession Dramatic increase in Spending on cars 

oil prices and other 
energy-using products J. 

1980 Recession Dramatic increase in Spending on cars 
oil prices and other 

energy-using products J. 
1981-82 Recession Change in Federal Spending on new homes, 

Reserve policy cars, and business 
investment! 

Early 1980s Expansion Military buildup Defense spending i 
Late 1980s Expansion Dramatic decline in Spending on energy-{Jsing 

oil prices products i 
1990 Recession Large increase in oil Spending on cars 

prices; collapse and other 
of Soviet Union energy-using products J.; 

Defense spending .j, 

1991-2000 Expansion Technological advances Spending on capital 
in computers ; equipment i: 
development of the Consumption spending i 
Internet; 
high wealth creation 

2001 Recession Investment in new Spending on capital 
technology slows; equipment! 
technology-fueled 
bubble of optimism 
bursts; wealth 
destruction 

2002-? Expansion Changes in fiscal and Consumption spending t 
Federal Reserve 
policies; rapid rise in 
housing wealth 
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cars and trucks, or vacation travel. Also, because consumers spend more on 
expensive g.1Soline and other products made from oil, they have less income left over 
10 spend on a variety of other goods and services. Other recessions were precipitat
ed by military cutbacks. Still o thers came about when the Federal Reserve caused 
sudden increases in interest rates that led 10 decreased spending on new homes and 
other goods.1 You' lIlearn about the Federal Reserve and its policies a few chapters 
from now.) 

Strong eX"pansions, on the other hand, have been caused by military buildups, 
by falling oil prices that stimulated consumption spending, and by bursts of planned 
investmenr spending. The long expansion of the mid- and late 1990s, for example, 
began when the development of the Internet, and improvements in computers more 
generally, led to an increase in im'estment spending. Once the economy began 
expanding, it was further spurred by other factors, such as a rise in stock prices and 
consumer optimism, both of which led to an increase in consumption spending. 

When a decrease in spending causes production cutbacks in one or more seclOrs 
of the economy, firms will layoff workers. The laid-off workers, suffering decreas
es in their incomes, cut back their own spending on other products, causing further 
layoffs in other seclOrs. The economy can continu e sl id ing downward, and remain 
below pmenrial output, (or a year or longer. The same process works in reverse dur
ing an expansion: Higher spending leads to greater production, higher employment, 
and still greater spending, possibly leading to a boom in which the economy remains 
overheated for some time_ 

Booms and recessions do not last forever, however. The economy eventually 
adjusts back to fu ll-employmem OUTpUt. Often, a change in government macroeco
nomic policy helps the adjustment process along, speeding the return to full employ
memo Olher times, a policy mistake thwarts the adjustment process, prolonging or 
deepening a costly recession, or exacerba ling a boom and overheating the economy 
e\'en more. 

How does this adjustment process work? This is a question we'll be coming 
back 10 a few chapters from now, after you've learned some new lools for anal)""l
ing (he economy's behavior over the short run. 

WHERE DO WE GO FROM HERE? 

The classical model that you ·ve learned in previous chapters is certainly useful: It 
helps us understand economic growth over time, and how economic events and eco
nomic policies affect the economy O\'cr the long run. But in trying to understand 
expansions an!l recessions-where they come from, and why they can last for one or 
more ~'ears-we've had to depart from the strict framework of the classical model. 

One theme of ou r discussion has been the central role of spending in under
standi ng economic fluctuations. In rhe classical model, spending could be safely 
ignored. First, Say's law assured us that total spending would always be sufficient 
to buy the output produced at full employment. Second, a change in spending-for 
example, a decrease in military spending by the government-would cause other 
categories of spending 10 rise by just the right amount to make up for the lower 
spending of the government. In the long run, we can have faith in the classical 
perspective on spending. 

But in the short run, we've seen that changes in spending affect production, 
often in one or more specific sectors. When employment changes in those sectors, 
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the spending of workers there will change as well, affecting demand in still other 
sectors. Clearly, if we want to understand fl uctuations, we need to ta ke a close look 
at spend ing. This is what we will do in the ne xt chapter, when we study the short~ 

r lill macro model. 

Summary 

The classical mudel does not always do a good job of describing 
the economy over shon time periods. Over periods of a few 
years, national economics experience economic fluctuations in 
which Output ri~es nbove or falls below it~ long-term growth 
path. Significant periods of falling Output nrC cnlbl recession~, 
while periods of rnpidly rising outpUt are expansions. If an expan· 
sion causes output to rise above potential (or full-employment) 
Output, it is called a boom. When real G DP fluctuates, it causes 
the level uf employment and the unemployment ra te tu fluctuate 
as well. 

The dassical Inudd cannot expbin ecunomic fluctuations 
b~'Cause it assumes that the labur markd always d ears; that is, it 
always operates at the point where the labor supply and demand 
curves intersect. Evidence suggests that this market-clearing 
assumption is nut always valid over short time periods. And when 
we try to explain economic fluctuations using lhe classical model, 
we co"'e up shon. Neither shifts in the labor dcmand curve, nor 

I. Using the upper panel of Figure I, identify two time spans 
during w hich the u.s. economy was enjoying an expansion 
but " 01 a boolll. (H int: Reread the first page o f this chapter.) 

2. This chapter explains huw a decrease in spending-such as 
inwstmem spending-could cause a te(cssion. But in t he 
classical lIlodel, a decrease in investment spending could "01 

cause a rKession. Why not? (I-l int: Use the loanable fu nds 
market d iagram.) 

shifts in the labor supply curve, u{fer a realistic explanation for 
what happens during a recession or a boom . 

In a simple, two-person economy, decisions about spending 
amI production could be easily c",,,dinated, so economic fluctua
tions would be easy [() avuid. But in a market economy with 
millions of people and firms, decisions about spending and pro· 
duction cannot be coordinated, making the KonOllly vulnerable 
to changes in production that are harmful to everyone involved. 

[)eviations irom the full -employment level of output are often 
caused by changes in spending tha i initially affect one or more 
,cctors and then work their way through thee entire KonOllly. 
Decrcases in spending Can cause recessions, while increases in 
spending can cause expansions that lead to buums. Eventually, 
Output will return to its long.run equilibrium level, but it docs not 
do so immediately. The origins of Konomic nUCluations can be 
umiccstoOl.I more (ully with the short-cun macro mudel, which we 
will study in the next chapter. 

3. "Every U.S. recession over the last 6 decades has been 
caused by an increase in oil prices. ~ True or false? Explain 
briefly. 

4. " Immediately after a recession ends, the unemployment rate 
begins dropping.~ Evaluate theis statement, based on the 
historical record in I' igure 2. 



Every December, newspapers and television news broadcasts focus their attention on 
spending. You might see a reporter standing in front of a Circuit City outlet, warn
ing that unless holiday shoppers loosen their wallets and spend big on computers, 
DVD players, vacation trips, toys, and new cars, the economy is in for trouble. 

Of cou rse, spending maners during the rest of the yea r, too. But holiday spend
ing anracts ou r attention because the normal forces at work during the rest of the 
year become more concent rated in late November and December. Factories churn 
OUI merchandise, and stores stock up at higher t han normal rates. If consumers afe 
in Scrooge-like moods, unsold goods will pile up in stores. In the months that fol
low, these stores will cut back on their orders for new goods. Factories will decrease 
production and layoff workers. 

And th e Story will nOt end there. The laid-off workers-even those who collect 
some unemployment benefits-will see their incomes decl ine. As a consequence, 
they will spend less on 3. variety of consumer goods. This will cause other firms
the ones that produce those consumer goods-to cut back on their produclion. 

This hypothetical example reinforces a conclusion we reached in the last chap
ter: Spending is very important in the short run. And it points out an interesting ci r
cularity: The more income households earn, the more they wi ll spend. That is, 
spendillg depemls all i"come. But the more households spend, the more output firms 
will produce-and the more income they will payout to households that supply 
labor and other resources. Thus, income depellds on spelldillg. 

Tn the short nlll, s/Jemlillg depellds on income, alld income de/lends on 
spendillg. 

[n this chapter, we will explore this circular connection between spending and 
income. We will do so with a very sim ple macroeconomic model, which we'll ca ll 
the short-run m3cro model. Many of the ideas behind the model were originally 
developed by the economist John Marnard Kernes in the 1930s. The mode l's per
spective on the econom)' is in many ways opposite to that of the classical model. 
When we take the short-run view, total spending determines the level of production, 
and changes in spending play the central role in explaining economic fluctuations. 

To keep the model as simple as possible, we will-for the time being- ignore all 
influences on production besides spendi ng. As a result, the short-run model may 
appear strange to rou at first, like a drive along an unfamiliar highway. You may 
wonder: Where is a ll the scenery )'ou are used to seeing along the classica[ rood? 
Where are the labor market, the production function, the loanable funds market, 
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and the market-clearing assumption? Rest assured that many of these concepts are 
still with us, lurking in the background and waiting to be exposed, and we will come 
back to them in later chapters. But in this chapter, we assume that spending- and 
only spending-determines how much output the economy will produce . 

As we proceed, remember that we are more interested in explaining real vari
ables (adj usted for changes in the price level) than nom inal variables (measured in 
current dollars) . Therefore, whenever we discuss any dollar-denominated variable 
(such as consumption spending, income, or GOP) we will always mean the real 
v3riable---even when the word "real" is not included. 

CONSUMPTION SPENDING 

A natural place for us to begin OUT look at spending is with its largest component: 
conSlln/plion spending. In all, household spending on consumer goods-groceries, 
rent, car repairs, movies, telephone calls, and furn iture-is more than two-thirds of 
toral spending in the economy. What determines the total amount of consumption 
spending: 

One way to answer is to start by thinking about yourself or your family. What 
determines your spending in any given month, quarter, or year? 

Disposable Income. The first thing that comes to mind is you r income: The more 
you earn, the more you spend . But in macroeconomics, small differences in language 
can be crucial. It's nor exactly your income per period-what you are paid by your 
employer- that determines your spending, but rather what you get to keep from 
that income after deducting any taxes you have to pay. Moreover, some people 
receive a flow of transfer payments from the government-such as unempl oyment 
insurance benefits or Social Security payments- which they can spend in addition to 
any income received from an employer. If we start with the income households earn, 
deduct all tax payments, and then add in any transfer received, we get disposable 
income-a term introduced with the classical model. T his is the income househol ds 
are free to spend or save as they wish. 

Disposable income = Income - Tax payments + Transfers received . 

This can be rewritten as: 

Disposable income = Income - (Taxes - Transfers). 

Finally, remember that the term in parentheses, Taxes - Transfers, is defined as net 
taxes . So the easiest way to think of d isposable income is: 

Disposable income = Income - Net taxes . 

All else equal, you'd certainly spend more on consumer goods with a disposable 
income of $5'0,000 per year than with $20,000 per year. And in the economy as a 
whole, a rise ill disposable income-with no other chmlge-causes a rise in con
sWllption spending. 

Wealth. Consumption spending is also influenced by wealth-the total value of 
household assets (home, stocks, bonds, bank accounts, and the like) minus out
standing liabilities (student loans, mortgage loans, credit card debt, and so on). Even 
if your disposable income stayed the same, an increase in you r wealth-say, because 
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you own stocks or bonds that have risen in value-would probably induce you to 
spend more. In general, a rise in wealth, with 110 other challge, causes a rise ill con
smnption spending. 

The Interest Rate. The interest rate is the reward people get for saving, or what they 
have to pay when they borrow. You wou ld probably save more each year if the 
interest rate was 10 percent than if it was 2 percent. But when you save more of your 
d isposable income, you spend less. Even households with a negative net worth- who 
are not "savers" in the common sense of the term-are influenced by the interest 
rate. For example, people with credit card or other debts must decide each month 
how much of their debt balance to pay down. The higher the interest rate, th e 
greater the incentive to pay back debt, and the less will be spent on consumption 
goods. All else equal, a rise ill the interest rate callses a decrease in consllmption 
spendillg. 

Expectations. Expectations about the future can affect spending as well. If you 
become more optimistic about your job security or expect a big raise, you might spend 
more of your income /Jaw. Simdarly, if you become more pessimistic- worried 
about losing your job or taking a pay cut-you'd probably spend less now. All else 
equal, optimism about fllture income callses an increase in consllmption spending. 

Other variables, too, can influence your consumption spending, including inheri
tances you expect to receive over your lifetime, and even how long you expect to 
live . But disposable income, wealth, the interest rate, and expectations are the key 
variables we'l! be coming back to again and agai n in the short· run macroeconomic 
model. And just as these variables influence the consumption spending of each indi
vidual household, they also influence the consumption spending of the household 
secror as a whole. 

Unless we're focusing on an individual household to make a point (as in the pre· 
ced ing paragraphs), in macroeconomics, we use phrases like "disposable income," 
"wealth," or "consumption spending" to mean the total disposable income, total 
wealth, and total consumption spending of all households in the economy combi ned. 
So we can state our conclusions this way: 

All else equal, consllmption spending illcreases when: 

• Disposable income rises 
• Wealth rises 
• The interest rate falls 
• Households become more optimistic about the future 

CONSUMPTION AND DISPOSABLE INCOME 

Of all the facto rs that influence consumption spending, the most important and sta
ble determinant is disposable income . Figure 1 shows the relationship between (real) 
consumption spending and (real) disposable income in the United States from 1985 
to 2005. Each point in the diagram represents a different year. For example, the 
point labeled "2005" represents a disposable income in that year of $8,112 billion 
and consumption spending of $7,857 billion. Notice that as disposable income rises, 
consumption spend ing rises as well. Indeed, almost all of the variation in consump
tion spending from year to year can be explained by variations in disposable income. 
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FIGURE II U.S. Consumption and Disposable Income, 1985-2005 
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Although the other factors we've discussed do affect consumption spending, their 
impact appears to be relativel y minor. 

T here is something even more interesting about Figure 1: The relationship 
between consumption and disposable income is almost perfectly !iI/ear; the points 
lie remarkably d ose to a straight line. This almost·linear relationship between con
sumption and disposable income has been observed in a wide variety of historical 
periods and a wide variety of nations. T his is why, when we represent the relation
ship between d isposable income and consumption with a diagram or an equation, 
we use a straight line. 
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Our discussion will he dearer if we move from the actua l data in Figure 1 to the 
hypothetical example in Table 1. Each row in the table represents a combination of 
(real) disposable income and (real) consum ption we might observe in an economy, 
For example, the table shows us that if disposable income were eq ual ro $7,000 billion 
in some year, consum ption spending would equal $6,200 billion in that year. When 
we plot these data on a gra ph, we obtain the straight line in Figure 2, This li ne is 
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called the consumpli on fun Clion because it Illustrates the functional relationship 
between consumption and disposable income. 

Like every straigh t line, the consumption function in Figure 2 has two main 
features: a vertical intercept and a slope. Mathematically, the intercept-in this 
case, $2,000 billion-tells us how much consumption spending there would be in 
the economy if disposable income were zero. However, the real purpose of the ver
tical intercept is nO[ to identify what would acrually happen at zero disposable 
income, but rather to help us identify the particular li ne that represents con
sumption spending in the diagram. After all, we could draw many lines that have 
the same slope as the one in the figure. But only one of them has a vertical inter
cept of $2,000. 

The vertical intercept in the figure also has a name: autonomous consumption 
spending. It represents the influence on consumption spending of everything other 
than disposable income. For exa mple, if household weal th were to increase, con
sumption would be greater at any level of disposable income. In that case, the entire 
consumption function in the figure would shift upward, so its vertical intercept would 
increase. We would call this an increase in autonomous consllmption spending. 
Sim ilarly, a decrease in wealth would cause a decrease in autonomous consllmption 
spending, and shift the consumption function downward . 

The second important fearure of Figure 2 is the slope, which shows the change 
along the vertical axis divided by the change along the horizontal axis as we go from 
one point to another on the line: 

I"lConsumption 
Slope = cc:==~==

I"lOisposable income 

As you can see in the table, each time disposable income rises by $1,000 billion, con
sumption spending rises by $600 billion, so that the slope is 

.$,:,h..,O;,O"b"i 11-;;'0,,0,-
~ = 0.6 
$1,000 billion 

The slope in Figure 2 is an important feature not Just of the consumption func
tion itsel f, bur also of the macroe<:onomic analysis we will build from it. This is why 
e<:onomists have given this slope a special name, the marginal propensity to COIISllme, 
abbreviated MPC. In our example, the MPC is 0.6. 

We can think of the MPC in three different ways, but each of them has the sa me 
meanmg: 

The marginal propensity to consume (MPC) is (1) the slope of the 
consumption (Iluctiou; (2) the chauge in consllmption divided by the change 
in disposable inCOllle; or (3) the alllOllllt by which consllm ption spending 
rises when disposable income rises by one dollar. 

Logic suggests that the MPC shou ld be larger than zero (when income rises, 
consumption spending will rise), bur less than one (the rise in consumption will be 
smaller than the rise in disposable income). This is certainly true in our example 
where MPC is 0.6 and each one-dollar rise in disposable income causes spending to 
rise by 60 cents . An MPC between zero and one is also observed in economies 
throughout the world. Accordingly, we will always assume that a < MPC < 1. 
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Representing Consumption with an Equation 

Sometimes, we'll want to use an equation to represent the straight-line consumption 
function . The most general form of the equation is 

C = a + b X (Disposable income) 

where C is consumption spending. The term a is the vertica l intercept of the con
sumption func tion. It represents the theoretical level of consumption spending at 
disposable income == 0, which you 've learned is called autonomous consllmption 
spending. In the equation, you can see clearly that autonomous consumption (a) is 
the part of consum ption that does not depend on disposable income. In our exa m
ple in Figure 2, a is equal to $2,000 billion. 

The other term, b, is the slope of the consumption function . This is our famil iar 
marginal propensity to consume (MPC), telling us how much consumption increas
es each time disposable income rises by a dollar. In our example in Figure 2, b is 
equal to 0 .6 . 

CONSUMPTION AND INCOME 

The consumption function is an Important building block of our analysis. 
Consumption is the largest component of spending, and disposable income is the 
most important determinant o f consumption. But there is one limitation of the line 
as we've drawn it in Figure 2: It shows us the value of consumption at each level of 
disposable income, whereas we will need to know the value of consumption spend· 
ing at each level of income. Disposable income, you remember, is the income that 
the household sector has left after deducting net taxes. How can we convert the line 
in Figure 2 into a relationship between consumption and income? 

Table 2 illustrates the consumption-income relationship when the household 
sector pays net taxes. In the table, we treat net taxes as a fixed amount-in this case, 
$2,000 billion. Some taxes are, indeed, fixed in this way, such as the taxes assessed 
on real estate by local governments. Other taxes, like the personal income tax and 
the sales tax, rise and fall with income in the economy. Still, treating net taxes as if 
they are independent of income, as in Table 2, will si mplify our discussion without 
changing our results in any important way. 

Notice that the last two columns of the table are identical to the columns in 
Table 1: In both tables, we assume that the relationship between consumption spend
ing and disposable income is the same. For example, both tables show us that, when 
disposable income is $7,000 bill ion, consumption spending is $6,200 billion . But in 
Table 2, we see that disposable income of $7,000 billion is associated with income of 
$9,000 billion. Thus, when income is $9,000 billion, consumption spending is 
$6,200 billion. By comparing the first and last columns of Table 2, we can [face out 
the relationship between consumption and income . This relationship--which we call 
the consumption-income line-is graphed in Figure 3. 

If you compare the consum ption- income line in Figure 3 with the line in Figure 2, 
you will notice that both have the same slope of 0 .6, bur the consumption-income line 
is lower by $1,200 billion. Net taxes have lowered the consumption-income line. 
Why? Because at any level of income, taxes reduce disposable income and therefore 
reduce consumption spending. 

But why is the consum ption-income line lower by precisely $1,200 billion? We 
can reason it our as follows: Any increase in net taxes (n will cause consumption 

Con5umptlon-lncome line A line 
showing aggregate consumption 
spending at each level of income 
or GOP. 
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Disposable Consumption 

The Relationship Income or GDP Tax Collections Income Spending 

Between Consumption (billions of (billions of (billions of (billions of 
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1.To draw the consumption-
income line, we measure 1,000 
real income (instead 01 real 
disposable income) on the 
horizontal axis. 

3 but a different 
vertical intercept. 

1,000 2,000 3,000 4,000 5,000 6,000 7,000 8,000 9,000 

Real Income 
'-------------------------- (5 billions) 

spending to fall by MPC x .6.T. In our example, when we impose taxes of $2,000 
billion on the population, disposable income will drop by $2,000 billion at any 
level of income. Wi th an MPC of 0.6, consumption at any level of income falls by 
0.6 x $2,000 billion == $1,200 billion. 

Finally, we noted earlier that the slope of the consumption-income line is unaf
fected by net taxes. This is because with net taxes held at a fixed amount, dis pos
able income rises dollar-for-dollar with income. With an MPC of 0.6, consum ption 



Chapter 10: The Shor t-Run Macro Model 

spending will rise by 60 cents each time income rises by a dollar, JUSt as it rises by 
60 cents each time disposable income rises by a dollar. You can see this in Table 2: 
Each time income rises by $1,000 billion, consumption spending rises by $600 bil
lion, giving the consum pti on-income line a slope of $600 biliion/$1 ,000 bi llion 
0 .6, just as in the case with no taxes. More genera lly, 

when the government collects a fixed amount of taxes from households, the 
line representing the relationship between consllmption and income is shift
ed downward by the amount of the tax times the margilwl propensit)' to 
(OnSUllle (MJ>C). The slope of this line is unaffected by taxes and is equal to 
the MPC. 

Shifts in the Consumption-Income line 

As you've learned, consumption spending depends positively on income: If income 
increases and net taxes remain unchanged, disposable income will rise, and con
sumption spending will rise along with it. The chain of causation can be represent
ed this way: 

I Income j I =-- Disposa ble 
income j 

Consumption 
=> 

spending j ) 
Movement right
ward along the 
consu mption-

income line 

In Figure 3, this change in consumption spending would be represented by a move
ment along the consumption-income line. For example, a rise in income from 
$7,000 billion to $8,000 billion would cause consumption spending to increase 
from $5,000 billion to $5,600 billion, moving us from point A to point B along the 
consumption-income line . 

Bm consumption spendi ng can also change for reasons other than a change in 
income, causing the consumption-income line itself to shift. For example, a decrease 
in net taxes will increase disposable income at each level of income. Consumption 
spending wi\! then increase at any income level, shifting the entire line upward. The 
mechanism works hke thi s: 

I Taxes! I =--
Disposable 

income at each 
income level j 

=> 
Consumption ) 

at each 
income level j 

Shift upward of 
the consumption

income line 

In Figure 4, a decrease in taxes from $2,000 billion to $500 billion increases spend· 
ing income at each income level by $1,500 billion, and causes consumption at each 
income level to increase by 0.6 x $1,500 billion = $900 billion. This means that the 
consumption line shifts upward, to the upper tine in the figure. 

[n addition to net taxes, a ll the other influences on consumption spending, other 
than income, shift the consumption-income line as well . But these other shift
variables work by changing the value of alltonomous consumption, the vertical inter
cept of the consumption function in Figure 2. For example, an increase in household 
wealth would increase autonomous consumption, and shift the consumption-income 
line upward, as in Figure 4. Increases in autonomous consumption could also occur 
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A Shift In the 
Consumption-Income 
line 
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Consumption-Income Line 
When Net Taxes 5 $500 billion 

1 

(on$umption-Income line 
When Net Taxes = $2,000 billion 

1,0002,0003,0004,0005,0006,0007,0008,0009,000 

Real Income 
($ billion s) 

if the interest rate decreased, or if households became mOTe optimistic about the 
future. In general, increases in autonomous consumption work this way: 

Autonomous 

consumption 
(a) t 

Consumption at 
~ each level of dis- -=> 

posable income t 

Consumption 
spending at 
each level of 

income t 
) 

Shift upward of 
the consumption

mcome lme 

We can summarize our discussion of changes in consumption spending as 
follows: 

When a change in income causes consumption spellding to change, we mOlle 
along the consumption- income /iI/e. When a change in anything else besides 
income causes consumption spending to change, the line will shift. 

Table 3 provides a more specific summary of the various changes that cause the 
consumption-income line to shift. 

GETTING TO TOTAL SPENDING 

In addition to household consumption spending, there are three other types of spend
ing on goods and services produced by American firms: investment, government 
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Consumptlon-lncome Line Consumptlon--lncome Line 
Shins Upward When: Shins Downward When: 

1 
Transfers t 

1 
Transfers J.-Net taxes 1- Net Taxes 1 

Taxes 1- TaKes t 

Autonomous 

1 
Household wealth t Autonomous 

1 
Household wealth 1-

consumption Interest rate! Consumption Interest rate t 
(a) 1 Greater optimism (a) ! Greater pessimism 

purchases, and purchases by foreigners. Let's consider each of these types of 
spending in turn. 

INVESTMENT SPENDING 

Remember that in the defi ni tion of GOP, the word investmeut by itself {represented 
by the letter 1 by itself) consists of three components: (1) business spending on plant 
and equipment; {2) purchases of new homes; and {3) accumulation of unsold inven
tories. [n this chapter, as we di d when we studied the classical model, we focus not 
on investment, but on plalllled illvestment or illvestment spelldillg (we'll use these 
two terms interchangeably). 

IJlanned investment (lP) is business purchases of plant and equipment and 
construction of new homes . 

Why do we focus on planned investment and leave out inventory accumulation? 
When we look at how spend ing influences the economy, we are interested in the pur
chases households, firms, and the government want to make. But some inventory 
changes, as you learned a few chapters ago, are ullplalllled and ulldesired occur
rences that firms try to avoid. While firms wam to have some inventories on hand, 
sudden changes in inventories are typically not desirable. To keep the model simple, 
we treat all inventory changes as temporary, unplanned occurrences for the firm, 
and we exclude them when we measure spending in the economy. 

111 the short-run macro model, (plmmed) investment spendillg (11') is plant 
aud equipment purchases by busilless firms and lIew home cOllstructioll. 
Inventory illvestment is treated as unintentiOllal alld undesired, alld is there
fore excluded from our definition of investment spelldillg. 

What determines the level of investment spending in a given year? In this chap
ter, we will regard investment spending as a fixed value, determined by forces out
side of our analysis. We W I l! explore what happens when that fixed value happens 
to change. But we'll postpone for a couple of chapters any formal treatment o f the 
determinants of investment spending. 

For 11011.1, we regard investment spellding (11') as a givell value, determined by 
forces outside of ollr model. 

251 

Shifts In the 
Consumption-

Income Line 



252 Part IV: Short-Aun Macroeconomics 

GOVERNMENT PURCHASES 

Government purchases include all of the goods and services that government 
agencies-federal, state, and local-buy during the yea r. We treat government pur
chases in the same way as investment spending: as a given value, determi ned by 
forces outside of our analysis. Why? 

T he relationship between government purchases and mher macroeconomic vari
ables is rather weak. In recent decades, the biggest changes in government purchases 
have involved military spending. These changes have been based on world politics 
ra ther than macroeconomic conditions. So assuming that government spending is a 
given value, independent of the other variables in OUf model, is realis tic. 

/" the short-rim macro model, government purchases are treated as a given 
vallie, determilted by (orces olltside o( the model. 

As with investment spending, we'll be exploring what happens when the "given 
value" of government purchases changes. But we will not tTy to explain what causes 
it to change . 

NET EXPORTS 

If we want to measure total spending on U.S . output, we must also consider the 
international sector. About 11 percent of U.S.-produced goods are sold to foreign 
consumers, (oreign businesses, and (oreigll governments. These U.S. exports are as 
much a part of total spending on U.s. output as the other types of spen ding we've 
discussed so far. T hus, expoTts must be incl uded in our measure of tota l spending. 

International trade in goods and services also requires us to make an adjustment 
to the other components of spending. A portion {about 16 percent) of the output 
bought by American consumers, firms, and government agencies was produced 
abroad. From the U.S. point of view, these are imports; spending on foreign, rather 
than U.s., output. These imports are included in our measures of consumption, 
investment, and government spen ding, giving us an exaggerated measure of spend
ing on American Output. But we can easily correct for th is overcount by si mply 
deducting imported consumption goods from our measure of consumption, deduct
ing imported investment goods from our measure of investment spending, and 
deducting imported government purchases from our measure of government pur
chases. Or, combining all these deductions together, we simply deduct total imports 
to correct our exaggerated measure of total spending. 

In sum, to incorporate the international sector into our measure of total spend
ing, we must add U.S. exports and subtract U.S. imports. These twO adjustments can 
be made together by simply including net exports {NX) as the foreign sector's con
tribution to total spending. 

Net exports = Total exports - Tota l imports. 

Net exports can change fo r a variety of reasons: changes in tastes toward or away 
from a particu lar country's goods, changes in the price of fo reign currency on world 
foreign exchange markets, and more. In the last chapter of this book, we'll discuss in 
more detail how and why net exports change . But in this chapter, to keep things sim
ple, we assume that net exports-like investment spending and government 
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purchases-are some given amount. We'll explore what happens when that amount 
changes, bur we will not, in this chapter, try to explain what causes net exports to 

change. 

For /lOW, we regard lIet exports as a givell vallie, determilled by forces Ollt
side of ollr //lodel. 

[t is important to remember that net exports can be negative; and in the United 
States, they have been negative since 1982 . Negative net exports means that our 
impo rts are greater than our exports. Or, equivalently, Americans are buying more 
foreign goods and services than foreigners are huying of ours . [n that case, net 
exports contribute negatively to total spending on U.S. output. 

SUMMING UP: AGGREGATE EXPENDITURE 

Now that we've discussed all of the com ponents of spending in the economy, we can 
be more precise about measuring total spending. FirST, we'll use the phrase aggre
gate expenditure to mean total spending on U.S. output over some period of time . 
More formally, 
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aggregate expenditu re is the slim of spendillg by households, businesses. the 
government, and the foreigll sector 011 final goods and services produced in 
the United Stales . 

Remembering that C stands for household consumption spending, /P for investment 
spending, G for governmenr purchases, and NX for net exports, we have 

Aggregate expendltLlfl' (AE) The 
sum of spending by households. 
business firms. the government. 
and foreigners on tir.al goods and 
services produced in the United 
States. 

Aggregate expenditure == C + II' + G + NX. 

Aggregate expenditu re plays a key role in explaining economic fluctuations, as 
you'll soon see. 

INCOME AND AGGREGATE EXPENDITURE 

As we discussed earlier, the relationship between income and spending is circular: 
Spending depends all income, and income depends on spending. In Table 4, we take 
up the first pafT of that circle: how total spending depends on income. In the table, 
column 1 lists some possible income levels, and column 2 shows the level of con
sumption spending we can expect 
at each income level. These twO 
columns are just the consump
tion-income relationship we intro
duced earlier, in Table 2. 

Column 3 shows that business 
firms in this economy are assumed 
to buy $800 billion per year in 
plant and equipment, regardless of 
the !evel of income. Government 
purchases are also fixed in va lue, 
as shown by column 4: At every 

GDP versus Aggregate Expenditure The definition of aggregate 
expenditure lookS very Similar to the definition of GOP present
ed in the chapter entitled -Production, Income, and 
Employment. - Does this mean that aggregate expenditure 
and total output are always the same number? Not at all. 
There is a slight- but important- difference in the definitions. 
GOP is defined as C + J + G + NX. Aggregate expenditure, by con
trast. is defined as C + JP + G + NX. The difference is that GOP adds 
actual investment (I), which includes business firms· inventory investment. 
Aggregate expenditure adds just planned investment (/1'), which excludes invento
ry investment. The two numbers will not be equal unless inventory investment is 
zero. (We·1I use this fact to help us find the equilibrium GOP in the next section.) 
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TABLE .. The Relationship Between Income and Aggregate Expenditure 

(1) 
Income 
or GOP 
(billions 

of dollars 
per year) 

4,000 
5,000 
6,000 
7,000 
8,000 
9,000 

10,000 
11.000 
12,000 

(2) (3) (4) (5) (6) (7) 
Consumption Investment Government N. t Aggregate Change in 

Spending 
(billions 

of dollars 
per year) 

3.200 
3,800 
4,400 
5,000 
5,600 
6,200 
6,800 
7,400 
8,000 

Spending Purchases Exports Expenditure (AE) Inventories 
(billions (billions (billions (billions (billions 

of dollars of dollars of dollars of dollars of dollars 
per year) per year) per year) per year) per year) 

800 1.000 600 5,600 - 1.600 
800 1 ,000 600 6,200 -1.200 
800 1 ,000 600 6,800 -800 
800 1,000 600 7,400 -400 
800 1.,000 600 8,000 0 
800 1,000 600 8,600 400 
800 1,000 600 9,200 800 
800 1.000 600 9,800 1.200 
800 1,000 600 10.400 1 ,600 

level of income, [he government buys $1,000 billion in goods and services. And net 
exports, in column 5, are assumed to be $600 billion at each level of income. Finally, 
If we add together the entries in columns 2, 3,4, and 5, we get C + fP + G + NX, 

or aggregate expenditure, shown in column 6. (For now, ignore column 7.) 
Notice that aggregate expenditure increases as income rises. But notice also that 

the rise in aggregate ex penditure is smaller than the rise in income. For example, you 
can see that when income rises from $4,000 billion to $5,000 bill ion (column 1), 
aggregate expenditure rises from $5,600 billion to $6,200 billion (column 6). Thus, 
a $1,000 billion increase in income is associated with a $600 billion increase in 
aggregate expenditure. Th is is because, in our analysis, consumption is the only 
component of spending that depends on income, and consumption spending always 
increases accord ing to the marginal propensity to consume, here equal to 0.6. 

When income increases, aggregate expendilllre (AE) will rise by the MPC 
times the change in income: 6AE == MPC x 6GOP. 

Notice that we've used 6GDP to indicate the change in total income, because GOP 
and total income are always the same number. 

FINDING EQUILIBRIUM GDP 

Table 4 shows how aggregate expend iture depends on income. In this section, you 
will see how income depends on aggregate expenditure-that is, how spending 
determines the economy's equilibrium income or equilibrium GOP. That is, we are 
about to use Step 2 of our three-step process: Find the equilibrium. As always, the 
equi librium will be a point o f rest of the economy: a value for GOP that remains th e 
same until something we've been assuming constant begins to change. That part of 
Step 2 will be familiar to you . 

However, be forewarned: Our method of (indillg equ ilibrium in the short run is 
very different from anything you've seen before in this text. 
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Our starting point in finding the economy's short-run equilibrium is to ask 
ourselves what would happen, hypothetically, if the economy were operating at 
d ifferent levels of output. Let's start with a GOP of $12,000 billion . Could this be 
the equilibrium GOP we seek? That is, if firms were producing this level o f output, 
would they keep doing so? Let's see. 

Table 4 tells us that when GOP, and therefore income, is equal to $12,000 bill ion, 
aggregate expenditure is equa l to $10,400 billion. Business firms are producing 
$1,600 billion more than they are selling. Since firms Will certainly not be willing to 

continue producing output they cannot sell, we can infer that, in future periods, they 
will slow their production. Thus, if the economy finds itself at a GOP of $12,000 
bi ll ion, it will not stay there. In other words, $12,000 billion is flat where the econ· 
omy will settle in the short run, so it is 1I0t our equilibrium GOI'. More generally, 

when aggregate expenditure is less than GO P, Ol/tput will decline in the 
(utllre. Thus, any level o( output at which aggregate expenditure is less than 
GOP cannot be the eqlf ilibrilfm GOP. 

Now let's consider the opposite case: a level of GOP of $4,000 billion. At this level 
of output, Table 4 shows aggregate expenditure of $5,600 billion; spending is actual· 
Iy greater than output by $1,600 billion. What will business firms do in response? 
Since they are selling more output than they are currently producing, we can expect 
them to increase their production in future months. Thus, if GOP is $4,000 billion, it 
will tend to rise in the future . So $4,000 billion is 1I0t our equilibrium GOP. 

Whetl aggregate expenditure is greater than GOP, Ol/tPllt will rise ill the 
(ulIIre . Thus, any level o( output at which aggregate expenditure exceeds 
GOP cannot be the eqlfilibrium GOP. 

Now consider a GOP of $8,000 billion . At this level of output, our table shows 
that aggregate expenditure is precisely equal to $8,000 billion : Output and aggregate 
expenditu re are equal. Since firms, on the whole, are selling JUSt what they produce
no more and no less- they should be content to produce that same amount in the 
future. We have found our equilibrium GOP: 

In the short rim, equilibrium C DP is the level o( output at which output and 
aggregate expenditure are equal. 

INVENTORIES AND EQUILIBRIUM GDP 

When firms produce more goods than they sell, what happens to the unsold output? 
It is added to their inventory stocks. When firms sell more goods than they produce, 
where do the additional goods come from? They come from firms' inventory stocks. 
You can see that the gap between output and spending determines what will happen 
to inventories during the year. 

More specifically, 

the change in illVerltories during any period will always equal Olltput minlls 
aggregate expenditure. 
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Equilibrium GDP In the short 
run. the lellel of output at which 
output and aggregate expenditure 
are equal. 
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For example, Table 4 tells us that if GOP is equal to $12,000 billion, aggregate 
expenditure is equal to $10,400 billion. In this case, we can find that the change in 
inventories is 

D. lnventories = CDP - AE 

= $12,000 billion - $ 10,400 bill ion 

= $1,600 billion. 

When GOP is equal to $4,000 bi ll ion, aggregate expenditure is equal to $5,600 
billion, so that the change in inventories is 

.o. lnvenrories = CDP - AE 

= $4,000 billion - $5,600 billion 

= - $1,600 bil lion. 

Norice the negative sign in front of the $1,600 billion; i f output is $4,000 billion, 
then inventory srocks will shrink by $1,600 billion over the year. 

On ly when output and aggregate expenditure arc equal- that is, when GOP is 
at its equilibrium value-will the change in inventories be zero. In ou r example, 
when GOP is at its equilibrium value of $8,000 billion, so that aggregate expend i
ture is also $8,000 billion, the change in inventories is equal to zero. At th is output 
level, we ha ve 

6 1nventories == COP - A E 

== $8,000 billion - $8,000 billion 

= $0. 

What you have just learned about inventories suggests another way to find the 
equilibrium GOP in the economy: Find the output level at which the change in 
inventories is equal to zero. Firms cannot allow their inventories of unsold goods to 

keep growi ng for very long (they would go out of business), nor can they continue 
to sell goods out of inventory for very long (they would run out of goods) . Instead, 
they will desire to keep their production in line with their sales, so that their inven
tories do not change. 

To recap, 

At: < CO P :=;. 6lnventories> 0 :::;. copt in future periods. 

At: > COP => 6 1nventories < 0 => COPj in future periods. 

At: == COP :=;. ~Inventor ies == 0 :=;. No change in CDP 

Now look at the last column in Table 4, which lists the change in inventories at dif
fe rent levels of output. This column is obtained by subtracting col umn 6 from col
umn I . The equilibrium output level is the one at wh ich the change in inventories 
equals zero, which, as we've already found, is $8,000 billion . 

FINDING EQUILlBRJUM GDP WITH A GRAPH 

To get an even clearer picture of how equi librium GOI) is determined, we' ll illustrate 
it with a graph, although it will take us a few steps to get there. Figure 5 begins the 
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process by showing how we can construct a graph of aggregate expenditure. The 
lowest line in the figure, labeled C is our familiar consumption-income line, 
obtained from the data in the first two columns of Table 4. 

The next line, labeled C + 1P, shows the slim of consumption and investment 
spending at each income level. Notice that this line is parallel to the C line, which 
means that the vertical distance between them~$800 bill ion~i s the sa me at any 
income level. This vertical difference is investment spending, which rema ins the 
sa me at all income levels . 

The next line adds government purchases to consumption and investment 
spending, giving us C + IP + G. The C + fP + G line is parallel to the C + fP line . 
The vertical distance between them~$l ,000 billion-is government purchases . like 
investment spend ing, government purchases are the same at all income levels. 

Finally, the top line adds net exports, giving us C + IP + C + NX, or aggregate 
expenditu re. The distance between the C + [P + G + NX line and the C + /P + G 
line~$600 bill ion~represents net exports, wh ich are assumed to be the same at any 
level of income. 

Now look just at the aggregate expenditure line-the top line-in Figure 5. 
Notice that it slopes upward, telling us that as income increases, so does aggregate 
expenditure. And the slope of the aggregate expenditure line is less than 1: When 
income increases, the rise in aggregate expenditure is smaller than the rise in income. 
In fact, the slope of the aggregate expenditure line is equal to the MPC, or 0 .6 in 

Deriving the Aggregate Expenditure Une 
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this example . This tells us that a one-dollar rise in income causes a 60-cent increase 
in aggregate expend iture. (Question : In the graph, which of the four components of 
aggregate ex penditure rises when income rises? Which remain the same?) 

Now we're a lmost ready to use a graph like the one in Figure 5 to locate equi
librium GDP, bur first we must develop a little geometric trick. 

Figure 6 shows a graph in which the horizontal and vertical axes are both mea
sured in the same units, such as dollars. It also shows a line drawn at a 45° angle 
that begins at the origin. This 45° line has a useful property: Any poinr along it rep
resents the same value along the vertical axis as it does along the horizomal axis. 
For example, look at poi nt A on the line. Point A corresponds to the horizontal dis
tance OB, and it also corresponds to the vertical distance BA . But because the line is 
a 45<> line, we know that these twO distances are equa \: OB == BA. Now we have twO 
choices for measuring the distance 08; We can measure it horizonta lly, or we can 
measure it as the vertical d istance BA. In fact, allY horizontal distance can also be 
read vertically, merely by going from the horizontal value (point B in our example) 
up to the 45" line. 

A 45" line is a translator line: It allows liS to measllre any horizontal distance 
as a vertical distance instead. 

Let's apply this geometric trick to help us find the equilibrium GDP. In our 
aggregate expenditure diagram, we want to compare output with aggregate 
expenditure. But output is measured horizontally, while aggregate expenditure is 
measured vertically. Our 45" line, however, enables us to translate output into a ver
tical distance, and thus permits us to compare output and aggregate expenditure as 
twO vertical distances. 

Figure 7 shows how this is done. The blue line is the aggregate expenditure line 
(e + lP + G + NXj from Figure 5. (We've dispensed with the other three lines that 
were drawn in Figure 5 because we no longer need them.) The black line is aUf 45<> 
translator line. Now, let's search for the equilibrium GDP by considering a number 
of possibilities. 

Using a 45" Line to 
Translate Distances 

2 we can translate any 
horizontal distance 
(such as OB) . 

o 

1 U~ing345·line. 

_------+8 

3. into an equal vertica l 
di~tan(e (BA). 
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Real 12,000 
Aggregate 

Expenditure 
($ billions) 

10,000 

8,000 
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4,000 

2,000 Total 
Output 

2,000 

K 
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Determining Equilibrium Real GDP 
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At poillt E, where the aggregate expenditure line crosses the 45 0 line. the economy is in short-run equilibrium. \Vith real GOP 
equal to $8.000 billioll. aggregate expenditure equals real GDP. At higher levels of real GOP- such as S J 2.000 billion- total pro

duction exceeds aggregate expenditures. and firms will be unahle to sell all they prvduce. Vnplanned inl'entory increases equal tv 
HA will lead them to reduce productioll. At lower lellels of real GOP-such as $4.000 billion-aggregate expenditure exceeds 

total production. Firms find their inventories falling. and they will respond by increasing production. 

For example, could the output level $12,000 billion be our sought-after equilib
rium? Lees see. We can measure the output level $12,000 billion as the vertical dis
tance from the horizontal axis up to point A on the 45~ line. But when output is 
$12,000 billion, aggregate expenditure is the vertical distance from the horizontal 
axis to point H on the aggregate expenditure line. Notice that, since point H lies 
below point A, aggregate expend iture is less than output. If firms did produce 
$12,000 billion worth of output, they would accumulate inventories equal to the ver
tical distance HA (the excess of output over spending)_ We conclude gra phically (as 
we did earlier, using our table) that if output is $12,000 billion, firms will accumulate 
inventories of unsold goods and reduce output in the future. Thus, $12,000 billion is 
not our equilibrium. In general, 

at allY OlltPlit level at which the aggregate expenditure lille lies below the 
45° lille, aggregate expenditure is less than CDP. if firms produce allY of 
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these output levels, their inventories will grow, and they will reduce output 
ill the (II lure. 

Now let'S sec jf an Output of $4,000 billion could be our equilibrium. First, we 
read this output level as the vertical distance up to point J on the 45° line. Next, we 
note that when output is 54,000 billion, aggregate expenditure is the vertical d is
tance up to point K on the aggregate expenditure line. Point K lies above point j , so 
aggregate expenditure is greater than output. If firms did produce $4,000 billion in 
output, inventories would decrease by the vertical distance JK. With declining inven
tories, firms would want to increase their output in the future, so $4,000 billion is 
not our equilibrium. More generally, 

at any Oll tP llt level at which the aggregate expenditllre line lies above the 45" 
line, aggregate e::rpenditure exceeds G D P. If firllls produce allY of these ali t
Pllt levels, their inventories will decline, and they wilf illcrease their output 
ill the flflure. 

What About Prius ? You may be wondering why, in the short-run macro 
model, a firm that produces more output than it sells wouldn't just 

lower the price of its goods. That way, it could sell more of them 
and not have to lower its output as much . Similarly, a firm whose 

sales exceeded its production could take advantage of the oppor
tunity to raise its prices rather than increase production. 

To some extent. firms do change prices-even in the short run. But 
they change their output levels, too. To keep things as simple as possible, 

this first version of the short-run macro model assumes that firms adjust only their 
output to match aggregate expenditure. That is, we assume that prices don't 
change at all. In a later chapter, we'll make the model more realistic by assuming 
that firms adjust both prices and output. 

Finally, consider an output of 
$8,000 billion . At this output 
level, the aggregate expenditure 
line and the 45" line cross. As a 
result, the vertical distance up to 
poim E on the 45" line (represent
ing output) is the same as the ver
tical distance up to point E on the 
aggregate expenditure line. If firms 
produce an Output level of $8,000 
billion, aggregate expenditure and 
output will be precisely equal, 
inventories wi!! remain unchanged, 

During the Great Depressiu>I 
of the 19305, the eCO>lomy's 
short·rull equilibrium olltpul 
fell far below pote>lfiai. a>ld at 
least a qllarter of the labor 
force became 1I",!mp/o)"ed. 

and firms will have no incentive to 

increase or decrease ou tput in the future. We have thus found our equilibrium on 
the graph : $8,000 billion . 

Equifihrillln GDP is the ollt[mt level at which the aggregate eX!Jellditure /ille 
illtersects the 45" /ine. 'f firms produce this Ol/tput level, their illvelltories 
will not change, and they will be content to conlinue producing the sallie 
level of output ill the futllre. 

EQUILIBRIUM GDP A.ND EMPLOYM ENT 

Now that you've learned how to find the economy's equilibrium GOP in the shoTt 
run, a question may have occurred to you: When the economy operates at equilib
rium, wi!! it also be operating at fu!! employment? The answer is: flat lIecessarily. 
Let's see why. 

If you look back over the twO methods we've employed to find equilibrium GDP
using columns of numbers or using a graph-you will see that in both cases we've 
asked only one question: How much wil! households, businesses, the government, arHI 
foreigners spelld on goods produced in the United States? We did not ask any 
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Equilibrium GOP Can Be Less than Full-Employment GOP FIGURE. 
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questions about the number of people who want to work. Therefore, it would be quite 
a coincidence if our equi librium GOP ha ppened to be the Output level at which the 
entire labor force wefe employed. 

Figure 8 illustrates the connection between employment and equi libriu m GOP. 
We'll be going back and forth between the panels, so it's good to make sure you 
understand each step before goi ng on to the next. Let's start with the righ t·hand 
panel, which shows the economy's aggregate prodllction (IInction, introduced earlier 
as part of the classical model. This curve tells us the relationship between any given 
number of workers and the level of Output, with the current state of technology and 
given quantities of other resources. In this economy, full employment is assumed to 
be 150 mill ion workers, measured along the horizontal axis. Potential output
$10,000 billion on the vertical axis-is the a mount of Output a fully employed labor 
force of 150 mill ion workers could produce. This is also the long-run equilibrium out
put level that the classical model would predict for the economy. 

But wi ll $10,000 billion be the economy's equi libri um in the short run? Not 
necessarily. One possible outcome is shown in the left panel. The short-run equ!hb
rium occurs at point £, where the aggregate expenditure line crosses the 4Se line. At 
this point, output (on the horizontal axis) is $8,000 billion . 

How many people will have jobs? We can answer by using the 45° line to con
vert the $8,000 billion from a horizontal distance to a vertical distance, then 
(following the dashed line) carrying that vertical d istance across to the right panel. 
The right panel's production function te lls us that to produce $8,000 billion in out
put, only 100 million workers are needed. In short-run equi librium, then, only 100 
million wo rkers will have jobs. The d ifference between (ull employment and actual 
employment is 150 mi ll ion - 100 million = 50 million, which is the amount of cycli
cal unemployment in the economy. 

But why? What prevents firms from hiring the extra people who want Jobs? 
After all, with more people working, producing more output, wouldn't there be 

Number 
of 

Workers 
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more income in the economy and therefore more spending? Indeed, there wou ld be. 
Bur not eIlollgh addi tional spending to justify the additional employment. To prove 
this, Just look at what would happen if firms did hire 150 million workers. Output 
would rise to $10,000 billion, bur at this output level, the aggregate expenditure 
line would lie below the 45° line so firms would be /lnable to sell all their output. 
Unsold goods would pile up in inventories, and firms would cut back on production 
until output reached $8,000 billion again, wi th em ployment back at 100 million. 

In sum: Figu re 8 shows that we can be in short-run equilibrium and yet have 
abnormally high unemployment. The reason: The aggregate expendi ru re line is too 
low to create an intersection at futl-employment output. 

/11 the short-rull macro model, cyclical ullemployment is caused by illsuffi· 
cient spending. As long as spending remains low, production will remain 
low, and Imemployment will remain high. 

What about the opposite possibili ty? In the short run, is it possible for spending 
to be too high, causing unemployment to be too low? Absolutely. Figure 9 illustrates 
such a case. Here, the aggregate expenditure line and the 45 0 line intersect at point 
E', giving us a short-run equilibrium GOP at $12,000 billion . According to the 
production function, producing an Output of $12,000 billion requi res employment 
of 200 million worke rs. Since this is greater than the economy's full 
employment of 150 million, we will have abnormally high employment and abnor
mall y low unemployment. 

/n the short-run macro model, the econom), can overheat because spendillg 
is too high. As long as spmding remains high, productioll will exceed potell
tial output, and unemployment will be unusually low. 

Equilibrium GDP Can Be Greater than Full-Employment GDP 
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In the previous chapter, we concluded that the classical model could not explain 
economic fluctuations. The short-run macro model, on the other hand, does provide 
an explanation: The aggregate expenditure line may be low, so that in the short run, 
equilibrium GOP is below full employment . Or aggregate expenditure may be high, 
so that in the short run, equilibrium GOP is above the full-employment level. (Of 
course, this is Just a first step in expla inin g economic fluctuations. In later chapters, 
we'll add more realism to the model.) 

WHAT HAPPENS WHEN THINGS CHANGE? 

So far, you've seen how the economy's equilibrium level of output is determined in 
the shon run, and the important role played by spending in determin ing that equi
librium. But now it's time to use Step 3 and explore how a challge in spending 
affects equ ilibrium output. 

A CHANGE IN INVESTMENT SPENDING 

Suppose the equihbrium GDP in an economy is $8,000 billion and then business 
firms increase their investment spending on plant and equipment. This might hap
pen because business managers feel more optimistic about the economy's future, or 
because there is a new "must-have" technology (such as the Internet in the late 
1990s) . Whatever the cause, firms decide to increase yearly planned investment pur
chases by $1,000 billion above the original level. What will happen? 

Fi rst, sales revenue at firms that manufacture investment goods-firms like Dell 
Computer, Caterpillar, and Westinghouse- will increase by $1,000 billion. But remem
ber, each time a dollar in output is produced, a dollar of income (factor payments) is 
created. Thus, the $1,000 billion in additional sales revenue wit! become $J,OOO billion 
in additional income. This income will be paid out as wages, rent, interest, and profit 
to the households who own the resources these firms have purchased. 1 

What will households do with their $1,000 billion in additional income? 
Remember that with net taxes fixed at some value, a $1,000 bill ion rise in income 
is also a $1,000 billion rise in disposable income. Households are free to spend or 
save this additional income as they desire. What they will do depends crucially on 
the marginal propensity to COl/Slime (M Pe) iI/ the economy. If the MPC is 0.6, then 
consumption spending will rise by 0.6 x $1,000 billion == $600 billion. Households 
will save the remaining $400 billion . 

Bur that is not the end of the story. When households spend an additional 
$600 billion, firms that produce consumption goods and services- firms such as 
McDonald 's, American Airlines, and Disney-will receive an additional $600 billion 
in sales revenue, which, in turn, will become income for the households that supply 
resources to these firm s. And when these households see their annual incomes rise 
by $600 billion, they wdl spend part of it as well. With an MPC of 0.6, consump
tion spending will rise by 0.6 x $600 billion == $360 billion, creating still more sales 
revenue for firms, and so on and so on .... 

As you can see, an increase in investment spending will set off a chain reaction, 
leading to successive rounds of increased spending and income. 

, Some of the sales revenue will al"" go to pay fnr intermediate goods, such as raw materials, electricity, 
and supplies. Rut (he intermediate·goods suppliers will also pay wages, rent, inttres(, and profit for (he 
resources flJl')l U""', so thaI household income will still rise by (he fuJi S I ,000 billion. 
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TAB L E 5 

Cumulative Increases in 
Spending When 
Investment Spending 
Increases by $1,000 
BIllion 

Additional Spending 
In Each Round 

Round (billions of dollars per year) 

Initial increase in 
investment spending 

Round 2 

Round 3 
Round 4 

Round 5 
Round 6 
Round 7 

Round 8 
Round 9 
Round 10 

Round 20 

1,000 

600 
360 
216 
130 
7. 
47 
2. 
17 
10 

0.06 
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Total 
Additional Spending 

(billions of dollars per year) 

1,000 
1,600 
1,960 
2.176 
2,306 
2,384 
2,431 
2,459 
2,476 

2,486 

Very close to 2,500 

The process is illusnated in Table 5 . The second column gives us the additional 
spend ing in each round of this chain reaction. T he firs t entry shows the 
addi tional spending of $ 1,000 billion per year from the initial increase in invest
ment. The next entry shows the $600 bi ll ion increase in consumption spending, then 
another $360 bi llion increase in consumption, and so on. Each successive round of 
additional spending is 60 percent of the round before . The third column adds up 
the additional spending created by all preceding rounds, to give the total additional 
spending as this chain reaction continues. For example, total additional spending after 
the fi rst round is just $1,000 billion. In the second round, we add the $600 billion in 
additional consumption spending, to get $ 1,600 billion in additional spending per 
year. In the th ird round, additional spending rises to $1,960 billion per year. 

Remember that each time spending rises, Output rises to match it. Figure 10 
illustrates what happens to GOP (at an annual rate) after each round of this chain 
reaction. When we analyze events like th is in the U.s. economy, we find that the suc
cessive increases in spending and output occur quick ly; the process is largely com
pleted within a year. And at the end of the process, when the economy has reached 
its new equi librium, total spending and total output are considerably higher. 

But how much higher? 
If you look at the second column of Table 5, you can see that each successive 

round adds less to total spending than the round before. And in Figure 10, you see 
that GOP rises by less and less with each round. Eventually, GO P rises by such a small 
amount, and the GOP will be so close to its new equi librium value, that we can 
ignore any difference. In our example, when the chain reaction is virtually com plet
ed, equ ilibrium GO P will be $2,500 billion more than it was initially. 

THE EXPENDITURE MULTIPLIER 

Let's go back and summarize what happened in our example: Business firms 
increased their investment spendi ng by $1,000 billion, and as a result, spending and 
output rose by $2,500 billion. Equilibrium GOI) increased by more than the initial 
increase in investment spending . In our example, the increase in equilibrium GOP 
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The Effect of a Change In 
Investment Spending 

An increase in investment spending 
sets off a chain reaction, leading to 

succnsive rounds of increased 
spending and income. As shown 
here. a $/,000 billion increase in 
investment spending first wusn 

real GDI' to increase by $1,000 bil· 
lion. Then, with higher incomes. 

households increase consumption 
spending by the Iv! PC times the 
change in disposable income. In 

round 2, spending and GDP 
increase by another $600 billion. In 

succeeding rounds. increases in 
;"come lead 10 furl"er c"anges ;" 

spending, but in each round the 
incre(/$es in i"come and spending 
are smal/er than in the preceding 

round. 

{$2,SOO billion) was two-and-a-half times the initial increase in investment spending 
{$I,OOO billion). As you can verify, if investment spending had increased by half as 
much {$500 billion), GOP would have increased by 2.S times that amount ($1,250 
bill ion), In fact, whatever the rise in investment spending, equilibrium GOP would 
increase by a factor of 2.5, so we can write 

dGD P = 2.5 X dIP. 

In ou r example, the change in investment spending was m liltiplied by the number 
2.5 in order to get the change in GOP that it causes. For this reason, 2.S is ca lled 
the expenditure multiplier in this example. 

The ex penditure multiplier is the num ber b)' which the challge ill iI/ vestment 
spending m llst be m liltiplied to get the change in eqllilibrium GOP. 

The val ue of the expenditure multiplier depends on the value of the M PC in the 
economy. If you look back at Table S, you will see that each round of additional 
spending would have been larger if the MPC had been larger, For example, with an 
M PC of 0 .9 instead of 0 .6, spending in round 2 would have risen by $900 billion, 
in round 3 by $810 bi llion, and so on. The result would have been a larger 
ulti mate change in GOP, and a larger multiplier. 

There is a very simple fo rmu la we can use to determine the multiplier for any 
value of the MPC. 

For all )' vallie of the MPC, the form ula fo r the expenditllre IIIlI ltiplier is 
j 

(1 MPC)' 

Ex.pendlture multiplier The 
amount by whiCh equilibrium real 
GOP changes as a result of a 
one-<lollar change in autonomous 
consumption. investment spend
ing. government purchases. or 
net exports. 
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In our example, the MPC was equal to 0.6, so the expenditure multiplier had the 
value 11(1 - 0.6) == 1/0.4 == 2.5. If the MPC had been 0.9 instead, the expendirure 
multiplier would have been equal to 1/( 1 - 0.9) == 1/0.1 == 10. The formu la 1/(\ -
MPC) can be used to find the muhip]ier for any value of the MPC between zero and 
one. If you want to see how this formula is derived, see th is footnore. 2 

Using the general formu la for the expenditure multiplier, we can restate what 
happens when investment spending increases: 

The muhiplier effect is a rather surprising phenomenon. It tells us that 
an increase in investment spending ultimately affects GOP by more than the 
initia l increase in investment. Further, it tells us that as long as annual investment 
spending remains $1,000 billion greater than it was previously, yearly GOP will 
remain higher than previously-$2,500 bi llion higher in our example. That is, a sus
tained increase in investment spending will cause a susta ined increase in GOP. 

By contrast, a one-time increase in investment-followed by a drop in invest
ment back to its originalleve1-will cause only a temporary change in GOP. That's 
because the multiplier process works in both directions, as you're about to see. 

THE MULTIPLIER IN REVERSE 

Suppose that, in Table 5, investment spending had decreased instead of increased . 
Then the initial change in spending would be - $1,000 bi ll ion. This would cause a 
$1,000 billion decrease in revenue for firms that produce investment goods, and 
they, in rurn, would payout $1,000 billion less in factor payments. In the next 
round, households, with $1,000 billion less in income, would spend $600 billion 
less on consumption goods, and so on. The final result would be a $2,500 
billion decrease in equilibrium GOP. 

Just as increases in investmellt spending cause equilibrium GDP to rise by a 
multiple of the change in spending, decreases in investmellt spending cause 
equilibrium G DP to fall by a mllitiple of the challge in spending. 

The multiplier formu la we've already established will work whether the initial 
change in spending is positive or negative. 

To daive the muhiplier formula, la's Start with our example, in which the change in GDI' waS: 

.1.GDP == (SI,OOO hillion + S600 billion + S360 billion 

+ S216 billioo + . .. ). 
FaclOring om (he SI,OOO billion gives us: 

flGDP == S 1,000 billion X (I + 0.6 + 0.36 + 0.216 + ... ) 
== SI,OOO billion X (I + 0.6 + 0.6' + 0.6' + ... ). 

Now, in our example, SI,OOO billion WaS Ihe increase in inves(mcm spending and 0.6 WaS (he MPC. 

Generalizing this for any change in investment or "ny MJ>C, we would ha'·e 

Ll.GDI' == A I" X [I + (MPC) + (Mf'O' + (Mf'C)' + .. J. 
Next, we horrow a rule from the mathematics of iofinite Sluns (snch as the sum in hrackets): For aoy 
value of H betweeo ° and I , the infinite sum I + H + H' + HJ + ... has the value II( I H). Replaciog 
H with (he MI'C (which is between 0 and I), we conclude: 

flGDI' = fliP X ( ] ~PC) ) ' 
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OTHER SPENDING CHANGES 

A change in ally sector's spending will set off a chain of events similar to that in our 
investment example. 

Suppose the go\'ernment increased its purchases above previous levels. For 
example, the Department of Defense might raise its spending on new bombers, or 
state highway departments might hire more road-repair crews, or cities and towns 
might hire more teachers. If toral government purchases rise by $1,000 billion, then, 
once again, household income will rise by $1,000 billion. As before, households will 
spend 60 percent of this increase, causing consumption, in the next round, to rise 
by $600 billion , and so on and so on. The chain of e\'cms is exacrlr like that of 
Table 5, with one exception: The first line in column I would read, " Initial increase 
in government purchases H instead of "initial increase in investment spending. H Once 
again, output would increase br $2,500 billion. 

Besides planned investment and government purchases, there are twO other 
components of spending that can set off the same process. One is an increase in net 
exports (NXj. Since NX '" Exports - Imports, either an increase in the 
economy's exports or a decrease in imports will cause lIet expofts to rise. 

Finally, a change in aU/QIIOII/OUS consllmp/ion {a) can set off the process. For exam
ple, after a $ 1 ,000 billion increase in autonomous consumption spending, we would see 
further increases in consumption spending of $600 billion, then $360 billion, and so 
on. This time, the first line in column I of Table 5 would read, "[nitia! increase in 
autonomous consumption, H but every entry in the table would be the same. 

Challges in planned i"v~s'me"', gov~rnmen' purchases, net exports, or 
autonomOIlS corlSIIIIllltiotl lead to a multiplier effect on CDP. The experldi
tllre mll/tiplier, 11(1 - MPC). is what we multiply the initial change i" spend
ing by ill order to get the change ill equilibrium CDP. 

The following four equations summarize how we use the expenditure multipli
er to determine the effects of different spending changes in the short-run macro 
model. Keep in mind that these formulas work whether the initial change in spend
ing is positive or negative. 

t"CDP= [ I ]X t,,/p 
(I - MPC) 

t"CDP = [(1 _ ~Pc) ] X 6G 

t"GDP = [ 1 ] X t"NX 
II MPC) 

t"GDP = l (1 _ ~PC) ] X t"a 

Changes in net taxes, too, have multiplier effects, although they work more indi
rectly on GOP than the spending changes we've been discussing. A tax cut-by 
allowing households to keep more of their income-raises disposable income. As a 
result, consumption spend ing rises, creating a multiplier effect that increases equi
librium GDP. Similarlr. a tax increase lowers disposable income and consumption, 
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creating a multiplier effect that decreases equilibrium G DP. But there is a slightly 
different multi plier formula that applies to tax changes. We'l! discuss the tax multi
plier in Appendix 2 of this chapter. 

A GRAPHICAL VIEW OF THE MULTIPLIER 

Figure 11 illustrates the mu ltiplier using our aggregate expen diture diagram. The 
darker line is the aggregate expenditure line from Figure 7. T he aggregate expend i
ture line intersects the 45~ line at point £, giving us an equilibrium GOP of $8,000 
billion . 

Now, suppose that either autonomous consumption, investment spend ing, net 
exports, or government purchases rises by $1,000 billion. Regardless of which of 
these types of spending increases, the effect on our aggregate expen diture line is the 
same: It will shift upward by $1,000 billion, to the higher line in the figure . The new 

A Graphical View of the Multiplier 

Real 
Aggregate 

Expenditure 
($ billions) 12,000 

10000 

8,000 

6,000 

4,000 

2,000 

2,000 4,000 6,000 

, 
:Increase in 
'Equilibrium 

GDP 

$2,500 
Billion 

• 

8,000 10,000 12,000 Real GOP 
($ billions) 

TI,,: ecunl.)lny starl, u(( at puinl E will, equilibrium real GDI' u( $8.000 billiun. A S 1.000 billiun inCTea,e in ",ending ,hi(ts the 
aggregate expenditure line upward by 51.000 billion. triggering the multiplier process. Eventuall)'. the econom), will reach a new 
equilibrium at point F. where the "ew. higher aggregate expenditure line CTO>$(!S the 45· line. At I~ real GDI' is S 10,500 billion. 
an inCTease o( $2,500 billion. 



Chapter 10: The Short-Aun Macro Model 

aggregate expenditure line intersects the 45 0 line at point F, showing that our new 
equilibrium GOP is equal to $10,500 billion. 

What has happened? An initial spending increase of $1,000 bill ion has caused 
equilibrium GOP to increase from $8,000 billion to $10,500 billion, an increase of 
$2,500 billion. This is just what our multiplier of 2.5 tdls us. In general, 

1 1 . MPC ) X dSpendmg 

and in this case, 

$2,500 billion = 2.5 X $1,000 bi llion. 

An increase in autonomOIlS cOllsllmption spending, investment spending, 
government purchases, or net exports will shift the aggregate expenditure 
line upward by the initial increase in spending. Equilibrium CDP will rise by 
the initial illcrease ill spendillg times the expel/dilure multiplier. 

AUTOMATIC STABILIZERS AND THE MULTIPLIER 

In this chapter, we've presented a model to help us focus on the central relationship 
between spending and output. To keep the model as simple as possible, we've 
ignored many rea l-world factors that interfere with, and reduce the size of, the 
multiplier effect. These forces are called automatic stabilizers because, with a sma ll· 
er multiplier, spending changes will cause a much smaller change in GOP. As a 
resul t, economic fluctuations will be milder. 

Automatic stabilizers reduce the size of the multiplier and therefore reduce 
the impact of spmding changes on the economy. \'(/ith milder (lucllfatiolls, 
the economy is more stable. 

How do automatic stabilizers work? They shrink the additional spending that 
occurs in each round of the mu ltip lier, and thereby reduce the final multiplier effect 
on equilibrium GOP. In Table 5, automatic stabi lizers would reduce each of the 
numerical entries after the first $1,000 billion, and lead to a final change in GOP 
smaller than $2,SOO billion . 

Here arc some of the real-world automatic stabilizers we've ignored in the simple, 
short-run macro model of this chapter: 

Taxes. We've been assuming that taxes remain constant, so that a rise in income 
causes an equal rise in disposable income. But some taxes (like the personal 
income tax) rise with income. As a result, in each round of the multiplier, the 
increase in d isposable income will be smaller than the increase in income. With 
a smaller rise in disposable income, there will be a smaller rise in consumption 
spending as wdl. 

Transfer Payments. Some government transfer payments fall as income rises. For 
example, many laid-off workers receive unemployment benefits, which help sup
porr them for several months while they are unemployed. When output and 
employment rise, newly hired workers give up their unemployment benefits. As 
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Automatic stabilizers Forces 
that reduce the size of the 
expenditure multiplier and 
diminish the impact of spending 
changes. 
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The Two Kinds of Consumption Changes. Does a change in 
consumption spending cause a multiplier effect? Or does the 

multiplier effect create a change in consumption spending? 
Actually. the causation runs in both directions. The key is to 

recognize that there are two kinds of changes in consumption 
spending. 
One kind is a change in autonomous consumption spending (the 
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a result, a Tise in income will cause 
a smaller rise in disposable income 
in each round, and a smaller rise in 
consumpnon. 

term "a" in the consumption function), This change will shift the aggre
gate expenditure line up or down, telling us that total spending will be greater or 
smaller at any level of income . It is the kind of change that causes a mUltiplier 
effect. 

Interest Rates. In a later chapter, 
you'll learn that an increase in Out
put often leads to rising interest 
rates as we ll. Thi_~ will crowd out 
some consumption and investment 
spending, making the increase in 
aggregate expenditure smaller than 
our simple story suggests. 

But consumption also changes when something other than autonomous con.
sumption sets off a multiplier effect. This is because consumption depends on 
income, and income always increases during the successive rounds of the multi
plier effect. Such a change in consumption is represented by a movement along 
the aggregate expenditure line. rather than a shift. 

Whenever you discuss a change in consumption spending. make sure you know 
whether it is a change in autonomous consumption (which shifts the AE line) Of a 
change in consumption caused by a change in income (a movement along the AE' 
line) . 

Im ports. Some additional spending 
is on goods and services imported 
from abroad. That is, instead of 
remaining constant as in our exam-
pIe, imports often rise as income 
rises, and net exports therefore fall 

as income rises. This helps to counteract any increase in spending caused by a 
rL~e In Income . 

Forwa rd-looking Bcha\'ior. Consumers rna)' be forward-looking . If the)' realize 
tha t the nllctllations in the economy are tempora ry, their consumption spending 
may be less sensitive to changes in their current income . Therefore, any change 
in income will cause a smaller change in consumption spending, and lead to a 
smaller multiplier effect. 

Remember that each of the_~e automatic stabilizers reduces the size of the multi
plier, making it smaller than the simple formulas given in this chapter. For example, 
the sim ple formula for the expenditure multiplier is I/{I - MPC). With an MPC of 
about O.9- which is in the ballpark for the United States and man)' other coun
tries-we would expect the multiplier to be about [0 .. . if the simple formula were 
accllrate. In that case, a $1,000 billion increase in government spending would cause 
output to rise by $10,000 billion- quite a large multiplier effect. 

But after we take account of all of the automatic stabilizers, the multiplier is 
considerably smaller. How much smaller? Most of the forecasting models used by 
economists in business amI government predict that the multiplier effect takes about 
9 months to a year to work its way through the economy. At the end of the process, 
the multiplier has a value of about 1.5 . This means that a $1,000 billion increase in, 
say, government spending should cause GOP to increase by only about $1,500 bil
lion in a year. This is much less than the $10,000 billion increase predicted by the 
simple fo rmula 11(1 - MPC) when the MPC is equal to 0.9 . 

III/he real world, due to automatic stabilizers. spending challges have III lIch 
weaker imtlacts on the economy tllan our simple m ultiplier formula would 
suggest. 

Finally, there is one more automatic stabilizer you should know about, perhaps the 
most important of a1\: the passage of tillle. The impact of spending changes on Output 
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is temporary. As time passes, the classical model-lurking in the backgrol1nd-stands 
ready to take over. And if we wait long enol1gh-a few years or so-we will return to 
our potential output level. So if a change in spending pulls us away from full· 
employment GDP, the economy wi!! eventl1ally return to full-e mployment GDP, right 
where it starred. We thus conclude that 

in the long mil, our mllltipliers have a vallie of zero: No matter what the change 
in spending or taxes, output will e/Jelltllal/y retum to full employment, so the 
change in equilibrium GOP will be zero. 

Of course, the year or two we must wai t can seem like an eternity to those who 
are jobless when the economy is operating below its potential. The short run is not 
to be overlooked. This is why, in the next several chapters, we will continue with 
our exploration of the short run, building on the macro model you've learned in this 
chapter. We'll be making the analysis more complete and more realistic by bringing 
in some of the real-world features that were not fully consi dered here. 

COUNTERCYCLICAL FISCAL POLICY 

In the classical model, you saw that fiscal policy has no demand-side effects. For 
example, an increase in government purchases- because it crowds out an equal 
amount of household and business spending-does not change total spending at all. 
That is . . in the long run. 

But in the shon run, the economy does not operate according to the mechanisms 
of the classical model. Instead, as you've seen, an increase in government purchases 
causes an increase in total spending and, through the multiplier, raises equi libri um 
GOP. That is, 

in the short Tl III, fiscal policy has demand-side effects on Oll tPli t and 
employment. 

This important observation suggests that fiscal policy could, in principle, improve 
the path of the economy. The gove rn ment, by continua lly adjusting its own pur
chases or net taxes, could keep the economy closer to potential outpu t and- in the
ory-smooth out the business cycle. When the government acts in this way, it is 
engaging in countercyclical fiscal policy-a change in government purchases or net 
taxes designed to reverse or prevent a recession or a boom. 

How COUNTERCYCLICAL FISCAL POLICY WORKS 

Figure 12 illustrates the idea beh ind countercyclical fiscal policy. It shows the aggre
gate expenditure line for an economy that is initially operating at point A, producing 
its potential output of $10,000 billion . Then we suppose that investment or 
autonomous consu mption spend ing decreases, so the aggregate expenditure line 
shifts downward, and we end up with an output below potential at $9,000 bi llion. 
We are in a recession . 

We could wait fo r a few years, knowing that recessions don't last forever. 
Eventually, the economy would operate accordi ng to the classical model, and we'd 
be back at our potential output. But why wait for the classical model to "kick in" 

Countercyclical fiscal policy A 
change in government purchases 
or net taxes designed to reverse 
or prevent a recession or a 
boom. 
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Initially, the economy's equilibrium 
is lit full-employment output of 
5/0.000 billion (Point A). Then a 
decrease in investment spending 
shifts the aggregate expenditure 
line down to A El> and the econo
my starts heading toward point 
R-a recession, The government 
could shift the AE line back to its 
original position by increasing its 
own purchases. or by decreasing 
net taxes with a change in tax or 
tralls{er policies. If the chllnge 
were enacted quickly enough. the 
government could prevent the 
rece:;sion. 
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(5 billions) 
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AE , 

AE, 

, 
:...-

$9,000 
(Recession 
Output) 

$10,000 Real 
(Full-Employment GOP 
Output) (5 billions) 

when we have such a powerful tool-fisca l policy-at our disposal? Why not make 
things better right away by, say, increasing government purchases? 

Let'S calculate how much government purchases (e) would have to rise in 
Figure 12 to bring us hack to full employment . We'll sta rt with the equation relat
ing changes in G to changes in GDP: 

,1,eDP = Multiplier X ,1, C . 

Let's assume the multiplier in this economy is 2 .5. Also, because equilibrium GO P 
is now at $9,000 bi llion, and we want it to be $10,000 bil lion, the required f1G OP 
is $1,000, Substitut ing these values into our equation, we have 

Fin ally, we solve for tiC: 

l\G 

$ 1,000 billion = 2. 5 X L1e. 

.,S.,l,,-oO",OO;-;b,,,ill,,,;o,,,n = $400 billion. 
205 

This tells us that if the government increases its purchases by $400 billion, it will 
shift up the aggregate expenditure line by Just enough to bring the economy back to 
fu ll employment . Fiscal policy can cure the recession . 

But why not go further and use countercyclical fi scal policy to prevent recessions 
from occurring in the first place? At the first sign of a conrraction, the government 
could qu ickly increase its own purchases (say, hire more people to work with chil
dren in after-school programs) o r cut taxes (say, offer everyone an immediate tax 
reba te). If successful, a government-induced increase in spendi ng would counreract 
any decline in spendi ng elsewhere in the economy. The recession would never occur, 

Indeed, in the 1960s and early 1970s, this was the thinking of many economists. 
At the time, the popu lar view was that fisca l policy cou ld effectively smooth out eco
nomic fluctuations, perhaps even elimi nate them enrirely. But very few economists 
believe this today. Why? 
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PROBLEMS WITH COUNTERCYCLICAL FISCAL POLICY 

While countercyclical fiscal policy is a wonderful idea in theory, it is plagued with 
practical problems that seriously limit its effectiveness . Here are some of them . 

Timing Problems 

In most countries, it usually takes many months---or even longer-for fiscal changes 
to be enacted . Consider, for example, a decision to decrease taxes in the United 
States. A tax bill originates in the House of Representatives and then goes to the 
Senate, where it is usually modified. Then a conference committee irons out the dif
ferences between the House and Senate versions, and the tax bill goes back to each 
chamber for a vote. Once the legislation has passed, the president must sign it. Even 
if all goes smoothly, this process can take many months. 

But in most cases, it wilil/ot go smoothly. First, there is the thorny question of 
distributing the benefits of any total tax cut among different groups within the 
country-an issue about wh ich Democrats and Republicans rarely agree. And some 
senators and representatives will see the bill as an opportunity to change the tax 
system in more fundamental ways, causing further political debate_ Because of these 
problems, the tax cut may not take effect until long after it is needed-stimulating 
the economy after it has recovered from recession, perhaps even when it is booming. 

The same timing problem occurs in the opposite situation-when a tax hike is 
needed to counteract a boom. And these problems plague fiscal policy whether it is 
implemented through changes in taxes o r changes in government purchases or trans
fers . Because of the long delays, regular use of countercyclical policy could very well 
be a destabilizing force in the economy-stepping on the gas when we should be hit
ting the brakes, or vice versa. 

Irreversibility 

To be effective, countercyclical fiscal policy must be reversible. In our example in 
Figure 12, suppose the recession was caused by a sudden decrease in investment 
spending. Then, once investment spending returned to more normal levels, the fis
cal stimulation should be reversed as well, so as not to overheat the economy. 

But reversing changes in government purchases or taxes is difficult. Spending 
programs that create new departments or expand existing ones tend to become per
manent, or at least difficult to terminate. Many "temporaryK tax changes become 
permanent as well; the public is never happy to see a tax cut reversed, and the 
government is often reluctant to reverse a tax hike that could provide revenues for 
new government programs. 

The Reaction of the Federal Reserve 

In the next chapter, you'll learn about the Federal Reserve-a quasi-governmental 
body responsible for another method of guiding the economy (monetary policy) . In 
recent decades, the Federal Reserve has taken over the main role in reacting to and 
smoothing out economic fluctuations. And-for reasons you'll soon learn-the 
Federal Reserve can generally act more rapidly and flexibl y than can Congress. In 
most circumstances, by the time any fiscal change wou ld take place, the Federal 
Reserve would have already taken the steps it thought necessary to adjust aggregate 
expenditu re. Any further changes in spending caused by fiscal policy would then he 
counteracted and effectively neutralized by the Federal Reserve. 
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The Recession of 2001 

OUT most recent recession lasted from March 200 1 to November 200 1. Figure 13 
tells the story. [n the upper panel, you can see that investment spending-which had 
been drifting downward-fell sharply during the second quarter of 2001, 3m! con
tinued to fall throughout the year. The decrease in investment spending shifted the 
aggregate expenditure line downward {not shown}. T he middle panel shows the 
behavior of Tcal GOP, which in normal times would have incrcasc([ (along with 

potential output) at an annual Tate of $SO bi ll ion each quarrer. Instead, GOP fluctua t
ed during the year, with almost no growth, and actually fell during the third quarter of 
200 1. As production faltered, employment fell-as seen in the bottom panel. 
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What caused the recession of 2001 ? The simple answer is that the decline in 
investm ent spending, through the multiplier process, pushed down real GOP and 
employment. But what caused investment spending to fall in the first place? 

In retrospect, we can see there were at least three causes. 
First, duri tlg much of the late 1990s, there had beetl a boom in capital equipment 

spending as existing businesses rushed to incorporate the Internet into factories, 
offices, and their business practices in general. Firms like Avis, Wal-Mart, and 
Viacom needed servers and high-speed Internet connections, and the firms that sup
plied the new technology needed their OWtl new offices, factories, and equipment. But 
as 2000 ended and 200 I began, firms had begun to catch up to the new technology. 
The rush ended, and investment began to fall. 

Another reason for the drop in investment spending also had roots in the 1990s. 
During this period, the Internet and other new technologies made the public very 
optimistic abour the future profits of American businesses, and hungry to own shares 
of stock in almost any company that had anything to do with the Internet. Share 
prices rose sky high. The optimism and high share prices encouraged ent irely new 
businesses to start up-businesses that used the Internet to sell pet .~upplies, pre
scription drugs, and toys or to deliver videos, groceries, or even fresh hot pizzas. Of 
course, these new businesses needed thei r own ca pital equipment, warehouses, and 
office buildings, driving investment spending even further skyward in the late 19905. 

Unfortunately, in late 2000 and early 2001, reality set in . Competition was 
preventing many new firms from earning any profit, and man y went bankrupt. 
Optimism sh ifted to pessimism. Share prices fell, and new business ventllres-
especially those having to do with the Internet--came to a halt. And so did the 
investment spending they bad been undertaking. 

The final reason for the change in plalltled investment-more accurately, an exac
erbation of the change al ready occurring- was the infamous terrorist attacks on the 
World Trade Center and the Pentagon on September II, 200\ . The nation was trau
matized by these evems. What little optimism was left about the future of the u.s. 
economy turned to uncertaint), and fear. Millions of potential airline passengers no 
longer wanted to fly, forcing air
lines to cancel flights as well as 
orders for new aircraft. Hotel 
vacancy rates skyrocketed, and 
investment in new hotels and 
expansion of existing hotels came 
to a halt. Sim ilar decisions were 
made in other ind ustries, and 
investment spending fell sharply. 

What Makes It a Recession? Newspapers and television 
commentators often state that a recession occurs when real GOP 
declines for two consecutive Quarters. But this is not correct. 

Actually. when a U.S. recession hegins and ends is deter

0 , .. -. -.. 
DANGEftQ.US 

CURVES''''.. 
mil1ed by a committee within the National Bureau of Economic 
Research, an entirely private, nonprofit research organization 
headquartered in Boston. (For the past few decades, the NBER's 

One abnormal fea ture of the 
recession of 2001 was the behav
ior of consumption spending . 
Ordinarily, as income falls in a 

Business Cycle Dating Committee has been chaired by Robert E. Hall. 
a coauthor of this textbook.) The committee makes its decisions by looking at a 
variety of factors, including employment. industrial production, sales, and personal 
income, all of which are reported monthly. Even though it is true that each of these 
measures tends to move closely with real GOP, the latter is measured only Quar
terly. and plays only a supporting role in dating receSSions. 

recession, consumption declines along with it. This is a movement leftward and 
downward along the consumption-income line (such as the line in Figure 3 of this 
chapter). Moreover, decreases in wealth from falling stock prices, and a sharp 
drop in consumer confidence after September II , would ordinaril y have caused a 
decrease in alltOl/omOIlS consumption spending (see Table 3), shi(til/g the 
consumption-income line downward . Yet consumption spending (not shown) 
actually rose during every quarter of 2001. Since income fell during this time, the 
only way that consumption spending could rise was through an upward shift of 
the consumption-income line. 
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Part of the reason for the upward shift was a IO-year tax cut that went into effect 
In June of 200 I. While this may seem like a successful example of cOllntercyclical 
fiscal polic)', the timing of the 200 1 tax cut was actually a stroke of luck. It had been 
formulated by presidential candidate BLish in 2000, as a long-run growth measure, 
well before there was even a hint of a recession on the horizon. Policy mOves by the 
Federal Reserve (which we'll discuss in a later chapter) played a role in boosting con
sumption as we!l. 

T he increase in consumption spending made the recession of 200 1 more mild 
than it wDulll otherwise have been. But it was not enough to prevent the recession 
from occurring. The decline in investment spending, and the multiplier process it 
initiated, were too powerful. 

Summary 

In tile short rUIl, spending depends on income, ami income 
depends on spending. TIu." short-run macro model was developed 
to explore this circular connection between spending and income. 

Total spending or aggregate expenditure is the sum of four 
other aggregates: consumption spending by households, invest
ment spending by firms, government purchases of goods and 
services, and net exports. Consumption spending (C) depends 
primarily on disf}o$IlMe inCOlIIL~wh3t househulds have left over 
after paying taxes. The callSlIlI/plio" (lI>lclion is a linear rela
tionship between disposable income and consumption spending. 
The slope of the consumption (unction is the margi"a/ ,,,of}e",;
Iy 10 C{nlsumc, a number between zero and One_ It indicates the 
fraction of each additional dollar of disposable income that is 
consumed. The consumplion- income /ine is the linear relation
ship between consumption and income. It has the same slope as 
the cunsumptioo function, but a different vertical intercept. For 
a given Icvd of income, consumption spending can change as a 
result of changes in taxes, the interest rate, wealth, ur expe<;ta
tiuns abuut the future. Each uf these changes will shift the 
consumption- income line_ 

In this chapter, investment spending ([P ), government pur
chases (G), and net exports (NX) are taken as given values, deter
mined by forces uutside our analysis. Aggregate expenditure (A E) 
is the sum C + fP + G + NX; it varies wilh income because 
consumption spending varies with income. 

Equilibriu", GDP is the level of output at which aggregate 
expenditure is JUSt tqual to GOP (Y). If AE exceeds Y. then firms 
will experience unplanned decreases in inventories. They will 

I. Y C " G NX 
3,000 2,500 300 500 200 
4,000 3,250 300 500 200 
5,000 4,000 300 500 200 
6,000 4,750 300 500 200 
7,000 5,500 300 500 200 
8,000 6,250 300 500 200 

respond by increasing production. If AE is less than Y, firms will 
find th ..... ir inventories increasing and will respond by reducing 
production. Only when A E = Y will there be no unplanned inven
torr changes and no re~son fnr firms 10 change pmdl1ninn. 
Graphically, this occurs atth ..... point where th ..... aggregate expendi
ture line intersects the 45' line. 

Changes in spending will change the economy·s short-run 
e'luilihriulll. An increase in investment spending, for example, 
shifts the aggregate expenditure line upward and triggers the 
multiplier process. The initial increase in investment spending 
causes inco'ne to increase. That, in tUTll , leads to an increase in 
consumption spending, a (l1nher increase m income, 
more consumption spending, and so on. Th ..... economy eventually 
reaches a new equilibriul11 with a change in GDI' that is a multiple 
of the original increase in spending. Other spending changes have 
similar multiplied effects on GDI'_ The size uf the npc"dilurc 
",u/tip/ier is determined by the marginal propensity to consume. 

There are several important differences between the short- run 
macro model and the long-run classical modeL In the long run, 
the economy operates at potemial output; in the shon run, GOP 
can be above or below potential. In the short run (unlike tile long 
run), fiscal poliq- can have demand-side effeers. A change in G or 
T can chan),,,, lOtal spending and change e'll1ilibriul11 GDI'. At one 
time, economists believed that cuuntercyclical (iscal f",/icy could 
effectively prevent or smooth out business q-cles. But numerous 
problems- including timing difficulties, irreversibility, and 
neutralizatiun by the Federal Reserve- have made ecnnomist~ 
skeptical about coumen:yclical fiscal pnliq-. 

". What is the n13rginal propensity to consume implicit in 
these data? 

b. Plot a 45° line, and then usc the data 10 draw an aggre-
gate expenditure line. 

o. What is the equilibrium levcl of real GDI'? illustrate it 
on your diagram. 

J. Suppose that investment spending increased by 250 
at each level of income. What would happen to equilib-
rium GDI'? 
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2. a. Complete the following table when antOllomous 
consumption is $30 billion, the marginal propensity to 
consume is 0.85, and net taxes arc $0. 

Consumption = 
Autonomous 

Consumption + 

Real GDI' 
(S bill ions) 

Autonomous 
Consumption 

M I'C X 

Disposable 
Income 

(MI'C x 
Disposable 

Income) 

$ 0 
$100 
$200 
$300 
$400 
$500 
$600 

3. 

b. Use ynur answeN in part (a) and assume planned 
invcstmem is $40 billion, govern me(\( spending is 
$20 billion, exports are $20 billion, and imports arc 
$35 billion. Complete the table at the bottom of the 
page. 

c. Plot a 45° line, and then use your data to draw an 
aggregate expenditure line. 

d. What is the eqnilibrium level of real GOP? lIlustrate it 
on your diagram. 

e. What will happen if the actual level of real GOP in this 
economy is $200 billion? 

f. What will happen if the planned investment in this 
economy falls to $25 billion? 

Y C I' G NX 
7,000 6,100 400 1,000 500 
8,000 6,900 400 1,000 500 
9,000 7,700 400 1,000 500 

10,000 8,500 400 1,000 500 
11,000 9,300 400 1,000 500 
12,000 10,100 400 1,000 500 
13,000 10,900 400 1,000 500 

a. What is the marginal propensity to consume implicit in 
these data? 

b. What is the nUlllerical value of the expenditure multiplier 
for this economy? 

c. What is the eqnilibrium level of real COP? 
d. Snppose that government purchases (G) decreased from 

1,000 to 400 at each level of income. What would hap. 
pen to equilibrium real COP? 

4. Draw a graph showing a 45° line and an aggregate expendi. 
ture line. 
a. Choose a point where real CDI' is less than aggregate 

expenditure and label it CDI'A. Explain what will 
happen to invemories if the economy is operating at 
this poi(\(. What signal docs this send to firms? Is CDp A 

sustainable? 
b. Choose a point where real CDI' is greater than aggre· 

gate expenditure and label it CDpB. Explain what will 
happen to invemories if the economy is operating at 
this point. What signal docs this send to firms? Is C Dl's 
sustainable? 

5. Use an aggregate expenditure diagram to show the effect of 
each of the following changes: 
a. An increase in autonomous consumption spending due, 

say, to optimism on the part of consumers 
b. An increase in U.S. exports 
c. A de<:rease in taxes 
d. An increase in U.s. imports 

In each case, be sure to label the initial equilibrium and the 
new equi librium. 

6. What would be the effect on real CDP and total employ
ment of each of the following changes? 
a. As a result of restrictions on imports into the United 

States, net exports (NX) increase. 
b. The federal governme(\( launches a new program to 

improve highways, bridges, and airports. 
c. Ranks are offering such high interest rates that con· 

sumers decide to save a larger proportinn of their 
IIlcomes. 

7. Assuming the MI'C is 0.8, construct a table similar to 
Table 5 in this chapter. 
a. Show what would happen in the first five rounds follow

ing an increase in investment spending from $400 billion 
to $800 billion. 

b. If investment spending stays at $800 billion, what 
would be the ultimate effect on real COP? 

c. How much would consumption spending rise as a result 
of the rise in investment spending? 

8. Suppose that households become thriftier; that is, they now 
wish to save a larger proportion of their disposable income 
and spend a smaller proportion. 
a. In the table in problem 1, which column of data wnuld be 

affected? 

Real CDI' 
(S bill ions) 

Consumption 
Spending 

Planned Co"crnment No< 
Exports 

Aggregate 
Expenditure 

Table 

'0' 
21b) 

,$ ° 
$100 
$200 
$JOO 
$400 
$500 
$600 

Investment Spending 
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h. Draw an aggrcg,uc c"pendirurc diagram and show 
how an mcreast' in saving can ~ measured III thai 
diagram. 

c. Use your aggreg;lte upenditurc diagram 10 show how 
an economy thaI is initially in short-run equit.brium 
will rtspond 10 an increase in thriftiness. 

9. Calculate the change in real GOP thai would result in c;\ch 
of the following cases: 
a. ['ianncd i"vcstment spending rises by $ 100 billion, and 

the AiI'G is 0.9. 
h. Autonomous consumption spending JccreaSl:s by 

S50 billion, and the MPC is 0.7. 
c. Government purchases rise by $40 billion, while al the 

sallie lillie investment spending falls by S10 billion. l bc 
Mf'C is 0.6. 

10. Calculate lhe changes in real GOP thaI would result in each 
of the follow ing cases: 
a. Government purchases rise by $7,500, amI the MPC 

is 0.95. 
h. l'ialll1cd ;"vestment spending falls by 5300,000 and Ihe 

MI'C is 0.65. 
c. Export spending rises by $60 billion at the S,1 me time 

thaI import spending rises hy 565 billion, and the MPC 
is 0.75. 

I L [RequirtS Appendix 21 Calculate the change in real GDP 
that would rHult in each of the following cases: 
a. Taxes fall by 530 billion, and the Mrc is 0.8. 
b. Government spending and taxes both rise by 5 100 

billion and the MPC is 0.9. 

12. [Requires Appendix 2J Calculate the change in real GOI' 
that would result in each of the following cases: 
a. TaxC$ rise by 5400,000, and the MPC is 0.75. 
b. TaxC$ ami government spending both fall by SSOO,OOO, 

and the MPC is 0.60. 

IJ. Reread the laSt few paragraphs of the Using the Theory sec
tion. Note that the cOlisumptiull-income Ime sh,{tfd 

Part IV: Shor t-Ru'" Macroeconomics 

upward dunng the recession of 200 I. But what happened 
to the aggregate expendirure line? How do we reconcile the 
shift in A£ wnh the shift in the consumption-meome line? 

\4. -Saving is good for the C(:onomy; it increases GDP." Is this 
statementlrue, false, or sometimes true and sometimes 
false? Explain your reasoning. (Hint: You've now worked 
with two macroeconomic models; the classical/long-run 
,nodel ami the short-run model of this chapter.) 

More CJllJ lIlmging 

15_ (Requires Appendix I] Suppose thai a '" 600, b " 0.75, T'" 
400, I" '" 600, G '" 700, and NX '" 200. Calculate the equi
librium le\'d of real GDr. Then check that the equilibrium 
value equals the sum C + I' + G + NX. 

16. (R<'quires Appendix 1J Suppose that a '" 1,000, b '" 0.65, T 
'" 700, /' = 800, G '" 600, and NX '" -200. Calculate the 
equilibrium level of real GO P. Then che.::k that the 
equilibrium value equals aggregate expenJ illl res. 

17. The short-rull equilibrium condition that y ., C + IP + G + 
NX can be rei1l1erpreted as follows. First, subtract C from 
both sides to get Y - C = IP + G + NX. Then note that all 
income not spent on consumption goods's either taxed or 
saved, so that Y - C '" 5 + T. Now combine the two equa· 
tions to obtain S + T ., /' + G + NX_ 

Construct a diagram with real GOP measured on the 
horizontal axis. Draw two linC$, Ont for 5 + T and 
the other for IP + G + NX. How would you 
interpret the point where the two hnes cross? What 
would happen if investment spending increased ? 

18. Reftr 10 your allswcr 10 problem 12. Will your answcr 10 
part (b) change if the MPC is 0.80, rather than 0.60? Use 
your fin ding 10 write a general statement about changes in 
governmtllt spending and taxes, and the rt'suiting change 
in real GOP. 



APPENDIX 1 

finding Equilibrium GDP Algebraically 

The chapter showed how we call find equi librium GOP 
using rabies and graphs. This appendix demonstrates an 
algebraic way of finding the equilibrium GO P. 

Our starting poim is the relationship between con
sumption and disposable income given in the chapter. 
Letting Y D represent d ispo.~abJe income: 

C = a+bY/J 

where a represents autonomous consumption spendin g 
and b represents the marginal propensity to consume. 
Remember that disposable income (Y DJ is the income 
that the household sector has left after net taxes. Letting 
T represent nct taxes and Y represent TOTal income or 
GOP, we have 

Y/J = Y - T. 

[fwe now substitute Yo == Y - Tinto C == a + bY/), 
we get an equation showing consumption at each level 
of income: 

C = 0 + b(Y - n . 

We can rearrange this equation a!gebra icall), to read 

C = (0 - bT) + bY. 

This is the genera! equation for the consumption
income line . When graphed, the term in parentheses (a 
bTl is the vertical intercept, and b is the slope. (Figure 3 
shows a specific exampl e of this line in which 0 = 

$2,000, h == 0 .6, and T == $2,000.) 
As you've learned, total spendi ng or aggregate expen

diture (AE) is the sum of consumption spending (C), 
investment spending (I"), government spending (e), and 
net exports (NX): 

AE = C + I" + e + NX. 

If we substi nne for C the expression C == (a - bT l + bY, 
we get 

At: = 0 - bT + bY + IP + e + NX. 

Now we can use this expression to find the equilib
rium GOP. Equilibrium occurs when output (Y) and 
aggregate ex penditure (AE) are the same. That is, 

Y = At: 

or, substituting the equation for At:, 

Y = a - bT + bY + I" + G + NX. 

This last equation will hold true only when Y is at 
its equilibrium value. We can solve for equilibrium Y by 
first bringing all terms involving Y to the left-ham[ side: 

Y - bY = 0 - bT + I" + G + NX. 

Next, factoring out Y, we get 

yo - b) = a - bT + I" + G + NX. 

Finally, dividing both sides of this equation by (I - b) 
yields 

a_hT + II' + G + NX 
y = 

I _b 

This last equation shows how equilibriu m GOP 
depends on 0 (autonomous consumption), b (the MPC), 
T (net taxes), IP (investment spending), G (government 
purchases), and NX (net exports). Th ese variables are 
a ll determined "outside our modeL" That is, they are 
given values that we use to determine equilibrium out
put, but they are not themselves affected by the level of 
Output. If we use actual numbers for these given vari
ables in the equation, we will find the same equ ilibrium 
GOP we would find using a table or a graph . 

In the example we used throughout the chapter, the 
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given values (found in Ta bles 1, 2, and 4) are, in billions 
of dollars, a = 2,000; b = 0.6; T = 2,000; /P = 800; G = 

1,000; and NX = 600. Pl ugging these values into the 
equation for equilibrium G DP, we get 

y ~ =2~,O~O~O=-~(O~.6~X~2~,O~O~O~)~+~8~O~O_+~j~,O~OO~+~6~O~O 
1-0.6 

3,200 
- --

0.4 

= 8,000 

Th is is the same va lue we found in Table 4 and 
Figure 7. 

Appendix 1: Finding Equilibrium GOP Algebraically 



APPENDIX 2 

The Special Case oJ the Tax Multiplier 

You learned in this chapter how changes in autonomous 
consumption, plannt'd investment, and government 
purchase .~ affect aggregate expenditure and equilibrium 
GDP. Bur there is another type of change that can influ
ence equilibrium GOP: a change in taxes. For this type 
of change, the formula for the multiplier is slightly 
different from the one presented in the chapter. 

Let's suppose that net taxes (n decrease by S I,OOO 
billion. Since disposable income is equal to (otal income 
less net (axes, the immediate impact of the tax cut is to 
increase disposable income by $1,000 billion. As a 
result, consumption spending will increase by MPC x 
$1,000 billion . Using the example in the chapter, with 
an MPC of 0 .6, consumption spending would increase 
by 0.6 x $1,000 billion = $600 billion. This is the initial 
rise in SIJClldillg caused by the tax cut. Once 
consumption spending rises, the multiplier works as 
with any other change in spending: Consumption rises 
by another 0.6 x $600 billion = $360 billion in the next 
round, and by another 0 .6 x $360 billion = $216 billion 
after that, and so on . 

Now let's compa re the full multiplier effect 
from a $1,000 billion cut in net taxes with the 
effect from a $1,000 billion increase in spending, such 
as pla nned investment spend ing. Look back at Table 5. 
There you can see that a $1,000 billion rise in invest
ment spending causes a total increase in GO P of $1,000 
billion + $600 billion + $360 billion + $2 16 billion + . 
. . = $2,500 billion. But when taxes are cut by 
$1,000 billion, the total increase in GO P is $600 billion 
+ $360 billion + $216 billion + . ... These two series 
of numbers are the same except that for the tax cut, the 
first $ 1,000 billion is missing. Therefore, the final rise in 
GOP from the tax Clit must be $1,000 billion less than 
the final rise in GO P from the increase in investment 
spending. Since the $1,000 billion rise in investment 
spending raises GOP by $2,500 billion, a $1,000 billion 
cut in taxes must raise GOP by $2,500 billion - $1,000 
billion = $1,500 bi!1ion. 

Another way to say this is: For each dollar that 
taxes are cut, equi li brium GOP will increase by $ 1.50 
rather than $2 .50; the increase is one dollar Ie.~s in the 
case of the tax cut. This observation tells us that the tax 
multiplier must have a numerical value 1. 0 less thall the 
spending multiplier of the chapter. 

Finally, there is one more difference between the 
spending multiplier of the chapter and the tax multiplier: 
While the spending multiplier is a positive number 
(because an increase in spending ca uses an increase in 
equilibrium GOP), the tax multiplier is a negative num
ber, since a tax CUT (a negative change in taxes) must be 
multiplied by a lIegative number to give m a positive 
change in GOP. Putting all this together, we conclude 
that 

the tax multiplier is 1.0 less than the spending 
multi/Jlier, and negatiIJe ill sign. 

Thus, if the MIlC i .~ 0.6 (as in the chapter), so that the 
spending multiplier is 2 .5, then the tax multiplier will 
have a value of -(2.5 - 1) = - 1.5. 

More genera!1}', since the tax multiplier is 1.0 less 
than the spending multiplier and is also negative, we 
can write 

Tax multiplier = - (Spending multiplier - I) . 

Because the e xpenditure multiplier is 1/( 1 - MPC), 
we can substitute to get 

Tax multiplier = - [",-C'co;;;co 
MPC 

= - [~, -_-~'-ccp~c 

= 
-MPC 
l-MPC' 

1 - MPC] 
1 - MPC 
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Hence, 

the gel/eraJ formula for the tax multiplier is 

- MPC 
{I MJ>C)' 

For any change in net taxes, we can use the formula 
to find the change in net equilibrium GDP as follows: 

LlGDP= -MPC xLlT 
1 MPC . 

Appendix 2: The Special Case of the Tax Multiplier 

In our example, in which taxes were cut by $1,000 
billion, we have l1T == -$1,000 billion and MPC == 0.6. 
Plugging these values into the formu la, we obtain 

D.GDP = [ -0.6 ] x -$ 1,000 billion 
1 0 .6 

= $1,500 billion . 



Everyone knows that money doesn't grow on trees. But where does it actually come 
from? You might th ink that the answe r is simple: The government juSt prints it. 
Right? 

Sort of. It is true that much of our money supply is, indeed, paper currency, 
provided by our national monetary authority. But most of our money is 1I0t paper 
cu rrenc), at all. Moreover, the monetary authority in the United States-the Federal 
Reserve System-is technically not a part of the executive, legislative, or judicial 
branch of government. Rather, it is a quasi-independent agency that operates along
side the gove rnment. 

In future chapters, we'll make our short-run macro model more real istic by 
bringing in money and its effeclS on the economy. This will deepen your understand
ing of economic fluctuations, and help you understand our policy choices in dealing 
with them. But in this chapter, we foc us on money itself, and the institutions that 
help create it. We will begin, in the next section, by taking a look a t the purpose and 
fu nctions of a nation's monetary system. 

THE M ONETARYo--"S.;.Y"S.;.T"EccM'--___________ _ 

A monetary system establishes two different types of standardization in the economy. 
First, it establ ishes a unit o f " alue-a common unit for measuring how much 
something is worth. A sta ndard unit of value permits us to compare the COStS of 
different goods and services :lnd to communicate these costs when we trade. 

The dollar is the unit of value in the United States. If a pair of ru nning shoes 
costs $120, while a round-trip airline ticket from Ph oen ix to Minnea polis costs 
$360, we know immediately tha t Jhe ticket has the same value in the marketp lace 
as three pairs of runn ing shoes. 

The second type of standardization concerns the means of payment, the things 
we can use as payment when we buy goods and services . In the United States, the 
means of payment include dollar bills, personal checks, money orders, and credit 
cards like Visa and American Express. 

These two fu nctions of a monetary system-establ ishing a unit of value and a 
standard means of payment-are closely related, but (hey are not the same thing. 
The unit-of-va lue function refers (0 the way we think about and record transactions; 
the means-of-payment func tion refers to how payment is actually made. The unit of 
va lue works in (he same way as units of weight, volume, distance, and time. 
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Unit 01 v.lue A common unit for 
measuring how mUCh something 
1$ worth. 

Mean. 01 pllyment Anything 
acceptable as payment for goods 
lind services. 
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Federal Reserve System The 
mor.etary authority of the United 
States. charged with creating and 
regulating the nation's supply of 
money. 

Part V: Money, Prices. and the Macroeconomy 

In fact, the same sentence in Article I of the U.S . Constitution gives Congress the 
power to create a unit of value along with uni ts of weights and measures. All of 
these units help us determine dearly and precisely what is being traded for what. 
T hink about buying gas in the United States; you exchange dolla rs for gallons. The 
transaction will go smoothly and quick ly on ly if there is clarity about bmh the unit 
of fluid volume (gallons) and the unit of purchasing power (dollars), 

The means of payment can he d ifferent from the unit of value. For example, in 
some countries where local cur rency prices change very rapidly, it is common to use 
the U.S. dollar as the unit of value-to specify prices in dollars-while the local 
currency remains the means of payment . Even in the United States, when you use a 
check to buy something, the unit of value is the dollar but the means of payment is 
a piece of paper wi th your signature on it. 

In the United States, the dollar is the centerpiece of our monetary system. It is 
the unit of value in every economic transaction, and dollar bills are very often the 
means of payment as well. How d id the dollar come to play such an important role 
in the economy? 

A BRJEF HISTORY OF THE DOLLAR 

Prior to 1790, each colony had its own currency. It was named the "pound" in every 
colony, but it had a different purchasing power in each of them. In 1790, soon after 
the Constitution went into effect, Congress created a new unit of value called the 
dollar. H istorical documents show that merchants and businesses switched immed i
ately to the new dollar, thereby ending the chaos of the colonial monetary systems. 
Prices began to be quoted in dollars, and accounts were kept in dollars. The dollar 
rapidly became the standa rd un it of value. 

But the primary means of payment in the United States until the Civil War was 
paper currency issued by private banks . Just as the government defined the length 
of the yard but did not sell yardsticks, the government defined the uni t of value but 
let private organizations provide the means of payment. 

During the Civil War, however, the government issued the fi rst federal paper cur
rency, the greenback. It functioned as both the unit of value and the major means of 
payment until 1879. Th en the government gOt Out of the business of money creation 
for a few decades. During that time, currency was once again issued by private banks. 
But in 1913, a new institution called the Federal Reserve System was created to be 
the national monetary authority in the United States. The Federal Reserve was 
charged with creating and regulating the nation's supply of money, and it continues 
to do so today. 

Why Paper Currency Is Accepted as a Means of Payment 

You may wonder why people are willing to accept paper dollars-or the promise of 
paper dollars-as a means of payment. Why should a farmer give up a chicken, or 
a manufacturer give up a new car, JUSt to receive a bunch of green rectangles with 
words and numbers printed on them? 

In fact, paper currency is a relatively recent development in the history of 
the means of payment. T he earliest means of payment were precious metals and 
other valuable commodities such as furs or jewels. These were called commodity 
money because they had important uses other than as a means of payment. The 
non money use is what gave commodity money its ultimate value. For example, 
people would accept furs as payment because furs could be used to keep warm. 
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Similarly, gold and silver had a variety of uses In industry, as religious artifacts, 
and for ornamentation. 

Precious metals were an especially popular form of commodi ty money. 
Eventually, to make it easier to identify the value of precious metals, they were mint
ed into coins whose weight was declared on their faces. Because gold and silver 
coins could be melted down into pure metal and used in other ways, they were still 
commodi ty money. 

Commodity money eventually gave way to paper currency. Initially, paper cu r
rency was just a certificate representing a certain amount of gold or silver held by a 
bank. At any time, the holder of a certificate could go to the bank that issued it and 
trade the certificate for the stated amount of gold or silver. People were willing to 
accept paper money as a means of payment for two reasons. First, the currency could 
be exchanged for a valuable commodity like gold or silver. Second, the issuer--either 
a government or a bank--could print new money only when it acquired additional 
gold or silver. This put strict limits on money printing, so people had faith that their 
paper money would retain its value in the marketplace. 

But today, paper currency is no longer backed by gold or any other physical 
commod ity. If you have a do llar handy, put this book down and take a close look 
at the bill. You will not find on it any prom ise that you can trade your dollar for 
gold, silver, furs, or anything else. Yet we all accept it as a means of payment. 
Why? 

A clue is provided by the statement in the upper left-hand corner of every bill: 
This note is legal tender (or all debts, public and private. The statement affirms that 
the piece of paper in your hands will be accepted as a means of payment (you can 
"tender" it to settle any '"debt, public or private") by any American because the 
government says so. This type of currency is called fi at money. Fiat, in Latin, Flat money $omethingthat 
means" let there be, " and fiat money serves as a means of payment by government serves as a means of payment 
declaration. by gOllernment declaration. 

The government need not worry about enforcing this declaration . The real force 
behind the dollar-and the reason that we are all willing to accept these green pieces 
of paper as payment-is its long-standing acceptabi lity by others. As long as you 
have con fi dence that you can use your dollars to buy goods and services, you won't 
mind giving up goods and services for dollars. And because everyone else feels the 
same way, the circle of acceptability is completed. But while the government can 
declare that paper currency is to be accepted as a means of payment, it 
cannot declare the terms. Whether a gallon of gas will cost you I dollar, 4 dollars, 
o r 10 dollars is up to the marketplace. 

WHAT COUNTS AS MONEY 

Consider what is and what is not thought to be money in countries around the 
world. For exam ple, paper currency, travelers checks, and funds held in checking 
accounts a re all considered to be money in nations with well-establ ished banking 
systems. That makes sense, because all of these can be used as means of payment. 
Yet credit cards are not considered money, even though you can use them to buy 
things. Why is this? 

A more formal definition of money helps to answer questions like this. 

Money is an asset that is widely accepted as a means o( payment in the 
economy. 

Money An asset widely accepted 
as a means of payment. 

bill
Highlight
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Money supply The total amount 
of money held by the public. 

Liquidity The property of being 
easily converted into cash. 

Part V: Money, Prices. and the Macroeconomy 

Let's consider this definit ion more closely. First, only assets- things of value that 
people own---can be considered as money. Paper currency, travelers checks, and 
funds held in checking accounts are all examples of assets that people own, and these 
are all considered money in the United States. But the right to borrow is not an asset, 
so is not considered money. This is why the credit limit on your credit card, or your 
ability to go into a bank and borrow funds, is not considered money in the economy. 

Second, only things that are widely acceptable as a means of payment aTe 
regarded as money. Coins and pa per currency (usually called cash), travelers checks, 
and personal checks can all be used to buy things or pay bills. Other assets-such 
as stocks and bonds or even gold bars-cannot generally be used to pay for goods 
and services, and so they fa il the acceptabil ity test. 

MEASURING THE MONEY SUPPLY 

As you will learn in the next chapter, the amount of money in ci rculation can affect 
the macroeconomy. This is why governments around the world like to know how 
much money is available to their citizens-the total money supply. 

In practice, measuring the money supply is not as straightforward as it might 
seem, and brings up some conceptual problems. For exam ple, consider funds you 
might have in a savings account. While you can't use those funds to buy things 
directly, you can easily move the funds into your checking account, converting them 
to money. You might therefore regard your savings account as part of the means of 
payment that are easily available to you . Should they be included as part of the 
money supply? 

Governments recognize this and other sim ilar sticky questions, and have decided 
that the best way to deal with them is to have differCllt measures of the money 
supply-in effect, alternative ways of defining what is and what is not money. Each 
measure includes a selection of assets that are widely acceptable as a means of pay
mellt and, as an additional criterion, relatively liquid. 

All asset is considered liquid if it call be converted to cash quickly and at lit· 
tIe cost. An illiquid asset, by contrast, call be converted to cash only after a 
dela)', or at considerable cost. 

Checking account balances are highly liquid because you can convert them to cash 
at the ATM or by cashing a check . Travelers checks are also highly liquid . But stocks 
and bonds are /lot as liquid as checking accounts or travelers checks. Stock- and 
bondholders must go to some trouble and pay brokers' fees to convert these assets 
into cash. 

But notice the phrase "relatively liquid ." This does not sound like a hard
and-fast rule for measuring the money supply, and indeed it;s not. Th is is why there 
are different measures of the money supply: Each interprets the phrase "relatively 
liquid" in a different way. To understand this better, let's look at the different kinds 
of liquid assets that people can hold . 

ASSETS AND THEIR LIQUIDITY 

Figure I lists a spectrum of assets, ranked according to their liquidity, along with 
the amounts of each asset in the U.S. public'S hands on June 26, 2006 . The most 
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Monetary Assets and Their liquidity (June 26 , 2006) FIGURE II 

Savings-Type 
Ac{Ounts 

($3,558 billion) 

Demand Deposits 
SmallTime (S350 billion) 

Cash in the + Deposits 
Hands 01 Ihe Other Checkable Retail Money (S 1,068 billion) 

Public 

More 
liquid I 

($740 billion) 

MI 

Deposits 
(S316 billioo) 

, 
Travelers Checks 

(S7 billion) 

I 

M2 

Market Mutual 
Funds 

(S763 billion) 

less 
liq uid 

Assets Ilary accurding tu their liquidity-the ease IlIith which they can be cunverted intu cash. 
A"ef> tuward the left side uf this figure are more liquid than those toward the right ,ide. 

Source: http://www.federalreserve.gov, Money Stock Measures. H.6, Tables 5 and 6 . 

liquid asset of all is cash in the hands of the public, It takes no time and zero expense 
to convert this asset into cash, since it's already cash. In June 2006, the public
including residents of other countries-held about $740 billion in U.S. cash. 

Next in line are three asset categories of about equal liquidi ty. Demand deposits 
are the checking accounts held by households and business firms at commercial 
banks, including huge ones like the Bank of America or Citibank, and smaller ones 
like Simmons Nationa l Bank in Arkansas. These checking accounts are ca lled 
"demand" deposits because when you write a check to someone, that person can go 
into a bank and, on demand, be paid in cash . This is one reason that demand 
deposits are considered very liquid : T he person who has your check can convert it 

Cash In the hands of the public 
Currency and coins held outside 
of banks. 

Demand dep051ts Checking 
accounts that do not pay interest. 
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Ml. A standard measure of the 
money supply. including cash in 
the hands of the public. checking 
account deposits, and travelers 
checks. 

Part V: Money, Prices, and the Macroeconomy 

into cash quickly and easily. Another reason is that you can withdraw cash from 
your own checking account very easily-24 hou rs a day with an ATM card, or dur
ing banking hours if you want to speak to a teller. As you can see in the figure, the 
U.S . public held $350 billion in demand deposits in mid-2006. 

Other checkable deposits is a catchall category for several types of checking 
accounts that work vefy much like demand deposits. This includes automatic trans
fers (rom savings accounts, which are interest-paying savings accounts that auto
matically transfer funds into checking accoums when needed . On June 26, 2006, the 
U.S. public held $316 billion of these types of checkable deposits. 

Travelers checks are specially printed checks that you can buy from banks or 
other private companies, like American Express. Travelers checks can be easily spent 
at a lmost any hotel or store. You can often cash them at a bank. You need on ly show 
an J.D. and countersign the check. In mid-2006, the public held about $7 billion in 
travelers checks. 

Savings-type accounts at banks and other financ ial institutions (such as savings 
and loan institutions) amounted to $3,558 billion in mid-2006. These are less liq
uid than checking-type accounts, since they do not allow you to write checks. While 
it is easy to transfer funds from your savings accoum to your checking account, you 
must make the transfer yourself. 

Next on the list are deposits in relai/money market /Iluilial funds (MMMFs), 
which use customer deposits to buy a variety of financial assets. Depositors can 
withdraw their money by writing checks. Money market funds held in special retire
ment accounts- which cannot be accessed before age 59! without a penalty- are 
excluded from this measure. In mid-2006, the general public held about $763 bi l
lion in such MMMFs. 

Time deposits (sometimes called certificates of deposit, or CDs) require you to 

keep your money in the bank for a specified period of time (usually six months or 
longer), and impose an interest penalty if you withdraw early. A small time deposit 
is any amoum less than $ JOO,OOO. As with money market funds, time deposits in 
special retirement accounts are excluded from the measure. In mid-June 2006, the 
public held $ 1,068 billion in these accounts. 

Now let's see how these assets have been used to define "money" in different 
ways. 

M1AND M2 

The standard measure of the money stock is called M I. It is the sum of the first fou r 
assets in our list : cash in the hands of the public, demand deposi ts, other checkable 
deposits, and travelers checks. These are also the four most liqu id assets in our list. 

M 1 == Cash in the hands of the public + Demand deposits + 
Other checkable deposits + Travelers checks. 

On June 26, 2006, this amounted to 

M 1 == $740 billion + $35"0 billion + $316 billion 
+ $7 billion = $1,413 bi llion. 

When economists or government officials speak about "the money supply," they 
usually mean Ml. 

But what about the assets left out of M I ? Whde savings accounts are not as 
liquid as any of the components of MI , for most o f us there is hardly a difference. 
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All it takes is an ATM card and, presto, funds in your savings account become cash. 
Money market funds held by households and businesses are fa irly liquid, even though 
there are sometimes restrictions or special risks involved in converring them into 
cash. And even time deposits-if they are not too large--can be cashed in early with 
only a small interest penalry. When you think of how much "means of paymem" 
you have, you are very likely to include the amounts you have in these types of 
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accounts. This is why another common measure of the money su pply, Ml, adds M2 M1 plus savings account 
these assets to M 1: balances, retail money market 

M2 == M 1 + Savings-type accounts + Retail MMMF balances + 
Small-denomination time deposits . 

Using the numbers for June 26, 2006, in the United States: 

M2 = SI,413 billion + $3,558 billion + $763 billion + $1,068 billion 

= $6,802 billion. 

There have been other official mea.~ures of the money supply beside;; M 1 and M2 
that include assets that are less liqu id than those in M2. But M I and M2 have been 
the most popular, and most commonly watched, definitions. 

mutual fund balances. and small 
time deposits. 

It is important to understand 
that the M I and M2 money stock 
measures exclu(le many things that 
people use regularly as a means of 
payment. Although M 1 and M2 
give us important in formation 
about the activities of the Fed and 
of banks, they do not measure al! 
the different ways that people hold 
their wealth or pay for things. 
Credit cards, for example, are nor 
included in any of the official 

Cash In Private Banks or the Fed In our definitions of money
whether M1, M2, Of some other measure-we include cash (coin 
and paper currency) only if it is in file hands of tile public. The 
italicized words are important. Some of the nation's cash is 
stored in bank vaults and is released only when the public 
withdraws cash from their accounts. Other cash is stored in the 
Federal Reserve or U.S. Treasury for future release. But until this 
cash is released from bank vaults, the Fed, or the Treasury, it is not 
part of the money supply. Only the cash possessed by households . businesses. or 
government agencies (other than the Fed or Treasury) is considered part of the 
money supply. 

measures of the money supply (they are not assets). But for most of us, unused credit 
is a means of payment, which we lump together with our cash and our checking 
accounts. As credit cards were i.ssued to more and more Americans over the last sev
eral decades, the available means of payment increased considerably, much more 
than the money supply (as measured by Ml and M2 ) increased. 

Fortunately, the details and complexities of measuring money are not important 
for a basic understanding of the monetary system and monetary policy. For the rest 
of OUf discussion, we will make a simplifying assumption: 

We will assume the mOlley supply cOllsists of jllSI Iwo com{J011ellts; cash ill 
the hands of the public alld checkable deposits, which we'fI cafl demand 
deposits. 

MOlley supply = Cash ill the hal/ds of the public + Oemalld deposits. 

As you will see later, our definition of the money supply corresponds closely to the 
liquid assets that our national monetary authority-the Federal Reserve--can con
trol. While there is not much that the Federal I{eserve can do directly about 
the amount of funds in savings accounts, MMM Fs, or time deposit;;, or about the 
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financial Intermediary A 
business firm that specializes in 
brokering between silvers and 
borrowers. 

Part V: Money, Prices. and the Macroeconomy 

abili ty to borrow on credit cards, it can t ightly control the sum of cash in the hands 
of the public and demand deposits. 

We will spend the rest of this chapter analYl.: ing how money is created and what 
makes the money supply change. Our first step is to introduce a key player in the 
creation of money: the banking system. 

THE BANKING SYSTEM 

Think aboUT the last time you used the services of a bank. Perhaps you deposited a 
paycheck in the hank's ATM, or withdrew cash to take care of your shopping needs 
for the week. We make these kinds of transactions dozens of times every year with
OUT ever thinking about what a bank really is, or how our own actions at the bank
and the actions of millions of other bank customers- might contribute to a change 
in the money supply. 

FINANCIAL INTERMEDlARIES IN GENERAL 

Let's begin at th e beginning: What are banks? They are important examples of 
financial intermediaries: business firms that specialize in assembling loanable funds 
from households and firms whose revenues exceed their expenditures, and channel
ing those funds to households and firms (and someti mes the government) whose 
expenditures exceed revenues . Financial intermediaries make the economy work 
much more efficiently than would be possible without them . 

To understand this more clearly, imagine that Boeing, the U.S. aircraft maker, 
wants to borrow a billion dollars for 3 years. If there were no financial intermedi
aries, Boeing would have to make ind ividual arrangements to borrow small amounts 
of money from thousands-perhaps millions--of households, each of which wants to 
lend money for, say, 3 months at a time. Every 3 months, Boeing would have to 
renegotiate the loans, and it would find borrowing money in this way to be quite 
cumbersome. Lenders, toO, wou ld find this arrangement troublesome. All o f their 
funds would be lent to one firm. If that firm encountered difficulties, the funds 
might not be returned at the end of 3 months. 

An intermediary helps to solve these problems by combining a large number of 
sma ll savers' funds into custom-designed packages and then lending them to larger 
borrowers. The intermediary can do this because it can predict- from experience
the pattern of inflows of funds. While some deposited funds may be withdrawn, the 
overall total available for lending tends to be quite stable. The intermediary can also 
reduce the risk to depositors by spreading its loans among a number of different 
borrowers. If one borrower fails to repay its loan, that will have only a small effect 
on the intermediary and its depositors . 

Of course, intermed iaries must earn a profit for providing brokering services. 
They do so by charging a higher interest rate on the funds they lend than the rate 
they pay to depositors. But they are so efficient at brokering that both lenders and 
borrowers benefit. Lenders earn higher interest rates, with lower risk and greater 
liquidity, than If they had to deal directly with the ultimate users of funds. And bor
rowers end up paying lower interest rates on loans that are specially designed for 
their specific purposes . 

The United States boasts a wide variety of financial intermediaries, including 
commercial banks, savings and loan associations, mutual savings banks, credit 
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unions, insurance companies, and some government agencies. Some of these inter
mediaries-<:alled depository illstitutiolls-accept deposits from the general pu blic 
and lend the deposits to borrowers. Commercial ballks are the largest group of 
depository institutions. They obtain funds mainly by accepting checkable deposits, 
savin gs deposits, and time deposits and use the funds to make business, mortgage, 
and consumer loans. Since commercial banks will playa central role in the rest of 
this chapter, let's take a closer look at how they operate. 

COMMERClAl BANKS 

A commercial bank (or just "bank" for short) is a private corporation, owned by its 
stockholders, that provi des services to the public. For our purposes, the most impor
tant service is to provide checking accounts, which enable the bank's customers to 
pay bills and make purchases without holding large amounts of cash that could be lost 
or stolen. Checks are one of the most important means of payment in the economy. 
Every year, U.S. households and businesses write trillions of dollars' worth of checks 
to pay their bi lls, and many wage and salary earners have their pay deposited direct
ly into their checking accounts . And as you saw in Figure 1, the public holds about 
as much money in the form of demand deposits and other checking-type accounts 
as it holds in cash. 

Banks provide checking account services in order to earn a profit. Where does a 
bank's profit come from? Mostly from lending our the funds that people deposit and 
charging interest on the loans, but also by charging for some services directly, such 
as check-printing fees or that annoying dollar or so sometimes charged for using an 
ATM. 

A BANK'S BALANCE SHEET 

We can understand more clearly how a bank works by looking at its balance sheet, 
a tool used by accountants. A balance sheet is a two-column list that provides infor
mation about the financial condition of a bank at a particular point in ti me. In one 
column, the bank's assets are listed---everythi ng of value that it 01/1115 . On the 
other side, the bank's liabilities are listed-the amounts that the bank owes. 

Table I shows a simplified version of a com mercial bank's balance sheet. 

Assets Uabilltles and Net Worth 

Property and buildings $ 5 million Demand deposit $100 million 
liabilities 

Government and $ 25 million Net worth $ 5 million 
corporate bonds 

l oans $ 65 million 
Cash in vault $ 2 million 
In accounts with $ 8 million 

the Federal Reserve 

Total Assets $105 million Total Liabilities $105 million 
plus Net Worth 
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Balance sheet A financial state· 
ment showing assets. liabilities. 
and net worth at a point in time. 

A T~plcal 
Commercial Bank's 

Bcllance Sheet 
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Bond A promise to pay back bor
rowed funds, issued by a corpora
tion or government agency. 

loan An agreement to pay back 
borrowed funds. signed by a 
household or noncorporate 
busir"less. 

Reserves Vault cash plus 
balances held at the Fed. 

Requited reserves The minimum 
amount of reserves a bank must 
hold, depending on the amount of 
its deposit liabilities. 

Required reserve ratio The mini
mum fraction of checkir"lg accour"It 
balar"lces that banks must hold 
as reserves. 
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Why does the bank have these assets and liabil ities? Let's start with the assets 
side. The first item, $5 million, is the value of the bank's real estate-the bu ildings 
and the land underneath them. This is the easiest to explain, because a bank must 
have one or more branch offices in order to do business with the public. 

Next comes $25 million in bOllds, and $65 million in loalls. A bond is a prom
ise to pay funds to the holder of the bond, issued by a corporation or a government 
agency when it borrows money. I A bond prom ises to pay back the loan either grad
ually (e.g., each month), or all at once at some future date. loans are promises, 
signed by households or noncorporate businesses, to pay back funds. Exam ples are 
auto loans, student loans, small·business loans, and home mortgages (where the 
funds lent out are used to buy a home). Both bonds and loans generate interest 
income for the bank. 

Next come twO categories that might seem curious: $2 million in "vault cash," 
and $8 million in "accounts with the Federal Reserve." Va ult cash, just like it 
sounds, is the coin and currency that the bank has stored in its vault. In addition, 
banks maintain their own accounts with the Federal Reserve, and they add to and 
subtract from these accounts when they make transactions with other banks. 
Neither vault cash nor accounts with the Federal Reserve pay interest. Why, then, 
does the bank hold them? After all, a profit-seeking bank should want to hold as 
much of its assets as possible in interest-earning forms: bonds and loans. 

There are two explanations for vault cash and accounts with the Federal 
Reserve. First, on any given day, some of the bank's customers might want to with
draw more cash than other customers are depositing. The bank must always be pre
pared to honor its obligations for withdrawals, so it must have some cash on hand 
to meet these requirements. This explains why it holds vault cash . 

Second, banks are required by law to hold reserves, which are defined as the SIIII/ 

of cash il1 the vault and accoul1ts with the federal Reserve. The amount of reserves 
a bank must hold is called required reserves. The more funds its customers hold in 
their checki ng accounts, the greater the amount of required reserves. The required 
reserve ratio, set by the Federal Reserve, tells banks the fraction of their checking 
accounts that they must hold as requ ired reserves. 

For example, the bank in Table 1 has $100 million in demand deposits. If the 
required reserve ratio is 0.1, this bank's reqUired reserves a re 0. 1 x $100 mill ion == 
$ 10 million in reserves. The bank must hold at least this amount of its assets as 
reserves. Since our bank has $2 mill ion in vault cash and $8 million in its reserve 
account with the Federal Reserve, it has a tota l of $JO million in reserves, the min
imum required amount. 

Now skip to the right side of the balance sheet. This bank's only liability is its 
demand deposits. Why are demand deposits a liability? Because the bank's cus
tomers have the right to wi thdraw funds from their checking accounts. Until they 
do, the bank owes them these funds. 

Finally, the last entry. When we total up both sides of the bank's balance sheet, 
we find that it has $105 mi ll ion in assets and only $100 million in liabilities. If the 
bank were to go out of business- sell ing all of its assets and using the proceeds to 
payoff all of its liabilities (its demand deposi ts)-it would have $5 mi ll ion left over. 

I We are u.ing the term "bond" loosely to refer to ~II such promi"". issued by corporatioos aod govern· 

men! agencies. Technically, a bond muSI be a 100g'ltrm obligatioo to pay back mooey, 10 years or molC 
from Ihe lime Ihe money is first borrowed. ShorlcNerm obligalion. are called "o/e. (between 1 and 10 
years) or 1,;1/$ ( I yea r or less). 
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Who would get this $5 million? The bank's owners: its stockholders. The $5 million 
is called the bank's net worth. More generally, Net w(IIth The difference 

Net worth == Total a.~sets - Total liabilities. 

We include net worth on the liabilities side of the balance sheet because it is, in 
a sense, what the bank would owe to its owners if it went out of business. Notice 
that, because of the way net worth is defined, bOlh sides of a balance sheer must 
always have the same total: A balance sheet always balances. 

Private banks are just one of the players that help determine the money sup
ply. Now we turn our attention to the other key player-the Federal Reserve 
System. 

THE FEDERAL RESERVE SYSTEM 

Every large nation controls its money supply with a central ba nk-the nation's prin
cipal monetary authority and the institution responsible for controlling its money 
supply. Most of the developed countries established their central banks long ago. 
For example, England's central bank-the Bank of England-was created in 1694. 
France was one of the latest in Europe, waiting umil t 800 to establish the Banque 
de France. But the United States was e\'en later. Although we experimented with 
central banks at various times in our history, we did not get serious about a central 
bank until [9 13, when Congress established the Federal Reserve System . 

Why did it take the Uni ted States so long to create a cemral bank? Part of the rea
son is the suspicion of central authority that has always been part of U.S. politics and 

Note: Both Alaska and Hawaii 
are in the Twelfth District 

District boundaries 
State boundaries 

• Reserve Bank cities 
* Board of Governors 

of the Federal Reserve 
Syslem 

between assets and liabilities. 

Central bank A flatiofl's ptiflcipal 
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for cOfltroliiflg the mOfley supp,>,". 
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Federal Open Market Committee 
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culture . Another reason is the large size and extreme diversity of our country, and the 
fear that a powerful central bank might be dominated by the interests of one region 
to the detriment of others. These special American characteristics help explain why 
our own central bank is different in form from its European counterparts. 

One major difference is indicated in the very name of the institution: the Federal 
Reserve System. It does not have the word celltral or bank anywhere in its title, 
making it less suggestive of centralized power. 

Another difference is the way the system is organized . Instead of a single central 
bank, the Unite<1 States is divided into 12 Federal Reserve districts, each one serve<1 
by its own Federal Reserve Bank . The 12 districts and the Federal Reserve Banks 
that serve them are shown in Figure 2. For example, the Federal Reserve Bank of 
Dallas serves a district consisting of Texas and pa rts of New Mexico and Louisiana, 
while the Federal Reserve Bank of Chicago serves a district includi ng Iowa and parts 
of Illinois, Indiana, Wisconsin, and M ichigan . 

Another interesting feature of the Federal Reserve System is its peculiar status 
within the government. Strictly speaking, it is not even a pari of any branch of gov
ernment. But the Fed (as the system is commonly called) was created by Congress, 
and could be eliminated by Congress if it so desired . Second, both the president and 
Congress exert some in fluence on the Fe<[ through their appointments of key offi
cials in the system. 

THE STRUCTURE OF' THE FED 

Figure 3 shows the organizational structure of the Federal Reserve System. Near the 
top is the Board of Governors, consisting of seven members who are appointed by 
the president and confirmed by the Senate for a 14·year term . T he most powerful 
person at the Fed is the chairman of the Board of Governors-one of the seven gov
ernors who is appointed by the president, with Senate approval, to a 4'year term as 
chair. In order to keep any president or Congress from having too much influence 
over the Fed, the 4-yea r term of the chair is 1101 coterminous with the 4-yea r tetm 
of the president. As a result, every newly elected president inherits the Fed chair 
appointed by the previous president, and may have to wait several years before 
making an appointment of his own. 

Each of the 12 Federal I{eserw Banks is supervised by nine directors, three of 
whom are appointed by the Board of Governors . The Olher six are elected by pri
vate commercial banks, the official stockholders of the system. The directors of each 
Federal Reserve Bank choose a president of that bank, who manages its day-to-day 
operations. 

Notice that Figure 3 refers to "member banks." Only about a third of the 
approximately 7,500 commercial banks in the United States are members of 
the Federa l Reserve System. But they include all lIaliolial ballks (those chartered by 
the fede ral government) and about a thousand state banks (chartered by lheir state 
governments). All of the largest banks in the United States (e.g ., Ciribank, Bank of 
America, and Wells Fargo) are nationally chartered banks and therefore member 
banks as well. 

The Federal Open Market Committee 

Finally, we come to what most economists regard a,~ the most important part of the 
Fed, the Federal O pen Market COlllmittee (FOMC), As you can see in Figure 3, the 
FOMC consists of all seven governors of the Fed, along with 5 of the 12 district 
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bank presidents.2 T he commi n ee meets about eight times a year to discuss current 
trends in inflation, unemployment, output, interest rates, and internationa l 
exchange rates . After determining the current state of the economy, the FOMe sets 
the general course for the nation's money supply. 

T he word "open" in the FOMC's name is Ironic, si nce the committee's deliber
ations are private. Sum maries of its meetings are published only after a delay of a 
month or more . In some cases, the committee will release a brie f public sta tement 
abom its decisions on the day they a re made. Bm not even the president of the 
Uni ted States knows the detai ls behind the decisions, or what the FOMe actually 
d iscllssed at its meeting, until the sllmmary of the meeting is fina lly released . The 
reason for the word "open" is that the committee exerts control over the nation's 
money supply by bUying and selling bonds in the pu blic ("open") bond market. 
Later, we will discuss how and why the FOMe does this. 

, Although all Re<erve Bank president. atlend FOl\IC meetings. only S of the 12 presidents can vnte on 

FOMC decisions. The president of the Federal Reserve Bank of New York has a permanent vote becau<e 
New York is such an imponant financial Untcr. Bur the remaining four voln fOlate among the othcr 
district presidents. 
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Disco lint tate The interest rate 
the Fed charges on loans to 
banks. 
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THE FUNCTIONS OF THE FED 

The Federal Reserve, as the overseer of the nation's monetary system, has a variety 
of important responsibilities. Some of the most important a re listed here. 

Supervising and Regulating Banks. We've already seen that the fed sets and 
enforces reserve requirements, wh ich all banks-not just Fed members-must 
obey. The Fed also sets standards for establishing new banks, determines what 
sorts of loans and investments banks are allowed to make, and closely monirors 
many banks' financial acti vities. 

Acting as a "Balik (or Banks." Commercial banks use the Fed in much the same 
wa), that ordinary citizens use commercial banks. For example, we've already 
seen that banks hold most of their reserves in reserve accounts wi th the Fed. In 
addition, banks can borrow from the Fed, Just as we can borrow from our local 
bank . The Fed charges a special interest rate, called the discount rate, on loans 
that it makes to member banks. In times of financial crisis, the Fed is prepared 
to act as lender o f last resort, to make sure that banks have enough reserves to 
meet their obligations to depositors . 

Issuing Paper Currerlc),. T he Fed doesn't actually print currency; that is done by 
the government's Bureau of Engraving and Printing. But once printed, it is 
shipped to the Fed (under ver)' heavy guard) . The Fed, in turn, puts this curren
cy into circulation. This is why every U.S. bill carries the label Federal Reserve 
Note on the top. 

Check Clearing. Suppose you write a check for $1,000 to pay your rent. Your 
building'S owner will deposit the check into his checking account, which is prob
ably at a different bank than yours. Somehow, your rent payment must be trans
ferred from your bank account to your landlord's account at the other bank, a 
process called check clearing. In some cases, the services are provided by private 
clearinghouses. But in many other cases--especially for clearing out-of-town 
checks-the Federal Reserve System performs the service by transferring funds 
from one bank's reserve account to another 's . 

Co1ttrollillg the Malley Supply The Fed, as the nation's monetary authority, is 
responsible for controlling the money supply. Since this function is so important 
in macroeconomics, we explore it in detail in the next section . 

THE fED AND THE MONEY SUPPLY 

Suppose the Fed wants to change the nation's money supply. (Why would the Fed want 
to do this? The answer will have to wait until the next chapter.) There are many ways 
this could be done. To increase the money supply, the Fed could print up currency and 
give it to Fed officials, letting them spend it as they wish . Or it could hold a lottery and 
give all of the newly printed money to the winner. To decrease the money supply, the 
Fed could requ ire that all citizens turn over a portion of their cash to Fed officials who 
would then feed it into paper shredders. 

These and other methods wou ld cerrainly work, but they hardly seem fair or 
orderly. In practice, the Fed uses a more organized, less haphazard method to change 
the money supply: opm market operations. 
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When the Fed wishes to increase or decrease the /I/O/ley supply, il bu)'s or 
sells government bonds to boud dealers, banks, or other financial i/lstitll
tions. These actions are called ope" market operations. 

We'll make two specia l assumpt ions ro keep our analysis of open market operations 
simple for now: 

1. Households and businesses are satisfied holding the amount of cash the)' are cur
rentl), holding. An)' additional funds they might acquire are deposited in their 
checking aCCOllnlS. Any decrease in their funds comes from their checking 
accounts. 

2. Banks never hold reserves in excess of those legally required by law. 

Later, we'll discuss what happens when these simplifying assumptions do nOt hold. 
We'll also assume that the required reserve ratio is 0.1, so that each time deposits 
rise by $ 1 ,000 at a bank, its required reserves rise by $ 1 00. 

How THE FED IN CREASES THE MONEY SUPPLY 

To increase the money suppl)', the Fed will bu)' government bonds. This is called an 
OPell market /Jllrchase. Suppose the Fed bu)'s a government bond worth $ 1 ,000 
from Lehman Brothers, a bond dealer that has a checking account at First National 
Bank.3 The Fed will pa), Lehman Brothers with a $1,000 check, which the firm will 
deposit into its account at First National. First National, in turn, will send the check 
to the Fed, which will credit First National's reserve account b)' $ 1,000. 

These actions will change First National's balance sheet as follows: 

CHANCES IN FIRST NATIONAL BANK'S BALANCE SHEET 

Action Changes in Assets Changes in Liabil iti .. :s 

Fed buys $1,000 bond from +51,000 in reserves +$ 1,000 in demand deposits 
Lehman Brothers, which 
deposits $ 1,000 check from 
Fed into its checking account. 

Notice that here we show only challges in First National's balance sheet. Other 
balance sheet items-such as property and buildings, loans, government bonds, or 
net worth-are not immediately affected by the open market purchase, so they are 
not listed here. As you can see, First National gains an asset-reserves-so we enter 
"+$1,000 in reserves" on the left side of the table. But there are also additionallia
bilities: the $ I ,000 that is now in Lehman Brothers' checking account and which 
First National owes to that firm. The a,j,jitional liabilities arc represented by the 
entr), "+$1,000 in demand deposits" on the right side. Since First National's bal
ance sheet was in balance before Lehman Brothers' deposit, and since assets and lia 
bilities both grew by the same amount ($ 1,000), we know that the balance sheet is 
still in balance. Total asselS are again equal to total liabilities plus net worth. 

Before we go on, let's take note of two important things that have happened. 
Fi rst, the Fed, by conducting an open market purchase, has injected reserves into the 
banking system. So far, these reserves are being held by First National in its reserve 
account wi th the Fed . 

• W .. 'lIlimil our analy~'s 10 ,omm,rcial banks. whi,h hold demand dep<>iiu, allhough our SlOry would 
be similar if OIher IYpes of deposnory 1nSI1I\l(iOn!i were invoh·ed. 
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Open market operations 
Purchases or sales 01 bonds by' 

the Federal Reserve System. 
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EKcess reserves Reservt'5 in 
excess of required reserves. 
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The second thing to notice is something that is easy to miss: The money supply 
has increased. How do we know? Because demand deposits are part of the money 
supply, and they have increased by $1,000. As you are about to see, even more 
demand deposits will be created before our SfOfY ends. 

To see what will happen next, let's take the poim of view of First National Bank's 
manager. He might reason as follows: "My demand deposits have Just increased by 
$ 1,000 . Since the required reserve ratio is 0.1, [ must now hold 0.1 x $ 1,000 == $100 
in additional reserves . But my actual reserves have gone up by more than $100; in 
fact, they have gone up by $1,000. Therefore, I have excess reserves-reserves above 
those I'm legally required to hold---equal to $1,000 - $100, or $900. Since these 
excess reserves are earni ng no interest, I should lend them OUL" Thus, we can expect 
First Nationa l, in its search for profit, to lend OUT $900 at the going rate of interesT. 

How will First National actua lly make the loan? It could lend out $900 in cash 
from its vaul t. It would be more typical, however, for the bank to issue a $900 check 
to the borrower. When the borrower deposits the $900 check into his own bank 
account (at some other bank), the Federal Reserve-which keeps track of these 
transactions for the banking system-will deduct $900 from First National's reserve 
account and transfer it to the arher bank's reserve account. This will cause a further 
change in First National's balance sheet, as follows; 

CHANGES IN FIRST NATIONAL BANK'S BALANCE SHEET 

Action Changes in Assets Changes in Liabilities 

Fed buys $ 1,000 bond from +$1,000 in reserves +$ 1,000 in demand deposits 
Lehman Brothers, wh ich 
deposits $1,000 check from 
Fed into its checking 
account . 

First National lends out 
$900 in excess reserves. 

Taral effeer on First 
National from beginning 
to end. 

-$900 in reserves 
+$900 in loans 

+$100 in reserves 
+$900 in loans 

+$1,000 in demand deposits 

Look at the highlighted entries in the table. By making the loan, First National 
has given up an asset; $900 in reserves. This causes assets to change by - $900. But 
First National a lso gains an asset of equal value-the $900 loan. (Remember; While 
loans are liabilities to the borrower, they are assets to banks.) This causes assets to 
change by +$900 . Both of these changes are seen on the assets side of the 
balance sheet. 

Now look at the bottom row of the table. Th is tells us what has happened to 
First National from beginning to end. We see that, after making its loan, First 
Nationa l has $100 more in reserves than it started with, and $900 more in loans, 
for a total of $1,000 more in assets. Bur it also has $1,000 more in liabil ities than 
it had before: the additional demand deposits that it owes to Lehman Brothers. Both 
assets and liabilities have gone up by the same amount. Notice, too, that First 
Nationa l is once again holding exactly the reserves it must legally hold. It now has 
$1,000 more in demand deposits than it had before, and it is holding 0.1 x $1,000 
== $100 more in reserves than before . First Nationa l is finished ("loaned up") and 
cannot lend our any more reserves . 
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But there is still more to our story. Let's suppose that First National lends the 
$900 to the owner of a local business, Paula's Pizza, and Pau la deposits her loan 
check into her bank account at Second United Bank. The Fed Will transfer $900 in 
reserves from First National's reserve account to that of Second United . Second 
United's balance sheet will change as follows: 

CHANGES IN SECOND UNITED·S BALANCE SHEET 

Action Cha nges in Assets Changes in Liabilities 

Paula deposits $900 loan check + $900 in reserves + $900 in demand deposits 
into her checking account. 

Second United now has $900 more in assets-the increase in its reserve account 
with the Federal Reserve- and $900 in additional liabilities- the amount added to 
Paula's checking account. 

Now consider Second United's situation from its manager's viewpoint. He rea
sons as fo llows: "My demand deposits have risen by $900, which means my 
requ ired reserves have risen by 0 .1 x $900 == $90. But my reserves have actually 
increased by $900. Thus, I have excess reserves of $900 - $90 = $810, which I will 
lend Out." After making the $810 loan, Second United's balance sheet wi ll change 
once again (look at the highlighted entries): 

CHANGES IN SECOND UNITED'S BALANCE SHEET 

Action Changes in Assets Changes in Li abilities 

Paula deposits $900 loan 
check into her checking 
account. 

+$900 in reserves +$900 in demand deposits 

Second United lends out 
$810 in excess reserves. 

Total effect on Second United 
from beginning to end. 

- $810 in reserves 
+ $810 in loans 
+ $ 90 in reserves 
+ $810 in loans 

+ $900 in demand deposits 

In the end, as you can see in the bottom row of the table, Second United has $90 
more in reserves than it started with, and $810 more in loans. Its demand deposit 
liabi lities have increased by $900. The money supply has increased once again-this 
time, by $900. 

Are you starting to see a pattern? Let's carry it through one more step. Whoever 
borrowed $810 from Second United will put it into h is or her checking account at, 
say, Third State Bank. This will give Third State excess reserves that it will lend out. 
Its balance sheet will change as follows: 

CHANGES IN THIRD STATE'S BALANCE SHEET 

Action Changes in Assets Changes in Liabiliti es 

Borrower from Second + $810 in reserves +$810 in demand deposits 
United deposits $810 loan 
check into checking account. 

Third State lends out - $729 in reserves 
$729 in excess reserves. + $729 in loans 

Total effect on Third State + $ 81 in reserves +$810 in demand deposits 
from beginning to end. + $729 in loans 
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Increases In 
Demand Deposits 
Aner a $1,000 
Open Market 
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As you can see, demand deposits increase each time a bank lends out excess reserves. 
In the end, they will increase by a multiple of the original $1,000 in reserves injected into 
the banking system by the open market purchase. Does this process sound fami liar? It 
should . It is very similar to the explanation of the expenditure multiplier in the previous 
chapter, where in each round, an increase in spending led to an increase in income, which 
caused spending to increase again in the next round. Here, instead of spending, it is the 
money slIpply-or more specifically, demand deposits-that increase in each round . 

THE DEMAND DEPOSIT MULTIPLIER 

By how much will demand deposits increase in total? If you look back at the balance 
sheet changes we've anal)Fled, you'll see that each bank creates less in demand deposits 
than the bank before. When Lehman Brothers deposited its $1,000 cho.:k from the Fed 
at First National, $1,000 in demand deposits was created. This led to an additional 
$900 in demand deposi ts created by Second United, another $810 created by Third 
State, and so on. in each round, a bank lent 90 percent of the deposit it ro.:eived. 
Eventually the additional demand deposits will become so small that we can safely 
ignore them. When the process is complete, how much in additional demand deposits 
has been created? 

Table 2 provides the answer. Each row of the table shows the additional demand 
deposits created at each bank, as well as the running total. The last row shows that, in 
the end, $10,000 in new demand deposits has been created. 

Let'S go back and summarize what happened in our example. The Fed, through 
its open market purchase, injected $1,000 of reserves into the banking system. As a 
result, demand deposits rose by $10,000-10 times the injection in reserves . As you 
can verify, if the Fed had injected twice this amount of reserves ($2,000), demand 
deposits would have increased by 10 times that amount ($20,000). In fact, whatever 
the injo.:tion of reserves, demand deposits will increase by a factor of 10, so we can 
write 

dDD = 10 X Reserve injection 

Additional Demand Additional Demand 
Deposits Created by Deposits Created by 

Round Each Bank All Banks 

First National Bank $1.000 $1.000 

Second United $ 900 $1,900 

Third State $ 810 $2,710 

Bank 4 $ 729 $3.439 

Bank 5 $ 656 $4.095 

Bank 6 $ 590 $4,685 

Bank 10 $ 387 $6.511 

Bank 20 $ 135 $8,784 

Bank 50 very close to zero very close to $10,000 
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where DD stands for demand deposits. The injection of reserves must be multiplied 
b)' the number 10 in order to get the change in demand deposits that it causes. For 
this reason, 10 is called the demand deposit multiplier in this example. 

The size of the demand deposit multiplier depends on the value of the required 
reserve ratio set by the Fed. If you look back at Table 2, you will see that each round 
of additional deposit creation would have been smaller If the required reserve ratio 
had been larger. For example, with a required reserve ratio of 0.2 instead of 0.1, 
Second United would have created only $800 in deposits, Third State would have 
created on ly $640, and so on. Th e result would have been a smaller cumulative 
change in deposits, and a smaller multiplier. 

There is a very simple formula we can use to determine the value of the demand 
deposit multiplier for all)' value of the required reserve ratio: 

For any value o( the required reserve ratio (RRR), the (ormula (or the 
demand deposit multiplier is lIRRR. 

In our example, the RRR was equal to 0.1, so the demand deposit multiplier had 
the value 110.1 = 10. If the RRR had been 0.2 instead, the demand deposit multi
plier would have been equal to 110.2 = 5. To see how this formula is derived, read 
this footnote .4 

Using our general formula for the demand deposit multiplier, we can restate 
what happens when the Fed injects reserves into the banking system as follows: 

LlDD = ( R~R ) X uReserves. 

This formula tells us the change in demand deposits. But because we've been assum
ing that the amount of cash in the hands of the public (the other component of the 
money supply) does not change, we can also write 

ADD = LlMoney supply = ( R~R ) X 6.Reserves . 

• To derive the formula for the demand-deposit multiplier, let'S Start with Our numerical example, in which 
the change in demand depo>its (D./)/)) is 

Ll DD = (SI,Ooo + $900 + $810 + $729 + c). 

FaCloring OUt $1,000 gives lIS 

ADD = $1,000 X (I + 0.9 + 0.81 + 0.729 + e) 

=$1,000 X(1 +0.9 +0.91 + 0.9J +c). 

In this example, S 1 ,000 is the initial injection of reserves, and 0.9 is the fraction of it> new reserves that each 
bank lends OIl!, which is I ",in". the rcqllircd reserve ratio. Generali'.ing this for any change in resen'CS 
(D.Reserves) or any required re<e,ve ratio (RRR), we have 

ADD = LlResavn X [ 1 + (i-RRR) + (i-RRR)1 + (1-RRR)J+ ... J. 
Now we use a ruk from the mathematics of infinite sums (such as the sum in brackets): For any value of H 

between ° and 1. the infinite sum 1 + H + H ' + HJ + e has the value 1/(1 - H). 
Replacing H with the value 1 - RRR (which is between 0 and I), we gel 

ADD =.lReserws X II > [1- (1- RRR)J I 

ADD = .lReserves X (I I RRR). 
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Demand deposit multiplier The 
number by which a change in 
reserves is multiplied to deter
mine the resulting change in 
demand deposits. 
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THE FEv'S INFLUENCE ON THE BANKING SYSTEM AS A W HOLE 

We can also look at what happened to total demand deposits and the money supply 
from another perspective. When the Fed bought the $1,000 hond from Lehman 
Brothers, it injected $ '1,000 of reserves into the banking system. That was the only 
increase in reserves that occu rred in our story. Where did the additional $1,000 in 
reserves end up? If yOll go back through the changes in balance sheets, you'll see that 
First National ended up with $100 in additional reserves, Second United ended up 
with $90, Third Savings with $81, and so on. Each of these banks is requirc<j to 

hold more reserves than initia lly, because its demand deposits have increased. In the 
end, the additional $1,000 in reserves will be distributed among different hanks ill 
the system as required reserves. 

After an injection of reserves, the demand deposit lJIultiplier stops work· 
illg-and the money supply stops increasing-only when all the reserves 
injected are beillg held by banks as required reserves. 

Th is observation helps us understand the demand deposit multiplier in another way. 
In our example, the deposit-creation process wi!! continue until the entire injection 
of $1,000 in reserves becomes required reserves. Bur with an R RR of 0 . .1 , each dol
lar of reserves entitles a bank to have $10 in demand deposits. Therefore, by inject· 

~Creatlng Money" Doesn' t Mean " Creating Wealth" Demand deposits 

":'" ':=+f ""'" " ... DANGE~US " 

are a means of payment, and banks create them. This is why we say that 
banks ' create deposits" and 'create money." But don't fa ll into the trap 

of thinking that banks create wealth. No one gains any additional 
wealth as a d irect result of money creation. 

CURVES' 

To see why, think about what happened in our story when Lehman 
Brothers deposited the $1.000 check from the Fed into its account at First 

National. Lehman Brothers was no wealthier: It gave up a $1,000 Check from 
the Fed and ended up with $1,000 more in its checking account, for a net gain of zero. 
Similarly, the bank gained no additional wealth: It had $1.000 more in cash. but it also owed 
Lehman Brothers $1,OOO-once again, a net gain of zero. 

ing $1,000 of reserves into 
the system, the Fed has 
enabled banks, in total, to 
hold $10,000 in addition
al demand deposits. Only 
wh en $10,000 in deposits 
has been created will the 
process corne to an end . 

JUSt as we'\'e looked at 
balance sheet changes for 
each bank, we can also 
look at the change in the 
balance sheet of the entire 
banking system . The Fed's 
open market purchase of 
$1,000 has caused the 
following changes: 

The same conclusion holds for any other step in the money-creation process. When 
Paula borrows $900 and deposits it into her checking account at Second United, she is no 
wealthier: She has $900 more in her account. but owes $900 to First National. And once 
again, the bank is no wealthier: It has $900 more in demand deposits, but owes this money 
to Paula. 

Always remember that when banks ·create money," they do not create wealth. 

CHANGES IN HIE BALANCE SH EET OF n i E ENTIRE BANKING SYSTEM 

Changes in Assets 

+ $'1,000 in reserves 
+ $9,000 in loans 

Changes in Liabiliti es 

+ $10,000 in demand deposits 

In the end, total reserves in the s),stem have increased b)' $1,OOO-the amount of the 
o pen market purchase. Each dollar in reserves suppOrtS $10 in demand deposits, so 
we know that toral deposits have increased by $10,000. Finally, we know that a 
balance sheet always balances. Because liabilities increased b)' $10,000, loans must 
have increased by $9,000 to increase total assets (loans and reserves) by $ 10,000. 
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How THE FED DECREASES THE MONEY SUPPLY 

Just as the Fed can increase the money supply by purchasing government bonds, it 
can also decrease the money supply by selling government bonds-an open 
market sale. 

Where does the Fed get the governmen t bonds to sell? It has trillions of 
dollars' worth of government bonds from open market Pllrchases it has conduct
ed in the past. Since, on average, the Fed tends to increase the money supply each 
year, it conducts more open market purchases than open market sales, and its 
bond holdings keep growing. So we needn't worry that the Fed will run out of 
bonds to sell. 

Suppose the Fed sells a $1,000 government bond to a bon d dea ler, Merrill 
Lynch, which- ltke Lehman Brothers in our earlier example-has a checking 
account at First National Bank. Merrill Lynch pays the Fed for the bond with a 
$1,000 check drawn on its account at First Nationa l. When the Fed gets Merrill 
Lynch's check, it will present the check to First National and deduct $1,000 
from First National's reserve account. In turn, First National will deduct 
$1,000 from Merri ll lynch 's checking account. 

After all of this has taken place, First National's balance sheet will show the fol
lowing changes: 

CHANGES IN FmST NATIONAL BANK'S BALANCE SHEET 

Action Changes in Assets Changes in Liabi liti es 

Fed sells $ 1,000 bond to - $1,000 in reserves - $ 1,000 in demand deposits 
Merrill Lynch, which pays 
wi th a $1,000 check drawn 
on Fi rst Nationa l. 

Now First National has a problem. Since its demand deposits have decreased 
by $ 1,000, it can legally decrease its reserves by 10 percent of that, or $ 100. But 
its reserves have actllally decreased by $1,000, which is $900 more than they are 
allowed to decrease. First National has deficiellt reserves-reserves smaller th an 
those it is legally reqUired to hold. How ca n it get the additional reserves it 
needs? 

First National will have to call ill a loan (ask for repayment) in the amount of 
$900.5 A loan is usually repaid with a check drawn on some other bank. When First 
National gets th is check, the Federal Reserve will add $900 to its reserve account, 
and deduct $900 from the reserve account at the other bank . This is how First 
National brings its reserves up to the legal requirement. After it calls in the $900 
loan, First Nationa l's balance sheet will change as follows: 

, In reality, bank loans are for <pecified time periods, and a bank cannot actually demand that a loan be 
repaid early. 1\11\ mO,t banks have a large volume of loans oumanding, with some being repaid each day. 
Typically, the funds will be lent OIl! again the .. ery same day they are repaid. II bank thaI needs addition· 
al re&erves will simply reduce its rate of new lending on that day, thereby reducing its tOlal amount of 
loans outstanding. This has tke Same dfeCI as ·calling in a loan.-
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CHANGES IN FIRST NATIONAL BANK'S BALANCE SHEET 

AClion Changes in Assets Changes in Liabiliti es 

Fed sells $1,000 bond to -$1,000 in reserves -$1,000 in demand deposi ts 
Merrill Lynch, which pays 
with a $ 1,000 check drawn 
on First National. 

First National ca lls in loans 
worth $900. 

Total effect on First 
National from beginning 
to end. 

+ $ 900 in reserves 
- $ 900 in loans 

$ 100 in reserves - $1,000 in demand deposits 
- $ 900 in loans 

Look at the highlighted terms. After First National calls in the loan, the compo
sition of its assets will change: $900 more in reserves and $900 less in loans . The 
last row of the table shows the changes to First National 's balance sheet from begin
ning to end. Compared to its initial situation, First Nationa l has $100 less in 
reserves (it lost $ 1,000 and then gained $900), $900 less in loans, and $ 1,000 less 
in demand deposits. 

As you might guess, this is not the end of the story. Remember that whoever paid 
back the loan to First National did so by a check drawn on another bank. That 
other bank, which we'll assume is Second United Bank, will lose $900 in reserves 
and experience the follo wing changes in its balance sheet: 

CHANGES IN SECOND UNITED BANK 'S BALANCE SHEET 

Anion 

Someone with an account 
at Second United Bank 
writes a $900 check to 
First National. 

Changes in Assets Changes in Liabilities 

-$900 in reserves -$900 in demand deposits 

Now Second United Bank is in the same fix that First National was in . Its 
demand deposits have decreased by $900, so its reserves can legally fa ll by $90. 
However, its actual reserves have decreased by $900, which is $810 too much. Now 
it is Second United's turn to call in a loan . {On your own, fil l in the rest of the 
changes in Second Uni ted Bank's balance sheet as it successfully brings its reserves 
up to the legal requirement.) 

As you can see, the process of call ing in loans will in volve many banks. Each 
time a hank calls in a loan, demand deposits are destroyed-the same amount as 
were created in our earlier story, in which each bank made a new loan. The total 
decline in demand deposits will be a multiple of the init ia l withdrawal of reserves. 
Keeping in mind that a withdrawal of reserves is a negative change in reserves, we 
can still use our demand deposit multiplier-lIRRR-and our general formula : 

LlDD =( R~R ) X LlReserves. 

Appl ying it to our exam ple, we have 

LlD D =( _1_.) X (-$1,000) = -$10,000. 
0.1 
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In words, the Fed's $1,000 open market sale causes a $10,000 decrease in demand 
deposits. Since we assume that the public's cash holdings do not change, the money 
supply decreases by $10,000 as well. 

To the banking system as a whole, the Fed's bond sale has done the following: 

CHANGES IN BALANCE SHEET FOR T HE ENTIRE BANKING SYSTEM 

Changes in Assets Changes in Liabiliti es 

- $1,000 in reserves - $10,000 in demand deposits 
-$9,000 in loans 

SOM E IMPORTANT P ROVISOS ABOUT TH E D EMAND D EPOSIT MULTI
PLIER 

Although the process of money creation and destruction as we've described it illus· 
trates the basic ideas, our formula for the demand deposit multiplier- IIRRR - is 
oversimplified . In reality, the multiplier is likely to be smaller than our formula sug
gests, for two reasons . 

First, we've assumed that as the money supply changes, the public does 1101 

change its holdings of cash . But in reality, as the money supply increases, the public 
typically will want to hold part of the increase as demand deposits and part of the 
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increase as cash. As a result, in 
each round of the deposit·crea tion 
process, some reserves will be 
withdraulI/ in the form of cash. 
This will lead to a smaller increase 
in demand deposits than in our 
story. 

Selling Bonds: Fed versus Treasury In this section. you learned 
how the Fed sells government bonds to decrease the money sup
ply. Irs easy to confuse this wit h another type of government 
bond sale, which Is done by the U.S. Treasury. 

:t~ . _'. ~ f"l", 
DANGE~US 

. CURVES" 

Second, we've assume<] that 
banks will always lend out all of 
their excess reserves. In realit)" 
banks often wall! to hold excess 
reserves, for a variety of reasons. 
For example, they may want some 
flexib ility to increase their loans in 
case intereST rates-their reward 
for lending-rise in the near future . 
Or they may prefer not to lend the 

The U.S. Treasury is the branch of government that col· 
lects tax revenue. disburses money for government purchases 
and transfer payments, and borrows money to fillance any govern· 
ment budget deficit. The Treasury borrows funds by issuing new gov-
ernment bonds and selling them to the public- to banks, other financial institu· 
tions, and bond dealers. What the public pays for these bonds is what they are 
lending the govemment. 

When the Fed conducts open market operations, however. it does not buy or 
sell newly issued bonds, but 'secondhand bonds'- those already issued by the 
Treasury to fillance past deficits . Thus, open market sales are not government 
borrowing: they are strictly an operation designed to change the money supply. and 
they have no direct effect on the government budget. 

maximum lega l amOllnt during a recession, because borrowers arc mOTe likely to 

declare bankruptcy and not repay their loans. If banks increase their holdings of 
excess reserves as the money supply expands, they will make smaller loans than in 
our StOTY, and in each round, demand deposit creation will be smaller. 

OTHER TOOLS FOR CONTROLLING THE MONEY SUPPLY 

Open market operations are the Fed's primary means of controlling the money sup
ply, But theft~ are twO other tools that the Fed can use to increase or decrease the 
money supply. 

• Challges in the required reserve ratio. In principle, the Fed can set off the 
process of deposit creation, similar to that described earlier, by lowering the 
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requ ired reserve ra tio. Look back at Table 1, which showed the balance sheet of 
a bank fac ing a requ ired reserve ratio of 0.1 and hold ing exactly the amount of 
reserves required by law- $ ID m!llion. Now suppose the Fed lowered the 
requ ired reserve ratio to 0.05 . Suddenly, the bank would find that its required 
reserves were only $5 million; the other $5 million in reserves it holds would 
become excess reserves. To earn the highest profit possible, the bank 
would increase its lending by $5 million . At the same time, all other hanks in the 
country would find that some of their forme rly required reserves were now 
excess reserves, and they woul d increase their lending. The money supply would 
Increase. 

On the other hand, if the Fed raised the required reserve ratio, the process 
wou ld work in reverse : All banks would suddenly have reserve deficiencies and 
be forced to call in loans. The money supply would decrease. 

• Changes in the d iscount rate. The discount rate, mentioned earlier, is the rate 
the Fed charges banks when it lends them reserves. In principle, a lower discount 
rate, by enabling banks to borrow reserves from the Fed more cheaply, might 
encourage banks to borrow more. An increase in borrowed reserves works just 
like any other inje<:tion of reserves into the bank ing system: It increases the 
money supply. 

On the other side, a rise in the discount rate would make it more expensive 
for banks to borrow from the Fed, and decrease the amount of borrowed 
reserves in the system. This withdrawal of reserves from the banking system 
would lead to a decrease in the money supply. 

Changes in either the required reserve ratio or the discount rate could set off the 
process of deposit creation or deposit destruction in much the same way as is out
lined in this chapter. In reality, neither of these policy tools is used very often. Th e 
most recent change in the required reserve ratio was in April J 992, when the Fed 
lowered the required reserve ratio for most demand deposits from 12 percent to 10 
percent. Changes in the discount rate are more frequent, bur it is not unusual fo r the 
Fed to leave the d iscount rate unchanged for a year or more. 

Why are these other tools used so seldom? 
First, frequent changes in the required reserve rat io could create problems for 

the banking industry. Remember that banks earn their revenue by lending our 
deposits for interest, and that deposits held as reserves pay no interest at all. A rise 
in the required reserve ratio would immediately require banks to convert interest
earning funds to non-interest earning funds, decreasing their revenue and profits. A 
drop in the required reserve ratio would have the opposite effect. Thus, if the Fed 
relied on frequent changes in the reqUired reserve ratio, bank profits would be more 
unstable. 

Changes in the discount rate are problemat ic for a different reason. 
Traditionally, bank managers have preferred not to borrow reserves from the Fed, 
since it would put them under closer Fed scrutiny. And in the past, the Fed discour
aged banks from borrowing reserves from it, unless the bank was in difficulty. Thus, 
a small change in the discount rate was unlikely to have much of an impact on bank 
borrowing of reserves, and therefore on the money supply. 

In January 2003, however, the Fed changed its d iscount policy, and began to 

encourage banks to borrow. It established twO di fferent discount rates-one for 
banks in excellent financial condition and another, higher ra te for banks considered 
more at risk. Banks in sound condition co uld borrow freely at the lower rate 
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without Fed scrutiny. As a result, the discount rate may become a more effective, 
and more frequently used, policy tool in the future. 

Still, open market operations will almOST certainly remain the Fed's principal 
tool for controlling the money supply. The main reason is that they are so efficient 
in accomplish ing the Fed's goals. Open market operations, unlike the other tools, 
can be adjusted frequenrly..-......even minute-by-minute. They enable the Fed to use trial 
and error-buying or selling bonds and then observing the effects-to fine-tune the 
money supply to any desired level. 

Bank Failures and Banking Panics 
A bank becomes insolvent when its tota l assets are less than its totallia
bilities (or, equivalently, when its net worth becomes negative). When 
an insolvent bank goes out of business-usually after a regulatory 
agency steps in-we say that the bank has failed. What causes a bank 
to become insolvent? The most frequent reason is the bankruptcies of 
businesses and households that have borrowed mone}' from the bank. 

Table 3 shows how such bankruptcies would affect a bank's balance 
sheet. The original (black-type) entries in the table are taken from the 
balance sheet in Table I . Initially, the bank has $65 million in loans that 
appear on the assets side. Th ese loans-as long as the bank expects 
them to be repaid-are something of \'alue that the bank owns. Notice 
tha t the bank begins with a positive net worth of $5 million. If the bank's owners 
decided to cease operations and sell off all of the bank's assets and payoff all of its 
liabili ties, the $5 million in net worrh would be left, and would go to the bank's 
owners. 

Now suppose that the bank gets some bad news: $ 15 million of its loans will 
never be paid back because the businesses and households that owed the money 
have declared bankruptcy. As a result, $15 mi llion in loans must be "written off" of 
the balance sheet; they are now worthless to the bank. The new (red-type) entries 
show how the balance sheet will change. On the left side, outstanding loans are 
reduced from $65 million to $50 mil1ion, so total assets decrease from 

Assets 

Property and 

buildings 

Government and 

corporate bonds 
l oans 

Reserves 
Total Assets 

$5 million 

$25 million 

'619 fl'l illieR 
$50 million 

$10 million 

UQI9 FRillieR 
$90 million 

Liabilities and Net Worth 

Demand deposit 

liabilities 

Net worth 

Total LJabllltles 
plus Net Worth 

$100 million 

- $10 million 

UQI9 A'lillieR 

$90 million 
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Run on the bank An attempt by 
many of ill banK's depositors to 
withdraw their funds. 

8ankln, P<'Inlo;: A situation In 
which depositors attempt to 
withdraw funds from rnMy banks 
simultaneously. 
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$105 million to $90 million. On the right side, thc bank continues to owe the same 
S I 00 million to its depositors. The only change is the bank 's net worth. Subtracting 
the bank's liabilities ($ 100 million) from its assets (now S90 milli on), neT worth has 
become negative, equal to - $10 million. At this poim, even if the bank were to sell 
all of its assets to other banks, it would not have enough funds to honor all of its 
liabilities. The bank is illso//lent. 

What will happen? 
In the old dal's, before the banking system was regulated and strict financial 

reporring was enforced, an insolvent bank could continue to operate for some time. 
That's because on any given day on I)' a small fraction of its check ing account bal
ances would be withdrawn . So as long as the bank had enough cash on hand to meet 
normal requests for withdrawals, its day of reckoning could be postponed. 

Until, that is, word of the bank's insolvency leaked out. At that point, all of the 
depositors would want to be first in line to withdraw their funds. They would know 
that banks meet requests for withdrawals on a first-come, first·served basis, and 
those who wait might not get any cash at all. We call this situation-in which all 
depositors tr~' to withdraw their funds at once-a run on th e bank. 

Ironically, even a bank in good financ ial he,l1th, with more than enough assets 
to cover its liabilities, coul<1 find itself in trouble from a run on the bank. As you've 
seen in this chapter, even a solvent bank does not keep enough reserves on hand to 
cover all of its demand deposit liabilities. Unless it could sell all of its assets quickly 
and gct the cash needed to honor withdrawals, it would h:3ve to close its doors and 
refuse (a t least for a while) some of its customers' requests. Thu s, a mere rum or of 
insolvency could force a bank to dose. And the bank's closure would likely add fuel 
to the rumors that the bank was in trouble. 

A banking panic occu rs when a run on many banks occurs simu ltaneously. In 
the past, a typical panic would begin with some unexpected e\'em, such as the fail
ure of a large bank. During recessions, for example, man )' businesses go bankrupt, 
so fewer bank loans are repaid. A bank that had an unusual number of "bad loans" 
would be in trouble, and if the public found out about this, there might be a run on 
tha t bank. The bank would fail, and many depositors would find that they had lost 
their deposits. 

But that would not be the end of the story. Hea ring that th eir neighbors' banks 
were shaft of cash might lead others to question the hea hh of their own banks. Just 
to be sure, they might withdraw their own funds, preferring to ride out the storm 
and keep their cash at home. As we've seen, even healthy banks cannot withstand 
the pressure of a bank run. They, too, would have to close their doors, stoking the 
rumor mill even more, and so on . 

B:lnking panics can cause serious problems for the nation. First, there is the 
hardship suffered by people who lose thcir accountS when their hank fails. Second, 
the withdrawal of cash decreases the banking system's reserves. As we've seen, the 
withdrawal of reserves leads-through the demand deposit multiplier-to a larger 
decrease in the money supply. In the next chapter, you will learn that a decrease in 
the money supply can cause a recession. In a banking panic, the money supply can 
decrease suddenly and severely, causing a serious recession. 

There were five major banking panics in the United States from 1863 to 1907. 
Indeed, it was the bank ing pan ic of 1907 that convinced Congress to establish the 
Federal Reserve System. From the beginning, one of the Fed's primary functions was 
to act 3S a lender of last reson, providing banks with enough cash to meet their obli
gations to depositors. 
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Bank Failures In the United States, 1921- 2005 FIGURE. 
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Bank (ailures cuntinued a(ler the Fed was freatcd in 19 J J. During the Great De/Jre!;.Siu". a large IIumin .. u( I,allb (ailed. 
The creatiun u( the Federal Def'Qsit/llSUrllllCC Cur/JUM/iun in 1933 strengthened (aith ill Il'e stability u( the banking system. 

Few banb have faded since Ihal time. 

But rhe crearion of rhe Fed did nor, in itself, solve rhe problem. Figure 4 shows 
the number of bank failures each year since 1921. As you can sec, banking panics 
continued to plague the financia l system even after the Fed was created. The Fed did 
not always act forcefu!1y enough or quickly enough to prevent the panic from 
spreading. 

The Great Depression is a good example of this problem. In late 1929 and 1930, 
many banks began to fail because of bad loans. Then, from October 1930 until 
March 1933, more rhan one-third of all banks shut down as frantic depositors 
stormed bank after bank, demanding to withdraw their funds-cven from banks 
that were in reasonable financia l health . Many economists believe that the banking 
panic of 1930-1933 turned what would have been just a serious recession into the 
Great Depression. Officials of the Federa l Reserve System, not quite grasping the 
seriousness of the problem, stood by and let it happen.6 

• ;\lihon Friedman and Anna Jacobson Schwart~, A Monetary /listory of tl,e V"ited Statu. 1867-1960 
(Princeton. NJ: 1'rinceton University !'r<:ss. 1963), especially p. 358. 
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As you can see in Figure 4, banking panics were largely eliminated after 1933 . 
There was a moderate increase in failu res during the late 1980s and early 1990s 
(more on this a bit later), But otherwise, the system has been almost failure free. In 
fact, for the six-year period ending in June 2006, a total of 24 banks failed-an 
average of juSt 4 per year. Why the dramatic improvement? 

Largely for two reasons. First, the Federal Reserve learned an important lesson 
from the Great Depression, and it now stands ready to inject reserves into the sys
tem more quickly in a crisis. Moreover, in 1933 Congress created the Federal 
Deposit Insurance Corporation (FD IC) to reimburse those who lose their deposits. 
If YOUT hank is insured by the FDIC (today, accounts are covered in 99 percent of 
all banks) and cannot honor its obligations for any reason-bad loans, poor 
management, or even theft-the FD IC will reimburse you up to the first $100,000 
you lose in each of your bank accounts '? 

The FDIC has had a major impact on the psychology of the hanking public. 
Imagine that you hear your bank is about to go under. As long as you have less than 
$ 100,000 in your account, you will not care. Why? Because even if the rumor turns 
out to he true, you will be reimbursed in full. The resulting calmnes,~ on rour part, 
and on the part of other depositors, will prevent a run on the bank . This makes it 
very unlikely that bank failures will spread throughoUT the system. 

FDIC protection for bank accounts has not been costless. Banks must pay in sur
ance premiums to the FD IC, and they pass this cost on to their depositors and bor
rowers by chargi ng higher interest rates on loans and higher fees for their services. 
And there is a more serious cost. If you are thoroughly protected in the event of a 
bank failure, your bank's managers have little incentive to develop a reputation for 
prudence in lending funds, since you will be happy to deposit your money there any
way. WithoUT government regulations, banks could act irresponsibly, taking great 
risks with your money, and you would remain indifferent. Many more banks would 
fa il, the FD IC would have to payoff more depositors, and banks-and their 
customers-would bear the burden of higher FD IC premiums. 

This is the logic behind the Fed's cont inuing regulation of bank lending. Someone 
must watch over the banks to keep the failure rate low. If the public has no incentive 
to pay attention, the Fed must do so. Most economists believe that if we want the 
freedom from banking panics provided by the FDIC, we must also accept the strict 
regulation and dose monitoring of banks provided by the Fed and other agencies. 

Look again at Figure 4 and notice the temporary rise in bank failures of the late 
1980s and the early 1990s. Most of these failures occurred in state·chartered banks. 
These banks are less dosely regulated by the Fed, and are often insured by state 
agencies instead of the FDIC. When a few banks went bankrupt because highly 
speculative loans turned sour, insurance funds in several states were drained. 
Citizens in those states began to fear that insufficient funds were left to insure their 
own deposits, and the psychology of banking panics took over. To many observers, 
the experience of the latc 1980s and carly 1990s was a reminder of the need for a 
sound insurance system and close monitoring of the banking syste m. 

, If you are fortunate enough to be worried abont this limit. keep in mind that it applies to each acco,mt, 
not to each household 0' individ"al. Anyone can prot<Xt more (han $ 100,000 by creating multiple 
aecoun". And in mid·2006, Congress was con,iderins rai.ins the llt"it to $200,000. The current limits 
and Olher rdevant facts can be found at UI"",·.{dir.gm·!depo;itldepoo·its!inmri"gdepositslr'"drx.IJf",I. 
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Summary 

A nation's monetary system provides two importa nt functions. 
Firs!, it creates a IIlIilof [)allll' that helps us compa~ the costs of 
different goods and services. Second, it provides for a generally 
accepTable mea"5 of payme"l. In the United States, the unit of 
value is the dollar, and The means of payment includl""S paper cur· 
rency, checking accounts, travelers checks, and credit cards. 

Money is an asset that is also widely accepted as a means of 
payment. In the United States, The STandard measure of money
I\'II - includes currency, checking account balances, and travelers 
checks, Each of these assets is liquid and widely acceptable as a 
meallS of payment, Other, broader measures go beyond Ml to 
include funds in savings accoonts and other deposiTs. 

The amount of money circulaTing in the economy is con · 
trolled by the Federal Reserve, operating through the banking sys
tem. Banks and other financial intermediaries are profit -seeking 
firm s th,l{ collect loanable funds fcom households and businesses; 
then they repackage them to make loans to other households, 
businesses, and governmental agencies. 

The Federal Reserve injects money into the economy by alter 
ing banks' balance sheeTs. In a balance shcet, assets always equal 
liabili[ies plus net worth. One import am kind of asset is 

1. Suppose the required reserw ratio is 0.2. If an extra $20 
billion in reserves is injected into the banking system 
through <In open market purchase of bonds, by how much 
can demand deposiTs increase? Would your anSwer be 
diff~r~m if the required rL'Ser\'e ratio Were O.I? 

2. If the Fed buys $50 million of government securities, by 
how much can the mOIH' r supply inc~ase if Ih~ required 
reserve ratin is O.IS? llow will yo" r anSw~r be differenl if 
thc required r("Serve ratio is 0.1 8? 

3. Which of the following is considered pan of the U.S. money 
supply? (Use [he M I measures.) 
a. A $ 10 bill you carry in rOllr wallet 
b. A S 100 travelers check you bought but did not use 
c A $100 bill in a bank's vault 
d. The $325 .43 balance in your checking account 
e. A share of General/vlOlors stock wOflh $40 

4. Given the following data (in billions of dollars ), calcubte 
the vaille of the MI money supply and the value of the M2 
money supply. 

Bank reserves 
Cash in the hands of the public 
Demand deposits 
Retail M~·l j\.·lF balanccs 
Other ch<"Cbble d~posits 
Savings·lype account balances 
Small time deposits 
Travelers checks 

50 
400 
400 
880 
250 

1,300 
950 

10 
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reseflles- funds that banks arc required to hold in proportion to 
their demand deposit liabilities. When the Fed wants to increase 
the money supply, it buys bonds in the open market and pays 
for thcm with a check. This is called an olle" markel p"rchase. 
When The Fed·s check is deposited in a bank , the bank 's balance 
sheet changes. On the asset side, reserves increase; on the liabili 
ties side, demand deposits (a form of money) also increase. The 
bank can lend some of the reserves, and the funds lent out will end 
up in sOllle other banks where they support creation of stillmore 
demand deposits. Evenmally, demand deposits, and the MI 
money supply, increase by some multiple of the original injection 
of reserves by the Fed. The dcma"d depo$il m"llit!lier, the inverse 
of the required reserve raTio, gives us that multiple. 

The Fed can decrease the money supply by selling govern
ment bonds- an open market sale----(;ausing demand deposits 10 
shrink br a multiple of the initial reduction in reserves. The Fed 
can also change the Inoncy supply by changing either The required 
reserve ratio or tile discount rate it charges when it lends reserves 
10 banks. These tools are used much less frequ<,ntly than open 
market operations. 

5. Suppose bank r~scrves are $100 billion, the required reserve 
ratio is 0.2, and excess rest""rvcs are zero. Calculate how 
many dollars, worth of demand deposits are being support· 
cd. Now suppose [hal [he required reserve ratin is lowereu 
[0 0.1 and [hal banks once again become fully "loaned up ~ 
with no excess rest""rves . What is the new level of demand 
deposits? 

6. Suppose bank reserves are $200 billion, the required reServe 
ratio is 0.2, and excess reserves arc zero. Calculatc how 
many dollars, worth of demand deposits are being support· 
cd. If the Fed wants [0 dt"Crease demand deposits by $50 
billion by changing [he requirNI rt"Serve ratio, what new 
required reserve ratio should it set? 

7. Suppose [h ~t the numer ~upply is .$ 1 trillion. Decision 
m~kers a[ the rederal Reserve J~~id" [hal the), wish to use 
open markct opcrations to reduce the money supply by 
$ 100 billion, or by 10 percent, If the required reserve ratio 
is 0.05, what does [he Fed need to do \() C;1fr)' o u[ the 
planned redllction? 

8. Suppose [ h ~t the nlOn,,), supply is $.3.2 trillion. Decision 
mak"n; at the Federal Reserve d(~id" [hal they wish 10 US" 

open markcl operation to increast"" the llIolley supply by 
$500 billion. If the required reserve ratio is 0.10, what docs 
[he Fed need IU do to carry nut the planned increase? What 
if Ihe requir"J reserv" ratio is O.IS? 

9. For each of the following situations, determine whcther the 
money supply will increase, decrease, or slay the same. 
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a. IXposilOrS b«omc conccrned about the safelY of 
dcpoSlIory institutions. 

h. The Fed lowers!he required rC5CrVC ratio. 
c. The economy enters a recession and banks haYe a hard 

tUI1( fill d ing creditworthy borrowus. 
d. The !'cd Sl:lls S 100 million of bonds 10 Firs! National 

Bank of Ames, Iowa. 

10. Suppose thal! hc Fed dcridcs to increase the mOllcy supply. 
[\ purchases 3 government bond worth $ 1,000 frol11 a 
private citizen. I-Ie deposits the check in his account at First 
National Bauk, as in the chapter example. But IlOW, 

suppose thallhc required I"CSC1"VC ratio is 0.2, rather than 
0. 1 as in the chapler, 
a. Trace lhe effect of rhili change through Ihr« banks

Fust National, Second Uniled, antI Third Slate. Show 
the ,hanges 10 cach bank's balance sheet as a result of 
the I'w's aaion. 

b, Ry huw much does the muney supply change Itl each of 
these (irSllhree rounds? 

c, What will be the ultimate change in .Iemand deposi ts in 
the elllire bank ing ~ystem? 

11. Suppose aCCOunt31l1S at the bank whose balance sheet is 
depicted in Table I disco"er that they've made all error: 
Cash in vaul! is only S I million, not S2 million. 
a, WhICh other entries in Ihe bank's balance sheet WIll 

change as a consequence of correcting Ihls error? 
b, If the required reserve ratio is 0, 10, dOC'S this bank now 

have excess reserves or deficient ruerves? O( what 
value? 

12, Assume that the Fed wants to keep the size o( the 1110ney 
supply cunstant by adjusting the required reservc ratio only. 
Ilow will it have to adjust Ihe required rese rve ratio 10 
achieve this gool if 
a. People dedde 10 hold more of their moncy as cash 

rather than as demand deposits? 
h. Rankers decide to decrease their holdings of excess 

reserves? 
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13. Suppose a bank has the following entries on its balance 
sheet: S20 millIon in propeny and buildings; S200 million 
in go\'ernment bonds; S300 million in 103ns; S5 million 
cash in vault; S95 million in accounts with the Federal 
Reserve; S550 million in demand deposit liabilIties, There 
are no other entries on the balance sheet except (or net 
worth. 
a. What is this bank·s net worth? 
b. What is the maximum value of t he bank's loans that 

cOli ld be "wriucn off~ due to bankruptcies beforc the 
bank would become insolvent? 

More Challengi"g 

14. Somcll1lles banks wish to hold reserves 111 excess uf the legal 
mimmum. Suppose the Fed makes an open market purchase 
of S 100,000 in government bonds. The req uired reSCrve 
ratio is 0.1, but each bank decides to hold additional 
rl'Sl' rvC5 equal to 5 percent of its new deposits. 
a. Trace the effect of {he open market purch;\se of bonds 

throllgh the first three banks in the money expansion 
process. Show the changes to each bank's balallCe shee\. 

b. Derive the dcmand deposit multiplier in this case. Is it 
larger or smaller than whell banks huld no excess 
.('Serves? 

c. What is the ul timate change in demand deposits in the 
e!lUre banking sySlem? 

15. Suppose the Fed buys S IOO,OOO in government bonds from 
Jonathan, and that the required resen'C ratio is 0.1. Assume 
tba l Junathan and each additional depositur always hold 
half of their money as cash. 
a. Trace the effcct of this open market purchase through 

the first thrce ba nks in the money expansiun process. 
Show the changes to each bank's balance sheet. 

b. Derive Ihe dcmand deposit multiplier in this case. How 
does It compare with the demand deposit multiplier 
when deposItors hold no cash? 

c. What IS the ultimate change in demand deposits III the 
enllre bankil1g SYSlem: 



Which of the following twO newspaper headlines might you see in your daily paper? 

I. "Motorists Fear Department of Energy Will Raise Gasoline Prices" 
2. "Wall Street Expects Fed to Rai se Interest Rates " 

You probably know the answer: The first headline is entirely unrealistic. Th e 
Department of Energy, the government agency that makes energ), policy, has no 
authority to set prices in any market. The Federal Reserve, by contrast, has 
full authority to influence the interest rate-the price of borrowing mone)'. And it 
exercises this authority every day. This is why headlines such as the second one 
appear in newspapus so often. 

In this chapter, you will learn how the Fed, through its control of the money sup
ply, also controls the interest rate and uses it to influence real GOP. 

TH E DEMAN D FO R,..:M= O:.:N.:cE"-Y'---__________ _ 

Reread the title of this section. Does it appear strange to you? Don 't people always 
want as much money as possible? 

Indeed, they do. But when we speak about the demalld for something, we don't 
mean the amount that people would desire if they could have all they wanted, with
Out having to sacri fice anything for it. Instead, economic decision makers always 
face constraints: They mUSt sacrifice one thing in order 10 have more of another. 
Thus, the demand (or II/olley does not mean how much money people would like to 
have in the best of all possible worlds. Rather, it means halt! lI/1fch lIIone)' people 
would like to /Jold, given the cOllstraints that the)' (ace. Let's first consider the 
demand for money by an individual, and then turn our attention to the demand for 
money in the entire economy. 

AN rNDIVI DUAL'S D EMAND roR M ONEY 

Money is one of the forms in which people hold their wealth. Unfortunately, at any 
given moment, the [Otal amount of wealth we have is given; we can't just snap our 
fingers and have more of it. Therefore, if we want to hold more wealth in the form 
of money, we must hold less wealth in other forms: savings accounts, money mar
ket funds, time deposits, stocks, bonds, and so on. Indeed, people exchange one 
kind of wealth for another millions of times a da)"~in banks, stock markets, and 
bond markets. If you sell shares in the stock market, for example, you give up 
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wealth in the form of corporate stock and acquire money. The buyer of your stock 
gives up money and acquires the stock. 

These two facts-that wealth is given, and that you must give up one kind of 
wea lth in order to acquire more of another-determine an individual's wealth con
straint. Whenever we speak about the demand for money, the wealth constraint is 

We .... lth .. onstr .... lnt At any point in always in the background, as in the following statement: 
time, total wealth is fixed. 

An individual's quantity of money demanded is the amOllllt of wealth that 
the individual chooses to hold as money, rather than as other assets. 

Why do people want to hold some of their wealth in the form of money? The most 
important reason is that money is a means of payment; you can buy things with it. 
Other forms of wealth, by contrast, are not used for purchases. (For example, we don't 
ordinarily pay for our groceries with shares of stock.) However, the other forms of 
wealth provide a financia l return to their owners. For example, bonds, savings deposits, 
and time deposits pay interest, while stocks pay dividends and may also rise in value 
(which is called a capital gain). Money, by contrast, pays very little interest (some types 
of checking accounts) or none at all (cash and most checking accounts). Thus, 

when )'011 hold mone)', )'ou bear an opportullit y cost-the interest )'Ou could 
have earned by holding other assets instead. 

Each of us must continually decide how to divide our total wealth between 
money an d other assets. T he upside to money is that it can be used as a means of 
payment. The more of our wealth we hold as money, the easier it is to buy th ings at 
a moment's notice, and the less often we will have to pay the costs (in time, trouble, 
and commissions to brokers) to change our other assets into money. The downside 
to money is that it pays linle or no interest. 

To keep our analysis as simple as possible, we'll use bonds as o llr representative 
nonmoney asset. We' ll also assume that all assets considered to be money pay no 
interest at all. In our discussion, therefore, people will choose between twO assets 
that are mi rror images of each other. Specifically, 

individuals choose how to divide wealth between two assets: (1) mOlley, 
which can be used as a means of payment bllt earns no interest; and 
(2) bonds, which earn imerest, bllt cannot be used as a means of payment. 

This choice involves a d ear tradeoff: The more wealth we hold as money, the less 
often we will have to go through the inconvenience of changing ollr bonds into 
money .. . bur the less interest we will earn on our wealth. 

What determines how much money an individual will decide to hold? While 
tastes vary from person to person, three key variables have rather predicta ble 
impacts on most of us. 

• The /)rice level. The greater the number of dollars you spend in a typical week 
or month, the more money you will want to have on hand to make your pur
chases. A rise in the price level, which raises the dollar cost of your purchases, 
should therefore increase the amount of money you want to hold. 

• Real income. Suppose the price level remains unchanged, but your income 
increases . Your purchasing power or real income will increase, and so will the 
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number of dolla rs you spend in a typical week or month . Once aga in, since you 
are spending more dollars, you will choose to hold more of your wealth in the 
form of money. 

• The interest rate. Interest payments are what you give up when you hold 
money-the opportunity cost of money. T he greater the interest rate, the greater 
the opportunity cost of holding money. Thus, a rise in the interest rate decreas
es your quantity of money demanded. 

The effect of the interest rate on the quantity of money demanded will playa 
key role in our analysis. But before we go any further, you may be wondering 
whether it is realistic to think that changes in the interest rate-which are usually 
rather small-would have any effect at all. Here, as in many aspects of economic 
life, you may not consciously think about the interest rate in deciding how to adjust 
your money-holding habits. Similarly, you may not rethink all your habits about 
using lights and computers every time the price of electrici ty changes. But in both 
cases, you may respond more casually. And when we add up everybody's behavior, 
we find a noticeable and stable tendency for people to hold less money when it is 
more expensive to hold it-that is, when the interest rate is higher. 

The Demand for Money by Businesses 

Our discussion of money demand has focused on the typical individual. Bur some 
money (not a lot in comparison to what individuals hold) is held by businesses. 
Stores keep some currency in their cash registers, and firms generally keep funds in 
business checking accounts. Businesses face the same types of constraints as individ
uals: T hey have only so much wealth, and they must decide how much of it to hold 
as money rather than other assets . The quantity of money demanded by businesses 
follows the same principles we have developed fo r individua ls: They want to hold 
more money when real income or the price level is higher, and less money when the 
opportunity cost (the interest rate) is higher. 

THE ECONOMy-WIDE DEMAND FOR MONEY 

When we use the term qualltity of money demanded wi thout the word individual, 
we mean the total demand for money by all wealth holders in the economy-busi
nesses and individuals. And juSt as each person and each fir m in the economy has 
only so much wealth, so, too, there is a given amount of wealth in the economy as 
a whole at any given time . In our analysis, this total wealth must be held in one of 
two forms: money or bonds. 

The (economy-wide) quam;ty of money demanded is the amollnt of total 
wealth in the eeollomy that all hOllseholds and businesses, together, choose 
to hold as money rather than as bonds. 

The demand for money in the economy depends on the same three variables that 
we discussed for individua ls. In particu lar, (1) a rise in the price level will increase 
the demand for money; {l) a rise in real income (real GDP) will increase the demand 
for money; and (3) a rise in the interest rate will decrease the quantity of money 
demanded. 
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The Money Demand Curve 

Money demand curve A curve 
i.xhcating how much money will be 
demanded at each interest rale. 
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The money demand curve 
Interest 

Rate 
is drawn for a given feal GOP 
and a given price level. 

6% 

3% -----------

1,000 

THE MONEY DEMAND CURVE 

At an interest rate of 
6 percent, $1,000 billion 
of money is demanded 

1,600 Money 
(S billions) 

Figure 1 shows a mOlley demand curve, which tells us the total quantity of money 
demanded ill the eeDI/OIII)' at each interest rate. Notice that the curve is downward 
sloping. As long as the other influences on money demand don't change, a drop in 
the interest rate-which lowers the opportuni ty cost of holding money-will 
increase the quantity of money demanded. 

Point E, for example, shows that when the interest rate is 6 percent, the quanti
ty of money demanded is $ 1,000 billion . If the interest rate falls to 3 percent, we 
move to point F, where the quantity demanded is $1,600 bill ion. As we move a long 
the money demand curve, the interest rate changes, but other determinants of money 
demand (such as the price level and real income) are assumed to remain unchanged . 

Shifts in the Money Demand Curve 

What happens when something other than the interest rate changes the quantity of 
money demanded? Then the curve shifts. For example, suppose that real income 
increases. Then, at each interest rate, individuals and businesses will want to hold more 
of their wealth in the form of money. The entire money demand curve will shift right
ward . This is illustrated in Figure 2, where the money demand curve shifts rightward 
from M1 to Mi. At an interest rate of 6 percent, the quantity of money demanded rises 
from $ 1,000 billion to $1,400 bill ion; if the interest rate were 3 percent, the amount of 
money demanded would rise from $1,600 billion to $2,000 billion . 

In general, 

a challge ill the illterest rate mOlles us along the mOlle), demand cllrve. A 
challge ill money demalld caused by somethillg other thall the interest rate 
(such as real inCOllle or the price level) will cause the ClIrlle to shift. 

Figure 3 summarizes how the key variables we've discussed so far affect the 
demand for money. 
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THE SUPPLY OF MONEY 

Just as we did for money demand, we would like to draw a curve showing the 
quantity of money supplied at each interest rate. In the previous chapter, you 
learned how the Fed controls the money supply: It uses open market operations to 
inject or withdraw reserves from the banking system and then relies on the demand 
deposit mult iplier to do the rest. Since the Fed decides what the money supply will 
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The Supply of Money 
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Money 
(5 billions) 

be, we treat it as a fixed amount. T hat is, the interest fate can rise or fall, bur the 
money supply will remai n constant unless and until the Fed decides to change it. 

Look at the vertical line labeled Mf in Figure 4 . This is the economy's money sup
ply curve, which shows the fOtal amounr of money supplied at each inrerest rate. 
The line is vertical because once the Fed sets the money supply, it remains constanr 
unti l the Fed changes it. In the figure, the Fed has chosen fO set the money supp ly at 
$1,000 billion . A rise in the interest rate from, say, 3 percent fO 6 percent would 
move us from poinr J fO poinr E along the money supply curve M{, leaving the 
money supply unchanged. 

Now suppose the Fed, for whatever reason, were fO change the money supply. 
T hen there wou ld be a new vertical line, showing a different quantity of money sup
plied at each interest rate. Recall from the previous chapter that the Fed raises the 
money supply by purchasing bonds in an open market operation . For example, if the 
demand deposit mu ltiplier is 10, and the Fed purchases government bonds worth 
$40 billion, the money su pply increases by lOx $40 bi ll ion == $400 billion. In this case, 
the money supply curve shifts rightward, to the vertical line labeled M~ in the figure . 

Open market purchases of bonds inject reserves into the banking system, 
and shift the money mpply CIIrve rightward by a multiple of the reserve 
injection. Open market sales have the opposite effect: They withdraw 
reserves from the system and shift the money supply curve leftward by a 
multiple of the reserve withdrawal. 

EQUILIBRIUM IN THE MONEY MARKET 

Now let's combine money demand and money supply to find the equ ilibrium inter
est rate in the economy (Step twO in the three-step process). But before we do, a 
ques tion may have occurred to you. Haven't we already discussed how th e interest 
ra te is determined? Indeed, we have. The classical model tells us that the interest rate 
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is determined by equilibriu m in the loanable funds market, where a flow of loanable 
funds is offered by lenders to borrowers. But remember: The classical model tells us 
how the economy operates in the long run. We can rely on its mechanisms to work 
only over long periods of time. Here, we are interested in how the interest rate is 
determined in the short rrlll, so we must change our perspective. Toward the end of 
the chapter, we'll come back to the classical model and explain why its theory of the 
interest rate does not apply in the short run . 

In the short run---our focus here-we look fo r the equi li brium interest rate in 
the money market: the interest rate at which the quantity of money demanded and 
the quanti ty of money supplied are equal. Figure 5 combines the money supply and 
demand curves. Equ ilibrium occurs at point E, where the twO curves intersect. At 
this poim, the quantity of money demanded and the quan tity supplied are both 
eq ual to $1,000 billion, and the equilibrium interest rate is 6 percent . 

It is important to understand what equilibrium in the money market actually 
means. Firs t, remember that the money supply curve tells us the quantity of money, 
determined by the Fed, that actually exists in the economy. Every dollar of this 
money---either in cash or in checking account balances-is held by someone. Thus, the 
money supply curve, in addition to telling us the quamity of money supplied by the 
Fed, also tells us the quamity of money that people are actually holdillg at any given 
moment. The money demand curve, on the other hand, tells us how much money 
people want to hold at each interest rate. Thus, when the quanti ty of money supplied 
and the quantity demanded are equal, all of the money in the economy is being willing. 
ly held. That is, people are satisfied holding the money that they are actually holding. 

Equilibrium in the money market occurs when the quantity of money peo
ple are actually holding (quantity supplied) is equal to the quantity of money 
they want to hold (quantity demanded). 

Can we have faith that the interest rate will reach its equilibri um value in the 
money market, such as 6 percent in our figure? Indeed we can. In the next section, 
we explore the forces that drive the money market toward its equilibrium. 

319 

Money Market Equilibrium 



320 

E.c:t!5S supply 01 money The 
amount of money supplied 
exceeds the amount demanded 
at a particular interest rate. 

Excess demand for bonds The 
amount of bonds demanded 
exceeds the amount supplied at 
a particular interest rate. 
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How THE: MONEY MARKET REACHES EQUILlBRJUM 

To understand how the money market reaches its equilibrium, suppose that the 
interest rate, for some reason, were flot at its equilibrium value of 6 percent in 
Figure 5. For example, su ppose the interest Tate were 9 percent. As the figure shows, 
at this interest rate the quantity of money demanded would be $600 billion, while 
the quantity supplied would be $1,000 bill ion . Or, put another way, people would 
actually be holding $1,000 billion of their wealth as money, bur they would want to 
hold only $600 bill ion as money. There would be an excess supply o f money (the 
quantity of money supplied would exceed the quantity demanded) equal to $1,000 
billion - $600 billion = $400 billion . 

Now comes an important poi nt. Remember that in our analysis, money and 
bonds are the only two assets available. If people want to hold less money than they 
are currently holding, then, by definition, they must want to hold more in bonds 
than they are currently holding-an excess demand for bon ds. 

When there is an excess SlIpply of money in the econom)', there is also all 
excess demand (or bonds. 

To understand this more clearly, imagine that instead of the money market, 
which can seem rather abstract, we were discussing something more concrete: the 
arrangement of books in a bookcase. Suppose that you have a certain number of 
books, and you have only two shelves on which to place all of them: top and bot
tom. One day, you look at the shelves and decide that, the way you've arranged 
things, the top shel f has too many books. Then, by defin ition, you must also feel 
that the bottom shel f has too (ew books . That is, an excess supply of books on the 
top shelf (it has more books than you want there) is the same as an excess demand 
for books on the bottom shelf (i t has fewe r books than you want there). 

A similar conclusion applies to the money market. People allocate a given 
amount of wealth between two d ifferent assets: money and bonds. Too much in one 
asset implies toO little in the other. 

So far, we've established that if the interest rate were 9 percent, which is higher 
than its equilibrium value, there would be an excess supply of money, and an excess 
demand for bonds. What would happen? T he public would demand more bonds . 
Just as there is a market for money, there is also a market for bonds. And as the pub
lic begins to demand more bonds, making them scarcer, the price o( bonds will rise. 
We can illustrate the steps in our analysis so far as follows : 

Interest rate 
higher than ~ 
equilibrium 

E~cess 
supply of 

money 

E~cess 
demand for 

bonds 

Price of 
bonds t 

We conclude that, when the interest rate is higher than its equilibrium value, the 
price of bonds will rise. Why is this important? In order to take our story further, 
we must first take a detour for a few paragraphs. 

An Important Detour: Bond Prices and Interest Rates 

A bond, in the simplest terms, is a promise to pay back borrowed funds at a certain 
date or dates in the future. T here are many types of bonds. Some promise to make 
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payments each month or each year for a certain period and then pay back a large 
sum at the end. Others prom ise to make juSt one payment-perhaps 1, 5, 10, or 
more years from the date the bond is issued. When a large corporation or the gov
ernment wants to borrow money, it issues a new bond and sells it in the market
place; the amount borrowed is equal to the price of the bond. 

Let's consider a very simple example: a bond that promises to pay to its holder 
$1,000 exactly 1 year from today_ Suppose that you purchase this hond from the 
issuer-a firm or government agency-for $800. Then you are lending $800 to the 
issuer, and you will be paid back $1,000 one year later. What interest rate are you 
earning on your loan? Let's see: You will be getting hack $200 more than you lent, 
so that is your interest payment. The annual interest rate is the interest payment over 
the year divided by the amount of the loan, or $200/$800 == 0.25 or 25 percent. 

Now, what if instead of $800, you paid a price of $900 for th is very same bond? 
The hond still promises to pay $1,000 one year from now, so your annual interest 
payment would now be $100, and your interest rate would be $100/$900 == 0.11 or 
11 percent- a considerably lower interest rate. As you can see, the interest rate that 
you will earn on your bond depends entirely on the price of the bond. The higher 
the price, the lower the interest rate. 

This general principle applies to virtually all types of bonds, nO[ JUSt the simple 
one-time-payment bond we've considered here. Bonds promise to pay various sums 
to their holders at different dates in the future . Therefore, the more you pay for any 
bond, the lower your overall rate of retu rn, or interest rate, will be. Thus, 

when the price o( bonds rises, the iflterest rate (ails; when the price o( bonds 
(ails, the interest rate rises. 1 

The relati onship between bond prices and interest rates helps explain why the 
government, the press, and the public are so concerned about the bond market, 
where bonds issued in previous periods are bought and sold. Th is market is some
times called the secolldary market for bonds, to distinguish it from the primary mar
ket where newly issued bonds are bought and sold. When you hear that "the bond 
market ra ll ied" on a particular day of trad ing, it means that prices rose in the sec
ondary bond market. This is good news for bondholders. But it is also good news 
for any person or business that wants to borrow money. When prices rise in the sec· 
ondary market, they immediately rise in the primary market as well, because newly 
issued bonds and previously issued bonds are almost perfect substitutes for each 
other. Therefore, a bond market rally not only means lower interest rates in the sec
ondary market, it also means lower interest rates in the primary market, where firms 
borrow money by issu ing new bonds. Sooner or later, it will also lead to a drop in 
the interest rate on mortgages, car loans, credit card balances, and even many stu
dent loans. This is good news for borrowers. But it is bad news for anyone wishing 
to lend money, for now they will earn less interest. 

Now that you understand the relationship between bond prices and interest 
rates, let's return to our analysis of the money market. 

, In our macroeconomic model of ~he economy, we refer w ,be in~eres~ rate. In ~he real world. ~here are 
many ~ypes of imeresl rales: a differem one for each ~ype of bond. and slill mher ratcs on savings accoums, 
time deposits, car loans, mortgages, and more. However, all of these interest ratcs usually move up and 
down together. even though SOme may lag behind a few days, weeks, or months. Thus, when bond prices 
risc, interes~ rateS generally will fall. and "ice VerSa. 
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Back to the Money Market 

Look back at Figure 5, and let's recap what you've learned so far. If the interest rate 
were 9 percent, there would be an excess supply of money, and the refore an excess 
demand for bonds. T he price o f bonds would rise. Now we can complete the story. 
As you've just learned, a rise in the price of bonds means a decrease in the interest 
rate. Th e complete sequence of events is 

Interest rate 
higher than ===>
equilibrium 

Excess su pply 
of money and 

excess demand 
for bonds 

Price of 
bonds t Interelt 

rate 

Thus, if the in terest is 9 percent in our figure, it will begin to fall. Therefore, 
9 percent is flot the equi librium interest rate. 

How fa r will the interest rate fall? As long as there continues to be an excess sup
ply of money, and an excess demand for bonds, the public will still be trying to 

acquire bonds, and the interest rate will conti nue to fall. But notice what happens 
in the figure as the interest rate falls: The quanti ty of money demanded rises . Finally, 
when the interest rate reaches 6 percent, the excess supply of money, and therefore 
the excess demand for bonds, is eliminated. At this point, there is no reason for the 
interest rate to fall further, so 6 percent is, indeed, our equilibrium interest rate. 

We can also do the same analysis from the other d irection. Suppose the interest 
ra te were lower than 6 percent in the figure-say, 3 percent. T hen, as you can see in 
Figure 5, there would be an excess demand (or money, and an excess supply o( 
bonds. In this case, the following wou ld happen : 

Interest rate 
lower than 
equilibrium 

Excess demand 
for money and 
excess supply 

of bonds 

Price of 
bonds t 

Interest 
rate t 

The interest rate would continue to rise until it reached its equilibrium value: 
6 percent. 

WHAT HAPPENS WHEN THINGS CHANGE? 

Now that we have seen how the interest rate is determ ined in the money market, we 
turn our atrention to changes in the interest rate. We'll focus on two questions: (1 ) 
What causes the equi libriu m interest ra te to change? and (2) What are the cOllse
quellces of a change in the interest rate? As you are about to see, the Fed ca n change 
the interest rate as a matter of policy, or the interest rate can change on its own, as 
a by-product of other events in the economy. We'll begin with the Fed . 

How THE FED CHANGES THE INTEREST RATE 

Suppose the Fed wants to lower the interest ra te. Fed officials cannot just declare 
that the interest rate shou ld be lower. To change the interest rate, the Fed must 
change the equilibrium interest rate in the money market, and it does this by chang
ing the money su pply. 
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Look at Figure 6 . Initially, with a money supply of $ 1,000 billion, the money 
market is in equilibrium at point E, with an interest rate of 6 percent . To lower the 
interest rate, the Fed increases the money supply through open market purchases of 
bonds. In the figure, the Fed raises the money supply to $1,600 billion, shifting the 
money supply curve rightward. (This is a much greater shift than the Fed would ever 
actually engineer in practice, but it makes the graph easier to read.) At the old inter
est ra te o f 6 percent, there would be an excess supply of money and an excess 
demand for bonds. This will drive the interest rate down until it reaches its new 
equilibrium value of 3 percent, at point F. T he process works like this: 

F,d 
conducts 

open 
market 

purchases 

Money 
supply I 

Excess supply 
of money and 
excess demand 

for bonds 

Price of 
bonds I 

Interest 
rate I 

T he Fed can raise the interest rate as well, through open market sales of bonds. 
In this case, the money supply curve in Figure 6 would shift leftwa rd (not shown), 
setting off the fo llowing sequence o f events: 

F,d 
conducts 

open 
ma rket 
sales 

Money 
supply 1 

Excess demand 
for money and 
excess supply 

for bonds 

Price of 
bonds 1 

Interest 
rate I 

If the Fed increases the money supply by buying government bonds, the 
illterest rate falls. If the Fed decreases the mOlley supply by sel/illg govefl/· 
ment bonds, the interest rate rises. By controlling the mOlley supply through 
purchases and sales of bonds, the Fed can also control the interest rate. 
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How Do INTEREST RATE CHANGES AFFECT THE ECONOMY! 

As you 've Just learned, if the Fed increases the money supply through open market 
purchases of bonds, the interest rate will fall. But what then? How is the macroecon
amy affected? The answer is: A drop ill the interest rate will boost several different 
types of spendillg ill the ecollollly. 

Fi rst, a lower interest rate stimulates business spending on plant and equipment. 
This idea came up a few chapters ago in the classical model, but we will go back 
over it here. 

Remember that the interest rate is one of the key costs of any investment prOJ
ect. If a fi rm must borrow funds, it will have to pay for them at the going rate of 
interest-for example, by selling a bond at the going price. If the firm uses its OWII 
funds, so it doesn't have to borrow, the interest rate still represents a cost: Each dol
lar spent on plant and equipment could have been lent to someone else at the going 
interest rate. Thus, the interest rate is the opportunity cost of the firm's own funds 
when they aTe spent on plant and equipment. 

A firm deciding whether to spend on plant and equipment compares the bene
fits of the project-the increase in fut ure income-with the costs of the project. With 
a lower interest rate, the COStS of funding investment projects are lower, so more 
projects will get the go-ahead. Other variables affect investment spending as well. 
But all else equal, a drop in the interest rate will cause an increase in spending on 
plant and equipment. 

Interest rate changes also affect another kind of investment spending: spend ing 
on new houses and apartments that are built by developers or individuals. Most 
people borrow to buy houses or condominiums, and most developers borrow to 
build apartment buildings. The loan agreement for housing is called a mortgage, and 
mortgage interest rates tend to rise and fall with other interest rates. Thus, when the 
Fed lowe rs the interest rate, families find it more affordable to buy homes, and 
developers find it more profitable to build new apartments. Total investment in new 
housing increases. 

Finally, in addition to investment spending, the interest rate affects consumption 
spending on big-ticket items such as new cars, furn iture, and dishwashers. 
Econom ists call these COIISIII/Ier dumbles because they usually last severa l years. 
People often borrow to buy consumer durables, and the interest rate they are 
charged tends to rise and fall with other interest rates in the economy. Spending on 
new cars, the most expensive du rable that most of us buy, is especially sensitive to 

interest rate changes. Since a lower interest rate causes higher consumpti on spend
ing at any level of d isposable income, it causes a shift of the consumption function, 
not a movement along it. Therefore, we consider this impact on consumption to be 
a rise in autonomous consumption spending, called a in our discussion of the con
sumption function . 

We can summarize the impact of money supply changes as follows: 

When the Fed illcreases the mo/ley supply, the illterest rate fa lls, and spend
ing on three categories of goods iI/creases: plmlf and equipment, new hous
ing, mid CO/lsumer durahfes (especially automohiles). Whm the Fed 
decreases the malIC)' supply, the interest rate rises, and these categories of 
spendil/g fall. 
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MONETARY POLICY 

Two chapters ago, rou learned that changes in aggregate expenditure cause changes 
in real GOP through the multiplier process. In this chapter, you've learned that the 
Federal Reserve, through its control of the money supply, can change the interest 
rate, and therefore influence aggregate expenditure. Thus, the Fed-through i t,~ con
trol of the money supply-has the power to influence real GOP. 
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When th e Fed controls or manipulates the money supply in order to achieve any 
macroeconomic goal-such as a change in the level of real GOP-it is engaging III 

monetary policy. Let's put all the pieces of our analysis together and see how mon
etary policy works. 

Monetary policy Control or 
m3r\lpulatlon or the money SUPPly 
by the Federal Reserve designed 
to achieve a macroeconomic goal. 

How MONETARY POLICY WORKS 

I.n Figure 7, we revisit the short-run macro model, but we now include the money 
market in our analysis . In panel (a), the Fed has initially set the money supply at 
$1 ,000 billion. Equilibrium is at point A, with an interest rate (r) of 6 percent. Panel 
(b) shows tbe familiar short-run aggregate expenditure diagram, with equilibrium at 
point E, and equilibrium GO P equal to $8,000 billion . 

But notice the new labels in the figure. The aggregate expenditure line has the 
subscript "r = 6%," Why this additional label? 

As you are about to see, a change in the interest rate will cause the aggregate 
expenditure line to shift. Therefore, our aggregate expenditure line is drawn for a 
particular interest rate, the one determined in the money market, or 6 percent. 

Now we suppose that the Fed 
increases the money supp ly to 
$1,600 billion. (Again, this is an 
unrealistically large cha nge in the 
money supply, but it makes it easi
er to see the change in the figure.) 
In the upper panel, the money 
market equilibrium moves from 
point A toward point B, and the 
interest rate drops to 3 percent. 
The drop in the interest Tate caus
es planned investment spending on 
plant and equipment and on new 
housing to rise. It also causes an 

Shift versus Movement Along the AE Une When thinking about 
the effects of monetary policy. try not to confuse movements 
along the aggregate expenditure line with shifts of the line 
itself. We move along the line only when a change in income 
causes spending to change. The line shifts when something 
otherthan a change in income causes spending to change. 

When the Fed changes the interest rate. both types of changes 
occur. but irs important to keep the order straight. First. the drop in 
the interest rate (something other t han income) causes interest-sensitive spending 
to change, shifting the aggregate expenditure line. Then. increases in income in 
each round of the multiplier cause further increases in spending. moving us along 
the new aggregate expenditure line. 

increase in consumption spending-especially on consumer durables like automo
bi les-to rise at any level of income. Th is is an increase in autonomous consump
tion spend ing (a). In the lower panel, the rise in spend ing causes the aggregate 
expenditure line to shift upward, setting off the multiplier effect and increasing equi
librium GOP. The new equilibrium in the lower panel is point F, with rea! GOP at 
$10,000 billion. [n the end, we sec that the Fed, by increasing the money supply and 
lowering the interest rate, has increased the level of output. 

We've covered a lot of ground to reach our conclusion, so let's review the high
lights of how monetary polic)' works. This is what happens when the Fed conducts 
open market purchases of bonds: 
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Monetary Policy and the 
Economy 
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Open market sales by the Fed have exactly the opposite effects. In this case, the 
money supply curve in Figure 7 would shift leftward (not shown), driving the inter
est rate up. The rise in the interest rate would cause a decrease in interest-sensitive 
spending (a and [Pl, shifting the aggregate expenditure line downward . Equi librium 
GOP would fall by a multi ple of the initial decrease in spending. 
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If you've been paying close attention, you may have a question aboul Figure 7. 
We've shown how changes in the upper panel (an increase in the money supply) 
cause changes in the lower panel (equ ilibrium GDP rises). But what about effects 
that go in the other direClion? Shou ldn 't the rise in income in the lower panel 
increase the demand for money in the upper panel? 

In Figure 7, we have ignored this "feedback effect " from changes in income to 
changes in money demand. Including this effect would make our analysis of mone
tary policy a bit more complicated, and alter the size of the changes in real GDP and 
the interest rate. But it would not alter the direction of the changes, or any of the 
conclusions we've reached about monetary policy. 

The appendix to this chapter provides a more deta iled analysis of monetary 
policy, incorporating the effect of income on money dema nd. [t also takes another 
look at fiscal polic)', which becomes a bit more complicated when the money 
market is included. 

MONETARY POLICY IN PRACTICE 

You've just seen how changes in the interest rate can shift the A£ line and change 
equilibrium GDP. It is no t surprising that the Fed regards the interest rate as its main 
policy instrument in influencing the economy. 

In practice, the interest rate that the Fed watches most closely is the rate in the 
federal fi/llds market. In Ihis market, banks with excess reserves lend Ihem out to 
other banks for very shari periods, usually a day. The interest rate in the federal 
funds market is called the federal funds ralc. Although it is just an interest rate for 
lending among banks, man)' other interest rates in the economy vary with it close
ly. When the Fed changes the federal funds rate, other interest rates-such as those 
on automobile loans, business loans, mortgages, and home equity loans~hange as 
well. They may change less or more than the federal funds rate has changed, but 
they virtually always move in the same direction. 

During most periods, the Fed tries to prevent unnecessary fluctuations in the fed
eral funds rate in order to avoid unnecessary shifts in the AE line. The Fed does this 
by targeting a specific value fo r the federal funds rate, and adjusting the money su p
ply as neelled to keep the funds rate at the target level. 

At other times, the Fed wants the federal funds rate (and other interest rates) to 
change, in order to cause a shift in the AE line-say, to bring it closer to full emptoy· 
ment than it would be otherwise. At such times, the Fed will change its target rate. 

Note that the money supply itself plays a subservient role in the Fed's thinking 
about monetary policy. The money su pply is simply increased or decreased as need
ed to keep the federal funds rate at its target. Since 1994, the Federal Open Market 
Committee has formalized this practice, by publicly announcing its target for the 
federa l funds rate when it meets every six weeks or so. The FOMC then instructs its 
open market operations desk, operating out of the New York Federal Reserve 8.1nk, 
to adjust the money su pply as needed (with open market operations) to reach and 
maintain the announced large!. 
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Maintaining an Interest 
Rate Target 

Initially, the money market 
in panel (a) is at point A, 
wilh (he interest rate at ils 
target of 5 percent. I" panel 
(b). this interest rate posi
No"s thc AE line to (reatc 
equilibrium output of 
$10,000 billio". which 
re$ult~ i" full employmcnt. 

An increase in mom'y 
demand from M1 to ~,,~ in 
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the Fed. would dril1e the 
i"JereSI rale up Jo 8 per(ml, 
a"d shift the A I': /i"e in 
pa"eI{b) dowmvard. 'I() pre
vc,,1 Ihis, Il.>e Fcd increases 
Il.>e mo"e)' supply (rom 
$ 1.000 billion (Mj) to 
SI.400billion (My. mOIling 
Il.>e mo"e)' markcl cquilibri. 
um to poinl C. Tl.>is mai,,· 
tai", the '''tere,t rate at its 
target o( 5 percent, a"d 
,,,events any (hange i" 
equilibrium oulpul i" 
pa"eI{b), 
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To see how this works, let's consider two different situations: one in which the 
Fed wants to maintain the interest TaTe at its Target level, and one in which the Fed 
wants to challge the target level. 

Maintaining an Interest Rate Target 

Figure 8 shows an economy that is initially operating at full employment output. In 
the upper panel, the money market is in equilibrium at point A, with the interest 
rate (federal funds rate) at its target of 5 percent. The money supply is $1,000 bi l
lion, which is Just the amount needed to maintain the target. In the lower panel, the 
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aggregate expenditure line for an interest rate of 5 percent (AE ,_5'Yo ) intersects the 
45" line to crea te equ il ibrium Output of $10,000 billion. We assume that this hap
pens to be the economy's full·employment output (YFE ) as well. 

Now suppose that public preferences change: People suddenly want to hold 
more of their wealth in money, which means less in bonds. (Perhaps it's the holiday 
shopping season, and people need to hold more wealth as money because they are 
making more purchases .) Because people want to hold more money at every inter· 
est rate, the money demand curve shifts rightward. If the Fed did nothing and left 
the money supply unchanged, the money market equilibrium would move to point 
B, with an interest ra te of 8 percent. But this rise in the interest rate would cause the 
AE line in the lower panel to shift downward (not shown), and cause equi librium 
GOP to fall below Yn;-a recession. 

To prevent any drop in G OP, the Fed has a simple task: to maintain its target 
interest ra te. It does so by increasing the money supply {from $1,000 billion to 
$1,400 bi!lion in the figure), sh ifting the money supply curve rightward from M~ to 
M~. After the shift, the new equilibrium in the money market occurs at point C, with 
the interest rate back to its target rate of 5 percent. 

In genera l, 

to prevent {lltl:tllatiolls in money demand from affecting the economy, the 
Fed simply adjusts the mOlley sllpply to maitltain its interest rate target. 

Changing the Interest Rate Target 

Figure 9 illustrates a case where the Fed would want to change its interest rate tar· 
get. In itia!ly, things are fine. In the upper panel, the Fed is maintaining a target 
interest rate of 5 percent, at point A. [n the lower panel, the aggregate expendi. 
ture line for that interest rate (AE t ) creates fu!l-e mployment output of $\0,000 
billion. 

Then something happens; Some sector of the economy reduces its spend ing. 
Perhaps pessimism about the futu re has caused a decrease in investment spending or 
autonomous consumption spending. Or perhaps the government has increased net 
taxes. Regardless of the cause, the aggregate expenditure line in the lower panel 
shifts downward, to AE2 • Equilibrium output falls to $9,000 billion at point F
below potential output. We are in a recession. 

The Fed knows that a lower interest rate would stimulate additional investment 
and consumption spending, and could shi ft the AE line back up to its original posi
tion. So now the Fed will lower its interest rate target. For exam ple, suppose the Fed 
believes an interest rate of 3 percent will move the aggregate expenditure line back 
to its origina l position. To achieve th is new target, the Fed increases the money sup
ply as necessary (to $1,300 billion in the figure). 

[n practice, the Fed would use a trial-and·error procedure to find the appropri
ate target. Every six weeks or so, it would lower the federa l funds rate by a small 
amount, observe how the change is affecting other interest rates in the economy, and 
try to gauge the ultimate impact on the aggregate expenditure line and equilibrium 
GOP. This trial-and-error approach is not perfect, and the Fed has made mistakes
overshooting full employment in some periods and not quite hitting it in others. 
We'll explore some of the Fed's problems in conducting monetary policy in a later 
chapter. 

329 



330 

Changing the Interest Rate 
Target to Prevent a 
Recession 
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ARE THERE TWO THEORlES OF THE INTEREST RATE? 

At the beginning of this chapter, you were reminded tha t you had already learned a 
different theory of how the interest rate is determined in the e<:onom)'. [n the classi
cal mo(leI, the interest rate is determine([ in the market for lamlable fU/lds. In this 
chapter, you learned that the interest Tate is determined in the mone)' market, where 
people make decisions about holding their wealth as money and bonds . Which the
ory is corren? 

T he answer is; Both are correct. The classical model, you remember, tells us 
what happens in the economy in the IOllg mil. Therefore, when we ask what changes 
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the interest rate over long periods of time-many years or even a decade-we 
should think about the market for loanable funds. But over shorter time periods
days, weeks, or months-we should use the money market model presented in this 
chapter. 

Why don't we use the classical loanable funds model to determine the interest 
rate in the short run? Because, as you've seen, the economy behaves differently in 
the short run than it does in the long run. For example, in the classical model, OUI' 

put is automatically at full employment. But in the shon run, output changes as the 
economy goes through booms and recessions. These changes in output affect the 
loanable funds market in ways that the classical model does not consider. For exam· 
pIe, flip back to the chapter on the classical model and look at Figure S there. 
Recessions, which decrease household income, would also <[ecrease household sa v
ing at any given interest ra re: With less income, households will spend less alld save 
less. The supply of loanable funds curve would shift leftward in the diagram, and 
the interest ra te would rise. The classical model-because it ignores recessions
ignores these short-run changes in the supply of loanable funds. 

The classical model also ignores an important idea discu.~sed in this chapter: that 
the public continuously chooses how to di vide its wealth between money and bonds. 
In the short run, the public's preferences over money and bonds can change, and 
this, in rum, can change the interest rate. This idea does not appear in the classical 
model . 

Of course, in the long run, the classical model gives us an accurate picture of 
how the economy and the interest rate behave. Recessions and booms don't last for
ever, so the economy returns to full employment. Thus, in the long run we needn't 
worry about recessions causing shifts in the supply of loanable funds curve. Also, 
changes in preferences for holding money and bonds are rather short-lived. We can 
ignore these changes when we take a long-run view. 

In the long run, we view the interest rate as determined in the market for 
loanable funds, where household saving is lent to businesses and tlJe govern
ment. /11 the short nm, we view the interest rate as determilled in the money 
market, where wealth holders adjllst their wealth betweell mOlley alld 
bonds, alld the Fed participates by controlling the mOlley supply. 

Two chapters ago, we began an ana l y.~is of our most recent recession, 
which officially lasted from March to November of 2001 . We saw that 
a drop III investment spending caused a decrease in aggregate expendi
ture, which in turn caused equilibrium GD i' and employment to drop . 
But we left two questions unanswered : {1J What did policy makers do 
to try to prevent the recession, and to <[eal with it once it started? and 
{2) Why did consumption spending behave abnormally, rising as 
income feU and preventing the recession from becoming a more serious 
downturn? Now that you've learned about monetary polic)', we can 
begin to answer these questions. 
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Starting in January 2ool-three months before the official start of the reces
sion-the Fed began to worry. Although the e<:onomy was operating at or even above 
its potential Output (the unemployment rate the previous month was 3.9 percent), 
there was danger on the horizon: Investment spending had declined from the previ
ous quarter. This had started a negative multiplier effect, which was working its way 
through the e<:onomy and could ultimately cause a recession. Other factors made the 
Fed worry that investment spending could decrease further. And a sharp decrease in 
stock prices over the previous year-which had destroyed billions of dollars in house
hold wealth-suggested that consumption spending might begin to fall as well. 

The lower right panel (d) of Figure 10, which shows the aggregate expenditure 
diagram, illustrates the situation. Initially, the economy was at point E, with real 
GOP in january of 200 I (for thi s exam ple, measured in 1996 dollars) equa l to 

59,242 billion.! The Fed feared that if it did nothing, the investment slowdown 
would shift the aggregate expenditure line downward, moving the equilibrium to a 
point like F. with GOP falling (in our diagram) to $9,000 billion. 

The Fed decided to take action, indicated in panel s (a), (b), and (c) of Figure 10. 
Panel (a) shows how the publicly announced federal funds rate target changed 
through the period . As you can see, the Fed repeatedly lowered the target, from 6.5 
percent (prior to j anuary 2001) down to 1.75 percent by the em[ of the year. 

The lower left panel (b) tracks the money supply measure M 1 (monthly). It 
shows that the Fed, beginning in january 2001, continually increased M I in order 
to hit its (falling) interest rate target. 

Now look at the upper right panel (c), which shows a before-and-after view of 
the money market. In January 200 1, the money market was in equilib rium at point 
A, with the M 1 measure of the money supply at 5 I ,093 billion and a federal funds 
rate of 6.5 percent. By the end of 2001, the money supply had increased to S 1,170 
billion-just enough to maintain the Fed's federal funds rate target of 1.75 percent 
(point 8 ). 

Finally, look again at panel (d) in the lower right corner. It shows the impact of 
Ihis monetary policy on equilibrium GOP. Instead of falling 10 point F, the econo
my ended up al point H, with real GOP hitting bottom al about 59, 125 billion in 
September 200 I. Although the Fed's policy moves did not complelely prevent Ihe 
recession, it no doubt saved the e<:onomy from a more severe and longer-lasting 
one. The lower interest rate was especially helpful in maintaining new-home 
construction, a category of investmem spending that is espe<:iall y sensitive to the 
interest rate. 

The Fed's policy also helps us understand the other question we raised about the 
2001 recession: the continued rise in consumption spending throughout Ihe period. 
Lower interest rates, as you've now learned, stimu late consumption spending on 
consumer durables, espe<:ially automobiles. Indeed, helped by lower interest rates, 
auto sa les rose in every quarter of 200 I. 

Moreover, when interest rates drop dramatically and rapidly-as they did in 
2001-a frenzy of home mortgage refi"a"ci"g can occur: Households rush to 

exchange th eir existing, higher-interest-rate mortgages for new mOrtgages at a lower 
interest rate. After a refinance, monthly mortgage payments ate teduced, freeing up 
disposable income to be spent on goods and services. But many households go fur
ther, taking advantage of the refinancing to borrow even more than they owed on 

, Th,~ enmpk mak .... u,", of momhly real GDP estimates on 1996 dollars prOVIded by ,\hcr""conom;c 
Advi!;Or5. a pr;~ale con5ulling firm, 10 lhe Nalional Rurnll of F.(onom,c R~arch IN liER} ( a~ai(able al 
h"p,IIu.1wu·.nbv.orgkyclulbllll.pdfl· 
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1. During 2001, the Fed repeatedly 
Fede ral Funds lowered i15 target lor the federal 
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3. The result: the economy 
moved from E to H in~tead 
of f to F, and the deoeao;e 
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their origi nal mortgage. This provides them with a one-time burst of cash to spend. 
Home refinancing and additional borrowing on homes seemed to playa major role 
in boosting consumption spending during the recession of 200 1. 

As you've read these pages, some questions may have fo rmed in your mind. Why 
wasn't the Fed able to prevent the recession entirely? Couldn't the Fed have reduced 
the interest rate even more rapidly than it did? 

There are, in general, good reasons for the Fed to be somewhat cautious in 
re<lucing interest rates. Over the next twO chapters, you'll learn some of the reasollS 
for the Fed's caution, and why most economists-despite the recession of 2001-
give the Fed high marks for its actions during that year. 

But you'll also learn that Fed policies during the yea r or so before 2001 may 
have actually contributed to the recession. 
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Summary 

The interest ratc is a key macroeconomic variable. This chapler 
explores how the 5upply and demand for money interact to uetcr
mine the interest ratc in the short Tun, and how Ihe Federal 
Reserve call adjust the money supply to chang ... the interest ratc. 

An individual's demand fur mOlwy indicates the amount of 
wealth t hat person wishes to hold in the form of money, at differ
ent interest rates. Money is usctul as a mealls of pa}"ncn!, but 
holding money means sacrificing the interest that could be earned 
by holding bonds instead. The higher the interest rate, the larger 
the fraction of their wealth people will hold in the form of bOllds, 
and the smaller the fraction they will hold as moncy. 

The demand for money is sensitive to the interest rate, but it 
also depends on the price level, and real income. An increase in 
the price level, or higher real income, can each shift the money 
demand curve to the right. 

Th<." money supply is under the control of the Fed. 
Equilibrium in the money market occurs at the intersection of the 
downward·sloping moncy demand curve and the vertical money 
supply <."urve. The interest rate will adjuSt so that the quantiry nf 
money demanded by households and firms just equals the quanti · 
ty of money supplied by the Fed and the banking system. 

Conditions in the money market mirror cond itions in 
the oond market. If the imen:st rare is abnve equilibrium in the 
money market, there will be an excess s"pply uf /IImlL')' there. 
I'eople arc holding more of their wealth in thc form ot money 

I . Assullie the demand deposit III ll ltiplier is 10. For each of the 
following, state the impact on the money supply curve (the 
direction it will shift, and the amount of the sh ift). 
a . The Fed pllrchases bonds worth $10 billion. 
b. The Fed sells bonds wonh $5 billion. 

2. Assume the dem:llld deposit m lJltiplier is 7. For each "f Ihe 
following, state the impact 011 the mOlley suppl)" curve (the 
direction it will shift, and the amoullt of the shift ). 
a. The Fed purchases bonds wonh $28 million. 
b. The Fed sells bonds wunh .$ 17 million. 

3. A bond promises 10 pay its oWlier $500 one year frolll now. 
For the following prices, find the correspomling imeH.'St 
payments and imerest rates that the bond nffers. 

Amount Paid Interes t Interes t 
I'riee in I Year Payment Rate 

$375 SSOO 
$425 $500 
$450 SSOO 
$500 $500 

As the price of the bOlld rises, what hapPclls to the bond 's 
interest rate? 
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than they want to hold as moncy. This mcans that they arc hold· 
ing less of their wealth in bonds than they would desire. (An 
excess supply of money means an excess demand for bonds. ) As 
people move to acqllire bonds, the price of bonds will rise and the 
interest rate will fall. Thus, an excess supply of money will causc 
the interest rate to falL Similarly, an excess deluand for moncy 
will calise the interest rate to rise. 

Th<." F<."d can increase the money supply, creating an excess 
supply of money. Very quickly, the interest rate will fall so that the 
public is \\~lling to hold the now-higher mon~1' supply. 

Changes in the interest rate affect interest·sensitive forms of 
spending- finns spending on plant and equipment, new housing 
construction, and households' purchases of "bjg· tickct~ consumer 
du rables. By lowering the interest rate, the Fed can stimulate 
a!;gregate expenditures and increasc G DP through the multiplier 
process. 

In practice, the Fed conducts monetary policy by announcing 
a target for the federal f"nds rate-thc interest rate that banks 
charge fnr lending reserves til mher b~nks. The Fed uses npen 
market operations to cOlltinually ad just the money supply as 
n~"eded to maintain the target. When rhe Fed wants to shift the 
a!;gregate expenditure hne and influence real GDP, it changes the 
target. lowering the target shifts the aggregale expenditure line 
upward and raises real GOP; raising the target has the opposite 
effects. 

4. A bond promises to pay its owner .$20,000 one )'ear from now. 
a. l .. olllplete [he following chan. 

Price 

Amount 
I'aid in 
1 Year 

Interest 
Paymcut 

$2,000 
.$ 1,500 
$ 1,000 
$ 500 
$ 0 

Interes t 
Rate 

Quantity 
of Monc)' 
Demanded 

$2,300 billion 
$2,600 billion 
$2,900 billion 
$3,200 billion 
$3,500 billion 

b. Draw a graph of the money marke t, assuming that it is 
curremly in equilibrium at an interest rate of 5.26 pn
cent . What is the price of this bond? H ow large is the 
lIIoney supply? 

c. Find the new interest rate ami the new bOlld price if the 
",oney supply increases by $300 billion. Show th is on 
your graph. 

5. A fellow student in your economics class stops you in the 
haUwa)' ami says; "An innea:;e in the demand for muney 
causes the interest rate to rise. BUI a rise in the interest rate 
causes people to demand less money. Therefore, increases in 
money demand largely cancel themselves out, and have very 
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liule effect on the interest rate . ~ Is this corra:t? Why or 
why not? (Hint: Draw a graph.) 

6. For each of the following events, state (I) the impact on the 
money demand curve, and (2) whether the Fed should 
increase or decrease the money supply if it wants to keep 
the interest rate unchanged. (Hint: It will help to draw a 
diagram of the money market for each case.) 
a . People start making more of their purchases over the 

[ntcrnet, using credit cards. 
b. Greatcr fear of cred it card fraud makes people stop 

buying goods over the Internet with credit cards, and 
d iscourages the use of credit cards in other types of 
purchases as well. 

c. A new type of electronic account is created in which 
your fun ds are held in bonds up to the second you 
make a purchase. Then- when you buy something
just the right amount of bonds are transferred to the 
owneNhip of the seller. (I lin!: Would you want to 
increase or decrease the amount of your wealth in the 
form of moncy after this ncw type of account wcre 
available?) 

7. Suppose that you own a bond that matures in one year, and 
promiscs to pay you $1,000 at that time. The current one
year interest rate in thc economy is 6 percent. 
a. What is the price that someone would pay for your 

bond? 
b. Suppose that in the next few days, you expect the Fed 

to raise its intercst ratc target, causing the I-year inter
est rate to rise to g percent. What is the price that you 
expect someone would pay for your bond after the Fed 
acts? 

c. [f you have confidence in your expectation, which of 
the following will you want to do now (before the Fed 
acts): (I) acquire more bonds like the one you have; 
(2) scll your bond now; (3) neither? Explain briefly. 

d. If most other people devclop the same expcrtations 
about the Fed that you have, what will likely happen to 

the money demand curve now (before the Fed acts)? 
Illustrate on a diagram of the money market. 
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c. [f the Fed wants to maintain the interest rate at its 
current target level, what must the Fed do? 111ustrate by 
adding to your diagram of the money market. 

8. Suppose that, in an attempt to prevent the economy from 
overheating, the Fed raises the interest rate. Illustrate graph
ically, using a diagram similar to Figure 7 in this chapter, 
the effect on the money supply, interest rate, and G OP. 

9. In a later chapter, you will learn that a drop in the interest 
rate has anolher channel of influence on real GOP: It causes 
a depreciation of the dollar (that is, it makes the dollar 
cheaper to foreigners), which, in turn, increases U.S. net 
exports. 
a. When we take account of the effect on net exports, 

does a given change in the money supply have more or 
less impao on real G 1..>l'? 

b. Suppose that the Fed wants to stimulate the economy as 
during 2001. Should thc 1'ed lower the intcrest rate by 
more or by less when it takes the impact on net exports 
into account (compared to the case of nO impact on net 
exports)? Explain. 

More Challenging 

10. [Requires appendix] As in problem 8, suppose that the Fed 
raises the interest rate to prevent the economy from over
heating. Using a d iagram that includes feedback effects 
(similar to Figure A.l in the appendix), illustrate the impact 
on the money snpply, interest rate, and real GOP. 

I I. [Requires appendix] Determine whether fiscal policy is 
more or Ie:;:; effective in changing GOP whcn autonomous 
consumption and investment spending arc very smsiliz!e to 

changes in the interest rate, and explain your reasoning. 
12. Figure \O{b) shows a spike in money growth during 

September 2001. Using what you know about bonds versus 
money and the money demand curvc, cxplain why this 
spike might have occurred. 



APPENDIX 
,.... ; -~. , .. ~-,: Feedback Effects from GOP to the Money Market 

In the body of this chapter, yOli learned how changes in 
the mone), market affect equilibrium GOP. But we 
ignored how changes in equilibrium GOP affecl the 
money market and cause further changes in the interest 
rate. In this appendix , we'll incorporate these feedback 
effects from GOP to the money market into ollr analy
sis. This witl give us a more complete picture of how 
monetary policy works. We'll also take another look at 
fiscal policy, this lime incorporating the money market 
into the analysis. 

A MORE COMPLETE VI EW 
OF MON ETARY POLI CY 

Figure A.I revisits the economy shown in Figure 7. The 
upper panel shows the initial situation in the moner 
market. The Fed has initially set the money supply at 
$ 1,000 billion, so the money supply curve is M~. The 
money supply curve and money demand curve initially 
intersect at point A. resulting in an interest rate of 6 per
cent. But notice the label on the ini tia l money demand 
curve'" Y = S8,000 billion." In this appendix, the money 
demand curve will shift if there is a cbange in real 
income. Therefore, our money demand curve is drawn 
for a particular level of real income-the level of income 
determined in panel (b) at point E. Notice thai the 
aggregate expenditure line in panel (b) has the subscript 
"r = 6%" because that is the intcrest rate found in panel 
(a) . As ),ou can see, the tWO panels are illten/epelldetlt : 
The equilibrium in each one depends on the equilibrium 
in the other. When we draw the diagrams, we have to 

make sure that the mone)' demand curve is consistent 
with the level of income found in the aggregate expen
diture diagram, and that the aggregate expcn<liturc line 
is consistent with the interest rate found in the money 
market diagram. 

Now, let's see how monetary policy works when the 
twO panels are interdependent in this way. Suppose 
the Fed increases the money supply 10 S I ,600 billion. In 
the upper panel, the money supply curve shifts right
ward, to M~. The equilibrium starts to move toward 
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point 8, with the interest rate heading down toward 3 
percent. 

BUI it will not actually get there. As the interest rate 
begins 10 drop, the aggregate expend iture line in the 
lower panel begins to rise. This causes equilibri um GOP 
to rise. As equilibrium CDI' (which is the same as 
income) rises, people will want to hold more of their 
wealth in the form of money. So, in the upper panel, the 
rise ill equilibriulII GDI' shifts the IIIDlley demand ClIme 
to the right . 

Where will we end up? To locate the exact final 
equilibrium, we would need quite a bit of detailed infor
mation about the economy. For examp le, we would 
need to know how sensitive aggregate expenditure is to 

changes in the interest rate, and how sensitive money 
demand is to changes in income. But even without these 
details, we know what must be true in the final equilib
rium: Income will be higher than initially, because the 
aggregate expenditure line will ha\'e shifted upward. 
And the interest rate will be lower than iniliall)', because 
the money supply will have increased.3 Figure A.I illus
trates JUSt one possibility, in which the new equi librium 
is point C in the money market (upper panel ), and point 
H in the aggregate expenditure diagram (lower panel ). 
At this new equi librium, the interest rate ends up al 
4.5 percent, so our new aggregate expenditure line has 
the label '"r = 4.5 %." Equilibrium GOP has risen 10 
$9,000 billion, so the new, higher mane)' demand curve 
has the label ., Y .: $9,000 billion." 

If you compare the final equilibrium in Figure A.I 
to that in Figure 7, you'll see that the same increase in 
the money supp l)' {from $ 1,000 billion to $1,600 bil-

• Yon mlgh, ,hink ,h3' ,he Imtre~1 ralC could end up !Jig"" than 
in;dally, if ,he rightward ,hi f, in money demAnd js grea, enough-in par
,icular, jf ,he money dem.nd curve "hil" by more ,han ,hc money ,Ill'
ply ("rve. BUI Il,,~ canno, happen. The money dcmand en,..,·c c;ln "hift 
righ,ward OIIly ifineome mc~. And ;ncome rlS/:$ only if,he A !': line shihs 
upward. And ,he ItE line ,hil .. ~'pward ollly If the intere;! rate falk And 
,he ;n'CIl:SI rarc fall. onty if,h" shif, "' money Ikmand i~ smaller ,han ,he 
mif, in money ~upply. So fO argue ,ha, , he ih,f, '" money dema nd IS <0 

grea, mat ,he Inte",S( rate aemally 115CS " 3 log"31 cont",d,Cllon. It 
would e~min3'c ,he rea,;.on for ,he money demand ru rw 10 !.hih righ,
ward;n the rll":Sl plue. 
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Interest 
Rate 

6% 

4.5% 

3% 

Real 
Aggregate 

Expenditure 
(5 Billions) 

(. ) 

----------- ------ ~ 
B 

1,000 1,600 

(b) 

8,000 9,000 

lion) has somewhat different effects. In Figure 7, the inter
est rare dropped all the way to ."l percent, and real GDP 
increased all the way to $1 0,000 billion. In Figure A.I , the 
interest rate st ill drops, but by less: to just 4.5 percent. 
And income still rises, but by less: to just $9,000 billion. 
Thus, including feedback effects makes monetary policy a 
linle less potent, but it does not really change the way it 
works. If the Fed wants to hi t any given interest rate tar
get (say, 3 percent), the feedback effects will require it to 

, 
My ~ i 9,000 bil ho~ 
, 

My _ sa,ooo b,lIion 

Money 
(5 billions) 

AfT ~ 4.5% 

AfT _ 6% 

Real GOP 
(5 billions) 
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A More Complete View of 
Monetary Policy 

IlIitlllil),. the Fed hils set the 
llroller supply at $ 1.000 hil
/iou, so the interest rolte is 6 

percem {pomt AJ. GW<'II that 
illterest rate. the aggregate 

exptmditure Ime is AE,., . ,., ill 
pallet {b}, and real GDI' is 

$8,000 biliioll (poillt EJ. 
/f the Fed illcreases the 

mon/!)' supply to $1,600 hil
liol1 alld Ihe mone)' demand 
CUrlie did 1101 shift (as ill /he 
chllpteT). the mOlley market 

equilibrium mOI'es temporllr' 
ily to po;'a B ill IMlle! (a). 

The imer!!$! rale fall$. stimu-
latillg mterest-sellsitille 

speudillg Illld shifting up Ihe 
"ggrega/e expenditure Ii",' ill 
pm",1 (a). Through (he mu/-

tipller process. real GDP 
ill~""ellses. 

The rise;1I GDI' has feed
back effects 0 11 the /llOlIey 

markel ill PllIlet (a): The 
moner demand curue sl,ifl, 

rightward. hC(iJUsl! more 
mOlley is demllllded whl!ll 

illcome is greater. I" the lIelll 
equilil"ium. real GDI' is 

$9.000 billi"n. and IIJI! inler' 
esl TIlt,- is 4.5 percelll (poinl 
C). BUlluse of the feedback 

effeds from GDI' /0 (he 
mOlley market. Ihe inlcrest 

,ale drops less. Illld GDP 
rises less . thllll IIIhell these 

feedhack effeds are ignored. 

raise the money supply by more than it otherwise would. 
But it can still hit any desired target. 

\Vhell the feedback effects frolll income to the 
money market are included, a givell change ill 
the money supply will calise (/ smaller change 
ill the ill terest rate. Or, equivalell tly, to achieve 
any given change ill the illferest rate requires a 
larger change ill the motley sliPply. 
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A MORE COMPLETE VIEW OF FISCAL POLICY 

Two chapters ago, we discussed how fiscal policy affects 
the economy in the shon run . For example, an increase 
in government purchases causes outpu t to rise, and in 
successive rounds of the multiplier, spending and output 
rise still more . Let's revis it fi scal policy, incorporating 
the money market into our analysis. 

Figure A.2 shows the money market and the famil
iar shOft-run aggregate expenditure d iagram. Initially, 
we have equ ilibrium in both panels . In panel (a), the 
money market equi librium is point A, with the interest 
rate at 6 percent. In panel {b), the initial aggregate 
expenditure line, labeled "r == 6%," is consistent with 
the interest rate we've found in the money market. As 
you can sec, with this aggregate expenditure line, the 
equilibrium is at point c, with real GOP equal to 
$8,000 billion, just as we assumed when we drew the 
money demand curve in panel (a). 

Now let's see what happens when the government 
changes its fiscal policy, say, by increasing govern ment 
purchases (G) by $1,000 billion . Panel (b) shows the 
initial effect: The aggregate expenditure line shifts 
upward, by $1,000 billion, to the topmost aggregate 
expenditure line (un labeled ). This new aggregate 
expenditure line is drawn for the same interest rate as 
the original line: r = 6%. The sh ift illustrates what 
would happen if there were no change in the interest 
rate, as in our analysis of fiscal policy two chapters 
ago. 

As you've learned, the increase in government 
purchases will set off the multiplier process, increas
ing GOP and income in each round. [f this were the 
elld of the star)" the result would be a rise in real GOP 
equal to [1/(1 - MPC)J x !lG. In our example, with an 
MPC of 0.6, the multipli er would be 1/(1 - 0.6) = 2.5. 
The new equihbrium would be at point F, with GOP 
equal to $10,500 billion-a flSe of $2,500 
billion. 

But point F is 1I 0t the end of our story when we 
include effects in the money market . As income 
increases, the money demand curve in panel (a) will 
shift rightward, raising the interest rate. As a result, 
autonomous consumption (a) and investment spend
ing (I) will decrease and shi ft the aggregate expendi
ture line downward. That is, all illcrease in govem
mellt purchases, which by itself shifts the aggregate 
expenditure line upward, also sets in Illation forces 
that shift it downward. We can outline these forces as 
follows: 

Appendix: Feedback Effects from GOP to the Money Market 

~~~~~~M~""~,.,~,,,~.,~.tl~~~~~~ 

~ 
Increase 

in money 
demand 

Net Effect: GDPt , but by less due to effect of rt 

Thus, at the same time that the increase in govern
ment purchases has a positive multiplier effect on GOP, 
the decrease in a and {I' have negative multiplier effects. 
But the positive multiplier effect dominates .4 

Thus, an increase in government purchases causes 
GO P to rise. But the rise is smaller than the si mple 
multiplier formula suggests. That's because the 
simple multiplier ignores the moderating effect of a rise 
in the interest fate on GOP. 

[II the short TIm, an illcrease in govermllellt pur
chases causes real GOP to rise, bllt 1I0t by as 
lIIuch as if the illterest rate had not increased. 

Let's sum up the characteristics of the new equ ilibri
um after an increase in government purchases: 

• The aggregate expenditure line is higher, but by less 
than AG. 

• Real GO P and real income are higher, but the rise is 
less than [1/(1 - MPC)] x !lG. 

• The money demand curve has shifted rightward, 
because real income is higher. 

• The interest rate is higher, because money demand 
has increased. 

• Autonomous consumption and investment spending 
a re lower, because the interest rate is higher. 

Figure A.2 indicates one possible result that is con
sistent with all of these requirements. In the figure, the 
new equilibrium occurs at point B in the upper panel 

, To prove this to yourself, remember that the negative multiplier 
dfcet is created ollly;f the intnest rate rises. And the imerest rate rises 
only ;f the money demand CurW shift s rightward. And the money 
demand CurVe shifts rightward only ;fincome rises-that is, only if the 
positive multiplier effen is greater than the negative multiplier effect. 
So to argue that the negative multiplier effect dominates and incnme 
falls is a logical contradinion. It wnuld eliminate the reason for the 
negative muhiplier effect to o,cur in the first place. 
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Fiscal Poli cy and the 
Money Market 

The ecol/omy is lIIitially III 
eqUllibrlU1II with all illterest 

rate of 6 percent ill pallel 
(a) alld real GDP of $8.000 

billlOlI ill pallel (b). All 
In crease in gOllenrmel1t 

purchases shifts the aggre-

d 
My .. $8.000 bIllion 

gate expeuditllrl' lille 
upward. triggermg the IIIl1ltl' 

plia process. If the illterest 
rate did 1I0t ehmlge. eqllilib
rium would be reestablished 
at POillt F in panel (b) with 

real GDP of $1 0.500 billiol1. 
alit the i"crease i" GOP 

illcreases mOlley demallli ill 
panel (a). dril'ing the interest 

rate IIpward to 8 percent at 
point B. "'I'at redllces il1ier· 

est·s<'llsitivl' spelldmg. luwer· 
ing aggregate expenditure to 

AE" i % in panel (b) so that Real 
Aggregate 

Expenditure 
(5 billions) 

45 < 

1,000 

8,000 

(b) 

F 

9,500 10,500 

and L in the lower paneL The new equilibrium GOP is 
$9,500 bi llion, and the new equilibrium interest rate is 
8 percent. Notice that real GOP has risen, bur b)' ani), 
$ 1,500 billion-not the $2,500 billion suggested br the 
simple multiplier formu la . Moreover, the two panels of 
the diagram a re consistent wi th each other. The aggre
gate expenditure line (labeled "r == 8% .. ) correspon4t~o 
the equilibrium interest rate in the money market. e 

Money 
(5 billions) 

AE, % 8%, greater G 

AE, .. 6% 

Real GOP 
(S billions) 

tbe relll GDI' at tbe new 
eqllllibrlUm is $9.500 billiun 

(puillt l ). 

moner demand curve (labeled "Y $9,500 
billion K

) corresponds to the equilibrium GOP in the 
aggregate expenditure diagram. 

Crowding Out Once Again 

Our analysis illustrates an interesting by·product o f 
fiscal policy. Comparing our initial equilibrium to the 



final equilibrium, we see that government purchases 
increase. But because of the rise in the interest rate, 
illvestment spellding has decreased. 

What about consumption spending? It is influenced 
by twO opposing forces. The rise in the interest rate 
causes some types of consumption spending (e.g., on 
automobiles) to decrease, but the rise in inCOllle makes 
other types of consumption spending increase. Thus, an 
increase in government pu rchases may increase or 
decrease consumption spending, depending on which 
effect is stronger. 

Summing up: 

When effects ill the mane), market are illelilded 
in the short-TIm macro modeJ, an increase in 
govemmellt purchases raises the illterest rate alld 
crowds out some private illvestmnlt spending. It 
ma), a/so crowd ollt consllmption spending. 
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This should sound familiar. In the classical, long-run 
model, an increase in government purchases also causes 
crowding out. But there is one important difference 
between crowding out in the classical model and the 
effects we a re outlining here. In the classical model, 
there is complete crowdillg alit: Investment spendi ng 
and consumption spending fall by the same amount that 
government purchases rise. As a result, total spending 
does not change at all, and neither does rea l GOP. T his 
is why, in the long run, we expect fiscal policy to have 
no demand-side effects on real GOP. 

in the shorr run, however, our conclusion is some
what different. Whde we expect some crowding out 
from an increase in government purchases, it is flat 
complete. Investmenr spending falls, and consum ption 
spending ma)' fall, but together, they do not drop by as 
much as the rise in government purchases. In the short 
run, real GOP rises . 



Economic fluctuations a re facts of life. If you need a reminder, look back at Figure I 
in the chapter titled "Economic Flucnlations."" There you can see that while poten
tial GOP tends to move upward yea r after year due to economic growth, actllal GOP 
tends to rise above and fall below potential ove r shoner per iods. 

But the figure a lso revea ls another important facl aboU[ the economy: Deviations 
from potential ou tput don't last forever. When output dips below or rises above 
potential, the economy returns to potential Output after a few quarters or years. True, 
in some of thcse episodes, government policy-either fiscal or monetary-helped the 
economy return to full employment more quickly. But even without corrective 
policies-such as during long parts of the Great Depression of the I 930s-the econ
omy shows a remarkable tendency to begin moving back toward potential output. 
Why? And what, exactly, is the mechanism that brings us back to our potcmial when 
we have strayed from it? These are the questions we will address in this chapter. And 
wel1 address them by studying the behavior of a variable that we've put aside for 
se\'eral chapters: the price level. 

The chapter begins by exploring the relationship betv.'een the price level and out
put. This is a two-way relationship. as you can see in Figure I in tlJis chapte r. On the 
one hand, changes in the price b 'el cause changes in real GOP. This causal relation
ship is illustrated by the aggregate demand wrve, which we will discuss shortly. On 
the other hand, changes in real GDP cause changes in the price level. This relation
ship is summarized by the aggregate sllPply C/lrve, to which we will turn later. 

Once we've developed the aggregate demand and supply curves, we'll be able to 
use them to understand how changes in the price level-sometimes gently, other 
times more harshlr-steer the economy back toward potential output. 

THE AGGREGATE DEMAND CURVE 

Our first step in understanding how the price level affects the econom), is an impor
tant fac t: When the price lellel ri ses, the money demand curlle shifts rightward. 
Wh)'? Remember that the money dema nd curlle tells us how much of their wealth 
people want to hold as money (as opposed to bonds) at each interest rate. People 
hold bonds because of the interest they pay; people hold money because of itS con
venience. Each day, as we make purchases, we need cash or funds in our checking 
account to pay for [hem. If the price level rises, so that our purchases become more 
expensive, we'll need to hold more of our wealth as money just [0 achieve [he same 

3" 
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Aggregate Demand Curve 

Price Real 
level GOP 

Aggregate Supply Curve 

level of convenience . Thus, at any given interest rate, the demand for money increas
es, and the money demand curve shifts rightward . 

T he shift in money demand, and its im pact on the economy, is illustrated in 
Figure 2. Panel (a) has our familiar money market diagram . We'll assume that, ini
tially, the price level in the economy is equal to 100. With this price level, the money 
market is in equilibriu m at point A, with an interest rate of 6 percent. 

In panel (b), equihbrium GOP is at point E, with output equal to $ 10 trillion. 
The aggregate expenditure line is marked "r == 6%," which is the equilibrium inter
est ra te we just found in the money market. 

Now let's imagine a rather substantial rise in the price level, from 100 to 140. 
What will happen in the economy? The initial impact is in the money market . The 
money demand curve will start to shift rightward . For now, we'll assume the Fed 
does riot change the money supply, so the interest rate will rise. Next, in panel (b), 
the higher interest rate decreases interest-sensitive spending- business investment, 
new housing, and consumer durables. The aggregate expenditure line shifts down
wa rd, and equi librium real GOP decreases. All of these changes continue until we 
reach a new, consistent equilibrium in both panels. Compared with our initial posi
tion, this new equilibrium has the fo llowing characteristics: 

• The money demand curve has shifted rightward. 
• The interest rate is higher. 
• The aggregate expenditure line has shifted downward. 
• Equilibrium GOP is lower. 

Remember that all of these changes are caused by a rise in the price level. 
Panels (a) and (b) show one possible new equilibrium that meets these require

ments. In panel (a ), the money demand curve has shifted to M1. The interest rate has 
risen to 9 percent. The aggregate expenditure line has shifted downward, to the one 
marked "r == 9%." Finally, equilibrium output has fallen to $6 trillion . 

Now recall the initia l event that caused real GOP to fall: a rise in the price level. 
We've thus established an important principle: 

A rise in the price level causes a decrease in equilibriulII GD P. 

DERlVING THE AGGREGATE D EMAND CURVE 

In panel (c), we introduce a new curve that directly shows the negative relationship 
between the price level and equilibrium GDP. In this panel, the price level is measured 
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a long the vertical axis, while real GD P is on the horizontal. Point H represents our 
initial equilibrium, with P = 100 and equilibrium GOP = $10 trillion . Point K rep
resents the new equilibrium, with P = 140 and equilibrium GO P = $6 trillion. If we 
continued to change the price level to other values-raising it funher to 150, low
ering it to 85, and so on-we would find that each different price leve! results in a 
different equilibriu m GOP. T his is ill ustrated by the downward-sloping cu rve in the 
figure, which we ca ll the aggregate demand CIIrlJe. 

The aggregate demand (AD) cutVe tells liS the eqll ilibrillm real GDP at a1l)' 
price leue!. 

10 

AD 

Real GOP 
(S Trillions) 

Aggregate demand (AD) curve A 
curve indicating eQuilibrium GDP 
at each price leve l. 
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UNDERSTANDING THE AD CURVE 

The AD curve is unlike any other curve you've encountered in this text. [n all other 
cases, our curves have represented simple hehavioral relationships. For example, the 
demand curve for maple syrup shows us how a change in price affects the behavior 
of buyers in a market. Similarly, the aggregate expenditure line shows how a change 
in income affects total spending in the economy. 

Bur the AD curve represents more than just a behavioral relationship between 
two variables. Each poim on thc cun'c represents a short-run equilibrium in the econ

~.,~ 
,~ 

Two Misconceptions About the AD Curve Watch out for two common mis
takes. The first is thinking that the AD curve is simply a "total demand- or 

"total spending" curve for the economy. This is an oversimplification. 
Rather, the AD curve tells us the equilibrium real GOP at each price 

omy. For example, point /-I 
on the AD curve In 

Figure 2 tells us that when 
the price level is 100, equi
librium GOP is $ 10 tril
lion. Thus, point H doesn't 
JUSt tell us that total spend
ing is $10 trillion; rather, it 
tells us that when P = 100, 
spending and Output are 
equal to each other only 
when they both are equal 
to $10 trillion . 

DANGE US 
. CURVES " 

level. This is the level of output at which total spending equals total out
pUl. Thus, total spending is only part of the story behind the AD curve : The 

other part is the requirement that total spending and total output be equal. 
A second, related mistake is thinking that the AD curve slopes downward for 

the same reason that a microeconomic demand curve slopes downward . This, too, 
is wrong. In the market for maple syrup, for e~ample, a rise in price causes quan
tity demanded to decrease, mostly because people switch to other goods that are 
now relatively cheaper. But along the AD curve, a rise in the price level generally 
causes the prices of ali goods to increase together. There are no relatively cheap-
er goods to switch to! 

The AD curve works in an entirely different way from microeconomic demand 
curves. Along the AD curve, an increase in the price level raises the interest rate 
in the money market, which decreases spending on interest-sensitive goods, caus
ing a drop in equilibrium GOP. 

As you can see, a bel
ter name for the AD curve 
would be the "equilibrium
outpu t-a t-each -p r i ce
level" curve- not a very 

catchr name. The AD curve gets its name because it resembles the demand curve for 
an individual product. It's a downward-sloping curve, with the price level (instead 
of the price of a single good) on the vertical ax is and equilibriull1 total output 
(instead of the quantity of a single good demanded) on the horizontal axis. But there 
the simi larity ends . The AD curve is not a demand curve at all, in spite of its name. 

MOVEMENTS ALONG THE AD CURVE: 

Whenever the price level changes, we move along the AD curve. It 's important to 
understand what happens in th e economy as we make such a move. 

Look again at the AD curve in panel {c) of Figure 2. Suppo.~e the price level rises, 
and we move from point H to point K along this curve. Then the following sequence 
of events occurs; The rise in the price level increases the demamj for money, raises 
the interest rate, decreases autonomous consumption (a) and investment spending 
(lP), and works through the multiplier to decrease equilibrium GOP. The process can 
be summa rized as follows; 

Increase 
in money 
demand 

Multip"~ , Equilibrium 
GDP I 
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The opposite sequence of even ts will occur if the price level falls, moving us right 
ward along the AD curve: 

Decrease 
in money 
demand 

SHIFTS OF THE AD CURVE 

Equilibrium 
GOP t 

When we move along the AD curve in Figure 2, we assume that the price level 
changes but that other influences on equilibrium GOP are constant. When any of 
these other influences on GO" changes, the AD curve will shift. The distinction 
between movementS along the AD curve and shifts of the curve itself is very impor
tant. Always keep the following rule in mind: 

When a change in tlJe {Jrjet' lellel causes equilibrium GDP to change. !/Ie 
mOlle aloug the AD CIIrlle. Whfmeller allythillg other than the {nice lellel 
causes equilibrium G DI' to change, the AD CIIrlle itself shifts. 

What are these other influences on GOP? They are the very sa me changes you 
learned about in previous chapters. Specifically, equilibrium GOP will change when
ever there is a change in any of the following: 

• Governmem purchases 
• Taxes 
• Autonomous consumption spending 
• Investmem spending 
• Net exports 
• Th e money supply 

Let 's consider some examples and see how each causes the AD curve to shin. 

An Increase in Government Purchases 

In Figure 3, we assume that the economy begins at a price level of 100. In the money 
market (not shown), the equilibrium interest rate is 6 percent and equilibrium 
output-given by point £ in panel (a)-is $ 10 trillion. Panel (b) shows the same 
equilibrium as represemed by point 1-1 on AD I • 

Now let's repeat an experiment from an earlier chapter: We'll increase govern
ment purchases by $1 trillion and ask what happens to equilib rium GOP. As we do 
this, we'll assume that the price level remaillsatJOO. I ftheMpeisO.6.an([ our sim
ple multipl ier formu la applies, the value of the multiplier will be II( 1 - 0.6) = 2.5. 
Therefore, GOP will rise by $ 1 trillion x 2.5 == $2.5 trillion. Our new value for equi
librium GDP is S 12.5 trillion. This new equilibrium is also shown in panel (a) of 
Figure 3. The aggregate expenditure line shifts upward to A£z, and the equilibrium 
moves to point F. With the price level remaining at 100, equilibrium GOP increas-

Now look at panel (b) in Figure 3. There, the new equilibrium is represcllled by 
point J (P == 100, real GOP == S 12.5 trillion ). This point lies to the right of our orig
inal curve AD I • Point J. therefore, must lie on a /lew AD curve-a curve that tells 

3'5 
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At any gi~en price level. an 
increase in government 
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Since real GOP is higher at the 
gi~en price level, theAO curve 
shilts rightward. 
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us equilibrium GDI) at any price level after the increase in gO/lemment spending. 
The new AD curve is the one labeled AD l , which goes through point J. What about 
the other points on ADl ? They tell us that, if we had started at any other price level, 
an increase in government spen ding would have increased equilibrium GOP at that 
price level, too . We conclude that an increase in gO/lemmefll purchases shifts the 
entire AD cuwe rightward. 

Any other factor that initially shifts the aggregate expenditure line upward will 
shift the AD curve rightward, Just as in Figure 3. More specifically, 

the AD cuwe shifts rightward when gO/lemment purchases, in/lestment 
spending, autonomolls consllmption spending, or net exports increase, or 
when lIet taxes decrease. 
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AD 
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Our analysis also applies in the other direction . For example, at any given price 
level, a decrease in govern ment spending sh ifts the aggregate expenditure line down
ward, decreasing equilibrium GOP. This in turn shih s the AD curve leftward. 

Changes in the Money Supply 

Changes in the money supply wi ll also shift the aggregate demand curve. To see why, 
let's imagine that the Fed conducts open market operations to iI/crease the money 
supply. As you learned in the previolls chapter, this will callse the interest rate to 
decrease, increasi ng investment spending and autonomous consumption spend in g. 
Together, these spending changes will shift the aggregate ex penditure line upward, 
just as in panel (a) of Figure 3, and increase equilibrium GDi'. Since this change in 

« ) 

Effects of Key Changes on 
the Aggregate Demand 

Curve 

Entire AD curve 
shifts leftward if: 
• 0, /p, G, or NX decreases 
• Net taxes increase 
• The money supply 

decreases 

AD, 

AD, 

Real GOP 
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equilibrium output is caused by something other than a change in the price level, the 
AD curve shifts. In this case, because the money supply increased, the AD curve 
shifts rightward, just as in panel (b) of Figure 3. 

An increase in the 111011 1')' supply shifts the AD curve rightward. 

A decrease in the money supply would have the opposite effect: The intereST rate 
would rise, the aggregate expenditure line would shift downward, and eq ll ilibriu/JI 
GD P at an)' price level would (all. 

Shifts versus Movements Along the AD Curve: A Summary 

Figure 4 summarizes how some events in the economy cause a movement along the 
AD cu rve, and other events shift the AD curve. You can use the figure as an exer

Confusion over Spending Changes. In this chapter. you've learned 
that changes in autonomous consumption (a) and planned invest· 

ment spending (P). like other spending changes, can shift the 
AD curve. And they can . But these two variables also change 

whenever we move along the AD curve. (Remember: As we 

'if .. - .. ~ , 

cise, drawing diagrams .~imilar to 

Figures 2 and 3 to illustrate why 
we move along or shift the AD 
curve in each case. 

OANGER~S 

CURVES " 

move along the ADcurve. a rise in the price level increases money 
demand. raises the interest rate, and decreases autonomous con· 

sumption and fI') . 
Therefore. a change in a or f' shifts the AD curve only if it is not Initiated 

by a change in the price level. For example. if businesses and households become 
more optimistic and thus increase their spending. the AD curve will shift. because 
increased optimism is something other t han a change in the price level. When a 
change in the price level initiates a change in a and /1', there is no shift of the AD 

Notice that panels {h) and {c) 
of Figure 4 tell us how a variety of 
events affect the AD curve, but not 
how they affect real GDP. The rea
son is that, even if we know which 
AD curve we are on, we could be 
at ally point along that curve, 
depending on where the price level 
ends up. 

curve. but rather a movement along it. 

we must 
level. 

But where will the price level 
end up? To answer that question, 

understand the other side of the relationship between G OP and the price 

THE AGGREGATE SUPPLY CURVE 

Look back at Figure I, which illustrates the two-way relationship between the 
price level and ou tpu t. On the one hand, changes in the price level affect output. 
This is the relationship, summarized by thc AD curve, which we've JUSt explored 
in the previous section. On the other hand, changes in output affect the price level. 
This relationship-summarized by the aggregate supply wrve-is the focus of this 
section. 

The effect of changes in Output on the price level is complex, involving a variet), 
of forces . Current research is helping economists get a clearer picture of this rela
tionship. Here, we will present a simple model of the aggregate supply curve that 
foc uses on the link between prices and costs. Towa rd thc end of the chapter, we'll 
discuss some additional ideas about the aggregate supply curve. 

COSTS AND PRICES 

The price level in the economy resul ts from the pricing behavior of millions of incli
vidual business firms. In any given year, some of these firms wdl raise their prices, 
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and some will lower them. For example, during the early 2000s, laptop computers 
and long-<lisrance telephone calls came down in price, while college tuition and the 
prices of movies rose. These types of price changes are subjects for lIJicroeconomic 
analysis, because they involve individual markets. 

But often, all firms in the economy arc affected by the same macroeconomic 
event, causing prices to rise or fall throughouT the economy. Thi s change in the price 
level is what interests us in macroeconomics . z 

To understand how macroeconomic events affect the price level, we begin with S 
a very simple assumption: 

A (lrm sets the price of its products as a markup over cos/ per 1I11it. 

For example, if it COStS Burger King $2.50, on average, to produce a Whopper (COSt 
per unit is $2.50), and Burger King's percenrage markup is 10 percent, then it will 
charge $2 .S0 + (0. 10 x $2 .50) == $2.75 per Whopper. I 

The percentage markup in any particular industry will depend on the degree of 
competition there. If there are many firms competing for customers in a market, all 
producing very similar produCt"s, then we can expect the markup to be relatively 
smal l. Thus, we expect a relatively low markup on fast-food burgers or personal 
computers. In industries where there is less co mpetition-such as daily newspapers 
or jet aircraft- we would expect higher percentage markups. 

[n macroeconomics, we are not concerned with how the markup varies among 
different in<[ustries, but rather with the average /Jereentage markup in the economy: 

The average percentage markup ill the eeollomy is determined by competi
tive conditiOlls il1 the ecollomy. The competitive structure of the economy 
changes very slowly, so the average percentage mark liP shollld be somewhat 
stable from year to year. 

Bllt a stable markup does not necessarily mean a stable price level, because unit 
costs can change. For example, if Burger King's markup remains at 10 percent, but 
the unit cost of a Whopper rises from $2.50 to $3.00, then the price of a Whopper 
will rise to $3.00 + (0.10 x $3.00) == $3.30. Extending this example to all firms in 
the economy, we can say: 

111 the short rim, the price level rises when there is all economy-wide increase 
ill tmit costs, and the price level falls when there is an economy-wide 
decrease in twit costs. 

GOP AND THE PRICE LEVEL 

OUf primary concern in this chapter is the impact of total outpllt or real GDP on 
unit costs and, therefore, on the price level. Why should a change in output affect 
unit costs and the price level? We'll focus on three key reasons. 

, In microeconomics, you learn more sophi,!ic3!ed Ihrories of how firms' prkes are delermined. RI>! our 
simple markup model captures a central condm;ion of those theories: that on increa ... in co.ts will resul! 
in higher prices. 

'" 

Fast.(uod restaurallts, like vth", 
firms ill the eCt.mo",y, charge a 
markufl Oller <'ost (JeT ullit. The 
allerllge markup ill the <'Cullumy 
is determilled by wmpelitille 
conditions and lends 10 change 
slowly over time. 
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As total output increases: 

Greater amollnts of inpllts may be needed to produce a II/Iit of output. As out
put increases, fir ms hire new, untrained workers who may be less productive 
than existing workers. Firms also begin using capital and land that are less well 
su ited to their industry. As a result, greater amounts of labor, capital, land, and 
raw materials are needed to produce each unit of output. Even if the prices of 
these inputs remain the same, uni t costs will rise. 

For example, imagine that Intel increases its OUTput of com puter chips. Then 
it will have to be less picky about the workers it employs, hiring some who are 
less well suited to chip production than those already working there . Thus, more 
labor hours will be needed to produce each chip . Intel may a lso have to begin 
using older, less-efficient production fac ili ties, which require more silicon and 
other raw materials per chip. Even if the prices of all of these inputs remain 
unchanged, unit costs wi ll rise . 

The prices of nonlahoy in/JIl ts rise. In addition to needing greater quantities of 
inputs, firms will have to pay a higher price for them . Th is is especially true of 
inputs like land and natural resources, wh ich may be available only in limited 
quantities in the shorr run. An increase in the output of final goods raises the 
demand for these inputs, causing their prices to rise. Fi rms that produce fi nal 
goods experience an increase in unit costs, and raise their own prices accord
ingly. 

The nominal wage rate rises. Greater output means higher employment, leaving 
fewer unemployed workers looking for jobs . As fir ms compete to hire increas
ingly sca rce workers, they must offer higher nominal wage rates to attract them. 
Higher nominal wages increase unit costs, and therefore result in a higher price 
level. Notice that we use the nom inal wage, ra ther than the real wage we've 
emphasized elsewhere in this book. That's because we a re interested in explain
ing how firms' prices are determined. Since price is a nominal variable, it is 
marked up over flominal costs. 

A decrease in Output affects unit COStS through the same th ree forces, but with 
the opposite resul t. As output falls, firms can be more selective in hiring the best, 
most efficient workers and in choosing o ther inputs, decreasing their input req uire
ments per uni t of output. Decreases in demand for land and natural resources will 
cause their prices to drop. And as unemployment rises, wages will fall as workers 
compete for jobs . Each of these forces contributes to a drop in unit costs, and a 
decrease in the price level. 

Short Run versus l ong Run 

All three of our reasons are important in explain ing why a change in output affects 
the price level. However, they operate within different time frames. When tota l out
put increases, new, less-productive workers will be hired rather quickly. Similarly, 
the prices of certain key inputs-such as lumber, land, oil, and wheat-may rise 
within a few weeks or months. 

But our thi rd ex planation-changes in the nominal wage rate-is a different 
story. While wages in some lines of work might respond very rapidly, we can expect 
wages in many industries to change very linle o r not at a ll for a yea r or more after 
a change in Output. 
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For a year or so after a change in output, changes ill the average nominal 
wage are less important thall other forces that change Imit costs. 

Here are some of the more important reasons why wages In many industries 
respond so slowly to changes in Output: 

• Many firms have union contracts that speci fy wages for up to three years. 
Ahhough wage increases are often built into these contracts, a rise in output will 
not affect the amount of the wage increase. When Output rises o r falls, these 
firms conti nue to abide by the contract. 

• Wages in many large corporations are set by slow-moving bureaucracies. 
• Wage changes in either direction can be costly to firms. Higher wages to attract 

new workers must be widely publicized in order to raise the number of job 
applicants at the firm . Lower wages can reduce the morale of workers-and 
their productivity. Thus, many firms are reluctant to change wages until they are 
reasonably sure that any change in their Output will be long lasting. 

• Firms may benefit from developing reputations for paying stable wages. A firm 
that raises wages when output is high and labor is scarce may have to lower 
wages when output is low and labor is plentiful. Such a firm would develop a rep
utation for paying unstable wages, and have difficulty attracting new workers. 

For now, we focus excl usively on the short run-a time horizon of a year or so 
after a change in Output. Since the average nom inal wage rate changes very little 
over the short run, we'll make the following simplifying assumption: The nominal 
wage rate is fixed in the short TUn . More specifically, 

we assllme that challges in OlltPlit have no effect 011 the nominal wage rate 
ill the short mn. 

Keep in mind, though, that our assumption of a constant wage holds only in the 
short TIm. As you will see later, wage changes playa very important role in the econ
omy's adjustment over the long run . 

Since we assume a constant nominal wage in the short run, a change in output 
will affect uni t COStS through the other twO facrors we mentioned earlier. 
Specifically, in the shan run, a rise in real G OP raises firms' unit costs because 
(1) input requirements per unit of output rise, and (2) the prices of nonlabor inputs 
rise. With a constant percentage markup, the rise in unit COStS translates into a rise 
in the price level. Thus, 

in the short TUn, a rise in real GOP, by causing unit costs to increase, will 
also cause a rise in the price level. 

In the other direction, a drop in real GOP lowers unit costs because (1) input 
requirements per unit of output fall, and (2) the prices of nonlabor inputs fall. With 
a constant percentage markup, the drop in unit costs translates into a drop in the 
price level. 

[n the short run, a fall ill real GOP, by causing I/llit costs to decrease, will 
also cause a decrease in the price level. 
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FIGURE. 

The Aggregate Supply 
Curve 
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curve indicating the price level 
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AS 

Starting at point A a decrease in 
oulpullowers unit costs. Firms cut 
prices. and the overall price level 
falls. 

Real GOP 
(5 trillions) 

DERIVING THE AGGREGATE SUPPLY CURVE 

Figure 5 summarizes our discussion about the effect of output on ,he price level in 
the shoTt run. Suppose the economy begins at point A, with output at $10 trillion 
and the price level at 100. Now suppose that output rises to $12.5 tril lion. What 
will ha ppen in the short run? Even though wages are assumed to remain constant, 
the price level will rise because of the other forces we've d iscussed. in the figure, the 
price level rises to 130, indicated by point B. If, instead, output (ell to $6 trillion, 
the price level would fall-to 80 in the figure, indicated by point C. 

As you can see, each time we change the level of output, there will be a new price 
level in the shan run, giving us another point on the figure. If we connect all of these 
points, we obtai n the economy's aggregate supply curve: 

The aggregate supply curve (or AS curve) tells us the price level consistent 
with (irms' unit costs and their percentage markups at an)' lellel of Oll tPllt 
oller the short mil. 

A more accurate name for the AS curve would be the "short-run-price-Ievel-at
each-output-Ievel" curve, but that is more than a mouthful. T he AS curve gets its 
name because it resemhles a microeconomic market supply curve. Like the supply 
curve fo r maple syru p we discussed in Chapter 3, the AS curve is upwa rd sloping, 
and it has a price variable (the price level) on the vertical axis and a quantity vari
able (total output) on the horizontal axis. But there, the similarity ends. 

MOVEMENTS ALONG THE AS CURVE 

When a change in output causes the price level to change, we move along the econ
omy's AS curve. But what happens in the economy as we make such a move? 

Look again at the AS curve in Figure 5 . Su ppose we move from point A to point 
B along this curve in the short run. The increase in Output raises the prices of raw 
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materials and other (non labor) inputs and also raises input requirements per unit of 
Output at many firms. Both of these changes increase costs per unit. As long as th e 
markup remains somewhat stable, the rise in unit costs will lead firms to raise thei r 
prices, and the price level will increase. Thus, as we move upward along the AS 
curve, we can represent what happens as follows: 

Input requirements per unit r- ofo",,", t ~ 
~ ru;;;;l 
~ ~==>-
~I Prices of nonlabor inputs IIJ 

Price 
level I 

The opposite sequence of events occurs when real GOP falls, moving us down
ward along the AS curve: 

Input requirements per Unit 
of output l ~ r

~ 
~ 

"-- Prices of nonlabor Inputs l ,---------,J 

SHIFTS OF THE AS CURVE 

ru;;;;l 
~==>-

Price 
level l 

When we drew the AS curve in Figu re 5, we assumed that a number of important 
variables remained unchanged. in particular, we assumed that the only changes in 
unit costs were those caused by a change in output. But in the real world, un it costs 
sometimes change for reasons other than a change in output. When this occurs, un it 
costs-and the price level-will change at any level of output, so the AS curve 
will shift. 

In general, we distinguish between a movement along the AS curve, and a shift 
of the curve itself, as follows: 

When a change in real GDP causes the price level to change, we move along 
the AS curve. When anythillg other than a chmlge ill real GDP causes the 
price level to change, the AS curve itself shifts. 

Figure 6 Illustrates the logic of a shi ft in the AS curve. Suppose the economy's 
initial AS curve is AS I . Now suppose that some economic event other than a change 
in output-for the moment, we'll leave the event unnamed--causes firms to raise 
their prices. Then the price level will be higher at all)' level of Output we might imag
ine, so the AS curve must shi ft upward- for example, to AS1 in the fi gure. At an 
outp ut level of $10 trillion, the price level would rise from 100 to 140. At any other 
Output level, the price level wou ld also rise. 
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AS, 
AS, 

When unit costs flse at any given 
real GOP-e .g., from an increase in 
world oil prices or bad weather fOf 
farm produdion-ttleAS curve 
shifts upward. 

Rea l GOP 
($ Tri ll ions) 

Wha t can cause unit costs to change at any given level of output? The following 
are some important examples: 

• Chmlges in llIorld oil prices. Oil is traded on a world market, where prices can 
fluctuate even while output in the United States does not. And changes in wori(1 

oil prICes have often 

A Misconception About the AS Curve A common mistake about the AS 
curve Is thinking that it describes the same kind of relationship between 

caused shifts in the AS 
curve. ror example, from 
January 200S to July 
2006, the price of oil rose 
from about $43 per barrel 
to more than $70. (The 
reasons included geopolit
ical instability In the 
Middle East, and the rap
idly rising demand for oil 
in fast-growing economies 
such as China and India.) 
Some firms-especially 
those that use relatively 
large quantities of oil, 
gasoline, or jet fuel 
(including FedEx, UPS, 
and American Airlines)-

price and quantity as a microeconomic supply curve. There are two rea
sons why this is wrong. 

First. the direction of causation between price and output is 
reversed for the AS curve . For example, when we draw the supply curve for 

maple syrup. we view changes in the price of maple syrup as causing a 
change in output supplied. But along the AS curve, it's the other way around: A 

change In output causes a change in the price leve/. 
Second . the basic assumption behind the AS curve is very different from that behind a 

single market supply curve . When we draw the supply curve for an individual product, we 
assume that the prices of inputs used in producing the good remain fixed. This is a sensi· 
ble thing to do because an increase in production for a single good is unlikely to have much 
effect on input prices in the economy as a whole. 

But when we draw the AS curve, we imagine an increase in real GDP, in which all firms 
are increasing their output. This will significantly raise the demand for inputs , so it is unre· 
alistic to assume that input prices will remain fixed . Indeed, the rise in input prices is one 
of the important reasons for the AS curve's upward slope. 

raised prices right away, as did gasoline retai lers. If oil prices had remained ele
vated, many other firms throughout the economy would have raised their prices 
as well, shifting the AS curve noticeably upward, as in Figure 6. (Fortunately, by 
October 2006, oil prices began coming down again, moderating this upward 
shift.) 

Conversely, oil prices fell sharply during 1997 and 199ft This caused unit 
COStS to decrease at many firms, shifting the AS curve downward. 
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• Changes in the weather. Good crop-growing weather increases farmers' yields 
for any given amounts of land, labor, capita l, and other inputs used. This 
decreases farms' unit costs, and the price of agricultural goods falls. Since many 
of these goods are final goods (such as fresh fruit and vegetables), the price drop 
will contribute d irectly to a drop in the price level and a downwa rd shift o f the 
AS curve. Additionally, agricultural products afe important inputs in the pro
duction of many other goods. (For example, corn is an input in beef produc
tion .) Good weather thus leads to a drop in input prices for many other firms in 
the economy, causing their un it COS t S, and their prices, to decrease. For these 
reasons, we can expect good weather to shift the AS cu rve downward . Bad 
weather, w hich decreases crop yields, increases un it costs at any level of output 
and shifts the AS curve upward. 

(,) 
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Short-run maf;roef;onomlf; 
equilibrium A combination of 
price level and GDP consistent 
with both the AD and AS curves. 

• Technological change. New technologies can enable firms to produce any given 
level of Output at lower uni t costs. In recent years, for example, we've seen rev
olutions in telecommun ications, information processing, and medicine. The 
result has been steady downward shifts of the AS curve. 

• The nominal wage. Remember that in ou r short-run analysis we're assum ing the 
nominal wage rate does tlot change. As we move along the AS curve, we hold 
the nominal wage rate constant. But later in the chapter-when we extend our 
time horizon beyond a year or so-you'll see that changes in the nominal wage 
are an important part of the economy's long-run adjustment process. Here we 
just point out that, if the nominal wage were to increase for an y reason, it would 
raise unit costs for firms at any level of output and therefore shift the AS curve 
IIpward. Similarly, if the nominal wage rate were to fall for any reason, it would 
decrease unit costs at any level of output and shift the AS curve downward. We'll 
come back to this important fact later. 

Figure 7 summarizes how different events in the economy ca use a movement 
along, or a sh ift in, the AS curve. 

But the AS curve tells only half of the economy's story: It shows us the price level 
if we know the level of output. The AD curve tells the other half of the story: It 
shows us th e level of output if we know the economy's price level. In the next sec
tion, we finally put the two halves of the story together, allowing us to determine 
both the price level and output. 

AD AND AS TOGETHER: SHORT-RUN EQUILIBRIUM 

Where will the economy settle in the short run? Th at is, where is our short-run 
macroeconomic equilibrium ? Figure 8 shows how to answer that question, using 
both the AS curve and the AD CUTve. If you suspect that the equilibrium is at poim 
£ , the intersection of these two curves, you are correct. At that poim, the price level 
is 100 and output is $10 trillion . But it's worth think ing about why point £-and 
only point £-is our short-run equ ilibrium. 

First, we know that in equili brium, the economy must be at some point on the 
AD curve. For example, suppose the economy were at point n, which is on the AS 
curve, but lies to the right of the AD curve. At this point, the price level is 140 and 
oUTput is $14 trillion. But the AD curve tells us that with a price level of 140, equi
librium output is $6 trillion. Thus, at poim B, real GOP would be greater than its 
equilibrium value. As you learned several chapters ago, this situation cannot persist 
for long, since inventories would pile up and firms would be forced to cut back on 
their production. Thus, point B cannot be our short-run equ ilibrium. 

Second, short-run equilibrium requires that the economy be operating on its AS 
curve. Otherwise, firms would not be charging the prices dictated by their unit costs 
and the average percentage markup in the economy. For exam ple, poim F lies below 
the AS curve. But the AS curve tells us that if output is $14 trillion, based on the 
average percentage markup and unit costs, the price level should be 140 (point B), 
not something lower. Th at is, the price level at point F is too low for equilibrium. 
This situation will not last long either, since firms w.[[ want to raise prices, causing 
the overall price level to rise. 

We could make a similar argument for any other point that is off the AS curve, 
off the AD CUTve, or off of both curves. Our conclusion is always the same: Unless 
the economy is on both the AS and the AD curves, the price level and the level of 
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output will change. Only when the economy is at point £-on both curves--can we 
have a sustainable level of real GOP and the price level. 

WHAT HAPPENS WHEN THINGS CHANGE? 

Now that we know how the short-run equ ilibrium is determined, and armed with 
our knowledge o f the AD and AS curves, we are ready to put the model through its 
paces. In this section, we'll explore how different types of events cause the short-run 
equilibrium to change. 

Our short-run equilibrium will change when either the AD curve, the AS curve, 
or both, shift . Since the consequences fo r the economy are very different for shifts 
in the AD curve as opposed to shi fts in the AS curve, econom ists have developed a 
shorthand language to distinguish between them: 

All evellt that callses the AD curve to shift is called a demand shock. All 
evellt that causes the AS cllrve to shift is called a supply shock. 
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Short·Run Macroeconomic 
Equilibrium 

Short·run equilibrium ouurs 
where Ihe AD and AS eu",e, 

intersect . At point E. the 
price level of 100 is 

consistent with an output of 
S 10 Iril/io" alo"g the AD 
cun!e. The output level of 

S 10 tril/ion is consistent 
/l'ith a price level of 100 

ala,,!.: the AS curve. At a"y 
other combination of price 

level and output, such as 
point F or point R. at 

lea$! VIle condilio" for 
equilibrium will not 

be satisfied. 

Demand shock Any event that 
causes the AD curve to shift. 

Supply shock Any event that 
In this section, we'll fi rst explore the effects of demand shocks, both in the short causes the AS curve to shift. 

run and during the adjustment process to the long run. T hen, we'l l take up the issue 
of supply shocks. 

DEMAND SHOCKS IN THE SHORT RUN 

Figure 4, which lists the causes of a shIft in the AD curve, also serves as a list of 
demand shocks to the economy. Let's consider some examples. 

An Increase in Government Purchases 

You've learned that an increase in government purchases shifts the AD curve right· 
ward . Now we can see how it affects the economy in the short run . Figure 9 shows 
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The Effect of a Demand 
Shock 

Starting at point E, an 
increase in government pur
chases would shift the AD 
curve rightward to AD2. 

Point J illustrates where the 
economy would move if 
the price level remained 
cons/ani. 811/ (1, outpul 

increases, the price level 
rises. Thus. the economy 
moves along the AS curve 
from point E to point N. 
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the initial equdibrium at point £, with the price level equal to 100 and output at 
$10 trillion. Now, suppose that gOllernment purchases rise by $1 trillion. Figure 4{b) 
tells us that the AD curve will shift rightward . What will happen to equilibrium COP? 

Back in Figure 3, this $ 1 tr illion rise in government purchases increased output 
to $12.5 trillion . But that analysis did not consider any change in the price level. 
Thus, the rise in output to $12.5 trillion makes sense only if the price level does 1I0t 

change. Here, in Figure 9, this would be a movement rightward, from point ,;; to 
point}. However, poillt J does not describe the economy's short-run equilibrium. 
Why not? Because it ignores two facts that you've learned about in this chapter: The 
rise in Output will change the price level, and the change in the price level will, in 
turn, affect equilibrium GOP. 

To see this more dearly, let's first suppose that the price level did I/ot rise when 
output increased, so that the economy actually did arrive at point J after the AD 
shift, Would we stay there? Absolutely not, Point} lies below the AS curve, telling 
us that when GO P is $12,5 tr illion, the price level consistent with firms' un it costs 
and average markup is greater than 100. Firms would soon raise prices, and this 
would cause a movement leftward along AD2 , The price level would keep rising and 
output would keep falling, until we reached point N. At that point, with output at 
$1 1.5 trillion, we would be on both the AS and AD curves, so there would be no 
reason for a further rise in the price level and no reason for a further fall in output. 

However, the process we've JUSt described is not entirely realis tic. It assumes that 
when government purchases rise, first output increases (the move to point j) and then 
the price level rises (the move to point NJ. In reality, output and the price level tend 
to rise together. Thus, the economy would likely slide along the AS curve from po int 
E to point N. As we move along the AS curve, output rises, increasing unit costs and 
the price level. At the same time, the rise in the price level reduces equilibriulll GDP 
(the level of output toward which the economy is heading on the AD curve) from 
point J to point N. 

We can summarize the impact of a rise in government purchases th is way: 



Chapter 13: Aggregate Demand and Aggregate Supply 

Net Effect: GOP t. but by less due to effect of P t 
Let's step back a minute an d get some perspective about this example of fiscal 

policy. When you fi rst learned about fiscal policy, we used the simple multiplier 
formula to determine the impact of an increase in G on real GOP. Now you've 
learned that a rise in government purchases will increase the price level. This, in turn, 
raises the interest rate in the money market and crowds out some interest-sensitive 
spending, thus making the rise in GOP smaller than it would be otherwise. We know 
that the crowding OUT is not complete, because GOP still rises. This tells us that the 
d rop in consumption and investment spend ing must be smaller than the rise in gov
ernmellf purchases. But th is partial crowding out reduces the impact of fiscal policy 
on GOP. When the partial crowding Out of C and 1P is included, the expenditu re mul
ti plier is smaller than our simple multiplier formula [1/( I - M PC)] suggests.2 

We can summarize the impact of price· level changes this way: 

When government purchases increase, the horizontal shift of the AD curve 
measures how milch real GD P would illcrease if the price level remained 
constant. But because the price level rises, real GDP rises by less thall the 
horizontal shift ill the AD curve. 

Now let's switch gears into reverse: How would we illustrate the effects of a 
decrease in govern ment purchases? In this case, the AD curve would shift leftward, 
causing the following to happen : 

Net Effect: GDP t but by less due to effect of P l 
If you've read (he app(:ndix to (he chapter On MThe l\·loney Marke( and Mone(ary l'olicy,M you learned 

(ha(-even with no change in (he price level-there is a feedback effect from (he money market to GD1'. 
This effeel, too, reduces (he size of (he multiplier. The partial crowding out described here-c3u""d by a 
rise in (he price level-is in addition to the crowding out described in that appendix. It reduce. the size 
of the multiplier further. 
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As you can see, the same sequence of events occurs in the same order, but each vari
able moves in the opposite direnion. A decrease in government purchases decreas
es equi librium GOP, but the multiplier effect is smaller because the price 
level falls . 

An Increase in the Money Supply 

Although monetary policy st imulates the economy through a different channel than 
fiscal policy, once we arrive at the AD and AS diagram, the twO look vcry much alike. 
For example, an increase in the moncy supply, which reduces the interest rate, will 
stimulate interest-sensitive consumption and investment spending. Real GO P then 
increases, and the AD curve shifts rightward, just as in Figure 9. Once output begins 
to rise, we have the same sequence of events as in fiscal policy: The price level rises, 
so the increase in GDP will be smaller. We can represent the situation as follows: 

r 
Money 

supply ! 

I 

R;~ntw"d ",;It 01 ~D 'u ,,~ 
• 

Net Effect GOP t. but by less due to effect of P t 

Other Demand Shocks 

\ 

On YOut own, try going through examples of different demand shocks (see the 
list in Figures 4(b) and (c)) and explain the sequence of events in each case that caus
es output and the price level to change. This will help you verify the fo llowing 
general conclusion about demand shocks: 

A positive demand shock-one that shifts the AD CIIrve rightward-increases 
both real CDP and the price level ill the short rull . A negative demand 
shock-olle that shifts the AD CIIrve leftward-decreases both real CDP alld 
the price level in the short run. 

An Example: The Great Depression 

As mentioned at the beginning of the chapter, the U.S. economy collapsed far more 
seriously during the period 1929 through 1933- the onset of the Great 
Depression-than it did at any other time in the country's history. Because the price 
level fell duting this time, we know that the contraction was caused by an adverse 
demand shock. (An adverse su pply shock wou ld have caused the price level to rise 
as GDP fell, as you will see in a few pages.) 
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What do we know about the demand shocks that caused the depression? 
T his question has been debated by e<:onomists almost continuously over the past 
70 years. The candidates are numerous, and it appea rs that a combination of events 
was responsible. The 1920s were a period of optimism, with high levels of invest
ment by businesses and spending by families on houses and cars. T he stock market 
soared. In the fall of 1929, the bubble of optimism burst. The stock market crashed, 
and investment and consumption spending plummeted . Similar events occurred in 
other countries, and the demand for products exported by the United States fell. The 
Fed-then on ly J 6 years old-reacted by cutting the money supply sharply, which 
added an adverse monetary shock to all of the cutbacks in spending. Each of these 
events contributed to a leftward shift of the AD curve, causing both output and the 
price level to fall. 

DEMAND SHOCKS: ADJUSTING TO THE LONG RUN 

In Figure 9, point N shows the new equilibrium after a positive demand shock t1I 

the short flllI-a year or so after the shock . But point N is not necessarily where the 
economy will end up in the long run. For example, suppose fu ll-employment Output 
is $10 trillion, and point N-rep resenting an output of $11.5 trillion-is above (1I1l
employment Olltput. Then, with employment unusually high and unemployment 
unusually low, business firms will have to compete to hire scarce workers, driving 
up the wage rate. It might take a year or more for the wage rate to rise signi fi cant
ly (recall our earlier list of reasons that wages adjust only slowly) . But extending our 
horizon to several years or more, if output is above its potentia l, the wage rate will 
rise. Since the AS curve is drawn for a given wage, a rise in the wage rate will shi(t 
the curve upward, changing our equili brium. 

Alternatively, we could imagine a situation in which short-run equili brium GOP 
was below its potential. In th is case, with abnormally high unemployment, workers 
would compete to get scarce jobs, and eventually the wage rate would fal\. Then the 
AS curve would shift downward, once again changing our equilibrium GO P. 

In the short fIIn, we treat the wage rate as given. But ;,/ the long run, the 
wage rate call chmlge. Whell outplll is above (/Ill employment, the wage rate 
will rise, shi(tillg the AS curve IIpward. When OlltPllt is below (IIlI employ
ment, the wage rate will (all, shi(ting the AS CIIrve downward. 

Now we are ready to explore what happens over the long run in the aftermath 
of a demand shock. Figure 10 shows an economy in equilib rium at point E. We 
assume that the initial equilibrium is at full-employment output (Y FE! because-as 
you are about to see-this is where the e<:onomy always ends up after the long-run 
adjustment process is complete. To make our resul ts as general as possible, we'll use 
symbols, rather than numbers, to represent output and price levels. 

Now suppose the AD curve shifts rightward due to, say, an increase in govern
ment purchases. In the short run, the equilibrium moves to point N, with a higher 
price level {P2) and a higher level of output (Y1). Point N tells us where the e<:ono
my wi ll be about a year after the increase in government purchases, before the wage 
rate has a chance to adjust. (Remember, along any given AS curve, the wage rate is 
assumed to be constant.) 
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Long-Run Adjustment Arter 
a Positive Demand Shock 

B~>gi,mi"g Ilt point E, a l!Os;
live demand shock wuuld 
shift the aggregate deli/mId 
curtle 10 AD!. raising both 
oul/JUt and (he !"ice lellcl. 
A/ poin' N. """pul is abuvc 
the {ull-employment iClleI, 
Y FE' Firms //Jill compete 10 

bire scarce workers, thereby 
driving up the wage ,tile. 
The higher wage rale will 
shift the AS curllc 10 AS1 • 

O,,/y when the eco>,omy 
rdurns /0 (ul/' eml,/uym''''1 
output at point L willihere 
be /1 O furthe, shifts in AS. 

Self-correcting mechanis m 
The adjustment process 
through which price and wage 
changes rel\Jrn the economy to 
full·employment oulput in the 
long run. 
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Real GOP 

But now let's extend our analysis beyond a year. Notice that Y! is greater than 
Yf £. Evenmally, the wage will begin to rise, raising unit costs at any given output 
level and causing firms to raise prices. In the figure, the AS curve woul<1 begin shift
ing upward . Point K shows where the shifting aggregate su pply curve might be 2 
years after the shock, after the long-run adjustment process has begun. (You might 
want to pencil this intermediate AS curve into the figure, so that it intersects ADl at 
point K.) At this point, output would be at YJ , and the rise in the price level has 
moved us along the new aggregate demand curve, AD2. 

But point K cannot be our final, long-run equilibrium . At Y). output is still 
greater than Y fD so the wage rate will continue to rise and the AS cu rve will con
tinue to shift upward . At point K, the long-run adjustment process is not yet com
plete . When will the process end? On ly when the wage rate stops rising, that is, 
only when Output has returne<1 to Yf E• This occurs when the AS curve has 
sh ifted all the way to AS2, moving the economy to point L- OUT new, long-run 
equilibrium. 

As you can see, the increase in government purchases has no effect on equilibri
um GOP in the long run: The economy returns to full employment, which is JUSt 
where it started . This is why the long-run adjustment process is often called the 
economy's self-correcting mechanism. And this mechanism applies to any demand 
shock, not JUSt an increase in government purchases: 

If a demand shock pulls the economy away (rom (ull emIJ/oyment, chmlges 
;11 the wage rate alld the price leuel will euel/luaU)' calise the economy to cor
rect itself and return to (IIII-employment outpllt. 

For a positive demand shock that shifts the AD curve rightward, the self-correcting 
mechanism works like this: 
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Figure 11 illustrates the case of a negative demand shock, in which the AD curve 
shtfts leftward. Sta rting at point £, the short-run equi librium moves to point N, 
with real GOP below YFE• Over the long run, high unemployment d rives the wage 
rate down, sh ifting the AS curve down as well. The price level decreases, causing 
equilibrium GOP to rise along the ADz cu rve. The process comes to a halt only 
when output returns to Y FE' Thus, in the long run, the economy moves from point 
E. to point M, and the negative demand shock causes no change in equil ibrium GOP. 

The complete sequence of events after a negative demand shock looks like this: 

( 

C""ngo! in , hort ' ",n ~"~ i bri"m 

• 
I Negative demand shock I 

• 
lo"l·run ><ijol.tmo"t PflXC" 
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Long.Run Adjustment After 
a Negative Demand Shock 
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ing GDP and t},e price level. 
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available, wages a"d lmit 
COS/$ will fall. (Qusi"g firms 

to lower t},eir prices. T/'e AS 
cuwe $},ifts do",nward unlil 
full employment is regained 

at point M, with a lower 
price le!'el. 
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The Long-Run AS Curve 
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Pulling all of our observations together, we can summarize the economy's self
correcting mechanism as follows: 

Whenever a demalld shock pI/lis the eeOllomy alVay (rom (ull employment, 
the self-correcting mechanism will cuel/llIally bring it back . When OlltPllt 

exceeds its {1I1l-emplo),lIIelll level, wages will eVf!fltllally rise, causing a rise 
in the price level and a drop ill GDP Imtif (1111 employment is restored. When 
output is less than its (ull-employment level, wages will eventually (a/l, calls
ing a drop ill the price level and a rise ill GOP IInti! filII employment is 
restored. 

The l ong-Run Aggregate Supply Curve 

The self-correcting mechanism provides an important link between the economy's 
long-run and short-run behaviors. It helps us understand why deviations from fu!l 
employment don't last forever. Often, however, we are primarily interested in the 
long-run effects of a demand shock. In these cases, we may want to skip over the 
self-correcting mechanism and go straight to its end result. A new venion of the AS 
curve helps us do this. 

Now look at Figure 12, which illustrates the impact of a positive demand shock 
like the one in Figure 10. The economy begins at full employment at point E, then 
moves to point N in the short run {before the wage rate rises), and then goes to point 

Price 
level 

long-Run AS Curve 

AS, 

AD, 

AD, 
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L in the long run (after the rise in wages). If we skip over the short-ru n equilibrium, 
we find that the posi tive demand shock has moved the economy from E to L, which 
is vertically above E. That is, in the long run, the price level rises but output remains 
unchanged . 

Now look at the vertical line in Figure 12, which shows another way of illustrat
ing this long-run result. [n the figure, the vertical line is the economy's long-run 
aggregate supp ly curve. It summarizes all possible output and price· level combina· 
tions at which the economy could end up in the long run . It is vertica l because, in 
the long run , GOP will be the sa me-full-employment output-regardless of th e 
position of the AD curve. The price level, however, will depend on the position of 
the AD curve. In the long run, a positive demand shock shifts the AD curve right
ward, moving the economy from E to L: a higher price level, but th e same level of 
output. Similarly, in Figure 11 , a negative demand shock- which sh ifts the AD 
curve leftward-moves the economy from E to M in the long run: a lower price level 
with the same level of output. (You may want to pencil in a vertical long-run aggre· 
gate supply curve in Figure II to help you see th at it is the same curve as the one 
dra wn in Figure 12. ) 

The long-run aggregate supply curve tells us someth ing very important about the 
economy: In the long run, after the self-correcting mechanism has done its job, the 
ecol/omy behaves as the classical model predicts. In particular, the classical model 
tells us that demand shocks cannot change equilibrium GO P in the long run. 
Figure 12 brings us to the sa me conclusion: While demand shocks shi ft the AD 
curve, this on ly moves the economy up or down along a vertical long. run AS curve, 
leaving output unchanged .3 

The long·run aggregate supply curve also illustrates another classical conclu· 
sion. In the classical model, an increase in government purchases causes complete 
crowdil/g Ollt; the rise in gove rnment purchases is precisely matched by a drop in 
consumption and investment spending, leaving total output and total spending 
unchanged. In Figure 12, the sa me result holds in the long run. How do we know? 
The figures tell us that, in the long run, the ri se in government purchases causes no 
change in GO P. But if GOP is the sa me, and govern ment purchases are higher, then 
other components of GDP-consumption and investment-must decrease by the 
amount that government purchases increased.4 

The self-correcting mechanism shows liS that, i1l the long TIm, the ecol/omy 
will eventllally behave as the classical model predicts. 

But notice the word eventllally in the previous statement. It can take several years 
before the economy returns to fu ll employment after a demand shock . This is why 
governments around the world are reluctant to rely on the self·correcting mechanism 
alone to keep the economy on track. Instead, they often use fiscal and monetary polio 
cies in an attem pt to return the economy to fu ll employment more quickly. We'll 
explore fiscal and monetary policies in more detail in the next two chapters. 

j Of course , f"lI·employment output can increa<e from year to year, a. you learned in the chapter on eco· 
nomic growth. When the economy i. growing, the long· run AS curve will shift rightward. In that case, 
the level of Olliput at which the economy will eventually settle increases from year to ycar . 
• Net exp<>rts can be crowded om as well. In a later chapter, you'll learn that a higher interest rate causes 
a currency's value to increase rdative to foreign currencies. This causes exports to fall and imports to rise. 
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The Effect of a Negative 
Supply Sh()(:k 
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falling output and rising prices. 
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In recent decades, supply shocks have been important sources of economic fluctua
tions. The most dramatic supply shocks have resulted from sudden changes in world 
oil prices. As you are about to see, supply shocks affect the economy differently than 
demand shocks. 

Short-Run Effects of Supply Shocks 

Figure 13 shows an example of a supply shock: an increase in world oil prices that 
shifts the aggregate supply curve upward, from AS1 to AS!. As rising oil prices increase 
unit costs, firms will begin raising prices, and the price level will increase. The rise in 
the price level decreases equi librium GOP along the AD curve. In the short run, the 
price level will continue to rise, and the economy will continue to slide upward along 
its AD curve, unti l we reach the AS2 curve at point R. At this point, the price level is 
consistent with firms' unit COStS and average markup (we are on the AS curve), and 
total output is equal to total spending (we are on the AD curve). As you can see, the 
short-run impact of higher oil prices is a rise in the price level and a fall in output. We 
call this a negative supply shock, because of the negative effect on output. 

III the short rtln, a negative supply shock shifts the AS curve upward, 
decreasing Oll tP ll t alld increasillg the price level. 

Notice the sharp contrast beTWeen the effects of negative supply shocks and neg
ative demand shocks in the short run. After a negative demand shock (see, for exam
ple, Figure 11), both output and the price level fall . After a negative supply shock, 
Output fa lls but the price level rises. Economists and journa lists have coined the term 
stagfl a tio n to describe a stagnating economy experiencing inflation. 

A negative supply shock causes stagflation ill the short run. 
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Stagflation caused by increases in oil prices is nOl just a theoretical possibility. 
Three of our recessions in the last quarter century-in 1973-74, 1980, and 
1990-91-followed increases in world oil prices. And each of these three recessions 
also saw jumps in the price level. 

A positive supply shock would increase output by shifting the AS curve down
ward. (We call it positive, because of its effect on output.) As you can see if yOll 
draw such a shift on your own, 

a positive SliP ply shock shifts the AS curve downward, increasing outp"t and 
decreasing the price level. 

Examples of positive supply shocks include unusually good weather, a d rop in oil 
prices, and a technological change that lowers unit cOSts. In addition, a positive sup
ply shock can sometimes be caused by government policy. A few chapters ago, we 
discussed how the government could use tax incentives and other policies to increase 
the rate of economic growth. These policies work by shifti ng the AS curve down
ward, thus increasi ng output while tending to decrease the price level. 

long-Run Effects of Supply Shocks 

What about the effects of supply shocks in the long run? In some cases. we nee(l nOt 
concern ourselves with this question, because some supply shocks are temporary. 
For example, periods of rising oil prices are often fol1o wed by periods of falling oil 
prices. Similarly. supply shocks caused by unusually good or bad weather, or by nat
ural d isasters, are always short-lived . A temporary supply shock causes onl y a tem
porary shift in the AS curve; over the long run, (he curve simply returns to its initial 
position, and the economy returns to full employment. In Figure 13, the AS curve 
would shift back from ASlto AS I • the price level would fall, and the economy would 
move from point R hack to point E. 

In other cases, however, a su pply shock can last for an extended period. One 
example was the rise in oil prices during the 19705, which persisted for several 
years. In cases like rhis, is there a self-correcting mechanism that brings the econo
my back to full employment after a long-lasting supply shock? Indeed, there is, and 
it is the same mechanism that brings the economy back to fu ll employment after a 
demand shock. 

Look again at Figure 13. At point R, output is below full -employment output. 
In the long run , as workers compete for scarce jobs, the wage rate will decline. Th is 
will cause the AS curve to shift downward. The wage will continue to fall until the 
economy returns to full employment, that is, until we are back at point E. 

In the long (If", (I,e eco" om y self-corrects after a long-lasting sllpply shock , 
;lIst as it does after a demand shock. When OlltP"t differs from its filII
emplo),mem level, the wage rate changes, and the AS Ofrve shifts umil filII 
employment is restored. 
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The Story of Two Recessions 

The aggregate demand and aggregate supply cu rves arc more than juSt 
abstract graphs; they're tools to help us understand important econom ic 
events. For example, they can help us understand why the economy suffered 
its two most recent recessions, and also how and why these recessions dif
fered from one another. 

TliE RECESSION OF 1990-91 

The story of the \990-91 recession begins in mid-1990, when Iraq invaded Kuwai t, 
a major oil producer. During this conflict, Kuwait's oil was taken off the world mar
ket, and so was Iraq's. The reduction in oil supplies resulted in a rapid and substan
tial increase in the price of oil, a key input to many industries. From the second to 
the fourth qua rter of 1990, the price of oil doubled. 

The left-hand panel of Figure 14 shows our AS-AD analrsis of the shock . 
Initially, the economy was on borh AD I 990 and AS I 99o' Equilibrium was at point E, 
and output was at the full-employment level. T hen, the oil price shock shifted the 
AS cu rve upward, to AS 199 1, while leaving the AD curve more or less unchanged. As 
the short-run equilibrium moved to point R, real GDP fell and the price level rose. 
Now look at the left side of the next figure (Figure 15 ). The upper panel shows 
the behavior of GDP during the period lead ing up to, and during, the recession. As 
rou can see, consistent with our AS-AD analysis, real GDP fell-from a high of 
$7.13 trillion in the third quarter of 1990 to a low of $7.04 trillion in the first quar
ter of 1991 (a decrease of 1.3 percent). The lower panel shows the behavior of the 
Consumer Price Index (CI'I). While the CI'I was rising modestly before the recession 
began, it rose more rapidly during the second half of 1990, as the recession took 
hold. Once again, this is consistent with what our AS-AD analysis predicts for a 
negative supply shock, such as the rise In oil prices in 1990. 

What about the recovery that followed this recession? Once yOll know what the 
Fed did, you have all the tools to answer this question yourself. Problem 7 at the 
end of this chapter takes you through the process. 

THE RECESSION OF 2001 

The story of the 2001 recession was quite different. This time, there was no spike in 
oil prices and no other significant supply shock to plague the economy. Rather, there 
was a demand shock, and a Federal Reserve policy during the year before the reces
sion that might have made it a bit worse. 

In earlier chapters, you learned that the major cause of the recession was a 
decrease in investmem spending. To review: In the ),ears leading up to 2001, busi
nesses rushed to acquire and develop new equipment needed to exploit new tech
nologies, such as the Internet and wireless communication . By 2001, many firms 
had sufficientl), "caught UpK and the flow of investment spending-while still posi
tive and high-began to decrease relative to previous years. This (lecrease in in\'est
ment spending was a demand shock to the econom)': In 2001, the AD curve shifted 
leftward. 
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An AD and AS Analysis of 
Two Recessions 

(.) 
1. In 1990, a supply shock 

from higher oil prices shifted 
the AS curve leftward . 

(b) 
4. In 2001, a demand shock 

from several factors caused the 
AD curve to shift leftward . 
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Now we can introduce another force that may have con tributed to the rece.%ion 
of 200 I: the policy of the Fed . During the late 1990s, the Fed had become concerned 
that the investment boom and consumer optimism were shi fting the AD curve right
ward too rapidly, creating a danger that we would overshoot potential GDP and set 
off higher in flation . T he Fed responded by tightening up on the money supply and 
raising the interest rate. From mid-1999 to mid-2000, the Fed raised its federa l 
funds rate target six times- a total of almost two full percentage points in less than 
a },ear. The Fed then held the rate at a relatively high 6.50 percent fo r another 6 
months until early 2001. In retrospect, the Fed mar have continued raising a nd 
holding the Tate high a bit toO long, even after the A D curve stopped moving right
ward . And the effects of this policy rna}' have continued into early 200 1, exacerhat
ing the decrease in investment that was occurring for other reasons . In this way, the 
rate hikes themselves may ha ve contributed to a further leftward shift of the AD 
curve. 

The right-hand panel o f Figure 14 shows our AS-AD analysis of this period. 
Initially, the economy was on both AD2000 amI AS1OOO' with equili briu m at point E 
and Output roughlr at the fu ll-em ployment level. Then, the decrease in investment 
spending-helped along b}' the Fed-shifted the AD curve leftward, to AD1OO 1' 

while leaving the AS curve more or less unchanged . As the shorr-run equilibrium 
moved to point R, real GDP fdl. This is mirrored in Figure [5, where the upper 
right-hand pane! shows the behavior of GDP during the period lead ing lip to, and 
during, the 200 1 recession . As you can see, consistent with our AS-AD analysis, rea! 
GDP did fall in the first quarter of 2001, although it sputtered upward in the sec
ond quarter before falling again in the third. 

But what about the price level? Here, we need to recognize that there is a slight 
difference between what our AS-AD analysis predicts and what actually happened . 

Y" 

C;lusi ng 
output to fall. 

AD2000 

AD2OO 1 

Rea l GOP 
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GOP and t he Prh::e l evel In 
Two Recessions 

Rea l GOP 7.15 
(Trillions 

7.12 of 2000 
Dollars) 7.09 

7.06 

7.03 

7.00 

1989:3 

(PI 140 

135 

130 

125 

120 

1989:3 

The 1990- 9 1 Recessio n The 2001 Recession 

(.) «) 

Real GOP 9.90 
(Trillions 

9.85 of 2000 
Oolla rs) 9.80 

9.75 

9.70 

9.65 

1990.1 1991 :1 2000:1 2001:1 
Year and Year and 
Quarter Quarter 

(b) (d) 

( PI 178 

17. 

174 

172 

1990:1 1991:1 2000:1 2001 :1 
Year and Year and 
Quarter Quarter 

In the right pane l of Figure 14, the price level falls. And indeed, in the lower right 
panel of Figure 1 S, you can see that the price [eve! eventually fell-in the fourth 
quarter of 2001 . Bur for much of the recession, instead of the price level falling we 
ca n see that it was rising, but more slowly as 200 I continued. In the next chapter, 
you wi ll learn that inflation often has some momentum: When it's been rising at a 
certain rate for some time, then-left a lone-it will continue to rise at that rate . Th e 
leftwar<l shift in the A D curve meant that inflation was not left alone in carly 2001, 
so while prices continued to rise, they rose more slowly due to the AD shift. And, 
as you can see, the downward pressure on prices from the shifting AD curve even
tually overcame the inflationary momentum, causing a drop in the price level 
toward the end of 200 1. This is just what we'd expect from our AS- AD analysis. 
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Summary 

The modd of aggregate supply and demand explains how the 
price level and output are determined in the short rUIl - a period 
of a year or so following a change in rhe economy- and how the 
economy ad justs over longer time periods as well. 

T he aggregate demand (AD) CIIwe shows how changes in the 
price level affect equilibrium real GOP. A change in the price level 
shifts rhe money demand curve and alters rhe interest mte in the 
money market. The change in the imerest rate, in turn, affects 
interest·sensitive forms of spending, shifts the aggregate expendi
rllTe curve, triggers the multiplier process, and leads to a new level 
of equilibrium real GOP. A lower price level means a higher equi
librium real GOP, and a higher price level means lower G OP. A 
change in government pl>rchasc.-s, net taxes, autonomO l> S con
sumption, planned investment, net exports, or the money supply 
will cause the AD curve to shift. 

The aggregate supply (AS) cun'l' summarizes the way changes 
in outpUt affect the price level. To draw the AS curve, we assume 
that firms set the price of individual products as a markup over 
their costs per unit, and that the economy's average markup is 
determined by competitive conditions. We also assume that the 
nominal wage rate is fixed in the short run. As we move upward 
along the AS curve, a rise in real GOP, by raising unit costs, causes 
the price level to increase. When anything other than a change in 
real GOP causes the prier level to change, the entire AS curve shifts. 

I. Redraw Figure 1, showing how a decrease in the price level 
will lead 10 an increase in equilibriulll real GOP. 

1. With a three-panel diagram--Qne panel showing the money 
market, one showing the aggregate expenditure diagram, 
and One showing the AD curve-show how a decrease in 
the money supply shifts the AD CUfVe leftward. 

J. Suppose firms become pessimistic about tr.c furore and can
sCtJuemly inv~>sune1ll spending hils. With an AD and AS 
graph, describe the short-n11l e{fens nn real GDI' and the 
price level. If the price level were constant, how would your 
answer change? 

4. With an AD and AS diagram, explain the shun-run effen 
of a decrease in the money supply un real GDI' and {he 
price level. What is the effect in the long run ? Assume the 
economy begins at full employment. 

5. Use an AD and AS graph to explain the short-run and long
run effects un real GDI' and the price level of an increase in 
autonomous consumption spending. Assume the economy 
begins at full employment. 

6. A neW governmenl pulicy successfully luwers firms' unit 
costs. What arc the short-run and the long-TIm effects of 
such a policy? (Assume that full -employment output does 
n<JI change.) 
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AD and AS togtther determine real GOP ami the price kv{·1. 
The economy must be on the AD curve, or real GO P would not 
be at its equilibrium level. It must be on the AS curve or firms 
would not be charging prices dictated by tlleir unit costs and 
markups. BOIh conditions arc satisfied at the intersection of the 
two curves. 

The AD- AS equilibrium can be disturbed by a demand 
shuck. An increase in gOl'emment purchases, for example, shifts 
the AD curve rightward. As a result, tile price level rises, and so 
docs real GOP. In tile long rUII, if GOP is above potential, wages 
will rise. This causes unit costs to rise and shifts the AS curve 
upward. [ ventua]])', GOP will retum to potential and the only 
long-run result of the demand shock is a higher price level. This 
implies that the economy's long-run aggregate supply curve is ver
tical at potential oUtpll1. 

The short-run AD- AS equilibrium call also be disturbed by a 
supply shock, such as an increase in world oil prices. With unit 
costs higher at each level of output, the AS curve shifts upward, 
decreasing real GDI' and increasing the price level. Eventu;\lly, the 
shock. will be self-correcting: With o mput below potential, the 
wage rate will fall , unit costs will decrease, and the AS curve will 
shift back downward until full employment is restored. 

7. Make tWo cupi..-s uf Figure 14 (a) nn a sheet of paper. Add 
curves to illustrate your answer to (a ) on one copy alld (b) 
on the other; 
a. Whal would have happened in the years after 1991 if 

the Fed had dnlle nothing and the econom)' had relied 
solely on the self-correcting tneCha ll ism to return to full 
employment? 

b. What did happen as a result uf the Fed bringing down 
the interest rate to end the recession? 

c. Is there a difference in the behavior of the price level 
during the recovery in these two cases? Explain. 

S. Make two copies of Figure 14 (b) on J sheet "f paper. Add 
curves I() illustrate the impacts of Fed policy for (a) 011 nne 
copy and (b) on the o ther, 
a. What wuuld have happened in the ye;\TS following 1001 

if the Fed h~d dune nUlhing and the economy had relied 
solely on the seli-correcting mechanism to return 10 full 
employment? 

b. What did happen as a result o{ the Fed·s actual policy 
in 100 1 (successive CutS in the interest Tate t r. roughout 
the year)? 

c. Is there a difference in the behavior of the price level 
during the recover)' in th("Se two cases? Explain. 



9. Increased imernational trade has forced many U.S. firms to 

compete with foreign producers. The increased competition 
has likely aHected the allcrage markup in thc U.S. cconomy. 
U:o;e AS and AD curlles 10 illustrate the short·run impact 011 
the economy if. al Ihe same tllne, 
3. Thc Fcd docs nothing. 
b. Thc Fcd PUI"$UCS a policy that successfully achievcs thc 

highest possible level of GDI' with no rise in thc pricc 
IClleL 

10. a. Graphicall)' show thc cffects of a temporary decrease in 
oonlabor input priccs. 

b. How will )'our results , hange if this decrc3:o;e lasts for 
an extended period? 

c. How would your results differ if the I'ed inten'eoed 10 
keep thc econom)' at full empIO)'llIent? 

Part V: Money. Prices. and the Macroeconomy 

More C/llJlletigitig 

II. Suppose that wages are slow to adjust downwanl but rapid· 
I)' adjust upward. What would the AS curlle look like? How 
would thIS affect the ('(OtlOlIl)"S aUJustmem to demand 
shocks (compared 10 the analysis gillen ill the chapter)? 

12. During the 19905, because of technologIcal chan!, .... the AS 
curlle was shilling downward. but-exccpt for a few 
momhs--Ihc pflce le,·, i dId 110t fal1. Why nUl? (Him: What 
was the Fed doing?) 



In the late 1970s, the annual inflation rate in the United States reached \3 percent. 
At the time, polls showed that the public considered inflation Ihe most serious eco
nomic problem facing the country. From 1991 to 2005, however, the annual inflation 
rate never exceeded 3.5 percent in any year, and the problem receded as a matter of 
public concern. Bringing the in flation rate down, and keeping it low, was one of the 
solid victories of national economic policy. 

But in 2006, inflation began to creep up again, reaching 4.9 percent (at an an nu 
al rate) during the first half of the year. 

Why was the inflation rate so high in the 1970s? How did the Fed bring the rate 
down? Why did it begin to plague the economy again in early 2006? And finally, 
how should the Fed respond to future economic disturbances? 

In th is chapter, we'll be addressing these and other questions as we take a clos
er look at the Fed's conduct of monetary policy. Our earlier discussions of monetary 
policy were somewhat limited, because we lacked the tools-aggregate demand and 
aggregate supply-to explain changes in the price le\·eI. In this chapter, we'll explore 
monetar)' policy more fully, making extensive use of the AD and AS cur\'es. 

THE OBJECTIVES OF MONETARY POLICY 

The Fed's objeClives ha ve changed over the years. When the Fed was first established 
in 191 3, its chief responsibility was to ensure the stability of the bank ing system. By 
acting as a fellder of fast resort-injecting reserves into the banking system in times 
of crisis-the Fed was supposed to alleviate financial panics. 

By the 1950s, the stability of the banking system was no longer a major concern, 
largely because the United Sta tes had not had a banking panic in decades. (Deposi t 
insurance programs had effectively eliminated panics .) Accordingly, the Fed's objec· 
tive in the 1950s and 1960s changed to keeping the interest rate low an d stable. In 
the 1970s, the Fed's objectives shifted once again. As stated in the Federal Reserve 
Banking Act of 1978, which is still in force, the Fed is now responsible for achiev· 
ing a low, stable rate of inflation, as well as full employment of the labor force. Let's 
consider each of these goals in turn. 

Low, STABLE I NFLATION 

Why is a low rate of inflmion important? Several chapters ago, we reviewed the 
social COStS of inflation. When the inflation rale is high, society uses up resources 
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coping with it-resources that could have been used to produce goods and services. 
Among these resources are the labor needed to update prices at stores and facrories, 
as well as the additional time spent by households and businesses to manage their 
wea lth and protect it from a loss of purchasing power. 

In addition ro keeping the inflation rate low, the Fed tries ro keep it stable from 
year to year. For example, the Fed would prefer a steady yearly inflation rate of 3 
percent to an inflation rate of S percent half the time, and I percent the other half, 
even though the average inflation rate would be 3 percent in both cases. The reason 
is that unstable inflation is difficult to predict accurately; it will often turn Out high
er or lower than people expected. As you learned several chapters ago, an inflation 
rate higher than expected redistributes real income from lenders to borrowers, while 
an inflation rate lower than expected has the opposite effecr. Thus, unstable infla 
tion adds to the risk of lending and borrowing, and interferes with long-run finan
cial planning. 

The Fed, as a public agency, chooses its policies with the costs of inflation in 
mind. And the Fed has another concern: Inflation is very unpopular with the pub
lic. Surveys show that most people associate high rates of inflation with a general 
breakdown of government and the economy. I A Fed chairman who delivers low 
rates of inflation is seen as popular and competent, while one who tolerates high 
inflation goes down in history as a fai lure. 

fULL EMPWYMENT 

"Full employment" means that unemployment is at normal levels . But what, exact
ly, is a /lormal amount of employment? 

Recall that there are different types of unemployment. Some of the unemployed 
in any given month will find jobs after only a short time of searching. This (riction
al unemployment is part of the normal workings of the labor market and is not a 
serious social problem. Oth er job seekers will spend many months or years Out of 
work because they lack the skills that employers require, or because they lack infor
mation about available jobs. While this structural unemployment is a serious social 
problem, it is best solved with microeconomic policies, such as job-training pro
grams or improved information flows. 

Cyclical unemployment, by contrast, is a macroeconom ic problem. It occurs 
during a re<:ession, in which millions of workers lose their jobs and remain unem
ployed as they seek new ones. This is why macroe<:onomists use the term "fu ll 
employment" to mean the absence of cyclical unemployment. When the economy 
achieves full employment according to this definition, macroeconomic policy has 
done all that it can do. 

The Fed is concerned about cyclical unemployment for two reasons. First is its 
opportunity cost: the output that the unemployed could have produced if they were 
working. Part of this opportunity COSt is paid by the unemployed themselves, in the 
form of lost earn ings, and part is paid by people who remain employed but pay 
higher taxes to provide unemployment benefits to job losers . By maintaining full 
employment, the Fed can help society avoid this cost. 

Second, cyclical unemployment represents a social failure. In a recession, peopl e 
who have the right skills and who could be working actually lose their Jobs. Excess 

1 Robert J. Shilln, ~Public R(sistance !O Inflation: A Puzzle," Brooking. Paper. on Econo",ic Activity. 
1997. 
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unemployment lingers for severa l years after a recession srrikes. Thus, cyclical 
unemployment caused by a recession is a partial breakdown of the system. The 
e<:onomy is not doing what it should do: provide a job for anyone who wantS to 
work and who has the needed ski lls. 

Bur why shou ld the Fed try to eliminate onl y c)'clical unemployment? Why not 
go further and push OUIPUI above its fu ll-employmem level? After all, at higher lev
els of outpt!!, business fir ms would be more willing 10 hire any ava ilable workers. 
The frictional1), unemployed would find jobs more easily, and some of the st ruc
turally unemployed would be hired as well. If unemployment is a bad th ing, 
shouldn 't the Fed aim for the 10weSI possible unemployment rate? 

The answer is no. If the unemployment rate falls too low, GDP rises beyond its 
potential, full-employment level. As you learned in the last chapter, this causes the 
e<:onomy's self-correcting mechanism to kick in: The AS curve shifts upward, increas
ing the price level. Thus, unemployment that is too low compromises the Fed's other 
chief goal by creating inflation. And, as you will see later in the chapter, the Fed can
not keep the e<:onomy operating above full employment for more than a short time 
anyway, In the long run, its attempts to push the e<:onomy too hard would only cre
ate more inflation and would not succeed in lowering unemployment. 

The unemployment rate at which GDP is at its full -employment level-that is, with 
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no cyclical unemployment-is sometimes called the natural rate of unemployment. Natural rate of unemployment 
The unemployment rate 

When the III/employment rate is be/ow the natural rate, CDP is greater than 
potential olll{1II1. The econolllY's se!(-correctillg mechallislIl will thell create 
inflation, Whet! tlJe IInemployment rate is above the Iwtllral rate, CDP is 
below potential ollt/mt. The self-correcting mechanism will thell pllt down
ward presSllre on the price level, 

The word 'Iatl/ral must be interpreted with care. The natural unemployment rate 
is not etched in Slone, nor is it the outcome of purel), natural forces thai can't be 
influenced by public policy. SUI il is determined by rather slow-movi ng fo rces in the 
e<:onomy: how frequently workers move from job to job, how efficiently the unem
ployed can search fo r jobs and firms ca n search for new workers, and how well Ihe 
skills of the unemployed malch the skills needed by employers. 

Still, the na tural rate can change when any of these underlying conditions 
change. And it ca n also be influenced by government policies that provide incenti\'es 
or disincentives for workers to find jobs quickly, or for employers to hire them. 
Indeed, economists generally believe that over the past decade, the natural rate has 
decreased in the United States-from 6 or 6.5 percent in the mid- 1980s to perhaps 
as low as 4.5 percent today. Meanwhi le, in some European e<:onomi es, the natu ral 
rate of unemployment increased during [he 1990s and remains stuck at high levels
dose to 10 percent in France and Spain. The causes of these changes in the natural 
rate, as well as the extent of the changes, are hotly debated by economists. Bu t there 
is general agreemen t that the rate has come down in the United Stales and remained 
high in continental Europe. 

Why use the term natural for such a changeable feature of the economy? The 
term makes sense only from the perspective of macroeconomic policy. Simpl y put, 
Ihere isn't much that macroe<:onomic policy can do aboul Ihe natural rate. 
Stimulating Ihe economy with fisca l or monetary policy may bring the acflla/ unem
ployment rate down for a time, but it will not change the na tural rate ilself. And 
pushing unemployment below the natural rale would cause inflation . Thus, Ihe 

when there Is no cyclical 
unemployment. 
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natural rate of unemploymenr can be seen as a kind o f goalpost for the Fed . The 
location of the goalpost may change over the years, but during any given year, it tells 
us where the Fed is aiming. 

THE fED'S PERfORMANCE 

How well has the Fed achieved its goals? Panel (a) of Figure 1 shows the annual 
infl ation rate since 1950, as measured by the Consumer Price Index. You can see 
that monetary policy permitted extended periods of high inflation in the 1970s and 

The Fed's Performan<:e: 1950 to MId-2006 
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early 1980s. You can also see, as noted at the beginning of the chapter, that the Fed 
has achieved great success in controlling inflation since then. Indeed, in the 20 years 
leading up to 2006, the annual inflation rate exceeded 4.6 percent only once-in 
1990, during the supply shock caused by higher oil prices. And in recent years, infla
tion near or under 3.0 percent has become the norm. 

Panel (b) shows the quarterly rate of unemployment since 1950. Over the last 
20 years of that period, the Fed has succeeded in keeping inflation in check. But its 
performance on unemployment has been somewhat mixed. From mid- 1986 to mid-
2006, the unemployment rate was 6.5 percent or greater-significantly above its 
natural rate-more than one-fifth of the time. But notice the remarkable improve
ment from mid·1992 and after, as the Fed slowly inched the unemployment rate 
down to 4 percent withollt heating up inflation. The Fed even managed to keep the 
unemployment rate hovering near 4 percent for more than 2 yea rs until it began to 
rise during the recession of 200 l. 

As you can see, the Fed has mostly had a good-and improving-record in 
recent years. The inflation rate has been kept low and relatively stable, and--except 
for our most recent recession-unemployment has been near and even below most 
estimates of the natural rate. How has the Fed done it? Are there any general con· 
cl usions we can reach about how a central bank shou ld operate to achieve the twin 
goals of full employment and a stable, low inflation rate? Indeed there are, as you'll 
see in the next section. 

FEDERAL RESERVE POLICY: THEORY AND PRACTICE 

The Fed's job is not an easy one. It must constantly respond to macroeconomic 
events with ilS twin goals in mind: low inflation and full employment. In some 
cases, the correct response-at least in theory-is clear, because the same action 
that maintains full employment also helps maintain low inflation. But in other 
cases, the Fed mUSt trade off one goal for another: Responses that mai ntain full 
employment will worsen inflation, and responses that alleviate inflation will create 
more unemployment. 

We'll make a temporary si mplifying assumption in this section: that the Fed's 
goal for the inflation rate is zero. In real it)', the Fed's goal is lou~ but not zero, infla
tion. Later, we'll discuss why the Fed prefers a low inflation rate to a zero rate, and 
how this modifies our analysis. 

RESPONDING TO DEMAND SHOCKS 

In the last chapter, you learned that a demand shock is a change in spen ding that 
shifts the economy's aggregate demand (AD) curve. Suppose an economy is operat· 
ing at its potential output, and then it is hit with a positive demand shock. The 
shock might come from fiscal policy (an increase in government purchases or a tax 
cur) or from the private sector (an increase in autonomous consumption, invest
ment, or net exports). In theory, how should the Fed respond? 

Let's consid er three possible responses: Maintaining the money supply, main
taining the interest rate, and neutralizing the shock. As you'll see, the first two 
responses would be poor choices for the Fed. The last one does the beSt job in 
achieving the Fed's goals. 
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FIGURE lEI 
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Hypothetical Response: Constant Money Supply 

Figure 2 illustrates an economy that is initially operating at full employment. Panel 
(a) shows the money market, with an equilib rium interest rate of S percent (point 
AJ . Panel (b) shows the aggregate demand and aggregate supply diagram . The equi
librium (point E) is a price level of 100 and an Output of $10 trillion-the assumed 
full-empl oyment level. Points A and £ represent a long-run equihbrium for this 
economy-with output at its potential and, therefore, unemployment at its natural 
rate, the economy is at rest. 

Then a positive demand shock (an increase in spending) hits the economy, set
ting off the multiplier process . The AD curve shifts rightward, from ADI to ADz. 
At every price level, equilibrium GOP is greater than before. If, for exam ple, the 
price level stayed at 100, the figure tells us that equi librium GOP would rise to 

$ 12.5 trill ion (point F) . But that is not necessarily where the economy will end up; 
it depen ds on the actions of the Fed . 

In the last chapter, we assumed that the Fed's response to a demand shock was 
to hold the money supply constant and allow the interest rate to rise automati
cally to its new equilibrium level. That is not a rea listic description of Fed policy, 
but it served as a benchma rk case. In Figure 2, we once again explore this bench
mark case. 

In panel (b), the rise in GDP causes a movement along the economy's AS curve, 
and the price level rises . In the money market in panel (a), the rise in the price level 
shifts the money demand curve rightward, d riving the interest rate up to 7 percent 
(point 8). This crowds out some consumpti on and investment spending, so that 
GOP does not rise by as much as it otherwise would . But it still rises . In panel (b), 

A Positive Demand Shock with a Constant Money Supply 
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A positive demlllld shock would shift the AD cume rightward to ADl in panel (b) . causillg both the price le1lel alld output to 
rise. If the Fed mailltaills a constallt mOlley supply, the rise ill the price le1lel causes the mOlley demalld cun!e to shift to M1 ill 
pallel (a), driving the interest rate up from 5 percellt to 7 percellt. A higher interest rate causes some crowdillg out of cOllsump
tioll alld illvestmellt spending, but 1I0t complete crowdillg out. III pallel (b), output mds up higher thall illitilllly, Illld the price 
level rises as well (point H ). 
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we end up at point H, with the price level rising to 11 0, and real GO P ri sing to 
$ 11.5 trillion. 

As you can see, the Fed would not want to respond to a positive demand shock 
by ho lding the money supply constant as in the figure. Output would rise above 
potential, bringing the unemployment rate below its namral rate. The price level 
would rise as well-to 110 in th e figu re. And in the long run, the price level would 
rise further, as the self<orrecting mechanism returned the economy to full employ
ment (by shifting the AS curve upward-not shown). 

I( a (ull), employed econom)' experiences a positive demand shock, and the 
f ed responds b)' hoMing the mone)' supply constant, outpld will overshoot 
its potential. The price level will rise in the short run, and rise further in the 
long r U II. 

Since we are assuming, for now, that one of the Fed's goals is zero inflation, hold
ing the money supply constant would not be an advisable response. 

Hypothetica l Response: Constant Inte rest Rate 

Two chapters ago, you lea rned tha t, in practice, the Fed conducts monetary policy 
by setting an interest rate target . It then adjusts the money supply as necessa ry to hit 
the desired target. What would happen if the Fed, in response to a positive dema nd 
shock, chose to maintain a constant interest rate target? 

Figure 3 provides the answer. In panel (a) , the interest rate is initially at its tar
get rate of 5 percent. [n panel (b), the economy is at full employment with output 
of S I 0.0 trill ion . Wh en the posi tive demand shock hits, the AD curve begins to 
shift rightward in panel (h ). We 've included ADl in the figure, to show where the 
AD curve wou ld be if the Fed did not change the money supply (as in the last 
example). But this time, as the money demand curve shifts rightward in panel (a), 
and the in terest rate rises, the Fed increases the money supply (shifting the money 
supply curve to MD. This will maintain the interest rate a t its ta rget of 5 percent 
(point C).2 

An increase in the mone y supply, as you've learned, is one of th~ factors that 
shifts the AD curve rightward. So now, in panel (b), the AD curve will shi ft out fur
ther than it did before-all the wa)' to ADJ. (The spending change first shifts it to 
ADz; the increase in the money supply shifts it further, to ADJ.) In effect, by main
taining the inter~s t rate ta rget at 5 percent, the Fed prevents Off)' crowding out of 
consumption or investment that would otherwise result from a higher interest rate. 
Instead, it allows the economy to expe rience the full effect of the multiplier, so out
put rises all the wa)' to $ 12.5 trillion (point f). 

But notice th e consequence: In Figure 3, the price level rises even more (i n com
parison with the constant-maney-supp ly policy of Figure 2). By maintaining its 
interest rate target, the Fed pushes output even further beyond its potential, causing 
an even gr~ater rise in the price level both in the short run (to 130 in the figure) and 
in the long run (as the economy self<orrects-nor shown). 

1 You might hJv~ llOottd thJt on pJnd (:0 ) of Figure J. the monty demand eurve shi fts out furthtr than 
in Figurt 2. This is b«ause on Figure J, th~ prlCee kvd ends up higher, iO the increase In money demand 
is grtarer. 
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A posit;I}/! demalld shock initially shifts II'I! AI) curve rightward to AD2 in pam;! (b), causing both the price level and output to 
Tlse. The Tlse III the pTlce !eliel shifts the money demand CIIrve rightward to M1 In panel (a), I/·h,eh llIould urdina"i), calise the 
interest rale 10 rise. BII/lf the Fed mailltaills a cOlls/an{ inlerest rate target . illlllll mcrease the malltry supply 10 pTe/Jlml allY rise 
in the ill/erest rale. There will be [10 crowding (Jill of COIISllmpliU>1 Or ,,,vest",,ml spending. so the AD cun'e i ll pallel (b) shifts 
further rightward (to AD,). As II re5ult. tbe eC01l()my cnJ5 Uf! at point J. witb outfllit (I"d tbc pricc ICl'ei rising by morc tba" 
u"da a constant-molley-supply po/icy. 

If a flllly elllployed ecollollly experiences a positive demand shock, a call
stant interest rate creates an even greater overshooting of potential OlltPlit 
tlmll a constant I/Iolley slipply. The rewlt is all eve" greater rise i" the price 
level. 

You can see that maintaining a constant interest rate would be an even poorer 
choice for the Fed than maintaining a constant money supply. 

Best Response: Neutralization 

A third possible response to a demand shock-and the best one-is for the Fed to 

prevent any shi ft in the AD curve at all. That is, the Fed should completely neutral
ize the demand shock. 

This is illustrated in Figure 4 . Once again, in pane! (h), an increase in spending 
begins to shift the AD curve rightward (as indicated by the rightward arrow). But this 
time, instead of keeping the money supplr constant (so the interest rate rises enough 
for partial crowding out ) or keeping the interest rate constant (preventing (///y crowd
ing out at all), the Fed now creates complete crowdillg Ollt. That is, it raises its inter
est rate target by JUSt enough to make spending fall as much as it initially rose from 
the demand shock . In this war, total spending remains unchanged, and the AD curve 
does not shift at all. [n the figu re, this is indicated by arrows showing the AD curve 
first shifts rightwaHI, and then leftward back to its original posi tion. 
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A Positive Demand Shock Neutralized by Monetary Policy FIGURED 
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A Po~'tille demand shock begins to shift the AD cUr(le rightward in panel (b), which would ordillari/y caU$(! both the price lellel 
allJ ou1f,ul /0 rise. Bul I},e Fed am neutralize I},e s},o<.k Iry i",;:reasillg its in/erest rale /arget elloug}, /0 (ause complete crowJillg 

oul of consumfJliOll and illveS/ment SfJenJillg. To reac}, I},e new, hig},er illlcre$l rale largel, t},e Fed muSI de<;rease t},e money 
supply ill palle! (a), movillg the mOlley market equilibrium to II poilltlike D. This reverses (or prevel/ts) t},e shift ill the AD curve, 

~o the economy end~ up at point E in panel (b), at its 'nitilll output lind price level. 

Panel (a) shows what happens in the money market as the Fed raises its interest 
rate target. In order to neutralize the demand shock completely, the Fed must raise 
the interest rate higher than it rose in Figure 2 (which caused only partial crowding 
out) . In Figure 4, we assume that an interest rate of 9 percent will do the trick . The 
Fed sh ifts the money supp ly curve leftward, from Mf to M1, moving the money mar
ket equilibriu m to point D. Note that the money demand curve does not sh ift in this 
case. This is because, in the end, we are back at our origina l price level. 

If the Fed acts quickly enough, it could prevent the demand shock from shifting 
the AD curve at all, keeping the economy at point E in panel (b) . The Fed could thus 
prevent any ri se in the price level. At the same time, it coul d keep the economy at 
full employment. 

If a negative demand shock hits the economy, shifting the AD curve leftward, 
the Fed should respond with the opposite policy: lowering its interest rate target by 
illcreasing the money supply. The lower interest rate will stimulate addit ional con
sum ption an d investment spending, and can prevent the AD curve from shifting 
leftward. 

To maintain (u/l employment and price stability after a demand shock, the 
Fed IIlllst change its interest rate target. A positive demalld shock requires 
an increase in the target; a negative demand shock requires a decrease in the 
target. 

In recent years, the Fed has changed its interest rate target as frequently as 
needed to keep [he economy on track . If the Fed observes that the economy is 
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overheating-and that the unemployment rate has fallen below irs natural rate-it 
will raise its target. The Fed, believing that the AD curve was shifting rightward roo 
rapidly, reacted this way from June 2004 to June 2006, raising its federal funds rate 
target 17 times in 2 years. When the Fed raises its target, it responds to forces that 
shift the A D curve rightward by creating an opposing force-a higher in terest rate
to prevent the shift. 

When the Fed observes that the economy is sluggish-and the unemployment 
ra te has risen above its natural rate-the Fed will lower its target. The Fed did this 
aggressively throughout 2001, d ropping its fede ral funds rate target 12 times that 
year. In this way, the Fed created a force opposing the leftward shift of the AD 
curve. 

As you can see, demand shocks present the Fed with a no-lose situation: The 
same policy that helps to keep unemployment at its natural rate also helps to main
tain a stable price level. However, these shocks present a challenge to the Fed that 
it doesn't face during other, less-eventful periods. To change the interest rate target 
by Just the right amount, the Fed needs accurate information about how the 
economy operates. We'll return to this and other problems in conducting monetary 
policy a bit later. 

RESPONDING TO SUPPLY SHOCKS 

So far in this chapter, you've seen that demand shocks, in general, present the Fed 
with easy policy choices. By changing its interest rate target from time to time, it can 
deal with demand shocks, such as those caused by changes in aggregate expenditure. 
For demand shocks, the very same policy that maintains a stable price level also 
helps to maintain full em ployment. 

But adverse or negative supply shocks present the Fed with a true dilemma: If 
the Fed tries to preserve price stability, it will worsen unemployment; if it tries to 

maintain high employment, it will worsen inflation. And even though supply shocks 
are usually temporary, the shocks themselves-and the Fed's response--can affect 
the economy for severa l quarters or even years. 

Figure 5 illustrates the Fed's dilemma when confronting an adverse supply shock. 
Initially, the economy is at point E (full employment). Then, a supply shock-say, a 
rise in world oil prices-sh ifts the AS curve up to ASz. One possible response for the 
Fed is to keep the AD curve at AD). It would do this by holding the money supply 
constant as the price level rose, allowing the interest rate to rise (not shown) and 
allowing the economy to move along AD I. The short-run equilibrium would then 
move from point £ to point R, and the economy would experience stagflation-both 
inflation and a recession-with Output falling to Yz and the price level rising to Pl ' 

But the Fed can instead respond by shifting the AD curve, changing the money 
supply in order to alter the short-run equilibrium. Which policy shou ld it choose? 
The answer will depend on whether it is mostly concerned abou t rising prices or ris
ing unemployment. Let's starr by imagining twO extreme positions. 

First, the Fed could prevent inflation entirely by decreasing the money supply, 
shi fting the AD curve leftward to the curve labeled ADT""nfl."on' This would move 
the short-run equilibrium to point T. Notice, though, that while the price level 
remains at P I' output decreases to Y3' exacerbating the recession. 

At the other extreme, the Fed cou ld prevent any fall in output. To accomplish 
this, the Fed would increase the money supply and shi ft the AD curve rightward, to 

ADno",;e;,ion' The equili brium would then move to point V, keepi ng Output at its full -
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employment level. But this policy causes more inflation, raising the price level all the 
waytoPy 

In practice, the Fed is unlikely to choose either of these two extremes to deal 
with a supply shock, preferring instead some intermediate policy. But the extreme 
positions help illustrate the Fed's dilemma: 

A negative supply shock presellts the Fed with a short-run tradeoff: 'I can 
filllit the recession, but ollly at the cosl of more inflation; and it call Timit 
inflatioll, bul ollly at the cost of a deeper recession. 

The choice between the twO policies is a hard one. After supply shocks, there are 
often debates within the Fed-and in the public arena- about how best to respond. 
Inflation hawks lean in the direction of price stability and are willing to tolerate 
more unemployment in order to achieve it. In the face of an adverse supply shock, 
hawks would prefer a response that shifts th e AD curve closer to AD"o;ntloti",,, even 
though it means higher unemployment. Inflation doves lean in the direction of a 
milder recession, and are more willing to tolerate the cost of higher inflation . They 
would prefer a response that brings the AD CUT\'e closer to AD"o "",.,.;0,," 

Choosing Between Hawk and Dove Policies 

When a supply shock hits, shou ld the Fed use a hawk policy, should it employ a .love 
policy, or should it keep the AD curve unchanged? That depends. Over time, as 
the economy is hit by supply shocks, the hawk policy maintains more stability in the 
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price level but less stability in output and employment. The dove policy gives the 
opposite result: more stability in Output and less stability in the price level. The Fe<j 
should choose a hawkish policy if it cares more about price stability, and a dovish po l ~ 

icy if it cares more about the stability of output and employment. Or it can pick an 
intermediate policy--one that balances price and employment stability more evenly. 

T he proper choice depends on how the Fed weights the harm caused by unem~ 
ploymen! against the harm caused by inflation . And since the Fed i .~ a public institu
tion, its views should [eflect the assessment of society as a whole. This is why supply 
shocks present such a chattenge to the Fed: The public itself is dividcd between hawks 
and doves. 

Both inflation and unemployment cause harm, but of very different kinds. 
Inflation imposes a more general COSt on society: the resources used up to cope with 
it. If the inflation is unexpected, it will also redistribute income between borrowers 
and lenders. And, as you'!! see in the next section, if inflation continues, people will 
expect it to continue into the fUUlre. At that point, prices and wages will begin to rise 
automatically, even if we are hack at the natural Tate of unemployment. The costs of 
unemployment are horne largely by the unemployed themselve.~-who suffer the harm 
of job loss-but partly by taxpayers, who provide funds for unemployment insurance. 
Balancing the gains and losses from hawk and dove policies is no easy task. 

In recent years, some officials at the Fed have argued that having two objecrives
stable prices alld full employment-is unrealistic when there are supply shocks. The 
previous chair of the Board of Governors, Alan Greenspan, asked Congress to change 
the Fed's mandate to one of controlling inflation, period. But it would be difficult for 
the Fed to ignore the costs of higher unemployment, even if it were legally permitted 
to do so. Others have proposed that the Fed follow a predetermined rule, spelling out 
just how hawkish Of dovish its response to supply shocks will be. We'll come back to 
this controversial idea later in the chapter. 

EXPECTATIONS ANO ONGOING INFLATION 

So fa r in this chapter, we've assumed that the Fed strives to maintain zero inflation, 
and that the price level remains constant when the economy reaches its long-run, 
full-employment equilibrium. But as we discussed earlier, this is not entirely realis
tic. Look again at panel (a) of Figure I. There you can see that the U.S. economy 
has been characterized by ollgoing inflation . Even in the 1990s and into early 
200l-with unemployment at (or very close to) its natural rate-the annual infla
tion rate hovered around 2 to 3 percent. This means that, even though the economy 
was at full employment (so the economy's self-correcting mechanism was nm oper
ating), prices were continually rising. 

Even when the unemployment rate is above its natural rate-as in 2002 alHl 
2003- prices keep rising. Why? And how does ongoing inflation change our analy
sis of lhe effects of monetary policy or the guidelines thai the Fed should fo llow? 
We' ll consider these questions next. 

How ONGOING INFLATION AruSES 

The best wa), to begin our analysis of ongoing inflation is to explore how it arises 
in an economy. We can do this by revisiting the 1960s, when the inflation ratc rose 
steadilr, and ongoing inflation fi rst became a public concern. 
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What was special about the economy in the 1960s? First, it was a period of 
exuberance and optimism, for both businesses and households. Business spending 
on plant and equipment rose, and household spending on new homes and automo
bi les rose as well . At the same time, government spending rose-both military 
spending for the war in Vietnam and social spending on programs to help alleviate 
poverty. These increases in spending all contributed to rightward sh ifts of the AD 
curve; they were positive demand shocks. The unemployment rate fell below the 
natural rate-hovering around 3 percent in the late 1960s_ And, as expected, the 
economy's self-correcting me<:hanism kicked in: H igher wages shi fted the AS curve 
upward, causing the price level to rise_ 

As you've learned in this chapter, the Fed could have neutralized the positive 
demand shocks by raising its interest rate target (as in Figure 4 ), shifting the AD 
curve back to its origi nal position. Alternatively, the Fed could have allowed the 
self-correcting mechan ism to bring the economy back to full employment with a 
higher-but stable-price level. But in the late 1960s, the Fed made a different 
choice: It maintained its low interest rate target. This required the Fed to increase 
the money supply, thus adding its OWII positive demand shock to the spending 
shocks a lready hitting the economy. In Figure 3, this was the equ ivalent of moving 
the AD curve all the way ou[ to ADJ, preventi ng any rise in interest rates but over
heating the economy even more. 

Why did the Fed act in this way? No one knows for sure, but one likely reason 
is that, in the J 960s, the Fed saw its job differently than it does today. The Fed tried 
to keep the interest rate stable and low, both to maintain high investment spending 
and to avoid instability in the financ ial markets. This is what it had been doing for 
yea rs, with good effect: Americans had prospered in the previous de<:ade, the 1950s, 
and financ ial markets were, indeed, stable. 

But even though this policy worked well in the 1950s, it did not serve the 
economy well during and after the demand shocks of the 1960s. That's because 
the Fed's policy-year after year-prevented the self-correcting mechan ism from 
bringing the economy back to full employment. Instead, each time the price level 
began rising, and the economy began to self-correct, the Fed would increase the 
money supply again, causing output to remain continllally above its potential out
put. And that, in turn, meant that the price level would continue to rise, year after 
year. 

Now comes a crucial part of the story: As the price level continued to rise in the 
1960s, the public began to expect it to rise at a simila r rate in the future. This illus
trates a more general principle: 

Whe" i"flatio" COl/till/US for some time, the public develops expectatiollS 
that the inflation rate in the future will be similar to the inflation rates of the 
recent past. 

Why are expectations of inflation so important? Because when managers and 
workers expect inflation, it gets built into their decision-making process. Union con
tracts that set wages for the next 3 years will include automatic increases to com
pensate for the anticipated loss of purchasing power caused by future infl ation. 
Nonunion wages will tend to rise each year as well, to match the wages in the union
ized se<:tor. And contracts for future delivery of inputs-like lumber, cement, and 
unfini shed goods- will incorporate the higher prices everyone expects by the date 
of delivery_ For reasons like these, 
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a contilluing, stable rate of inflation gets built into the economy. The built
in rate is uSl/ally the rate that has existed for the past few years. 

BUILT-IN INFLATION 

Once there is built-in inflation, the economy continues to generate inflation even 
after the self-correcting mechanism has fina lly been a llowed to do its job and bring 
us back to potential Output. To see why, look at Figure 6. It shows what might hap
pen over the year in an economy wi th built-in inflation. In the figure, output is at 
its full-employment level. But over the year, the AS curve shifts upward and the AD 
curve shifts rightward, so the equilibrium moves from A to B and the price level rises 
from PI to P2- Why does all th is happen when there is built-in inflation? 

Let's start with the reason for the upward shift of the AS curve. Unemployment 
is at its natural rate, so the self-correction mechanism is no longer contributing to 
any rise in wages or unit costs. But something else is causing unit COStS to increase: 
inflationary expectations. Based on recent experience, the public expects the price 
level to rise as it has been rising in the past, so wages (and other input prices) wi!l 
continue to increase, even though real GDP is equal to potential output. Thus, 

ill an ecollomy with built-ill inf/atioll, the AS curve will shift upward each 
year, evell when Olltput is at potential and unemployment is at its lIatural rate. 
The upward shift of the AS curve will equal the built-in rate of in(lation. 

For example, if the public expects infl ation of 6 percent during the year, then 
contracts will call for wages and input prices to rise by 6 percent that yea r. This 
means that unit COStS will increase by 6 percent. Firms-marking up prices over unit 
costs- will raise their p rices by 6 percent as well, and the AS curve will shift upward 
by 6 percent . 

Explaining why the AS curve shifts upward is only half the story in Figure 6 . We 
must also explain why the AD curve shifts rightward. The simple answer is: The AD 
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curve shifts rightward because the Fed increases the money supply. But why does the 
Fed shift the AD curve rightward, when it knows that doing so only prolongs infla
tion? One reason is that reducing inflation would be costly to the economy. 

Imagine what would happen if the Fed decided IlOt to shift the AD curve right
ward during the year. The AS curve will shift upward anyway, by a percentage 
shift equal to the bullt-in rate of infl ation. This will happen I/O matter what the 
Fed does because the shift is based on expected inflation, which, in turn, is based 
on past experiences of inflation. There is nothing the Fed can do today to affect 
what has happened in the past, so it must accept the upward shift of the AS curve 
as a given . So if, during the year, the Fed maintains the AD curve at AD I , the new 
equilibrium (not labeled in the figure) will be at the intersection of ADI and AS1. 

The Fed would achieve its goal of reducing inflation that year-the price level 
would rise from PI to something less th an Pl instead of all the way to Pl' But the 
drop in inflation would come with a cost: The economy's output will decl ine 
below Y p~a recession . 

111 the short filii, the Fed call reduce the rate of illflatioll below the built-ill 
rate, bllt ollly at the cost of creatiltg a recessiolt. 

Wou ld the Fed ever purposely create a recession to reduce inflation? Indeed it 
would, and it has- more than once. By far the most important episode occurred dur
ing the early 1980s. As Figure 1 shows, annual inflation reached the extraordinary 
level of 13.3 percent in J979. Soon after, with some suppOrt from th e newly elected 
President Reagan, the Fed embarked on an aggressive campaign to bring inflation 
down . The Fed stopped increasing the money supply and stopped sh ifting the AD 
curve rightward, and a recession began in July of 1981. Unemployment peaked, as 
shown earlier in Figure 1, at 10.7 percent at the end of 1982. With tremendous slack 
in the economy, the inflation rate fell rapidly, to below 4 percent in 1982. The Fed 
deliberately created a serious recession, but it brought down the rate of inflation . 

Creating a recession is not a decision that the Fed takes lightly. Recessions are 
costly to the economy and painful to those who lose their jobs. The desire to avoid 
a recession is one reason that the Fed tolerated ongoing inflation for yea rs and con· 
tinued to play its role by shifting the AD curve rightward. We'll discuss other rea
sons for the Fed's tolerance of ongoing inflation a bit later. 

ONGOING INFLATION AND THE PHILLIPS CURVE 

Ongoing inflation changes our analys is of monetary policy. For one thing, it forces 
liS to recognize a su btle, but important, change in the Fed's objectives: While the Fed 
still desires full employment, its other goal-price stabi lity-is not zero inflation, 
but rather a low and stable iltflatiolt rate. 

Another difference is in the graphs we use to illustrate the Fed's policy choices. 
Instead of continuing to analyze the economy with AS and AD graphs, when there 
is ongoing inflation, we usually use another powerful tool. 

This tool is the Phillips CIIwe-named after the late economist A. W. Phillips, 
who did early research on the relationship between inflation and unemployment. 
The Phill ips curve illustrates the Fed's choices between inflation and unemployment 
in the short run, for a given built· in inflation rate. 

Figure 7 shows a Phill ips curve for the U.S. economy. The inflation rate is mea
sured on the vertical axis; the unemployment rate on the horizontal. Point E shows 
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the long-run equilibrium in the economy when the built-in inflation rate is 6 per
cent. At point £, unemploymenr is at its natural rate-U,....--and inflation remains 
constant from year to year at the built-in rate of 6 percent. 

Notice that the Phillips curve is downward sloping. Why? Because it tells the 
same story we told earlier-with AD and AS curves-about the Fed's options in the 
shorr run. If the Fed wants to decrease the rate of inflation from 6 percent to 3 per
cent, it must slow the rightward shifts of the AD curve. Th is would cause a move
ment along the Phillips curve from point E to point F. As you can see, in moving to 

poin t F, the economy experiences a recession: Since output fal Is, unemployment rises 
above the natural rate. 

III the short mil, the Fed call move alollg the Phillips curve b)' adjusting the 
rate at which the AO curve shifts rightward. When the Fed moves the econ
om)' downward and rightward along the Phillips curve, the unemployment 
rate illcreases, and the inflation rate decreases. 

A Downward Shift in the Phillips Curve 

Suppose the Fed moves the economy downward along the Phillips curve, from 
point E to point F, and then keeps it at point F. In the long run, the public
observing a 3 percent inflation rate-wi ll come to expeCl 3 percent inflation into 
the future. Thus, in the long run, 3 percent will become the economy's built-!!1 
rate of inflation . Figure S shows the effect on the Phillips curve. When the econ
omy's buil t-i n inflation rate drops from 6 percent to 3 percent, th e Phillips curve 
shifts downward, to the lower curve. At any unemployment rate, the inflat ion 
rate will he lower, now that the public expects inflation of on ly 3 percent rather 
than 6 percent . 

III the /ollg mn, a decrease ill the inflation rate leads to a lower built-in infla
tion rate, and the Phillips Cllrve shifts downward. 
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Once the Fed has reduced the built-in inflation rate, it can locate anywhere on 
the new Phillips curve by adjusting how rapidly it lets the money supply grow (and, 
therefore, how rapidly the AD curve shifts rightward each year). Therefore, the Fed 
can choose to bring the economy back to full employment (point G), with a new, 
lower inflation rate of 3 percent rather than the previous 6 percent. 

An Upward Shift in the Phillips Curve 

T he process we've descri bed-movi ng down the Phillips curve and thereby causing 
it to shift downward- also works in reverse: Moving up the Phillips curve will, in 
the long run, shift the curve upward. Figure 9 illustrates this case. Once again, 
assume the economy begins at point £, with a built·in inflation rate of 6 percent and 
unemployment at its natural rate. Now suppose the Fed begins to increase the 
money supply more rapidly than in the past, and begins shifting the AD curve fur· 
ther rightward than in Figure 6 . In the short run , the economy would move alollg 
the Phillips curve from point £ to point H in Figure 9. T he inflation rate wou ld rise 
to 9 percent, and the unemployment rate would fall below its natural rate-in the 
short run . 

But suppose the Fed keeps the economy at point H for some time, continuing to 

shift the AD curve rightward at a faste r rate than before. Then , in the long run, the 
public will begin to expect 9 percent inflation, and that will become the new built· 
in rate of inflation . The Phillips curve will then shift upward. At this point, if the 
Fed returns the economy to full employment, we end up at point}. The economy 
will be back in long-run equ ilibrium-but with a higher built-in inflation rate. 

III the 10llg rllII, all illcrease ill the ill(/atioll rate leads to a higher built-ill 
in(/ation rate, and the Phillips curve shifts upward. 
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Figure! 0 combines the previous two figures, showing the polic)' choices for the Fed 
and their consequences . We assume, as before, that we are initially at point £ on the 
middle Phillips curve. The built-in inflation rate is 6 percent, and the economy is oper
ating at full employment. In the short run, the built·in inflation rate will remain at 
6 percent, so the Fed can freely move along the middle Phillips curve, say, to point H 
or point F. In doing so, the Fed exploits the shorr-run tradeoff between unemployment 
and inflation. Bur in the long run-once the public's expectations of inflation adjust 
to the new reality- the built-in inflation rate will change, and the Phillips curve will 
shift. Indeed, the Phillips curve will keep shifting whenever the unemployment rate is 
kept above or below the natural rate. (To see why, ask yourself what wou ld happen 
in the future if the Fed tried to keep the unemployment rate penJlanelltly at a level like 
U2-below the natural rate.) Thus, the economy cannot be in long-run equilibrium 
until the unemployment ra te returns to its natural rate, and output is back to its poten
tial level. In the long run, when we are at the natural rate of unemployment, the Fed 
can only choose which Phillips curve th e economy will be on. 

/n the short rllII, there is a tradeoff between inflation and Il1lemployment: 
The Fed can choose lower unemployment at the cost of higher inflation, or 
lower inflation at the cost of higher unemploymem. But ill the long nm, 
since unemployment a/ways returns to its natural rate, there is 110 such 
tradeoff 

Now look at the vertical line. It te lls us how monetary policy affects the economy 
in the long run, without the distractions of the short-run story. The vertical line is the 
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economy's IOllg-nm Phillips curve, which tells us the combinations of unemployment 
and inflation that the Fed can choose in the long run. 

To see why, suppose the Fed moves the economy from point £ to point H in the 
short run. Then in the long run, we will end up at point} on the vertical line: The econ
omy will be back at the natural rate of unemployment, but with a higher inflat ion rate 
(9 percent). Suppose, on the other hand, the Fed moves us from point E to point Fin 
the short run . Then in the long run, we wi!] once again be on the vert ical line, but this 
ti me at point C. Unemployment is at its natural rate, but with a lower inflation rate 
(3 percent). No matter what the Fed does, unemployment will always return to the 
narural rate, UN' in the long run . However, the Fed can use monetary policy to select 
any rate of inflation it wants. 

The long-nm Phillips curve is a vertical line at the natural rate of unem
ployment. It shows liS that, in the long run, the Fed can change the rate of 
ill f/a tioll, but not the rate of IInemployment. 

WHY THE FED ALLOWS ONGOING INFLATION 

Since the Fed can choose any rate of inflation it wants, and since in fl ation is costly 
to soc iety, we might think that the Fed would aim for an inflation rate of zero. But 
a look back at panel (a) of Figure I shows that this is not what the Fed has chosen 
to do. In recem yea rs, with unemploymem very close to its nafU ral rate, the Fed has 
ma intained annua l inflation at around 2 o r 3 percent. Why doesn't the Fed eli mi
nate inflation from the economy entirely? 

One reason is a widespread belief that the Consumer Price Index (CPI) and other 
measures of inflation actually overstate the true ra te of in flation in the economy. 
As you've learned, many economists believe that the CPI has overstated the true 
annual inflation rate by 1 to 2 percent--or more-in recent decades. Although the 
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Bureau of Labor Statistics has been working hard to correct the problem, some sig
nificant upward bias remains. Thus, the Fed is effenively eliminating actual infla
tion when it keeps the measured fate low. 

But some economists have offered another explanation for the Fed's behavior: 
Low, stable inflation makes the labor market work more smooth ly. The argument 
goes as follows: Wh ile no one wants a cut in h is or her real wage rate, people seem 
to react differently, depending on how the real wage is decreased . For example, sup
pose there is an excess supply of workers in some industry, and a real wage cut of 
3 percent would bring that labor market back to equilibrium. Workers would 
strongly resist a 3 percent cut in the nominal wage. But they would more easily tol
erate a freeze in the nominal wage while the price level rises by 3 percent, even 
though in both scenarios, the real wage falls by 3 percent. 

If th is argument is correct, then a low or modest inflation rate would help wages 
adjust in different markets, heiping to ensure that workers move to industries where 
they would be most productive as the structure of the economy changes over time. 
In some labor markets, real wages can be raised by increasing nominal wages faster 
than prices . In other labor markets, real wages can be cut by increasing nominal 
wages more slowly than prices, or not at all. 

The Fed has tolerated measured in/1ation at 2 to 3 percent per year because 
it knows that the true rate of ill/1atioll is lower, alld because low rates of 
ill/1atiOtI may help labor markets adjust more easily. 

CHALLENGES FOR MONETARY POLICY 

So far in this chapter, we've described some clear-cut guidelines the Fed call and does 
follow in conducting monetary policy. We've seen that the proper response to 

demand shocks is a change in the interest rate target. Dealing with a supply shock 
is more problematic because it requires the Fed to balance its goal of low, stable 
inflation with its goal of full employment. But even here, once the Fed decides on 
the proper balance, its policy choice is straightforward: Shift the AD curve to 

achieve the desired combination of inflation and unemployment in the short run, 
and then guide the economy back to full employment in the long run . 

One might almost conclude that monetary policy is akin to operating a giant 
machine-adjusting this or that knob, and making the occasional repair by con
sulting the manual. And policy making might appear rather uncontroversial, other 
than the occasional debate between those who favor hawkish and dovish policies 
toward inflation after a supply shock. 

But the truth is very much the opposite. First, the Fed faces frequent criticism from 
members of Congress, the business community, the media, and some academic econ
omists---over not juSt its policy choices but also the wa)' it arrives at them. Second, the 
Fed, rather than operating a well·understood machine, must conduct monetary poli
cy with highly imperfect information about the economy's course and preciseiy how 
its policies will alter that course. Let's consider some of the challenges facing the Fed . 

INFORMATION PROBLEMS 

The Federal Reserve has hundreds of economists carrying out research and gathering 
data to improve its understanding of how the economy works, and how monetary 



Chapter 14: Inflation and Monetary Policy 

policy affects the economy. Research at the Fed is widely respected and has made 
great progress. Bur because the economy is complex and constantly changing, serious 
gaps remain. Two of the most important gaps concern the time lag before monetary 
policy affects the economy, and knowledge of the natural rate of unemployment 
(or-equivalenrly-the economy's potential output). 

Uncertain and Changing Time lags 

Suppose that we a re in the midst of an expansion, and Fed officials begin to worry 
that the economy is about to overheat. They respond by raising their interest rate 
target. Eventually, the higher interest rate will dampen planned investment and con· 
sumption spend ing and cool the economy off. Bur when? 

Monetary policy works with a time lag. Even after a rise in the interest rate, 
business firms will likely continue to build the new plants and new homes they've 
already started constructing. Th e most powerful effects on investment spending will 
be the cancellation of /lew projects currently being planned-prOJects that would 
have entered the pipeline of new spending many months later. The same applies in 
the other direction : When the Fed lowers the interest rate to stimulate additional 
spending, the full effects will be felt many months later, after new investment proj· 
ects are planned and firms begin mak ing the associated purchases. 

The time lag in the effectiveness of monetary policy can have serious conse· 
quences. For exam ple, by the time a higher interest rate target has its maximum 
effect, the economy may already be returning to full employment on its own, or it 
may be hit by a negative demand shock . In this case, the Fed-by raising its inter· 
est rate target-will be reining in the economy at juSt the wrong time, causing a 
recessIon. 

Economists often use an analogy to describe this problem. Imagine that you are 
trying to drive a car with a special problem: When you step on the gas, the car will 
go forward ... bur not unt il 5 minutes later. Similarly, when you step on the brake, 
the car wdl slow, but also with a 5-minute lag. It would be very difficult to main· 
tain an even speed with this car: You 'd step on the gas, and when nothing happened, 
you'd be tempted to step on it harder. By the time the car begins to move, you will 
have given too much gas and find yourself speeding down the road. 50 you try to 

slow down, but once again, hitting the brakes makes nothing happen. So you brake 
harder, and when the car finally responds, you come to a dead halt. 

The Fed can make-and, in the past, has made-simi lar mistakes. When it tries 
to cool off an overheated economy, it may find that nothing is happening. Is it just 
a long time lag, or has the Fed not hit the brakes hard enough? If it hits the brakes 
harder, it runs the risk of braking the economy roo much; if it doesn't, it runs the 
risk of continuing to al low the economy to overheat. Even worse, the time lag before 
monetary policy affects prices and output can change over the years: Just when the 
Fed may think it has mastered the rules of the game, the rules change. 

The Natural Rate of Unemployment 

In our Phillips curve analysis, we've assumed that the economy's natural rate of 
unemployment is known and remains constant, signified by the vertical long-run 
Phill ips curve at some value UN. [n th is case, once the economy achieved a long-run 
equilibrium, the Fed's job would be relatively straightforward: to shift the AD curve 
rightward by just the right amount each period to maintain the natural rate of 
unemployment with an acceptabl e rate of inflation. 
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But even though there is wide agreement that the natural rate rose in the 1970s 
and has fallen since the late 1980s, economists remain uncertain about its value dur
ing any given period. Many economists believe that today the natural fatc is 
between 4.5 and 5 percent, but no one is really sure . 

Why is this a problem? It 's very much like the twO mountain climbers who 
become lost. One of them pulls out a map. "00 you see that big mountain over 
there?~ he says, pointing off into the distance. "Yes,~ says the other. "Well," says 
the first, "according to the map, we're standing on top of it. " In order to achieve its 
twin goals of full employment and a stable, low TaTe of inflation, the Fed tries to 

maintain the unemployment rate as close to the natural rate as possible. If its esti
mate of the natural ra te is wrong, it may believe it has succeeded when, in fact, it 
has not. 

For example, suppose the Fed believes the natural rate of unemployment is 
5 percent, but the rate is really 4.5 percent . Then-at least for a time-the Fed will 
be steering the economy toward an unemployment rate that is unnecessarily high 
and an output level that is unnecessarily low. We've already d iscussed the costs of 
cyclical unemployment. An overestimate of the natural rate makes society bear these 
costs needlessly. On the other hand, if the Fed believes the natural rate is 4.5 per
cent when it is really 5 percent, it will overheat the economy. This will raise the 
inflation rate- and a costly recession may be needed later in order to reduce it. 

Trial and error can help the Fed determine the true natural rate. If the Fed raises 
unemployment above the true natural rate, the inflation rate will drop. If unemploy
ment falls below the true natural rate, the inflation rate will rise. But (as we discussed 
earlier) tr ial and error works best when there is continual and rapid feedback . It can 
take some time for the inflation rate to change--6 months, a year, or even longer. In 
the meantime, the Fed might believe it has been successful, even while causing avoid
able unemployment, or planting the seeds for a future rise in the inflation rate. 

Estimating the natural rate of unemployment is made even more difficult 
because the economy is constantly buffeted by shocks of one kind or another. If the 
Fed observes that the inflation rate is rising, does that mean that unemployment is 
below the natural rate? Or is the higher inflation being caused by a negative supply 
shock? Or by the Fed's response to an earlier, negative demand shock? This infor
mation is difficult to sort out, although the Fed has become increasingly sophisti
cated in its efforts to do so . 

RULES VERSUS DISCRETION 

Over the last several decades, the Federal Reserve has formulated monetary policy 
using discretioll: responding to demand and su pply shocks in the way that Fed offi
cials thought best at the time. In some cases, this seems to have helped the econo
my's performance, as when the Fed aggressively cut interest rates during 2001 and 
helped to make the recession of that year shorter and milder than it would other
wise have been. In other cases, discretion has worked less well. During the late 
1970s, frequent changes in monetary policy contributed to wide fluctuations in out
put and a rapidly rising inflation rate that reached 13.3 percent in 1979. A more 
recent exam ple is the Fed's policy in 2000. It raised interest rates and, in retrospect, 
waited too long before bringing them down again, missing an opportunity to begin 
an early fight against the recession of 200 1. 

Should the Federal Reserve have complete discretion to change its interest rate 
target in response to demand and supply shocks as it sees fit? Or should it stick to 
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ru les or guidelines in making monetary policy-ru les that it announces in advance, 
with a justification requ ired for any departure? Some economists have suggested 
that the Fed 's performa nce on average would be better with less discretion and more 
deference to predetermined ru les. 

The Taylor Rule 

The most often discussed rule for monetary policy is the Taylor rule, originally pro
posed by economist John Taylor. Under this rule, the Fed would be required to 

announce a target for the infl ation rate (say, 2 percent per year) and another target 
for real GOP (equal to the Fed's estimate of potential GOP in that period) . Then the 
Fed would be required to change its interest rate target by some predetermined 
amount whenever either Output or infl ation (or both) deviated from thei r respective 
targets. 

For example, suppose the economy began to overheat from a positive demand 
shock. Then at some point either real GOP would rise above potential, or the infla
tion rate would rise above its target rate, or both would occur. The Fed would then 
be obligated to raise its interest rate target by an amount that everyone knew in 
advance, depending on the changes observed in output and inflation . On the other 
side, if a negative demand shock started to threaten a recession, changes in inflation 
and/or output would commit the Fed to lower its interest rate target, and stimulate 
the economy back toward full employment. 

What about a negative supply shock-such as a rise in oil prices-that causes 
the inflati on rate to rise and output to fall? In thi s case, inflati on would rise higher 
than its target, and output would fall below it. But the rule would identify in 
advance just how the Fed would respond. It would raise or lower the interest rate 
ta rget depending on which variable--output o r inflation-deviated the most, and 
depending on the response to each variable that the rule calls for. Thus, the 
hawk-dove debate that fol1ows every supply shock would be senled-publically
in advance. 

What would be the advantage of such a rule? First, if the Federal Reserve were 
committed to respond to the first signs of a boom, the public would know that the 
Fed wou ld lIot allow the economy to contin ue overheating. This would discourage 
the formation of inflationary expectations. In effect, the Fed would be saying to the 
public, "Even though the inflation rate just rose, you know the rules. We have to 
bring the inflation rate back down, so don't get any ideas that we're going to let this 
continue." Sim ilarly, if a negative demand shock sends the economy into a recession, 
and the Fed begins to stimulate the economy, the public needn't wonder whether the 
Fed will go too fa r and create ongoing, higher inflation . The rule says that the Fed 
will sti mulate the economy only until we are back at potential Output. 

Second, the Taylor rule would give the Fed ammunition to fight inflation with a 
higher interest rate even when doing so might prove unpopular at the time. The Fed 
would only be fol1owing the rule that everyone understood in advance. This would 
help discourage the sort of discretion, and political pressure, that contributed to the 
high inflation rates of the late 1970s. 

The Taylor rule is controversial. Opponents argue that it implies more advanced 
knowledge about the economy-and what an appropriate future response shou ld 
be- than is realistically possible. And unless the rule were written into law- which 
only a few econom ists would advocate-the Fed would not be obligated to follow 
it. Since the public would know th is, the existence of the rule might not be a strong 
deterrent to infl at ionary expectations. 
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Interestingly, the Fed's behavior under Alan Greenspan (1987-2005) followed 
reasonably close [0 the specific nu merical rule that Taylor originally proposed. 
Whether the economy performed better or worse due to Greenspan's deviations 
from the rule remains controversial. 

As you call see, conducting monetary policy is not easy. The Fed has hutl<lrcds 
of economists carryi ng out research and gathering data to improve its information 
about the status of the economy and its understanding of how the economy works. 
And the effort seemed to have paid off during the decade leading up to 200 I . But 
some economists believe that the Fed, in retrOSpeCT, could have done mOTC to offset 
the forces that caused the recession that began in M arch 200 I. They believe that the 
Fed raised the interest rate too high in 2000 and waited too long before starting to 

lower the interest rate in January 2001. This is an eas)' conclusion to come to with 
hindsight. But given the uncenainties faced by the Fed in conducting monetary pol
ic}', most economists have expressed approval of the Fed's performance under the 
chairmanship of Alan Greenspan. [n mid-2006, economists were also giving high 
marks to Ben Bernanke, who took over Greenspan's job in February of that year. 

Expectations and the Importance of Words 

A[an Greenspan- the Chair of the Federal Reserve Board from 1987 through 
200S-was famous for his style of speaking. When testifying before Congress, giv
ing a speech, or granting an inten'iew, he spoke in sentences that ga\'e English teach
ers heartache. They were long, complex, and packed with speci fics. At the same 
time, they seemed carefully designed to allow for multiple interpretations . 

A famous example occurred after Greenspan spoke to reporters on June 7, 1995. 
T he next morni ng, the headline in the New York Times was, "Greenspan Sees 
Chance of Recession," while in the Washingtoll /'ost, it was, "Recession Is Unlikely, 
Greenspan Concludes." Greenspan's wife, NBC reporter Andrea Mitchell, has said 
that he had to propose to her three times before she understood what he meant. 

Most economists understood why Greenspan spoke in that style-at least about 
the economy. Words matter. And the words of the Fed chair matter a lot. A Fed chair 
who speaks too clearly and gives too much new information about a future change 
in monetary policy can destabili,e financial markets. 

To understand wh)', let's first review how changes in monetary policy affect the 
bond market. Recall that the interest rate and the price of bonds arc negatively relat
ed. When the Fe(\ raises interest rates, bond prices drop. Because the public hol(\s 
trillions of dollars in government and corporate bonds, even a small rise in the inter
est rate-say, a quarter of a percentage point-decreases the value of the public's 
bond holdings by billions of dollars. 

The srock market is often affected in a similar way. People hold stocks because 
they entitle the owner to a share of a firm's profits, and because stock prices are usu
ally expected to rise as the econom), grows and firms become more profitable. Bur 
stocks must offer a com petitive rate of return to bonds, or else no one would hold 
them. The lower the price of a share of stock, the more attractive the stock is to a 
potential buyer. 

When the Fed raises interest rates, all d the rate of return on bOIl(\s increases, 
bonds become more attractive ro potential buyers. As a result, stock prices must fall , 
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so that stocks, tOO, will bt:come more attractive to hold. And that is typically what 
happens. Unless other events are affecting the stock market, a rise in the interest rate 
causes people to tTy to sell their stocks in order to acquire the suddenly more attrac
tive bonds. This ca uses stock prices to fall, unti l stocks are once again as anractive 
as bonds. 

Thus, a rise in the interest rate (federal fu nds rate) target-which causes interest 
rates in gene ral to rise--causes stock prices, as well as bond prices, to fall. 

The stock ami bond markf'ts move in the opposite directio" to the Fed 's 
interest rate target. Ceteris paribus, when the Fed raises its target, stock a"d 
bond prices {a ll. When the Fed lowers its target, stock a"d bond prices rise. 

The potentially destabilizi ng effect on stock and bond markets is one reason 
wh y, in normal times, the Fed prefers not to change its interest rate target very often. 
Frequent changes in the target would make prices in fina ncial markets less stable 
and the public more hesitant to su pply fund s to business firms by buying stocks and 
honds. 

But financia l markets are also affected by expected changes in the interest rate 
target-whether or not they actua lly occur. If you expect the Fed to raise its target, 
you also expect stock and bond prices to fall. Therefore, you would want to dump 
these assets IIOW, before their price drops. Similarly, an expectation of a drop in the 
interest rate target would make you wam to buy stocks and bonds now, before their 
prices rise. Thus, changes in expectations about the Fed's future actions can be as 
destabilizing as the actions themselves. 

Once yOll understand the Fed's logic in chan ging its interest rate target, YOll can 
understand a phenomenon that- at first glance-appears mystifying: Stock and 
bond prices often fall when good news about the economy is released, and rise when 
bad news is released. For exam ple, if the Bureau of Labor Statistics announces a 
sudden, unexpected drop in the unemployment rate, or th e Commerce Department 
announces that real GOP grew more rapidly during the previous qua rter than had 
been thought, stock and bond prices may pl ummet. Why? Because owners of stocks 
and bonds believe that the Fed might imerpret the good news as evidence that the 
economy is overhea ting. They would then expect the Fed to raise its interest rate tar· 
get, so they try to sell their slocks and bonds before the Federal Open Market 
Committee even meets. 

Good neUis about the economy sometimes leads to new expectatiollS that the 
Fed. fearing inflatio", lIIilf raise its imerest rate target. This is wh)' good eco· 
nomic news can a mse stock and bond prices to {alf. Similarly, bad news 
abollt the eco"omy sometimes leads to expectations that the fed. fearing 
recessior,. will lower its imerest rate target. This is why bad ecorlomic news 
sometimes causes stock mId bond prices to rise. 

Now let's go back to the importance of words. The members of the FOMe are 
well awa re thaI the public specu lates about what the committee will do at its next 
meeting, and thaI FOMe announcements and speeches by Fed officials are careful· 
I)' studied. T his crea tes both an opportunity and a challenge. 

The opportu nit), is that words themselves are another Fed tool (in addition to 
its interest rate target) fo r influencing the direction of the economy. For exam ple, if 
the FOMe hints a t a slight increase in the likelihood of a lower interest rate target 
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at the next meeting, there will likely be some increase in stock and bond buying. 
Because stocks and bonds are important components of household wealth, house
holds-now wealthier-will increase their consumption spending. In this way the Fed, 
if it is careful, can gradually shift the aggreg.1lc expenditu re line by phrasing its 
announcement5 carefully. On occasion, the Fed may want to engineer a more dramatic 
change in aggregate expenditure and will use stronger, morc definitive phrasing. 

Over Ihe years, the Fed has experimented with different strategies for managing 
expectations. Greenspan was widely considered a master of Ihis craft. His state
ments, while complex, ohen contained hints-sometimes subtle, sometimes more 
pronounced-of a change in policy. 

The challenge for Fed officials-especially the Fed chair-is that if they are not 
careful, and tip their hand roo suddenly or 100 strongly, there can be huge, unde
sired price swi ngs in financial markets. Indeed, stock and bond prices often jump 
around in the days leading up to meetings of the FOMC, as statements made by Fed 
officials are parsed especially closely. 

Ben Bernanke replaced Alan Greenspan as Fed chair in Fehrmlry 2006.J And he 
was quickly reminded about the importance of words. In Congressional testimony 
just 2 months after taking office, Bcrnanke-who had promised grealer "trans· 
p;uency" about Fed (lecision making-mused about policy in a rather straightfor
ward manner. Financial market analysts interpreted his remarks to mean that the 
Fed would not continue its recent interest rate hikes, as had been expected. Stock 
and bond prices jumped up. 

A week later, at a White House correspondent's dinner, Bernanke told CNBC 
reporter Maria Bartiromo (in what he ilia), ha\'e thought was a private conversation) 
that the markets had misinterpreted his testimony. He had been musing only about 
the possibilit), of a temporary pause in rate hikes. Bartiromo, in turn, broadcast her 
aCCount of the conversation at 3: 15 P.M. the next dar. Suddenly, expectations 
changed: Now e ..... eryone belie\'ed thaI the FOM C would raise interest rates at ils 
next meeting. Stock and bond prices-which had been rising until that very 
minule-mrned on a dime and ended up lower for the day. 

A few weeks later, when asked aboul the incident in a Senate hearing, Bernanke 
vowed thai kin the future, my communications with the public and wilh the mar
kets will be entirely through regular and formal channds."~ Those formal channels 
consist mostly of the carefully worded statements released by the FOMC after each 
of its meetings. The)' are most often designed to calm and occasionally nudge
rather than startle or stir up-the financial markets. Typically, that means they must 
defy clear interpretation. 

For example, consider the statement released by the Bernanke FOMC after 
its meeting on June 29, 2006. Here IS the key section that IS always studied most 
closely by journalists and market ana lysts, who are looking for hints of the Fed's 
next move. Take a deep breath. 

Althol/gh the moderation in the growth of aggregate demand shol/ld help to 
limit il/flation pressures over time, the Committee il/liges that sOllie illflatioll 
risks remain. The extellt alld timing of all)' additional firming that may be 

J Ikiore Ikn Ikrnanh was nommated by I'resident Blish. Gltnn Ilubbard-ikan nf [he Columbia 
lIu >in~> School-was also Ihoughl 10 bee a candidate. W,",n lIubbud wasn't ch(tS(n, Columbia .>!udems 
made a musIC VLdeO fUfUrLns a jealous Hubbard 100k·aILkt. It LS wtll worth walchli'S. You can find" at 

u·,,,u'.(b4olli~.(O,,,, I,",n find ,he "ntry for ~ E,..,ry 8ruth YOLL Tah, ~ and sdttl ·V,ew. ~ 
• Ndll l.,nderson, "F.,d Chief Calls lIi~ Remarks a M15Iake,~ Wash"'gtOl' Post, May 24. 2006, p. 0 0 1. 
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lIeeded to address these risks will depelld all the evoilltioll of the olltlook for 
both in{latiOlI alld economic growth, as implied by incoming informatiOlI. In 
ally evellt, the Committee will respolld to changes ill ecol1olllic prospects as 
needed to support the attainment of its objectives. 

A statement like this docs not give much of a hint about the Fed's future moves. 
It is difficult to read, and even harder to interpret. Alan Greenspan couldn't have 
phrased it any better. 

Summary 

As the nation's central bank, the Federal R('Scrvc bears primary 
responsibility for maintaining a low, stable rate of inflation and 
for maintaining full employment of the labor force as the I:<:ono
my is buffeted by a variety of shocks. 

Demand shocks call shift the AD curve, causing output to devi
ate from its full-employment leveL T he Fed can nelllTalize these 
shocks by adjusting its interest rate target----changing the money 
supply 10 shift the AI) curve back to its original position. 

The Fed's most difficult problem is respond ing to supply 
shocks. A negative supply shock- an upward shift of the AS 
curve-prescnts the Fed with a dilemma. In the short rull, it must 
choose a point along that new AS curve. If it wishes to maintain 
price stability, it Ill lJ st shift the AD ClJrve to the left and accept 
higher unemployment. If the Fed wishes to maintain full employ
ment, it must shift the AD curve to the right and accept a higher 
rate of inflation. A ~hawk~ poliC}' puts greater emphasis on price 
stability, while a "dove ~ policy emphasizes lower lJnemploymenl. 

If Fed policy leads to ongoing inflation, then businesses and 
households come 10 expect the prevailing inflation rate 10 contin
ue. As a result, the AS curve continues to shift upward at that 
built -in expected inflation rate. To maintain full emploYlllent, the 
Fed must shift the AD curve righTWard, creating an inflation rate 
equal to the expected rate. 

I. Suppose thai a law required the Fed to do everything 
possible to keep the inflation rate equal to 1.ero. Using 
AI) al,d AS curves, illustrale and explain how the Fed 
wvuld deal with (a) a negative demand shvck frum ~ 
decrease in investmem spending and (h) an adverse 
aggregJ[(, supply shock . What would the costs and benefits 
of such a law be? 

2. Suppuse that, in 3 ",orld with >IV vngoing inflatiun, the 
governmcII( raises taxes. Using AI) and AS curves, 
describe the effects on the econumy if Ihe Fed decides to 
keep the money supply constant. Alte rn<llively, how 
could the Fed use active pulicy to neutralize the demand 
shock? 

If the Fed wishes to changc the blJilt-in inflation rate, it mlJst 
first change the expected inflation rate. For example, 10 lower the 
expected inflation rate, the Fed will slow down the rightward 
shifts of the AI) curve. 'lbe actual inflation rale will fall, and 
expectations will el'elll11ally adjlJst downward. While they do so, 
however, the economy ",~11 experience a recession. The Fed"s 
short-mn choices between inflation and unemployment can be 
illustrated with the Phillips curve. In the short n'n, the red can 
move the ecollomy along the downward-sloping Phillips curve by 
adjusting the rate at which the A D curv~ shifts. If the Fed moves 
the econolllY to a new point on the Phillips curve and holds it 
there, the built·in inflation rate will el'entually ,,,Iiust and the 
Phillips ClJrve will shift. In the long wn, the economy will rctlJnl 
to the naTUral rate of unemployment with a differem inflation 
rate. T he IOllg-nllI Phillips cuwe is a ve rtical line ,II the natural 
rate of unemployment. 

In condlJctillg monetary policy, the Fed faccs several chal
lenges. It has imperfect information about the time required for its 
policies to a ffect the economy, and also about the economy"s 
potential GI)P (or its natural rale of unemplOYlllent) during any 
given period. The Fcrl often faces criticism for using discretion 
rather than following rigid wles, especially when the economy 
does nOI perform well. 

3. Suppose that initially the price level is /'1 and GLll' is YI , 

with lIO bllilt-in inflation. The Fed reacts to a negative 
demand shock by shifting the aggreS,lIe demand curve in 
the appropriate directio". The neXt time the Fed receives 
data Otl GDI' and the price level, it fimls that the price level 
is above PI and GOP is above YI . Gil'e a possible explana
tion for this finding. 

4. Suppose the econnmy has been experiencing a low inflatiun 
rate. A new chair of the Federal Reserve is named, and he 
or she is known to be srmpathetic to dove policies. Explain 
the possible effecls 0[1 the I'hillips curl'e. 

S. MThe idea oi the Feu having to choose between hawk and 
dove policies in Figure 5 is silly. All the Fed has tu do is 
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shift the AS CUTve back to its original position, which would 
prcvelll both recl.'ssion and inflation." Do you agree? Why 
or why l1ot? 

6. Using a graph similar to Figure 9, amI some additional 
curves, show what would happen in the fmure if the Fed 
tried to keep th(" uncmploymclII rale permanently at a level 
like V1-bclow the natural rate. 

More Challenging 

7. Suppose the economy is experiencing ongoing inflation. The 
Fed wants tn reduce expe((ed inflation, so it announces that 
in the fu ture it will101erate less inflation. H ow does the 
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Fed's credibility a ffect the success of the r('(luai",,? I low 
can the Fed build its cr("dibiliry? An: there costs to build ing 
credibility? If so, what are they? 

R. This chapter mentioned what would happen if the Fed over
or underestimated the natural rate o f unemployment. Using 
the AD-AS modd, suppose the economy is at the true natu
ral rate of unemployment, so that G OP is at its potential 
level. Suppose, i{)O, that the Fed wrongly believes that the 
natural rate of unemployment is higher (poten tial GIJI' is 
lower) and acts 10 bring the economy back 10 its supposed 
potential. What will the l'ed do? What will happen in the 
short run? If the Fed continues to maintain outpm below 
potential, what will happen over the long run? 



Almost every rear throughout the 1980s and early 1990s, a best-selling book would 
be published that predicted economic disaster for the United States and the world. 
In most of these books, the U.S. federal government played a central role. 
Arguments and statistics were offered to show that federal government spending
which was growing by lea ps and bounds-was out of control, causing us to run 
budget deficits year after year. As a result, the United States was facing a growing 
debt burden that would soon swallow up all of our incomes, sink the United States 
economy, and bring about a worldwide depression. 

During the late 1990s, as the federal budget picture improved, these disaster 
books quietly disappeared. Now, the federal government was running sllrpillses
raising more funds in tax revenues than it was spending. Moreover, the surpluses 
were projected to continue for at least a decade. News articles and public statements 
described a bright economic future in which our most pres.<;ing problem would be: 
What shall we do with our mounting budget surpluses? 

Then, in 2002, another flip-flop: The gO\'crnmenr began running deficits again, 
with continued deficilS projected through the end of the decade and beyond. Once 
again, concern over the budget and growing U.S. debt saturated the media, and the 
word disaster reappeared in the media. 

What caused these flip-flops in the governmenr's budget? And why should we 
care? 

In this chapter, we'll take a close look at the governmenrs role in the macro· 
economy. You'lIlearn how to interpret trends in the government's budget, and how 
to identify the causes and effects of those trends. You'll also learn how economists 
differentiate between debt burdens that are not really problematic, those that are 
cause (or concern, and those that can truly be described as disastrous. 

TH I NKI N G AB OUT_T'-H= E-'N-"U"-M= B'-'E"'R"'S"-_ ______ _ 

Let's start with some simple numbers. In 1959, the federal government'S tara I out
lars for goods and services, transfer payments, and interest on its debt was $92 bil
lion . By 2006, the cotal had grown co ahout $2,700 billion, an increase of more than 
2,800 percent. Docs chis show that government spending is out of control? 

Or consider the nalional dcbl- the total amount that the federal government 
owes to the general pllblic from past borrowing in rears in which it ran a budgel 
deficit. In 1959, the national debc was $235 billion; by mid-2005, il had grown to 

$4,900 billion. Is this evidence Ihat debt is crushing the econom)'? 
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National debt The total amOl.lnt 
the federal government still owes 
to the general public from pasl 
borrowing. 
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Actually, these figures don't tell us much of anything. First, prices rose during 
that period, so real government outlays and the real nationa 1 debt rose considerably 
less than these nominal figures suggest. In addition, from 1959 to 2006, the U.S. 
population grew, the labor force grew, an d the average worker became more pro
ductive. As a result, real GOP and real income more than quad rupled during this 
period. Why is that Important? Because spending alld debt should be viewed ill rela
tioll to iI/come. 

We automatica lly recognize this principle when we think about an individual 
family or business. Suppose you are told that a family is spending $50,000 each year 
on goods and services, and has a total debt-a combination of mortgage debt, car 
loans, smdent loans, and credit card balances-of $200,000. Is this family acting 
responsi bly? Or is its spen ding and borrowing our of control? That depends. If the 
income of the household is less than its spending-say, $40,000-and is expected to 
remain so, then there is serious trouble. A family that continues to spend more than 
it earns would see its debt grow every year until it could not han dle the monthly 
interest payments. 

But what if the family's income is $800,000 per year? Then our conclusion 
would change dramatically: We'd wonder why this fami ly spends so little . And if it 
owed $200,000, we would not think it irresponsible at a ll. After all, the family 
could pay the interest on its debt with a tiny fraction of its income. 

What is true for an individual family is also true for the nation. Spending and 
debt are relative concepts. As a country's total income grows, it will want more of 
the thi ngs that government can provide---education, high environmental standards, 
domestic security, programs to help the needy, and more . Therefore, we expect gov
ernment spend ing to rise as a nation becomes richer. Moreover, as its income grows, 
a country can halldle higher interest payments on its debt. Government spend ing 
and the total national debt, considered in isolation, tell us nothing about how 
responsibly or irresponsibly the government is behaving . 

Budget-related figllres such as govemmerlt olltlays, tax revenues, or govem· 
ment debt should be cOllsidered relative to a Ilatioll's total illcome-as per
cel/tages of GOP. 

Viewing budget-related figures relative to GOP helps to put things in perspec
tive . In 1959, the federa l government's total outlays were 19 percent of GOP. In 
2006, they were 20 .6 percent-reflecting a sligh t upward drift, but far from out of 
control. And relative to GOP, the nationa l debt in the han ds of the public was lower 
in 2006 than in 1959, shrinking from about 48 percent to 37 percent of GOP. This 
doesn't suggest that everything is fine with the federal budget, and we'll discuss 
some causes for concern in this chapter. But our concerns should be based on, and 
expressed with, the proper perspective. 

In the rest of this chapter, as we explore recent trends in fiscal behavior and their 
effects on the economy, we'll do so with these lessons in mind . Accordingly, we'll 
look at fisca l variables as percel/tages of GOP. I 

, It makes no difference whe~her we divide "omi"al governmen~ outlays by "omi"al GDI', or real gov· 
ernment outlays by rfal GO!'; we get the same answer for government outlays as a percentage of GOP. 
When we measure a variable as a percentage of GOP, we are adjusting for inflation m,d for growtb in 
rtal income at the Same time. 
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THE FEDERAL BUDGET AND ITS COMPONENTS 

Our ultimate goal in this chapter is to understand how fiscal changes have affected, 
and continue to affect, the macroeconomy, Bur before we do this, some background 
will help, What has happened to the compositioll of government spending in recent 
decades? How does the U.S . tax system work, and what has happened to the gov
ernment's tax revenues? Why has the national debt decreased in some years, risen 
slowly in orher years, and risen very rapidly in stit! orhers? This section provides 
answers to these and other questions about the government's finances. Although 
state and loca l spending also play an important role in the macroeconomy, most of 
the significant macroeconomic changes in recent decades have in volved the federal 
government. Th is is why we'll focus on spending, taxing, and borrowing at the 
federal level. 

GOVERNMENT OUTLAYS 

The federal government's outlays-the total amount spent or disbursed by the fed
eral government in at! of its activities--can be divided into three categories: 

• Covermllellt purchases- the total value of the goods and services that the gov
ernment buys (corresponding to "G" in GOP = C + I + G + NX) 

• Transfer payments-income supplements the government provides to peopl e, 
such as Social Security benefits, unemployment compensation, and welfare 
payments 

• Interest on the national debt-the interest payments the government must make 
to those who hold government bonds 

Government Purchases 

Until the mid-1970s, government purchases of goods and services were the largest 
component of government spending. To understand how these purchases have 
changed over time, it's essential to divide them into twO categories: military and 
nonmilitary. Figure 1 shows total federal purchases, as well as fede ral mIlitary and 
nonmilitary purchases, from 1959 to 2006. 

One fact stands out from the figure: The federal government uses up on ly a tiny 
frac tion of OU f national resources for nonmilitary purposes. These nonmi litary pur
chases include the salaries pa id to all government workers outside the Defense 
Department (for example, federal judges, legislators, and the people who run feder
al agencies), as wet! as purchases of buildings, equipment, and supplies. It also 
includes the spending of the new Homeland Security Department (established in 
2003). Added together, all the different kinds of nonmilitary government purchases 
account for a stable, low fraction of GOP-about 2 percent. 

Th is strongly contradicts a commonly held norion: that government spending is 
growing by leaps and bounds because of bloated federal bureaucracies. While it's 
true that government outlays have d rifted upward over the last several decades, non
military purchases have nor been the cause. 

As a percentage of CDP, nonmilitary government purchases have remained 
very low and stable. They have not contributed to growth in total govern
ment outlays. 

'03 
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Federal Government 
Pun;:hases as a Percentage 
ofGDP 

OZier the la51 several 
decades, 10101 grmcrmnent 

purcbases hal'e trended 
duwl/ward largely because 
/Ummiiilary purchas,>s 
remained II slable, small per
<-cntage uf G DP while mili
Imy purchases hal'e 51eadily 
decreased. Exceptions lIIere 

the late 19605 (Vie/uam 
\'(far), 19805 (Reaga" de{emic 
buildup) and the early 1000s 
(Bush defense buildup after 
September I/. 200/). 

Purchases/14% 
GOP ,,. 

'" 
Total Government 
Purchases 

Nonmilitary Purchases 
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Yea r 

5<)jm:e lar \~ "' and most 01 tI'le other ligures In th is ch3p~r: Office of Mooagement ;l(ld Budget. The Budget for 
Fiscal)tl,1( 2007. Historical Te~les lespecla lly 100le5 1.1. 1.3. 2.1. 2.3, 6.1. a nd 7.11. Data lo r 2006 a re 
estimates. 

What about military purchases? Here, we come to an even stronger conclusion: 

As a /Jercentage of G D p, military /m rchascs trended sharply downward over 
the past severa! decades. Like nOl/military pllrchases, they have not COli· 

tribllted to the long-term upward drift ill govemmellf olltlays. 

T he decline in mili ta ry purchases is shown by the midd le line in Figure I . T hey 
were around 10 percent of GOP in 1959, feil almost conti nuously to about 3 per
cent in the late 1990s, then rose again from 200 I to 2006. In between, there were 
two large military buildups-one associated with the Vietnam War in the late 1960s 
and the other during the Reagan administration in the 1980s. But both of these 
buildups were tempora ry. From 1959 to 200 I, the decline of military spending freed 
up resources amounting to 6'.1 to 7 percent of GOP (often called the "peace d ivi
dend" from the ending of the cold war). As you can sec in Figure I, the more recent 
rise in military purchases has taken back only a small part of the peace dividend. 

It is too early to sa)' whether the current rise in military purchases will be tem
porary, or how la rge it will bcrome. But given the current u.s. role in global poli
tics, significant future cuts seem highly unlikely. The implications are tremendously 
important for thinking about the recent past and the future of the federal gO\lern
ment 's role in the economy: 

The declille ill military spelldillg in relatiOtl to G D P since the early 1 960s has 
made huge amOllllts of resources available for other purposes. Because mil
itary spending has lillie room to fall fllrther and is likely to rise over the next 
decade, there will l/ot be an)' similar freeing liP of resources in coming years. 

The resources released from military spending eased many otherwise tough 
decisions about resource allocation in the economy. In particular, ther made it easy 
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Income 
Security 

$360 billion 

Social 
Security 

Retirement 
Benefits 

5SS4 billion 

M edicare and 
other Health 

Payme nts 
5 5'3 7 billion 

for the federal government to provide increases in resources to some parts of the 
population, through transfer payments. Now that this trend has ended, the govern
ment will be presented with difficult budget choices. 

Social Security and Other Transfers 

Transfer programs provide cash and in-kind benefits to people whom the federal 
government designates as needing or entitled to help. Figure 2 shows the three major 
categories of transfers. 

The largest catego ry of transfers-and the fastest-growing---occurs in health 
programs. Medica re (officially part of the Socia l Security system) provides health
related benefits to everyone aged 62 and over. It covers care at hospitals and nurs
ing faci lities, covers outpatient physician services, and began in 2006 to cover pre
script ion medication. Efforts have been made to control Medicare's rapidly rising 
costs, bur they have continued to rise as a percentage of GDP. They are expected to 

rise even more rapidly over the next <Iecade as the baby-boom generation begins 
retiring. In addition to funding Medicare, the federal government helps finance 
state-operated health plans for the poor, through a program called Medicaid . The 
COSts of these programs have been rising rapidly as well. 

The second largest category is retirement benefits-the payments made by the 
Social Security system to retired people . Although the benefits are loosely related to 

'05 

M ajor Federal Transfer 
Programs, 2006 

Healt!> care programs are 
the largest compO/rell1 of 

federal trallsfers. fol/owed 
closely by Sucial Security 

retlremelft benefits. alfd then 
income security. 

past contributions to the Social 
Security system, workers whose 
earnings a re low receive benefits 
that are worth far more than their 
contributions. And after age 72, 
even someone with no history of 

Government ~ Outlays" versus Government ~ Purcha5e." 

Don't confuse government outlays with government purchas
es. which are just one component of the government's out
lays. The other components are transfer payments and inter
est on the debt. 

--." ~;-;'~ 
DANGE US 

CURVES 

contribu tions receives the minimum benefit. Social Security outlays have grown rap
idly over the last few decades, and are expected to rise even more rapidly as the baby
boom generation begins retiring and collecting benefits around 2010. 

The third and smallest of the three categories of transfers is illcome sewrity-a 
catch-all for some federal retirement programs, as well as programs to help the poor 
and the unemployed, such as unemploymem insurance, food stamps, and wdfa re. 
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Federal Transfer Payments 
as II Percentage of GDP 
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Transfers/ 14% l ",-------,---, 
GOP Over the lasl several decades, ,,. 

". 

federallransfers have trended 
significantly upward. 

They also rise temporarily 
during r('Ce';sions, such as in the 
eariy1980s, 1991,and2001. 

Note: Feder..- transfers in this chapter include g'''''ts to state and local governments that ar" used for health 
and income security assistance, 

Have transfer payments been growing as a fraction of GOP? Indeed, they have. All 
three categories of transfer programs have grown rapidly in recent decades. Figure 3 
shows how total transfer payments as a percentage of GDP have trended upward. 

III recent decades, transfers have been the fastest growing part of federal 
govemmellt outlays and are wrrelltly equal to about 12.4 percent of GOP. 

Growth in transfers relative to GO P was most rapid in the 1970s during the 
Nixon admin istration . During this period, government-financed retirement benefits 
became much more generous, food stamps were introduced, and Medicare expand
ed. Since then, transfers have continued to rise modestly but are projected to soar as 
baby boomers retire and receive Social Security and Medicare benefi ts. 

Notice, toO, that transfers are sensitive to the ups and downs of the economy. 
Transfers as a fraction of GOP rise during recessions, as in 1974, 1981, 199 1, and 
2001 . Th is is for two reasons. First, the number of needy recipients rises in a reces
sion, so transfer payments-the numerator of the fraction-increase. Second, 
GOP-the denominator- typically fa lls in a recession. Similarly, transfers as a frac
tion of GOP tend to fall during expansions, such as the long expansion that ran 
from 1991 through early 2001. During expansions, the numerator of this fraction 
falls (why?), and the denominator rises. We will come back to these movements in 
transfers toward the end of the chapter. 

Interest on the National Debt 

Figure 4 shows the behavior of the third and smallest category of government 
spending: interest on the national debt. As you can see, interest as a percentage of 
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GDP 

Year 

GOP grew rapidly in the early 1980s, when the debt was growing and interest rates 
were rising. In the 1990s, interest as a fraction of GOP fell slowly at firs t, as growth 
in the debt slowed, and then fe ll dramatically as the nationa l debt dropped from 
1998 to 200 1. Interest relative to GOP has remained low in the early 2000s even 
though the national debt has been rising, because the Federal Reserve repeatedly 
lowered interest rates in 2001, and they remained low through most of 2004. 

Total Government Outlays 

Figure 5 shows total outlays in relation to GOP over the past several de<:ades. T here 
are two important things to notice in the figure. The first is the (luc/uatiolls in gov
ernment outlays over the period. There was a sharp increase in outlays in each reces
sion (shaded) due to the jump in transfers that we saw in Figure 3. The recession of 
1981 - 82 is a striking example. Also visible is the increase in military spending for 
the Vietnam War in the late 1960s . 

The second thing to nmice is the trends. First, for several decades up to the early 
1990s, fede ral outlays as a percentage of GOP drifted upward (due mainly to 
increases in transfers and interest payments). Then, from 1992 to 2000, federal out
lays relative to GOP declined (due mainly to the " peace dividend" and falling trans
fers during a long economic expansion). 

However, Figure 5 also shows the appearance of a likely new trend: 

From 200 1 to 2006, due to the elldillg of the "peace dividelld" alld COlltil1-
lied increases in transfers, federal govemment olltlays as a percentage of 
CD P have beell rising, and seem likely to continue rising through the 
decade. 

T hese trends in gove rnment outlays have important implications, but they are only 
half of the story. In order to understand their Impact on the budget and the macro
economy, we must look at the other side of the budget : tax revenue. 
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Federal Government 
Interest Payments as a 

Percentage of GOP 

Federa/ inle.e:;1 paymenl:; 
re/alive II.) GDI' rose TtlfJidly 

during the 19805 liS the 
natiunal debl grew .ewtille 

Iv GDI'. 11m, (e/I Ttlpidly 
during the 19905, tiS naliun
a/ debt (e1/ ,ewti1le 10 CDI'. 
In spile uf a .i:;ing debt'lo-

GDl'rtlliu, inle.est Imy
menl:; ,e/ali!le Iv GDI' htll'e 
remained low in Ihe 10005. 
becau:;e inlerest .ale:; htllie 

d'uf'I,ed. 
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Total Federal Outlays as 
a Percentage of GOP 

Progressive tax A tax whose rate 
increases as income increases. 

Average tax .ate The fraction of 
a given Income paid In taxes. 

MIIIglnal tax rate The fraction of 
an additional dollar of Income 
paid In taxes. 

Federa l 25% 
Outlaysl 

GOP 

20% 

15% 

10% 

i Total federal outlays have 
trended slightly upward 
relative to GDP. 

FEDERAL TAX REVENUE 

They also tend to rise 
during defense buildups 
Of recessions . 
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The federal government obtains most of its revenue from twO sources: the personal 
income tax and the Social Security tax. 

The Personal Income Tax 

The personal income tax is the most important source of revenue for the federal 
government and also the most conspicuous and painfu l. Almost every adult has to 

file Form 1040 or one of its shorter cousins. One of the signs of success as an 
American is seeing your federal tax return swell to the size of a magazine. Proposals 
to reduce both the amoun t of taxes people pay and the complex ity of the tax forms 
are immensely popular. 

T he personal income tax is designed to be progressive, to tax those at the high
er end of the income scale at higher rates than those at the lower end of the scale, 
and to excuse the poorest families from paying any tax at all. Table I shows how 
the income tax works, in theory, by compUTing the amount of tax a family of four 
should have paid on its 2005 income if it took the standard deduction.! The table 
also shows the average lax rate-the fraction of total income a family pays in 
taxes-and the marginal tax rate-the tax rate paid on each additiollal dollar of 
income. 

We can see from Table I [hat the income tax is designed to be quite progre,~,~ive, 
In principle, a family in the middle of the income distribution for married couples, 
earning $65,000 per year, should have paid aboUT 9 percent of its income in taxes, 
while a family near the top should have paid almost 30 percent of its income in 

, The federal gov~rnme", allows households [0 deduct certain expenses lIike medical care or thc cost.< of 
moving to a nc,v ioh) from their income hefore cakulaling the tax [hal thcy ow.,. Alt.,rnati,·dy. they may 
d.,ducf a slandard amounl (Ihe $r,11Id"rd ded,,(/jon ) from their income, regardless of Iheir spending pallerns. 
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Average Marginal 
Income To> Tax Rate Tax Rate 

$ 20,000 $ 0 0% 0% 
$ 30,000 $ 723 2.4% 10% 
$ 50,000 $ 3,354 6.7% 15% 
$ 75,000 $ 7,104 9.5% 15% 
$150,000 $ 25,348 16.9% 28% 
$250,000 $ 63,092 25.2% 33% 
$400,000 $110 ,563 27 .6% 35% 

Source: Calcu lated from the 2005 Form 1040 tax table with the standard deduct ion of $10,000. First co l· 
umn shows total Income before standard deductIon Of deductron for dependents. 

taxes . The table also shows that marginal tax rates on fami lies with the h ighest 
income are in the range of 33 to 35 percent. 

But the tax system shown in the table does not reflect the ways that people can 
avoid tax. Many people have deductions far above the standard deduction. Some 
people earn income that they never report to the govern ment, thereby evading taxes 
entirely. And people can shelter income in their employer's retirement plan or in a 
plan of their own . Studies have shown that higher-income households avoid more 
taxes than poorer famil ies and that the federal tax system-while still progressive
is much less progressive than suggested by Table J . 

Also, remember that we are looking at the federal personal iI/come tax only. 
Households pay other taxes related to their income, some of which are rcgressive
taking a lower percentage in taxes as household income rises. For example, state 
and local sales taxes are regressive: Lower-income households spend a larger frac· 
tion of their incomes, so they pay a higher percentage of that income in sales taxes. 
Another example of a regressive tax is the fede ral payroll tax, earmarked to fund 
Social Security and Medicare, which we' ll turn to now. 

The Social Security Tax 

T he Social Security tax applies to wage and salary income only. It was put in place 
in 1936, to finance the Social Security system created in that year. Whereas the per
sonal income tax is a nightmare of complex forms and rules, the Social Security tax 
is remarkably simple. The cu rrent tax rate (including the Medicare part of the tax) 
is a flat 15.3 percent,) except for one complication: Most of the tax is applied on ly 
on earnings below a certain amount ($94,200 in 2006, although the cap rises each 
yea r). 

Because the payroll tax applies only to earnings below a certain level, it is regres
sive. For example, employees earning $94,200 or below in 2006 paid the full 15.3 
percent of their income in taxes, while those who earned twice that amount
$188,400-paid only 7.65 percent {since the tax appl ied to only half of their earn
ings}. The Social Security tax is actually the largest tax paid by many Americans, 

• If YOll look at your owo paycheck, it may seem that th~ Social Security tax (ioduding Medicare) is ooly 
7.65 per~eot instead of the 15.3 pen;eot we\·e just mentioned. The reason is that your employer pays 
half the tax aod you pay the other half. Bm the amount paid on your earniogs is the sum, 15.3 percent. 

'09 

The 2005 Personal Income 
Tax for a Ma"led Couple 

with Two Children 

Regressive tu A tax that 
collects a lower percentage of 
ir"lcome as ir"lcome rises. 
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especially those with lower incomes. These fami lies pay little or no income tax, but 
pay the Social Security tax on all of their wage earnings. For example, a family with 
$30,000 of earnings in Table I would pay $723 in federal income tax, but Social 
Security taxes on those earnings would be $4,590. 

other Federal Taxes 

The federal government also collects around $503 billion annually from other sources. 
The most important of these is the corporate profits tax, which raised $332 billion in 
2006 by taxing the profits earned by corporations at a rate of 35 percent. 

The corporate profits tax is often criticized by economists because of two im por
tant problems. First, it applies only to corporations. Thus, a business owner can 
avoid it completely by setting up a sole proprietorship or partnershi p instead of a 
corporation . As a result, the tax causes many businesses to forego the benefits of 
being corporations because of the extra tax they would have to pay. 

Second, the corporation tax results in dOl/ble taxation on the portion of corpo
rate profits that corporations pay to their owners. This portion of profits is taxed 
once when the corporation is taxed and again when the profits are included as part 
of the owners' personal income. The corporation tax is thus a prime target for tax 
reform. Almost all reform proposals put forward by economists involve integrating 
the taxation of corporations into the tax system in a way that avoids these two 
distortions. 

T he fede ral government also taxes the consumption of certain products, such as 
gasoline, alcohol, tobacco, and air travel. These are called excise taxes. Excise taxes 
raise additional revenue for the government, but they are usually put in place for 
other, nonrevenue reasons as well. The excise tax on gasoline is seen, in part, as a 
fee on drivers for the use of federal highways. The taxes on alcohol and tobacco are 
intended to d iscourage consumption of these harmfu l products. 

Trends in Federal Tax Revenue 

The top line in Figure 6 shows total federal government revenue, as a percentage of 
GOP, from all of the taxes we've discussed. Until recently, there was an upward 
trend. More specifically, 

federal revenue trended upward from around 18 percetlt of G DP in the early 
19605 to around 2 1 percent in the late 19905. 

But notice the sharp drop in the early 2000s. This was partly due to the very slow 
recovery from the 200 1 recession, and partly due to significant long-term reduc
tions in tax rates proposed by the Bush administration, and passed by Congress, in 
2001 and 2003. We'll have more to say aboUT these tax CUTS at the end of this 
chapter. 

Notice, also, that the composition of total federal revenue has changed dramat
ically. The lower two lines in Figure 6 show the part of federal revenue that comes 
from Social Security taxes and all other taxes. Notice the steady upward trend in 
Social Security tax revenue. Also notice that all other sou rces of revenue have trend
ed slightly downward over the same period even before the sharp drop of the 2000s. 

Why have Social Security taxes grown in im portance? First, a little background. 
The Social Security system operates on a pay-as-you-go principle: It taxes people 
who are working now in order to pay benefits to those who worked earlier and are 
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Revenue/ 2S% 

GDP 
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.,. 
Income, Profit 
and Excise Taxes 

Social Security 

now retired. For the first several decades after the system was established (in 1935), 
there were so few retirees that benefits could be funded with very low payroll tax 
rates on those currently working . 

But now, demographic trends are working agai nst the system. First, improved 
health is allowing people to spend a larger fraction of their hves in retirement. That 
is good from a human perspective, but from an accounting point of view, it means 
that the average retiree is drawing more benefits . At the same time, the baby 
boomers will begin retiring en masse around 2010, which means greater ,//III/ben of 
people drawing benefi ts. Finally, these increased benefits will be funded by a small
er number of working taxpayers. 

Anticipating these trends, the government had been raising Social Security tax 
rates for years, not just to keep the system solvent, but to go further- building up 
reserves in a separate government account (called the Social Security Tru st Fund) for 
retiring baby boomers. Th is helped to create the rising Social Security tax line in 
Figure 6. 

But the trust fund has imposed no constraints on Congress, legal or economic. 
In fact, the resen'es built up in the trust fund have been (and continue to be) bor
rowed by the Treasury and spent on other government programs. Meanwhile, 
Congress has been (and continues to be) free to raise o r lower Social Security bene
fiTS as it wishes, regardless of the balance in the trust fund . 

Thus, the rising Social Security tax line in Figure 6-while it helped to fund past 
government outlays-did not "solve" the real Social Security problem. That prob
lem is: Scheduled Social Security benefits as a percentage of GDP will begin rising 
(due to retiring baby boomers) around 2010. At the same time, payroll tax revenues 
as a percentage of GDP will begin falling (fewer baby boomers working and paying 
taxes). Similar but even larger changes will be occu rring in Medicare, the govern
ment health program for retirees. 

'1' 

Federal Government 
Revenue as a Percentage 

of GOP 

Ulltil tbe 20005. total federal 
revellue relative to GDP 

trellded upward somewhat. 
nut its compo:;ition ha:; 

changed. All sources uther 
than Social Security taxe:; 

Ilillie fai/en rewtil·e to GUI' 
while Social Security faxes 

have more thall doubled 
relatil1e to GDP. 
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This combination-greater total benefits relative to GOP, and lower payroll 
taxes relative to GOP to pay for them-forces the country to choose among four 
unpleasant a lternatives: 

• Raise the payroll tax rate (or other tax rates) on current workers 
• Cut future ret irement and/or hea lth benefi ts as a fraction of GOP (say, by rais

ing the retirement age, or cutting projected benefits for each retiree) 
• Reduce other government outlays relative to GOP to pay the greater benefits 
• Allow the overall annual budget deficit relative to GOP to rise 

The last option occurs automatically if none of the others is chosen . By mid-
2006, it was still unclear which one (or combination) of these unpleasant options 
th e country would ultimately choose. 

THE FEDERAL BUDGET AND THE NATIONAL DEBT 

Finally, we can bring together what we've learned about the government's tax rev
enue with what we've learned about the government's outlays . Look first at the 
upper panel in Figure 7. This shows total federal outlays (from Figure 5) and total 
federal revenue (from the top line in Figure 6). The difference between these twO 
lines in any year is the fede ral budget deficit (when outlays exceed revenue) or sur
plus (when revenue exceeds outlays). 

Budget surplus == Tax revenue - Outlays 

Budget deficit == Outlays - Tax revenue4 

The bottom panel shows the history of the budget in recent decades, with surpluses 
as positive values and deficits as negative values.' The lower panel looks much 
choppier because the scale of the diagram is different there. But you can see that 
there was a d ramatic change in the behavior of the budget around J975. Until that 
year, the government mostly ran defici ts, but rarely more than 2 percent of GOP. But 
from 1975 until \993, the deficit grew significantly. During that period, it was usu
ally greater than 3 percent of GOP, and often more than 4 percent. Notice, for 
example, the especially large rise in the deficit that occurred in the early 1980s. T his 
was the combined result of a severe recession, which caused transfers to rise as 
shown in Figure 3, the buildup in military spending shown in Figure 1, and a large 
Cut in income taxes during President Reagan's first term in office. 

• If we coosider interest payments 3S pan of transfer payments, the~ are the same definitions given ear
lier in Ihe text. To see this, start with onr cnrrent definition of the deficil: 

Budgel ddicil ~ Outlays - Tax reVenue 
~ (Governme,,, purchases + Transfers) - Tax revenue 
~ Governmem purchases - (Tax revenue - Transfers) 
- G T 

The lasl line is Ihe definilion for Ihe deficil given in Ihe chapler on Ihe classical model. where C is gov
ernment purchases in CDI' and T is nel laxes. 
, To meaSI"e Ihe deficil or surplus. we have incllJded all sources of federal revenue and all (ypes of spend
ing. whether par! of Ihe official federal budgel or nO!. In particular. we've included Social Security taxes 
and Social SecurilY paymem. eVen (hough Ihey arc officially considered "off budget H in U.S. governmem 
stalis(ics. 
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[n the mid-1990s, the deficit began to come down, and finally, in the late 1990s, 
the federal government began running budget surp luses for a few years. But from 
2002 to 2006, the budget wa.~ back in to deficit, and the deficits were projected to 
continue through the end of the decade. Even though the world has changed much 
since the 1980s, the reasons for the recent deficits seem like a repeat of history: a 
recession, increased military spending, and a sizable, mu ltiyear tax cut. 

The National Debt 

Before we consider the government's budget fu rther, we need to addres.s some com
mon confusion among three related, but very different, terms: the fede ral deficit, the 
federal surplus, a[1([ the national debt. The federal defici t and surplus are (low vari
ables: They measure the difference between government spending and tax revenue 
over a given period, usually a year. The national debt, by contrast, is a stock vari
able: It measures the total amount that the federal government owes at a given poillt 

The Federal Budget Deficit 
or Surplus as a Percentage 

ofGDP 

/" a"y give" year, the federal 
deficil (rcla/ille 10 GO!') is 

Ihc differc"ce belween lula/ 
federal rCI'C1fUe a1fd lo/a/ 
federal oui/ays re/alille /0 
GDP. The de{idl ri.>es in 

recessions and afler large tax 
cuts. Boil, occurred i" the 

earl)' /980$ and again i" the 
Cil.I)' 2000,. 
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Federal debt (the natiunal 
debt) relative to CDP soared 
during World \t'ar /I then 
(ell :;Icadi/y {or sCllcral 
decades. It ruse during the 
1980:; due 10 a combination 
of tax cuts and defense 
buildups during the Reagan 
administration, then (ell dur
ing the shrinking deficits and 
expansion of the J 9905. /" 
the early 2000s, a combina
tion of reus, ion and slow 
recovery. tax culs, and 
defense spending caused 
the debt- GOP ratio to 
"egin rising. 
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Ye/ll2007. Table 7.1. 

in time. (See the chapter "Economic Growth and Rising Living Standards" if you 
need a refresher on stocks and flows.) 

The relationship between these terms is this: Each year that the government runs 
a deficit, it must borrow funds to finance it, adding to the national debt . For exam
ple, in J996, the federa l government ran a deficit of $107 billion. During that year, 
it issued about $107 billion in new government bonds, adding that much to the 
national debt. On the other hand, if the government runs a surplus, it uses the sur
plus to pay back some of the national debt. For example, in 2000, the federal gov
ernment ran a surplus of about $236 billion. That year, it purchased about that much 
in government bonds it had issued in the past, thus reducing the national debt.6 

We can measure the national debt as the total value of government bonds held 
by the public. Thus, 

deficits-which add to the public's holdings of federal government bonds
add to the national debt . Surpilises-which decrease the pllblic's bond holdings 
-subtract from the national debt. 

Since the cumulative total of the government's deficits has been greater than its 
surpluses, the national debt has grown over the past several decades. In the 1980s 
and early 1990s, it also grew relative to GOP, as shown in Figure 8. 

The rise and fall in the national debt also explai ns another trend we discussed 
earlier : the rise and fall in illterest pa),mellts the government must make to those 
who hold government bonds. All else equal, the larger the national debt, the greater 

, The increase or decrease in the national debt i. never exactly the same as the annual deficit or surplus, 
be.:ause of accounting detail s. 
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will be the government's yearly interest payments on the debt. As you saw in 
Figure 4 , total interest payments rose ra pid ly during the 1980s-the same period in 
which the national debt zoomed upward. In the 1990s, as the national debt 
decreased relative to GOP, so d id interest payments on the debt. If you compare 
Figure 4 with Figu re 8, however, you'll see that, as a percentage of GOP, the nation
al debt rose in the early 2000s while yearly interest payments fe ll. That's because all 
else was not equal during this period: As mentioned earlier, the Federal Reserve dra
matically lowered interest rates in the early 2000s, which reduced the government's 
interest payments on each do llar of newly issued debt. 

Now that we've outlined the recent history of federal government spending, 
taxes, and debt, we turn ou r attention to the relationship between fiscal changes and 
the economy. 

FISCAL CHANGES IN THE SHORT RUN 

In the short run, there is a two-way relationship between the government's budget 
and the macroeconomy_ On the one hand, changes in the economy affect the gov
ernment's outlays and taxes; on the other hand, changes in outlays and taxes affect 
the economy. Let's begin by considering how economic fluctuations affect the gov· 
ernment's budget . 

How ECONOMIC FLUCTUATIONS AFFECT THE FEDERAL BUDGET 

Economic fluct uations affect both transfer payments and tax revenues . In a reces
sion, in which man y people lose their jobs, the federal governmenr contributes 
larger amounts to state-run unemployment insurance systems and pays more in 
transfers to the poor, since more families qua lify for these types of assistance. Thus, 
a recession causes transfer payments to rise. Recessions also cause a drop in tax rev
enue, because household income and corporate profits-two important sources of 
tax revenue-decrease during recessions. 

In a recessiolt, because transfers rise and tax reveltllC fa/ls, the federal bud
get deficit increases (or the surplus decreases). 

An expansion has the opposite effect on the federal budget: With lower unem
ployment and higher levels o f output and income, federal transfers decrease and tax 
revenues increase. Thus, 

ill an expansion, becmlse transfers decrease and tax revenlle rises, the blld
get deficit decreases (or the surplus increases). 

Because the business cycle has systematic effects on the budget, economists find 
it usefu l to divide the deficit into twO components. T he cyclical deficit is the part 
that can be attributed to the current state of the economy. We have a cyclical deficit 
when output is below potential G DP, and a cyclical surplus when output is above 
potential. When the economy is operating just at full employment, the cyclical 
deficit is, by definition, zero. 

The structural deficit is the part of the deficit that is not caused by economic 
fluctuations . As the economy recovers from a recession, for example, the cyclical 
deficit goes away, but any structural defici t in the budget wi ll remain. 

Cyclical dellelt The part of the 
federal budget deficit that varies 
wi th the business cycle. 

Structural deficit The part of the 
federal budget deficit that is inde· 
pendent of the business cycle. 
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Cyclical changes in the budget are not a cause for concern because they average 
Out to about zero, as Output fluctuates above and below potentia l Output. Thus, the 
cyclical deficit should not contribute to a long-run rise in the national debt. 

How THE BUDGET AFFECTS ECONOMIC FLUCTUATIONS 

There are two types of budget changes that can affect the macroeconomy. One is a 
change in total government purchases or net taxes not caused by the business cycle. 
These are policy changes, and they affect the structural budget deficit. For example, 
an increase in government purchases will raise the budget deficit we would have at 
any level of GOP. 

As you learned in earlier chapters, fisca l policy can affect tota l spending and 
have a multiplier affect on GOP in the short run. In theory, fiscal pol icy could even 
change the course of the business cycle itself. However, as discussed in an earl ier 
chapter ("The Short-Run Macro Model"), counter-cyclical fiscal policy is prob
lematic, and is no longer regarded as the most effective tool to counter the business 
cycle. 

A second type of budgetary change that affects the macroeconomy was intro
duced in this chapter: changes in taxes or transfers that are caused by the business 
cycle itself. These are not policy changes; rather, they occur alltomatically as 
income rises or falls during the business cycle. They affect the cyclical, but not the 
structural, deficit. 

Such changes in the cyclical deficit have an important impact: They hel p to make 
economic fluct uations milder than they would otherwise be . Recall that changes in 
spending have a multiplier effect on output. The larger the multiplier, the greater 
will be the fluctuations in Output caused by any given change in spending. But 
changes in the cyclical deficit make the multiplier smaller, and thus act as an allto
matic stabilizer. How? 

Let 's use unemployment insu rance as an exa mple. In norma l times, with the 
unemployment rate at around, say, 4.5 percent or lower, fede ral transfers for unem
ployment insurance are modest . But when the economy goes into recess ion, and 
output and income begin to fall, the unemployment rate rises. Federal transfers for 
unemployment insurance rise automatically. Without assistance from the govern
ment, many of the newly unemployed would have to cut back their consumption 
spending substantially. But unemployment insurance cushions the blow for many 
such fami lies-at least for six months or sometimes longer-allowing them to 
make smaller cu tbacks in consumption during that time. As a result, the total 
decline in consumption is smaller and GOP declines by less . Unemployment insur
ance thus reduces the multiplier. 

Other transfer programs have a similar stabi lizing effect on output. More peo
ple receive food stamps during recessions. Consequently, their consumption fa Us by 
less than it would if they did not have this help. And the tax system contributes to 
economic stability in a similar way. Income tax payments, for example, fall during 
a recession. With the governmen t siphoning off a smaller amount of income from 
the household sector, the drop in consumption is smaller than it would be if tax rev
enues remained constant. 

The same princi ple applies during an expansion. Transfer payments automati
cally decline, as the unemployed find jobs and fewer families qualify for government 
assis tance. And tax revenues automatically rise, since income rises. As a result, the 
rise in GOP is smaller than it would otherwise be. 
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MallY features of the federal tax ami transfer systems act as automatic stabi
lizers. As the economy goes illto a recessioll, these feall/res help to reduce the 
decline in consllmptioll spmdillg, alld they also cause the cyclical deficit to 
rise. As the economy goes i1llo a1l expallSiorl. these featllres help to reduce the 
rise in cOffsllmptiml spending, alld they also cause the cyclical deficit to fall. 

FISCAL CHANGES INTHE LONG RUN 

Fiscal changes have important effects on the economy over the long run. And, as 
you've learned, the classical model-which focuses on the determinants of potential 
output-provides a useful framework for analyzing these long-run effects. 

l et's first list three important conclusions abom fiscal policy in the classical 
model that you learned in earlier chapters: 

• Th e government's tax and transfer policies can influence employment. For 
example, higher tax rates on labor income (or household income, generally) or 
more generous transfers can reduce the employment-population ratio and 
decrease the average standard of living. Lower tax rate.~ or less generous tran s
fers can raise the employment-popu lation ratio and raise the standard of living. 

• Th e government'S tax policies can directly influence the rate of investment 
spending on new capital and R& D. H igher tax rates on the profits from invest
ment projects will lower investlnent spending and lead to slower growth in the 
average standard of living. Lower tax rates or other investment incentives will 
increase investment spending and lead to faste r growth in living standards. 

• The government's budget defici t can influence investment spend ing as well. An 
increase in the budget deficit causes the govern ment to demand more loanable 
funds. This raises the interest rate, lowers investment spending, and slows the 
growth in living standards. Lower budget deficits reduce the government's 
demand for loanable funds, resulting in a lower interest rate, greater investment 
spending, and faster growth in living standards, 

And, from this chapter, you've learned the following: 

• Budget deficits add to the national debt. 

But what are the cOl/sequellces of adding to the national debt? 

THE NATIONAL DEBT 

On a billboard in mid tOwn Manhattan, a giant clock like digital display tracks the U.S. 
national debt up to the second. In mid-2006, as the clock headed toward $8,5 tr illion 
{rising by $95 1,000 per minute), the last four digits on the displar changed so rapid
ly that they appeared as a blur. 

The national debt clock is one of several public relations campaigns that spread 
fear among the American public,; How can we ever hope to repay all of this debt? 
Surely, we must be speeding toward a debt disaster. 

, You can find ;;imilu debe do<:kson c~ Web \gooof;1e ~nadonal <kbc d o<:k·). 8ue kccp in mind chac chty all 
(X3ggtfa'e .!>t burden by uSing Mto.al nauonal delK," which includes amoum. fha. one go\'C'rnmen. agency 
OweS co 31lQ1!>tr. In mod·2006, w!>tn "IOIal national deb." WaS approaching $8.S trillion, t!>t mo~ rekvant 
"publicly held &bt" (what I~ govcmmcm o"'cd 10 t\'eryone but itself) waS approaching $4.\1 tnillon. 
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Economists do have concerns about the national debt. But they are very different 
from the concerns suggested by the national debt clock or other similar gimmicks. 

Mythical Concerns About the National Debt 

What bothers many people about a growing national debt is the belief that one day 
we will have to pay it all back. But although we might choose to repay the nation
al debt, we do not have to. Ever. Moreover, there is noth ing automatically wrong 
with a national debt that grows every year. That may sound surprising. How could 
a government keep borrowing funds without ever paying them back? Surely, no 
business cou ld behave that way. 

But actually, many successful businesses do behave that way. For example, the 
debt of many major corporations-like Pfizer and Verizon-<ontinues to grow, year 
after year. While they continue to pay interest on their debt, they may have no plans 
to pay back the amount originally borrowed. As these companies' bonds become 
due, they sim ply roll them over; they issue new bonds to pay back the old ones. 

Why don't these firms pay back their debt? Because they believe they have a bet
ter use for their funds: investing in new capital equipment and research and devel
opment to expand their businesses. T his will lead to higher future profits. 

Of course, this does not mean that ally size debt would be prudent. Recall the 
important principle we discussed earlier in the chapter: Debt alld interest payments 
have meanillg ollly ill relatioll to illcome. If a firm's income is growing by 5 percent 
each year, but its interest payments are growing by 10 percent per year, it would even
tually find itself in trouble. Each year, its interest payments would take a larger and 
larger fract ion of its income, and at some point interest payments would exceed 
total income. But even before this occurred, the firm would find itself in trouble. 
Lenders, anticipating the firm's eventual inability to pay interest, would cut the firm 
off. At that point, the firm wou ld reach its credit limit-the maximum amount it can 
borrow based on lenders' willingness to lend . Since it could no longer roll over its 
existing debt with further borrowing, it would have to pay back any bonds coming 
due until its debt was comfortably below its credit limit. 

All of these observations apply to the fe dera l government as well. As long as the 
nation's total income is rising, the government can safely take on more debt. More 
specifically, If the nation's income is growing at least as fast as total interest pay
ments, the debt can continue to grow indefinitely, without putting the government 
in danger. 

The federal government could pay back the national debt- by running budget 
surpluses for many years . But the government could also choose to behave like most 
corporations and not pay back its debt. In fac t, the government would better serve 
the public by not paying down the debt if it has better uses for its revenue than debt 
repayment. 

But how rapidly cou ld the government continue to accumulate debt? Or, equiv
alently, how large could annual deficits be without making the national debt a loom
ing danger? 

Let's see. As long as total national income grows at least as fast as interest pay
ments on the debt, the rat io of interest payments to income will not grow. In that 
case, we could continue to pay interest without increasing the average tax rate on 
U.S . ci tizens . 

Let's use some round numbers to make th is clearer. Suppose that the nominal 
GOP is $10 trillion and the national debt is $5 trillion. And suppose that annual 
interest payments average out to 7 percent of the national debt, or $350 billion. 
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Then the ratio of interest payments to nominal GOP wou ld be $350 billionl$10 tril
lion = 0.035 or 3.5 percent of GOP. So the government must collen tax revenue 
equal to 3.5 percent of GOP to cover the interest payments for the year. Now 
suppose that, over some period of time, both nominal GOP and the national debt 
double, to $20 trillion and $JO trillion, respenively. Then interest payments would 
double as well, to $700 billion. But the rat io of interest payments to nom inal GOP 
would remain constant, at $700 billion/$20 trillion == 0.035. The same tax rate of 
3 .5 percent still covers the interest payments. 

More generally, 

as long as the debt grows by the same percentage as 1Iomi1la/ GDP, the ratios 
of debt to GDP a"d itlterest paymetlts to GDP will remai" constant. I" this 
case, the governmellt call cotlti1llle to pay interest 011 its risillg debt withollt 
illcreasing the average tax rate ill the economy. 

GENUINE CONCERNS ABOUT THE NATIONAL DEBT 

When sholiid we be concerned about a growing national debt? Our previous dis· 
cussion has hinted at three scenarios that should cause concern. 

A National Debt That Is Growing Too Rapidly 

An important minimal guideline for responsible government is that the debt should 
grow no faster than nominal GOP. Whenever that guideline is violated, interest pay
ments as a fraction of GOP rise, and the average tax burden on the public- taxes 
relative to GOP-grows. The violation cannot go on forever because the tax burden 
has a mathematical upper lim it of 100 percent of GOP. And even before that limit 
was reached, tax rates would become oppressive, harming growth and-if pushed 
too high-actually reducing living standards . However, if the violation of the gu ide· 
line is temporary, and the debt begins growing at the same rate as nominal GOP 
again, tax payments as a fraction of GOP could Stop rising. 

Th is has two important Implications. First, to prevent a long-term disaster 
after too-rapid growth in the debt, we do not have to run budget surpl uses. A sur
plus is only necessary if the goal is to reduce the total debt. But all that is required 
to put the economy on a responsible path is a reduction of the growth rate of the 
debt hack to the growth rate of nominal GOP. After that, we can keep running 
deficits and the debt can keep rising indefinitely, as long as it rises no faster than 
nominal GOP. 

But there is a second implication as well: Even a temporary viola tion of the 
guideline is costly. During the time that debt grows faster than nominal GOP, tax 
rates must rise to cover the rising interest burden as a fraction of total income. 
After the debt starts growlllg at the same rate as nominal G OP again, then the 
tax rate can stop rising-but the tax rate will remain at its new, higher level. 
Thus, while a temporary violation of the guideline does not mean a disaster, it 
does leave us with a permanently elevated tax burden ... at least, until we do 
something about it. 

How can the tax burden be brought back down after a temporary violation of 
the guideline? There are only twO basic ways: (l) ra ise the growth rate of nominal 
GOP above the growth rate of the debt for some time; or (2) lower the growth 
rate o f the debt below the growth rate of nominal GOP for some time . Either of 
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these solutions could return the debt-to-GDP ratio back to its original level, so that 
interest payments relative to GOP and the tax rate needed to cover them could 
return to their original levels as well. 

But these solutions are costly to society. let's first consider raising the growth 
rate of nominal GOP. Since policy has only lim ited abi lity to influence the growth 
rate of real GOP over long periods, the only practical method to ensure a higher 
growth rate of nominal GOP is faster growth in the price level. This means allow
ing the inflation rate to rise for some time. But we've already seen that allowing the 
infl ation rate to rise can be costly for society in numerous ways-including the 
buildup of inflationary expectations that wou ld be difficult to reverse. 

Now consider the second option : slowing down the growth rate of the debt 
below the growth rate of nominal GOP. The only way to do this is to run smaller 
deficits as a fraction of GOP than we would otherwise be able to run. And the only 
way to reduce the deficit for some length of time is to raise tax rates or reduce gov
ernment outlays during that period . 

Thus, 

a debt that rises too fast- faster thall lIomillal GOP- for some period of 
time will impose a" opporttlllity cost ill the future . The cost will be either a 
perma"elltly higher tax burden, a period of i" flatio", or a temporary period 
of reduced govemlllwt ollt/ays or higher taxes relative to GOP. 

This is not juSt theoretical, as the U.S. experience during the 1970s and 1980s 
demonstrates. During this time, nominal GOP was growing at about 9 percent per 
year-mostly due to increases in the price level. But the debt grew by an average of 
11 percent per year, beyond the minimal guidelines for responsible government. 
The debt-to-GOP ratio therefore rose (see Figure 8) and so did interest payments rel
ative to GOP (see Figure 4). This could not go on indefinitely, or interest payments 
on the debt woul d rise to an ever-larger share of GOP, and ever-higher tax rates 
would be needed to cover them. How did we solve the problem? As we entered the 
1990s, we gradually shrunk the budget deficit with higher tax rates and strict lim
its on the growth of government spending. Fortunately, the 1990s was a period of 
prolonged expansion and reduced military purchases, so lowering the deficit was 
not as painful as it might otherwise have been. 

A Debt Approaching a National Credit limit 

If debt were to rise too rapid ly relative to GOP, for too long, there is a theoretical 
danger of reaching the nation's credit limit- the amount of debt that would make 
lenders worry about the government's ability to continue paying interest. If this 
credit limit were approached, a nation would be truly flirting with disaster: a tiny 
increase in the ratio of debt to GOP would lead to a cutoff of further lending and 
require that the budget be ba lanced immediately. It could also cause a financ ial 
panic, with everyone trying to sell their government bonds at the same time, caus
ing bond prices to fall and household wealth to plummet. 

While th is is theoretically possible, it's doubtful the United States will be any
where nea r that type of limit in the next decade. look at Figure 8. At the end of 
World Wa r II, the debt reached 109 percent of GOP-almost triple its current per
centage. Even then, no one doubted the U.S. government would continue to honor 
its obligations . 
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However, since the late 1990s, economists have had another concern : More than 
half of the national debt held by the public is in foreign hands. While foreigners still 
have faith that the United States will honor its obl igations, they may nevertheless have 
an upper limit on the proportion of total wealth they want to hold in dollar-denomi
nated assets (say, to limit their risk in case the dol lar falls in value against their own 
currency), If U.S. debt grows too rapidly, and fore igners find themselves with toO 

much dollar-denominated wealth, they could suddenly, simultaneously, begin selling 
their U.S. bonds. 

It is highly /lnlikely U.S. debt levels will approach all absoillte credit limit 
based 011 loss of faith in the U.S. govemmellt. A more realistic cOllcertt is 
that rapidly rising debt causes foreign wealth portfolios to become too 
"dollar-heavy," leading to a destabilizing sell-off of u.s. bonds. 

We' ll come back to this foreign-held debt in the next chapter. 

Failing to Account for Future Obligations 

Man y students reading this book are getting financial help from their parents to pay 
the COStS of college. If so, your parents probably began plann ing for this obligation 
very early- perhaps even before you knew what college was. Thi s makes sense: If a 
family wants to avoid a d rastic decrease in its standard of living in the future, it 
should start accounting for future obligations early. 

The federal government is in an analogous situation . It has effectively prom ised 
to provide Medicare and Social Security payments to millions of people at some 
time in the future . If we assume no changes in scheduled benefit policies, and if cur
rent cost trends continue, Social Security, Medicare, and Medicaid benefits are pro
jected to rise sign ificantly-from 8.5 percent of GOP in 2005 to around 19 percent 
of GO P in 2050.s {By comparison, remember that total fede ral outlays are current· 
ly about 20 percent of GOP.) If the fede ral government is to act like a responsible 
household, it should take these future obligations into account in its planning 
process. Otherwise, we may have to dramatically decrease other government out
lays, dramatically increase taxes, or have an ever-rising debt-to-GOP ratio, leading 
to the dangers discussed earlier. 

Of course, trying to project total federal revenues and outlays over the next 50 
yea rs is guesswork at best. Even official forecasts of IO'year projections are typical· 
ly widely off the mark. In 1989, for example, when the government made its fiscal 
projections for 1990--1999, no one could have predicted the development of the 
Internet and other technologies, and the rapid economic growth that would accom· 
pany them . And in 1999, when projections for 2000--2009 were completed, who 
could have predicted the events of September 11, 2001, and how they would change 
our spending on national defense and homeland security? 

This uncertainty over future projections has led to divergent views about policy. 
Some argue that a responsible government should be exceedingly cautious, running 

• The Long-Tum Budget Outlook: A CBO Study, Coogressiooal Budget Office, December 2005. The 19 
percem of GDI' figure is actually somewhat eonstrvaliw. It aSSumeS !hat medical COS!S p(Cr enrollee will 
grow 1 percemage point faster than GDI' per capita through 2050. From 1970102005, spending per 
enrollee actually rose 2.9 percentage poilns faster than GOP per capita. 
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budget surpluses now, paying down the national debt, and leaving us better pre
pared for any dramatic future rise in government outlays. Others argue that prepar
ing for the worst would require huge sacrifices in the present- sacrifices tha t might 
be unnecessary in hindsight. 

T hese divergent views formed part of the background for the comroversy over 
the Bush tax cuts. 

, ,' , <;~~ ___ ".,,,, -, ",-~ , , ,' 
~ ~: • ft~ 

USING THE THEORY 
The Bush Tax Cuts of 2001 and 2003 

In 2001, the Bush administration cut taxes over]O years by $1.35 trillion, and in 
2003, by another $350 billion. Marginal tax rates were reduced on all income 
brackets, as were tax rates on capital gains and dividends. There were additional 
reductions for taxpayers with children, and a reduction of the "marriage penalty" 
that taxed married couples at higher rates than if they were single. Also, the tax cutS 
in 2003 accelerated some of the 200 I reductions that ha(1 originally been postponed 
until 2006 and beyond . 

Much of the debate O\'er the tax reductions had to do with distribution : whether 
the cutS were apportioned fairly among different income groups. But they also raised 
two important macroeconomic issues that we've discussed in this and other chapters. 

THE SHORT RUN: COUNTERCYCLICAL FISCAL POLICY? 

The tax cuts of 2001 and 2003 seem, at first glance, like perfect examples of well 
timed countercyclical fiscal policy. After all, the first cutS were put in place in June 
200 I-in the middle of a recession that hegan just three months earlier. And the cuts 
in May 2003 took effect as the economy was still struggling with a weak expansion. 
Does thi s show that countercyclical fiscal polic)' works? 

Not really, because a closer look suggests that neither tax cut was really designed 
for that purpose. The tax cut of June 200 1 had actually been proposed more than 
18 months earlier by presidential candidate Bush as a long-run policy measure, to 
promote growth in potential output. At the time, the economy was in a boom , and 
the Federa l Reserve was actively trying to slow it down . The fact that the tax cut 
was enacted during a recession was a snoke of luck, not an example of well-timed 
short-run fisca l policy. 

Moreover, remember that countercyclical fiscal policy requires that changes in 
taxes be reversible when economic conditions change . But both of the Bu,~h tax cuts 
were /ollg-term policy changes: Some of their provisions applied through the end of 
the decade, and the others were expected to be extended at least that long, and prob· 
ably beyond. 

As so often happens in macroeconomic debates, however, politics took over. As the 
economy entered the recession of 2001, the debate over the 2001 tax cut quickly shift
ed to its short-run stimulus potential. And the 2003 cut- weighted heavily toward 
long-run reforms in the tax code-was both touted and opposed almost entirely on 
the basis of its ability to create jobs in the shorr run, during a slow recovery. 

In between these tWO cuts, however, the Bush administration proposed a purely 
countercyclical, $60 billion tax cut. This was fo rmulated and des igned as an 
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emergency measure, shortly after September 11,200 I, to prevent the economy from 
sliding further into recession. Timing was crucial, and the administration urged 
quick passage by Congress. If there was ever an opportunity to showcase the effec
tiveness of countercyclical fiscal policy, this was it. But the tax bill was debated for 
a hili 6 momhs in the House and Senate, and was not signed by the president until 
March 2002. During these 6 months of debate, the Fed reduced its interest rate tar
get four times, illustrating the greater flexibility of monetary policy as a counter
cyclical tool. 

THE LONG RUN: THE TAX CUTS AND THE NATIONAL DEBT 

Now let's consider the long-run macroeconomic controversies raised by the tax 
ClltS . Table 2 shows two different projections of budget defici ts and the national 
debt, both issued less than 2 months after the 2003 tax cuts wcre signed into law. 
It also shows what actually hap pened during the first 4 years after those tax curs. 

Let's start with the left-most columns in the table, which show numbers released 
by the Bush administration's Office of Managemem and Budget (OMB) as part of 
its midyear budgct up(]ate in July 2003. The second column shows the projected 
deficit in each fiscal }'ear, ending in September of the year indicated. For example, 
back in 2003, the OMB projected a deficit of $304 billion in 2005. 

The third column shows the projectc(] national debt as a percentage of GDP at 
the end of each fiscal yea r. For the end of 2005, the OM B was predicting the nation
al debt at 40.3 percent of GDP. 

Judging by the OMB's numbers, it appeared that the administration's fiscal pol
icy was an example of a temporary violation of the gu ideline for responsible 

Fiscal 
Year 

2002 
2003 
2004 
2005 
2006 
2007 
2008 

2013 

OMB Projections 
Made in 2003 

Federal 
Budget Debt as a 
Deficit Percentage 
(S Billions) ofGDP 

$158 33.9% 
$455 37.5% 
$475 39.6% 
$304 40.3% 
$238 40.4% 
$213 40.2% 
$226 40.1% 

Democratic Caucus What Actually 
Projections Made In 2003 Happened 

Federal Federal 
Budget Debt as a Budget Debt as a 
Deficit Percentage DeflcH Percentage 
(S Billions) of GDP (S Billions) of GOP 

$158 33.9% $158 33.9% 
$416 36.8% $378 36.2% 
$489 39.4% $413 37 .2% 
$364 40.5% $318 37.4% 
$345 41.3% $296 37.3% 
$329 41.8% 
$343 42.4% 

$476 44_3% 

Sources: QUice or Management and B~dget. FlscaJ Year 2004 Mid Session Review IS~mma'y Ta~e 7) and Fiscal 
Year 2007 MilJ.Scssion Review (H istorical la~es 1.1 and 7.1 ). end House Budget Commillee. Democratic 
Caucus. ' Deficit. Hit Record l evels, · Press Release. July 16. 2003. 2002 ngures are aetulll data. kr'lOwn at time 
or projections. 

Fiscal Projections After 
the Ta~ Cuts of 2001 

and 2003 
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government: Debt was projected (0 rise faster than GO P through 2006, and then 
stabilize and descend through 2008. (Starting in 2003, the administration began 
issuing only 5-year projections, instead of the usual 10 years, CiTiog uncertainties 
over the military occupation of Iraq and the war on terrorism.) 

What did these numbers imply? Certainly not a debt disaster. Bur a fiscal policy 
with future COSts. By raising the national debt as a percentage of GDI', imerest pay
ments relative to GO P and the lax burden would rise. Afterward, Ihe debt-Io-GD P 
ratio would come down a bit, bm nor enough to bring the lax burden back to where 
it was origi nally. 

Where would this rise in the debt come from? Some of the early rise would come 
from cyclical deficits. Because of the economy's slow recovery after the recession in 
200 I, il was expected to remain below potential even inlO 2004, wilh lower tax rev· 
enues and higher transfers than would occur at full employment. But the continued 
deficits in 2006 and beyond-when the economy was assumed to have recovered
would be mostly structural deficits. According to the OMB's estimates, the two Bush 
tax CUTS would account for about 25 percent of the total rise in the national debt 
over the projection period. 

Now look at the next two columns. They show the numbers put out by the 
Democratic Caucus of the House Budget Committee in a press release, within days 
of the OMB document's release. It shows a more sharply rising (Ieficit, and what 
looks like a long~run violation of the guideline for respons ible government. The 
debt-to-GDP ratio was projected to rise continually, with no end in sight. Note that 
the Democratic Caucus projected 10 rears forward instead of 5. But that account
ed for only part of the dramatic difference in the fiscal StOTY each side told. What 
accounted for the rest? 

The answer is; the assumptions behind the numbers. The OMB deficit numbers 
left OUT estimates of government outlays for military operations in Iraq or 
Afghanistan beyond 2003. It also assumed that any provisions of the two tax CUIS 

that were legally set to expire be",veen 2004 and 2008 would, in fact, expire, there
by boosting tax revenues. 

The Democrats made different assumptions. On the outlays side, the)' included 
the estimated cost of Iraq and Afghanistan from 2004 through 2006, and project
ed greater increases in other nationa l defense spendin g. They also added the 
expenses of the proposed prescription drug benefit plan for Medicare, slarti ng in 
2006. (The plan did, in fact, go into effect in 2006.) On the revenue side, the 
Democrats not only assumed that expiring provisions of the tax cuts would be 
ren ewed, but that further changes in the tax code favored by the administration 
would also be enacted. 

Using the Democratic numbers, virtually all of th e rise in the debt during their 
I I·year projection period could be attributed to lax cuts of some form-either the 
original cuts in 2001 and 2003, or expected extensions and furthe r expected 
reductions. 

Note that, based on either set of numbers, we would be entering a period of ris
ing debt that would entail the kinds of future costs we've discussed in the chapter. 
Under the Democrats' assumptions, the path would be unsustainable in the long 
run: Debt and interest payments would rise faste r than GDP for 10 years and per
haps beyond. Under the Bush administration's assumptions, the path would be cost
ly, but sustaina ble, with debt and interest payments topping out in 2006. 

How did the first 4 years of these projections actually pia}' out? look at the last 
two columns, which show the actual numbers through fiscal rear 2006. As you can 
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see, in each of those years, the budget deficit was actually lower than the Democrats 
projected, and in some years, even lower than the admi nistration itself projected. 
Throughout this period, government outlays exceeded wh at both sides expected, 
largely because of spending for the war in Iraq and, in 2006, funds spent in the wake 
of Hurricanes Katrina and Rita. Bm federal tax revenues also grew faster than 
expected- so fast, in fact, that the sum of the annua l deficits during all 4 years fell 
below even the administration's own projections. 

Now look at the last column, which shows the actual behavior of the national debt 
as a percentage of GOP. These numbers were also lower than either side expecte<!
significantly so . For 2006, the debt stood at 38.5 percent of GDP, whereas the 
administration and the Democratic Caucus had forecas t 40.4 percent and 41.3 per
cent, respecti vely. 

What accounts for this disparity: l)aft of the answer is the smaller deficits just 
discussed. But even more significant was the behavior of GDP itself. Remember that 
debt relative to G OP will grow more slowly when GDP rises more rapidly. And 
during this period, the nation's total output grew much faster than either side had 
predicted . (Indeed, thi,~ was the main reason that tax revenues grew fa,~ter than 
projecred.) 

Bur now look just at the last column, and ignore all of the projections. You can 
see that total debt has been growing faste r than GOP in recent years. As a result, the 
debt as a percentage of GDP rose from 33.9 percent in 2002 to 37.3 percent in 
2006. Even if the percentage stays at this level, this past increase in debt has imposed 
a cost on our society. As you've learned, the COSt will be paid in a permanently high
er tax burden, a period of inflation, or a temporary period of reduced government 
outlays or higher taxes to bring the debt-to-GD P ratio back down . 

What about the fUTUre? In mid-2006, the ad mini stration and its critics were once 
again at odds. The administration, projecting Out five years, saw rapidly falling 
deficits and a rapidly declining debt-to-GDP ratio through 2011.9 The House 
Democrat ic Caucus, projecting our to 2017, saw much larger deficits and only a 
slow drop in the debt-to-GDP ratio. 10 And neither side's projections included the 
serious fisca l problem facing the nation beyond 2017, when its ongoing obligations 
to aging baby boomers will continue to rise. 

C1~arly, the tax cuts of 200 I and 2003 have created a cost for society. But ulti
mately, our assessment about any economic policy must compare costs with bene
fits. And views about the benefits of the administration's tax and spending policies 
divcrg~ even more widely than views aboUT its costs. 

Was the tax cut distributed in the ri gh t way? Should the United States have gone 
to war in Iraq? In the future, how much should younger workers be asked to sacri· 
fice to care for retiring baby boomers? How one answers questions like these ul ti
mately determines whether the COStS of higher debt- whatever they turn out to 

be-are justified. But this is where a purely economic analysis makes its exit, and 
political and ideological differences take center stage . 

• Office of l>.lanagement and Bndget, Fiscal Year 2007 Mid-Se"ion R""icw. July 2006, Table S· U. 
" House Budget Committee, Democratic Caucus, MAdminislration', M iJ-Session Review o f the Budget, ~ 
Press Release , July II, 2006. 
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Summary 

The u.s. federal govcrnHlclH finances its spending through a com
bination of taxes and borrowing. When government outlays 
exceed tax revenue, the government runS a budget deficit. [t 

finances thai deficit by selling bonus, thereby adding to lhe 
natiollal debt. When govcfIlmclIl outlays arc less than {ax rev
enue, Ille government runs a budget surplus. It uses that surplus 
to buy back bonus ;1 has issued in the past, thus shrinking lhe 
national debt. 

Federal govcrnmcrlI outlays consist of thn~ broad categories: 
govcrnme1ll purchases of goods and services, transfer payments, 
ami interest on me ",nional debt. Nonmilitary governmem pur
chases have traditionally accollrltcd for a stable, low 2 percent of 
real GDP. iI.'l ililary purchases vary according to global politics; in 
recent years, they have begun rising relative to GOP. Transfer pro
grams--such as Social Security and Meuicare-ha"e been the 
fastest-growing part of goverlll11em o utlays. Thcr currently eq llal 
about 12.5 percent of GOP. 

On the revenue side, the govenullent rdies primarily on per
sonal and corporate incume taxes and Sueial Security taxes. 
Federal revenue was trending mildly upward llntil !Ill.'" early 
2000s; t!\en it jumped downward, due to a recession and a signif
icam cut in income tax rates. 

From 1970 through the mid-1990s, federal olltlays exceeded 
federal revenues every year, so the gm'eTl\ment ran budget deficits. 

I. 

2. 

3. 

4. 

"The U.S. spends more on national defense Ihan it docs 
helpillg people who are poor, retired, and unemployed." 
Was this SI<ltement el'cr true during the past five decades? Is 
it lrue tmlar? (I lint: Usc Figures I and 3.) 
Look at Figures 3, 5, and 6, and project forward for the 
next >ncral d(·cades. For each figure , what will be the 
direct effects (if <lny) <IS the baby-boom generation begins 10 

retire around 20 I O? (Assullle there is no ch~ngc in policy 
related to Social Securilr or Medicare and no change in Tax 
rates .) 
U5C the following St;ItiSlics, in billions of units, to calculate 
the real national debt and the debt relative to GlJI' in 1990 
and 2000 fnr this hypothetical wuntr}'. Which figures would 
yon usc to compare the national debt in the 2 )·ears? 

National debt in 1990: 
National debt in 2000: 
Nominal GOP in 1990: 
Nominal GOP ill 2000: 
Price index in 1990: 
Price index in 2000: 

L2 
13 .8 

[01.7 
552.2 

35.2 
113.3 

You are nmning for presidel\t of the small nation of Utopia. 
You promise to cut tax rates, increase transfers and govern
m~1lt purchast-s, reduce the government's budget deficit, and 
reduce the goverlllllem·s debt as a fraction of GOP. If elect
ed, is it possible for YOll to kcep all of )'our campaign prom
ises in the short run? What about in the long nln? 
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Particularly large deficits occurred in the earlr 19805. But in the 
19905, the deficit declined, and in 1998 the government began 
TUlllling yearly budget surpluses. In 2002, the budget picture flip
flopped again, as deficits were projected for sneral rears . 

In the short run, there is a two-way relationship between 
government outlays and taxes on the one hand and the level of 
OUlput un the <>Iher. In {("Cessions, for example, guvernmelll tax 
revenues fall and uansler payments rise . In this war, the tax and 
uansfer system acts as an automatic stabilizer, tlclping to smooth 
OUI fluctuatiolls in output. 

Fiscal changes have impvrtant lnng-run effects nn the econo
my. All else eqllal, we can expect larger budget deficits to slow 
growth in living standards, and smaller budget deficits or Sllr
pluses to speed tile growth of living standards. 

Over the 1970~ and, especially, the 1980s, the average fed 
eral budgn deficit was so large, and th(· national debt growing so 
rapidly, tbat interest payments were rising relative to GOP. While 
we weTl."" not on the brink of disaster, the deficits and the grow
ing national debt did require a future sacrifice, which we paid in 
die 1 990s by reducing the deficit through tight fiscal policy. The 
same scenario of high deficits and rising debt-to-GDP ratio 
occurred in the early 2000s. Even if temporary, it will require 
fUlllre sacrifices. 

5. Ynu are Tunning fur reelectinn as president of the nation of 
Utopia. YOllr opponents have criticized you for a!!owing the 
nation"l debt to grow by aitnost 50 percent over the last 4 
ye~N;. Use the foHowing statistics, measured in millions of 
dollars. tn defend yourself to Utopia's vOleN;: 

National debt in year 1 of your presidency: 
Nation~1 debt in year 4 of your presidency: 
N"minal GlJP in )·ear 1 " f your presidency: 
Nominal GOP ill year 4 of your presidency: 
Price index ill year I of your presidency: 
Price index in year 4 of your presidenq': 

$[52 
$200 

$3,042 
$4,098 

45 
72 

6. Suppvse there is a co llntq with 30 huuseholds di"ided into 
three categories (A, B, and C), with 10 households of each 
type. If a household e~rns 20,000 zips (the country's curren
cy) or more in a year, it mUSt pay 15 percent of its inc"me 
in taxcs. Ii the household carns less than 20,000 zips, it 
doesn't pay any tax. When the ecollomr is operating at full 
employment, household income is 250,000 zips per year for 
each type A household, 50,000 zips for typ<: B hous~hnld s, 

anu 20,000 zips for type C households. 
a. If the economy is operating at (ull employment, how 

much revenue does the government collect in taxes for 
the year? 

b. Suppose a recession hits and hous(·hold income falls for 
each trpc of hOll.ehold . Trpe A households now earn 
150,000 zips, type B households earn 30,000 zips, and 
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type C households earn 10,000 zips for the year. How 
much does the government collect in tax revenue for the 
year? Assume the government spends all of the revenue 
it would have collected if the economy had been operat
ing at full employment. Under this assumption, what is 
the effect of the recession on the government budget 
deficit (i.e., the effect on the cyclical deficit)? 

c. Suppose instead that the economy expanded and house
hold incomes rose to 400,000 zips, 75,000 zips, and 
30,000 7jpS, respectively, for the year. How much tax 
would the government collect for the year? What is the 
effect on the cyclical deficit {assume again that the gov
ernment spends exactly the amount of revenue it collects 
when household income is at the values in part (a))? 

d. What does this problem tell you about the relationship 
between shocks to the economy and the budget deficit? 
The structural deficit? 

7. Are either of the following countries violating the minimal 
guidelines for responsible government as outlined in this 
text? 

Country A 
(Figures in Billions of $) 

1999 

2000 
200! 

0"" 
1 

2 

3 

Country B 
(Figures in Billions of $) 

1999 

2000 
2001 

0"" 
1,236 
1,346 
1,406 

[Table for Problem !O[ 

2 

Price index 100 103 
Nominal G DP $400 $500 
Outlays $105 $ 126 
Tax revenue $100 $ 120 
Deficit/Surplus 

National debt 

(end of veH) 

Real national 

debt (end of year) 

Debt to GOP 

GIJ!' 

100 

110 
ISO 

GIJ!' 

1,400 
1,550 
1,707 

3 

105 
$600 
$ 130 
$ 125 

8. Assume that the unemployment rate in the small country of 
Economica is currendy 6 percent, and that in this country 
government purchases '" $10 million, tax revenue '" 
$17 million, transfers and interest payments'" $5 million. 
Also assume that at full employment, the unemployment 
rate would be le~$ than 6 percen t. 
a. Find the size of Economica 's budget deficit. 
b. What can you tell abont Economica's cyclical deficit 

and its structural deficit? 
9. Suppose a nation·s government purchases are equal to $2 

trillion, regardless of the state of the economy. 1 ]owever, its 
taxes and transfers depend on economic conditions. '-"'hen 
the economy is at potential output, net taxes (taxes minus 
transfe~) equal $2.2 trillion. However, for each 1 percent 
GDI' falls below potential output, net taxes fall by 5 percent. 
a. Suppose the economy was opcrating at potcntial out

put. What would be the structural deficit? The cyclical 
deficit? 

b. Suppose that real GDI' was 5 percent below potential 
output. What would be the cyclical deficit? The struc· 
tural deficit? 

10. Complete the table below for the small country of 
)I.·licroland. As.sume that Micmland started Year 1 with no 
federal debt. What is the relationship between the deficit 
and the debt? How can the real national debt fall even in 
years when the budget is balanced or in deficit? Explain 
brietly. 

Year 

4 5 6 7 

110 118 133 140 
$700 $800 $900 $1,000 
$ 135 $133 $130 $ 130 
$ 132 $134 S 138 $ 130 



More Chalfengitlg 
II. Suppose: the United States were running a budget surplus 

and decided to eliminate it by inereasing governmem 
purchases. 
a. Compared 10 a policy of juSt accruing surpluses and 

paying down the national debt, what wIll this polICY do 
to U.S. real GDI' and mterest rates 1Il the slto,/ "In? 
llIuslrale your answer graphIcally. (Him: Which macro 
model, and which graphs, should you use 10 illustrate 
effects on output and mterest ratrs 1Il the shon run? 
Assume the Fed mamtamS a constant interest rale. ) 
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b. Compared to a ]Wlicy of jusl accruillg surpluses and 
paying down the nalional debl, what will this ]Wlicy do 
to U.S. real GDr and interest ralrs in the im'K run? 
llIustrale your answer graphically. 

c. Going back to the shorr run, suppose the Fed respornis 
by neutralizing the impact of the fiscal change in part 
(a). What will happen 10 real GI)I' and inlcre~ rates in 
the short run? 



If you've ever traveled to a foreign country, you were a direct participant in the 
roreign exchange market-a marker in which one countfY's currency is traded for 
that of another. For example, if you traveled to Mexico, you might have stopped 
near rhe border to exchange some dollars for Mexica n pesos. 

But even if you have never traveled abroad, you've been involved, a t least in(li· 
rectly, in all kinds of foreig n exchange dealings. For example, suppose you buy some 
Mexican ·grown tonl;ltoes at a store in the United States, where you pay with 
dollars. A Mexican fa rmer grew the tomatoes; Mexican truckers transpo rted them 
to the di stributio n center in the nearest large city; and Mexican work ers, machinery, 
and raw materials were used to package them. All of these people need to be paid 
in Mexican pesos, regar<lless o f wh o buys the final product. After all, they live in 
Mexico, so they need pesos to buy things there. But you, as an American, want to 
pay for your tomatoes with dolla rs. 

Let'S think about this for a moment. You want to pay for the tomatoes in dol
lars, but the Mexicans who produced them want to be paid in pesos. How can this 
happen? 

The answer: Someol/£', here or abroad, must use the foreign exchange market to 
exchange dollars for pesos. For example, it might work like th is: You pay dollars to 
yOUf supermarket , which pays dolla rs to a u.s. importer, who pars dolla rs 10 the 
distributor in Mex ico, who-finally-turns the dollars over to a Mexican ban k in 
exchange for pesos. Finally, the Mexican distributor uses these pesos to pay the 
Mexican farmer. 

[n this chapter, we'll look a t the markets in which dollars are exchanged for for
eign currenc),. We'll also expand our macroeconomic analysis to consider the effects 
of changes in exchan ge rates. As you'll see, what happens in the foreign exchange 
market affects the economy, and changes in the economy affect the foreign excha nge 
market. This has implica tions for the Fed as it tries to use monetary policy to steer 
the economy and keep it growing smoothly. Finally, we' ll turn our attention to an 
analysis of the large and growing U.s. trade deficit. 

fOREIGN EXCHANGE MARKETS AND EXCHANGE RATES 

Every day, all over the world, more than a hundred different nati onal currencies are 
exchanged for one another in banks, hOlds, stores, and kiosks in airports and Irai n 
sta tions. Traders exchange dollars for Mexican pesos, Japanese yen, European 
euros, Indian rupees, Chinese yuan, and so on. In addition, traders exchange each 

". 

Foreiin ur;hllna;e market The 
merket In which one r;ountry"s 
currency Is traded for another 
country·s. 



E/tchange late The amount of 
one countlY's currency that is 
traded for one unit of another 
country's currency. 

TABLEII 

FOlelgn Exchange 
Rates, July 28, 
2006 
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of these foreign currencies for one another: pesos for euros, yen for yuan, euros for 
yen .... There afe literally thousands of combinations. How can we hope to make 
sense of these markets- how they operate and how they affect us? 

Our basic approach is to treat each pair of currencies as a separate market. That is, 
there is one market in which dollars are exchanged for euros, another in which Angolan 
kwanzas trade for yen, and so on. The physical locations where the trading takes place 
do not matter: Whether you exchange your dollars for yen in France, Germany, the 
United States, or even in Ecuador, you are a trader in the same dollar-yen market. 

In any foreign exchange market, the rate at which one currency is traded for 
another is called the exchange rate between those two currencies. For example, if 
you happened to trade dolla rs for British pounds on July 28, 2006, each British 
pound would have COSt you about $1.86. On that day, the exchange rate was 1.8629 
dollars per pound. 

DOLLARS PER POUND OR POUNDS PER DOLLAR? 

Table 1 lists exchange rates between the dollar and various foreign currencies on a 
particular day in 2006. But notice that we can think of any exchange rate in two 
ways: as so many units of foreign currency per dollar, or so many dollars per unit 
of fo reign currency. For example, the table shows the exchange rate between the 
British pound and the dollar as 0 .5368 pounds per dollar, or 1.8629 dollars per 
pound. We can always obtain one form of the exchange Tate from the other by tak
ing its reciproca l: 110.5368 == 1.8629, and 1/1.8629 == 0.5368. 

In this chapter, we'll always define the exchange rate as "dollars per unit of for
eign currency," as in the last column of the table. That way, from the American 
point of view, the exchange rate is Just another price. The same way you pay a cer
tain number of dollars for a gallon of gasoline (the price of gas), so, too, you pay a 
certain number of dollars for a British pound (the price of pounds). 

The exchange rate is the price of foreign currency in dollars. 

Table 1 raises some important questions: Why, in mid·2006, d id a pound cost 
$1 .86? Why not $1? Or $S? Why did one Japanese yen cost less than a penny? And 
a Russian ruble about four cents? 

Units of Dollars per 
Foreign Unit of 

Name of Currency Fotelgn 
Country Currency Symbol per Dollar Currency 

Brazil 
China 

European Monetary 

Union Countries 
Great Britain 

India 

Japan 
Mexico 

Russia 

real 
yuan 

euro 

pound 

rupee 

yeo 
peso 

ruble 

R 2.1739 $0.4600 
y 7.971 $0.1255 
€ 0.7843 $1 .2751 

£ 0.5368 $1 .8629 
R 46.53 $0 .02149 
¥ 114.77 $0.008713 
P 10.858 $0.09210 
R 26.81 $0 .03730 
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The answers to these questions certainly affect Americans who travel abroad. 
Suppose you are staying in a hotel in London that costs 100 pounds per night. If the 
price of the pound is $1, the hotel room will cost you $ 100, but if the price is $5, 
the room will cost you $500. And exchange rates affect Americans who stay at 
home, too. They influence the prices of many goods we buy in the United States, and 
they help determine which of our industries will expand and which will contract. 

How are all these exchange rates determined? In most cases, they are determined 
by the familiar forces of supply and demand . As in other markets, each foreign 
exchange market reaches an equi librium at which the quanti ty of foreign exchange 
demanded is equal to the quantity supplied. 

In the next several sections, we'll build a model of supply and demand for a rep
resentative foreign exchange market: the one in which U.S. dollars are exchanged 
for British pounds. Taking the American point of view, we'll call this simply "the 
market for pounds ." The other curtency being traded-the dollar-will always be 
implicit. 

THE DEMAND FOR BRITISH POUNDS 

To analyze the demand for pounds, we start with a very basic question: Who is 
demanding them? The simple answer is, anyone who has dolla rs and wants to 
exchange them for pounds. Bur the most important buyers of pounds in the 
pound-dollar market will be American households and businesses. When 
Americans want to buy th ings from Britain, they W i ll need to acquire pounds. To 
acquire them, they will need to offer U.S. dollars. To keep our analysis simple, we'll 
focus on JUSt these American buyers. We'll also---for now-ignore any demand for 
pounds by the U.S. government. 

[n Ollr model of the market for POllllds, we aSSllme that American hOllse
holds alld bllsillesses are the onl)' bll),ers. 

Why do Americans want to buy pounds? There are twO reasons: 

• To bll)' goods alld services from British firms. Americans buy sweaters knit in 
Edinburgh, airline tickets sold by Virgin Airways, and insurance services offered 
by Lloyd's. American tourists a lso stay in British hotels, use British taxis, and eat 
at British restaurants. To buy goods and services from British firms, Americans 
need to acquire pounds in order to pay for them . 

• To b/l)' British assets. Americans buy British stocks, British corporate or 
government bonds, and British real estate. In each case, the British seller will 
want to be paid in pounds, so the American buyer will have to acquire them . 

The Demand for Pounds Curve 

Panel {a) of Figure 1 shows an example of a demand curve for foreign currency, 
in this case, the demand curve for pounds. The curve tells us the quantit), of 
pOl/nds AmeriCQllS will want to bur ill Qlly givell period, at each different 
exchange rate. Notice that the curve slopes downward: The lower the exchange 
rate, the greater the quantity of pounds demanded . For example, at an exchange 
rate of $2.25 per pound, Americans would want to purchase £200 million (point 
A). If the exchange rate fell to $1.50 per pound, Americans would want to buy 
£300 million {point E). 

Demand curve for foreign 
currency A curve indicating the 
quantity of a specific foreign 
currency that Americans will want 
to buy, during a given period, at 
each different exchange rate. 



DoliaB 
per Pound 

The Demand lor British Pounds 

(,j 

Dollars 

r-------, per Pound 
A drop in the price 
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(bj 

The demand for pounds 
curve shifts rightward when: 
• U,S. real GOP t 
• Us. relatiloe price level t 

$2.25 ---------- A 

of the pound moves 
us rightward along the 
demand for pounds 
curve. 

• Us. tastes shift toward 
British goods 

• Us. interest rate ! 

, 
1.50 - - - - - - - - - - '- - - --

200 300 Millionsof 
British Pounds 

• Pound is expected to 
apprec:iale 

0\ 

Millions of 
British Pounds 

Why does a lower exchange rate-a lower price for th e pound-make 
Americans want to buy more of them? Because the lower the price of the pound, the 
less expensive British goods are to American burers. Remem ber that Americans 
think of prices in dollar terms. A British compact disc that sells for £8 will COSt an 
American $18 at an exchange rate of $2.25 per pound, but only $12 if the exchange 
rate is $1.50 per pound . 

Thus, as we move rightward along the demand for pounds curve, as in the move 
from point A to point £: 

Price of 
pounds ~ 

British goods 
===>- cheaper to 

Americans 

Shifts in the Demand for Pounds Cu rve 

Americans 
buy more ===>

British goods 

Quantity 
of pounds 

demanded t 

In panel {a ), rou saw that a change in the exchange rate moves us alollg the demand 
for pounds curve. But other variables besides the exchange rate influence the 
demand for pounds. If any of these other variables changes, the entire curve will 
shift. As we consider each of these variables, keep in mind that we are assuming that 
onlr one of them changes at a time; we suppose the rest to remain constant. 
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U.S. Real GOP. Suppose real GOP and real income in the United States rise-say, 
because of continuing economic growth or a recovery from a recession. T hen, 
Americans will buy more of everything, including goods and services from Britain. 
Thus, at any given exchange rate, Americans will demand more pounds. This is 
illustrated, in panel (b), as a rightward shift of the deman d cu rve from of to Df 
Relative Prjce Levels. Suppose that the U.S. price level rises by 8 percent, while that in 
Britain rises by 5 percent. Then u.s. prices will rise relative to British prices. Americans 
will shift from buying their own goods toward buying the relatively cheaper British 
goods, so their demand for JXlunds will rise. That is, the demand for pounds curve will 
shift rightward. 

Americans' Tastes for British Goods All else being equal, would you prefer to drive 
a General Motors Corvette or a Jaguar? Do you prefer British-made films, like 
Pride alld Prejudice or Harry Potter alld the Goblet of Fire, or America's offer
ings, such as Superman Refums or Million Dollar Bab)'? These are matters of 
taste, an d tastes can change. If Americans develop an increased taste for British 
cars, films, tea, or music, their demand for these goods will increase, and the 
demand for pounds curve will shift rightward. 

Relative Interest Rates. Because financial assets must remain competitive in order 
to attract buyers, the rates of return on different financial assets-such as stocks 
and bonds-tend to rise and fall together. Thus, when one country's interest rate 
is high relative to that of another country, the fi rst coun try's assets, in general, will 
have higher rates of return . 

Now, suppose you're an American trying to decide whether to hold some of 
your wealth in British financial assets or in American financial assets. You will look 
very carefully at the rate of return you expect to earn in each country. All else being 
equal, a lower U.S . interest rate, relative to the British rate, will make British assets 
more attractive to you. Accord ingly, as you and other Americans demand more 
British assets, you will need more pounds to buy them. The demand for pounds 
curve will shift rightward . 

Expected Changes in the Exchange Rate. Once again, imagine you are an American 
deciding whether to buy an American or a British bond . Suppose British bonds pay 
10 percent interest per year, while U.S. bonds pay 5 percent. All else equal, you 
would prefer the British bond, since it pays the higher rate of return . You would 
then exchange dollars for pounds at the going exchange rate and buy the bond. 

But what if the price of the pound falls before the British bond becomes due? 
Then, when you cash in your British bond for pounds, and convert the pounds 
back into dollars, yo u'll be selling )'Ollr pounds at a lower price than you bought 
them for. While you'd benefit from the higher interest rate on the British bond, 
you'd lose on the foreign currency transaction- buying pounds when their price 
is high and sell ing them when their price is low. If the foreign currency loss is great 
enough, you would be better off with u.S . bonds, even though they pay a lower 
interest rate. 

As you can see, it is not Just relative interest rates that matter to wealth hold· 
ers; it is a lso expected changes ill the exchallge rate. An expectation that the price 
of the pound will fall will make British assets less appealing to Americans, since 
they wi ll ex pect a fore ign currency loss. In this case, the demand for pounds curve 
will shift leftward. 



'" 

Supply curve lor foreign currency 
A curve indicating the quantity of 
a specific foreign currer'\cy that 
will be supplied. during a given 
period, at each different 
exchange rate. 

Part VI: Macroeconomic Policy 

The opposite holds as well. If Americans expect the price of the pound to rise, 
they will expect a foreign currency gain from buying British assets. This will cause 
the demand (or pounds curve to shift rightward. 

THE SUPPLY OF BRITISH POUNDS 

The demand for pounds is one side of the market for pounds. Now we turn our 
anention to the other side: the supply of pounds. And we'll begin with OU f basic 
question: Who is supplying them? 

In the real world, pounds are supplied from many sources . Anyone who has 
pounds and wants to exchange th em for dollars can come to the market and sup
ply pounds. But the most im portant sellers of pounds are British households and 
businesses, who naturally have pounds and need dollars in order to make purchas
es from Americans. To keep our analysis simple, we'll focus on just these British 
sellers, and we'll ignore-for now-any pounds supplied by the Bri tish govern
ment: 

/11 Ollr model of the market (or pOImds, we aSSllme that British households 
alld (irms are the Dilly sellers. 

The British supply pounds in the dollar-pound market for only one reason : 
because they want dollars. Thus, to ask why the British supply pounds is to ask why 
they want dollars. We can identify two separate reasons: 

• To buy goods and services from American firms. The British buy airline tickets 
on Un ited Airlines, computers made by Hewlett-Packard and Apple, and the 
rights to show films made in Hollywood. British tou ri sts stay in American hotels 
and eat at American restaurants. T he British demand dollars-and su ppl y 
pounds- for all of these purchases. 

• To huy American assets. The British buy American stocks, American corporate 
or government bonds, and American real estate. In each case, the American 
seller will want to be paid in dollars, and the British buyer will acquire dollars 
by offering pounds. 

The Supply of Pounds Curve 

Panel (a) of Figure 2 shows an example of a supply cun'c for foreign currcncy
here, British pounds. The curve tells us the quantity of pOllllds the British wiflwant 
to sell in an)' given period, at each dif(erent exchange rate. Notice that the curve 
slopes upward : The higher the exchange rate, the greater is the quantity of pounds 
supplied. For example, at an exchange rate of $1.50 per pound, the British would 
want to supply £300 million (point E). If th e exchange rate rose to $2.25 per pound, 
they would supply £400 million (point F). 

Why does a higher exchange rate-a higher price for the pound-make the 
British want to sell more of them? Because the higher the price for the pound, the 
more dollars someone gets for each pound sold. This makes U.S . goods and services 
less expensive to British buyers, who will want to buy more of them-and who will 
therefore need more dollars. I 

To summarize, as we move rightward along the supp ly of pounds curve, such as 
the move from point E to point F: 
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Price of 
pounds I 

u.s. goods 
cheaper 

to British 

shifts in the Supply of Pounds Curve 

British 
buy more 

us. 
goods 

British 
need 
more 

dollars 

Quantity 
of pounds 
supplied I 

When the exchange rate changes, we move along the supply curve for pounds, as in 
panel (a) of Figure 2. Bur other variables can affect the supply of pounds besides the 
exchange rate. When any of these variables change, the supply of pounds curve will 
shift, as shown in panel {b) . What are these variables? 

Real GOP in Britain. If real GOP and real income rise in Britain, British residents will 
buy more goods and services, including those produced in the United States. Because 

The Supply of British Pounds 

(,) (b) 

Dollars 
per Pound 

5 ' 

Dollars 
per Pound The supply of pounds curve 

shifts rightward if 

$2.25 

1.50 E 

F 

, , 
~: 

't--------, 
A rise in the price of 
the pound moves 
us rightward along 
the supply of pounds 
curve. 

300 400 Millions of 
British Pounds 

• British real GOP t 
• u.s. relative price level ~ 
• British tastes shift toward 
u.S. goods 

• US interest r.:lte j 
• Pou nd is expected to 
depreciate 

, Actually, it is not a logical necessity for the supply of pounds Curve!O slope upward. Why not? When 

the price of the pound rises, it is true that the British will buy mOre U.S. goods and need more dollars to 

buy them. However, each dollar they buy costs {ewer pound •. II might be thar, even rhough the Brirish 
obtain more dollar>, they actually supply fewer pounds to get them at the higher exchange rate. In this 
case, the mpply of pounds curve would slope downward. Economists believe, however, that a down· 
ward-sloping supply CurVe for foreign currency-while theoretically possible-is very rare. 

5 ' , , 
5, 

Millions of 
British Pounds 

'35 



Floating exchange rate An 
exchange rate that is freely 
determined by the forces of 
supply and demand. 
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they will need more dollars to buy u.s. goods, they will supply more pounds. In panel 
(b) this causes a rightward shift of the supply curve, from sf to sf. 

Relative Price Levels. Earlier, you learned that a rise in the relative price level in the 
United States makes British goods more attractive to Americans. But it also makes 
American goods less attractive to the British. Since the British wlil wam to buy fewe r 
U.S . goods, they will want fewe r dollars and will supply fewer pounds . Thus, a rise 
in the relative U.S. price level shifts the supply of pounds curve leftward . 

British Tastes for u.s. Goods. Recall our earlier discussion ahout the effect of 
American tastes on the demand for pounds. The same reasoning applies to the effect 
of British tastes on the SliP ply of pounds. Th e British could begin to crave things 
American- or recoil from them. A sh ift in British tastes toward American goods will 
shift the supply of pounds curve rightward . A shift in tastes away from American 
goods will shift the curve leftward . 

Relative Interest Rates. You've already learned that a rise in the relative U.S. interest 
rate makes U.S. assets more attractive to Americans. It has exactly the same effect on 
the British. As the U.S. interest fate fises, and the British buy mOfe U.S. assets, they 
will need more dollars and will supply more pounds. The supply of pounds curve will 
shift rightward. 

Expected Change in the Exchange Rate. In deciding where to hold their assets, the 
British have the same concerns as Americans . They will look, in part, at rates of 
return; but they will also think about possible gains or losses on foreign currency 
transactions. Suppose the British expect the price of the pound to fall. Then, by 
holding U.S. assets, they can anticipate a foreign currency gain-----selling pounds at a 
relatively high price and buying them back again when their price is relatively low. 
The prospect o f foreign currency gain wi ll make U.S. assets more attractive, and the 
British WIll buy more of them. The supply of pounds ClIrve will shift rightward. 

THE EQUILIBRIUM EXCHANGE RATE 

Now we will make an important-and in most cases, realistic-assumption : that the 
exchange fate between the dollar and the pound (loats. A noating exchange rate is 
one that is freely determined by the forces of supply and demand, without govern
ment intervention to change it or keep it from changing. Indeed, many of the world's 
leading currencies, including the Japanese yen, the British pound, the 12-nation 
euro, and the Mexican peso, do float freely against the dollar most of the time. 

In some cases, however, governments do not allow the exchange rate to float 
freely, but instead manipulate its value by intervening in the market, or even fix it 
at a particular value. We'll discuss government intervention in foreign exchange 
markets later. In this section, we assume that both the British and U.S. governments 
leave the dollar-pound market alone. 

When the exchange rate floats, the price will settle at the level where quantity 
supplied and quantity demanded a re equal. Here, buyers and sellers are trading 
British pounds, and the price is the exchange rate-the price of the pound. 

Look at panel (a) of Figure 3 . The equilibrium in the market fo r pounds occurs 
at point E, where the supply and demand curves intersect. The equi librium price is 
$1.50 per pound. As you can verify, if the exchange rate were higher, say, $2.25 per 
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The Equilibrium Exchange Rate 

Dollars 
per Pound 

$LSO 
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300 

5' 
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in the market 
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0' 
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of British 
Pounds 

Dollars 
per Pound 

$2.00 

I. S0 

pOU ll d, there would be an excess slI/Jply of poull!ls, forci ng the price of the pound 
back down to $1.50. If the exchange rate were lower than the equilibrium price 
of $1.50, there would be an excess demalld for pounds, driving the price back up 
to $1.50. 

When the exchange rate floats-that is, when the government does not 
intervene ill the foreign currency market-the equilibrium exchange rail' is 
determilled at the intersectioll of the demalld curve alld the supply curve. 

WHAT HAPPENS WHEN THINGS CHANGE? 

What would cause the price of the pound to rise or fall? The simple answer to this 
question is, anyt hi ng that shifts the dema nd for pounds curve, or the supply of 
pounds curve, or both curves together. Have another look at the right-hand panels 
of Figures 1 and 2. They summarize the major factors that can shift the demand and 
supply curves for pounds and therefore change the floating exchange rate . 

Let's illustrate with a simple example. In pane! (b) o f Figure 3, the initial equi
librium in the market for pounds is at poim £, with an exchange rate of $ 1.50 per 
pound . Now suppose that real GOP rises in the United States. As you've learned (see 
Figu re I ), this rise in U.S. GOP will shift the demand for pounds curve rightward, 
from Of to Of in the figure. At the old exchange rate of $1.50 per pound, 
there would be an excess demand for pounds, which wou ld drive the price of the 
pound higher. The new equilibrium-where the quantities of pounds supplied and 
demanded are equal-occurs at point C, and the new equilibrium exchange rate is 
$2.00 per pound . 

(b) 

300 

0\ 

Millions 
of British 
Pou nds 
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Appreciation An Increase In 
the price of a currency in a 
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To recap, the increase in American GOP causes the price of the pound to rise 
from $1 .50 to $2.00. When the price of any floating fore ign currency rises because 
of a shjft in the demand curve, the supply curve, or both, we call it an apprecia tion 
of the currency. [n our example, the pound appreciates against the dollar. At the 
same time, there has been a depreciation of the dollar-a faJ[ in its price in terms of 
pounds. (To see this, calculate the price of the dollar in terms of pounds before and 
after the shift in demand.) 

When a floating exchange rate changes, olle cOllntry's CIInenc), will appreci
ate (rise ill price) alld the other col/ntr)"s CllrrellC), will depreciate {fall ill 
price}. 

As you've learned, there are many other variables besides u.s. GOP that can 
change and affect the exchange rate. We could analyze each of these changes, using 
diagrams similar to panel (h) of Figure 3 . However, we'll organize our discussion of 
exchange rate changes in a slightly different way. 

How EXCHANGE RATES CHANGE OVER TIME 

When we examine the actual behavior of exchange rates over time, we find three 
different kinds of movements. Look at Figure 4, which graphs hypothetical 
exchange rate data between the us. dollar and some other currency. We're using 
hypothetical data to make these three kinds of movements stand out more dearly 
than they usually do in practice . 

Notice first the sharp up-and·down spikes. These fluctuations in exchange rates 
occu r over the course of a few weeks, a few days, or even a few minutes-periods 
of time that we call the very short nll/. 

Second, we see a gradual rise and fall of the exchange rate over the course of 
several monrhs or a year or two. An example is the appreciation of the foreign cur
rency from point A to B and its depreciation from point B to C. These are short·mll 
movements in the exchange rate. 

Finally, notice that while the price of the foreign currency fluctuates in the very 
shorr run and the short run, we can also discern a general !ollg.rllll trend: This 
nation's currency seems to he depreciating in the figure. This long-run trend is illus
trated by the dashed line connecting points A and E. 

In this section, we'll explore the causes of movements in the exchange rate over 
all three periods: the very short run, the short run, and the long run. 

THE VERY SHORT RUN: "HOT MONEY" 

Banks and other large financial institutions collectively have trillions of dollars 
worth of funds that they can move from one type of investment to another at very 
shorr notice. These funds are often called "hot money." If those who manage hot 
money perceive even a tiny advantage in moving funds to a different country's 
assets-say, because its interest rate is slightly higher-they will do so. Often, deci
sions to move billions of dollars are made in split seconds, by traders watching com
puter screens showing the latest data on exchange rates and interest rates around 
the world . Because these traders move such large volumes of funds, they have imme
diate effects on exchange rates. 
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Dollars 
per Unit of 

Foreign Currency 

c 

Years 

Let's consider an example. Suppose that the relative interest rate in the United 
States suddenly rises. Then, as you've learned, U.S. assets will suddenly be more 
attractive to residents of both the United States and England, including managers of 
hot-money accounts in both coun tries . As these managers shift their funds from 
British to United States assets, they will be dumping billions of pounds on the for
eign exchange market in order to acquire dollars to buy U.S. assets. T his will cause 
a significant rightward sh ift of the supp ly of pounds curve. 

In addition to affecting managers of hot-money accounts, the higher relative 
interest rate in the United States will affect ordinary investors. British investors will 
want to buy more American assets, helping to sh ift the supply of pounds curve fur
ther rightward . And American investors will want to buy fewer British assets than 
before, causing some decrease in the demand for pounds . Thus, in add ition to the 
very large rightward shift in the su pply of pounds, there will be a more moderate 
leftward shi ft in the demand for pounds. 

Both of these shifts are illustrated in Figure S: The supply of pounds curve shifts 
from Sf to Sf, and the demand for pounds curve shifts from Df to Df. T he result is 
easy to see: The equihbrium in the market for pounds moves from point E to point 
G, and the price of the pound falls from $1 .S0 to $1 .00. The pound depreciates and 
the dollar appreciates. 

Expectati ons about future exchange rates can also trigger huge shifts of hot 
money, and Figure 5 also ill ustrates what would happen if American and Bri tish res
idents suddenly expect the pound to depreciate against the dollar. In this case, it 
would be the anticipation of foreign currency gains from holding U.S. assets, rather 
than a higher U.S. interest rate, that would cause the supply and demand curves to 
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shift. As YOLI can see in Figure 5, the expectation that the poun d will depreciate actu
ally callses the pound to depreciate-a sel f-ful fillin g prophecy. 

Sudden changes in relative interest rates, as well as sudden expectations of an 
appreciation or depreciation of a nation's currency, ocCLIr frequently in foreign 
exchange markets. They can cause massive shifts of hot money from the assets of 
one country to those of another in \'ery short periods of time. For this reason, 

relative il/terest rates and expectations o( (lit lire exchange rates are the dom
inallt (orces moving exchallge rates ill Ihe very shari rull. 

THE SHORT RUN: MACROECONOMIC FLUCTUATIONS 

Look again at Figure 4. What explains the movements in the short-rull rate-the 
changcs that occur over several months or a few years? In most cases, the causes are 
economic fluctuations taking place in one or more countries. 

Suppose, for example, that both Britain and the United States are in a recession, 
and the U.S. economy begins to recover while the British slump continues . As real 
GOP rises in the United Sta tes, so does Americans' demand for foreign goods and 
services, including those from Britain. The demand for pounds curve will shift right
ward, and-as shown in panel (a) of Figure 6-the pOllnd will appreciate . 

A year or so later, when Britain recovers from its recession, its real GOP will rise. 
Briti sh residents will begin to buy more U.S. goods and services, and supply mOTe 
pounds so they can acquire more dollars. The supply of pounds curve will shift 
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rand la) sholVs a situation in which the United States recovers (rom a receSSIOn (irst. U.s. demand (or (orelgn goods and servic
es increases. shirting the dellla>ld (or pounds CIIrFe to the right . The equilibrium moves (rom A to ij-an aPfJruiation o( the 

flOund. Panel (b) shoUJs Britain's subsequent recovery (rolll its recessio". As the British beg;>lto buy more U.S. goods and 
services, the supply o( pounds curoe shirts rightward, The equilibrium mO/les (rom B to C. causing the pound to depreciate. 

rightward, and-as shown in panel (b) of Figure 6-the pound will depreciate. 
T hus, 

ill the short rl lII, lII ovem ell ts ill exchange rates are Cllllsed largely by econOIll
ic fluct llatiolls. All else equal, a COllll try whose GD P rises relatively rapidly 
will experiel/ce a depreciation of its CIIrrellcy. A country whose GDP falls 
more ral)idly will experiellce an appreciation of its cllrrellcy. 

This observation contradicts a commonly held myth: tha t a strong (appreciating) 
currency is a sign of economic health and a weak (depreciating) currency denotes a 
sick economy. The truth may easily be the opposite. Over the course of severa l 
quarters or a few years, the dollar could appreciate because the U.s. economy is 
weakenillg--entering a serious recession . This would cause Americans to cut back 
spending on domestic alld foreign goods, and decrease the demand for foreign cuc· 
rency. Similarly, a strellgthening U.s. economy-in which Americans are earning and 
spending more-would increa,~e the U.S. demand for foreign currency and (all else 
equal) cause the dollar to depreciate, 

Keep in mind, though, that other variables can change over the business cycle 
besides rea! GOP, including interest rates and price levels in the twO countries. For 
example, a recession can be caused by a moneta ry contraction that raises the relative 
interest rate in a country. Or a monetary stimulus in the midst o f a recession could 
result in a relatively low interest rate. These changes, too, will influence exchange 
rates over the business crcle. 
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THE LONG RUN: PURCHASING POWER PARITY 

In mid-1992, you could buy about 100 Russian rubles for one dollar. In mid-1998, 
that same dollar would get you more than 6,000 rubles-so many that the Russian 
government that year created a new ruble that was worth 1,000 of the old rubles. 
(The ruble exchange rate in Table I is for the new ruble.) What caused the ruble to 
depreciate so much against the dollar during those 6 years? 

This is a question about exchange rates over many years-the long run . 
Movements of hot money-which expla in sudden, temporary movements of 
exchange rates--cannot explain th is kind of long-run trend. Nor can business cycles, 
which are, by nature, temporary. What, then, causes exchange rates to change over 
the long run? 

In general, long-run trends in exchange rates a re determined by relative price 
levels in two coun tries . We can be even more specific: 

According to the purchasing power parity (PIJP) theory, the exchange rate 
between two cOllntries will adjust in the long mn IIntil the average price of 
goods is TOughly the same in both COllll tries. 

To see why the i'i'i' theory makes sense, imagine a basket of goods that costs 
$750 in the United States and £500 in Bri tain. If the prices of the goods themselves 
do not change, then, according to the PPP theory, the exchange rate will adju st to 

$7501£500 = $1.5 dollars per pound. Why? Because at this exchange rate, $750 can 
be exchanged for £500, so the price of the basket is the same to residents of either 
country-$750 for Americans and £500 for the British. 

Now, suppose the exchange rate was below its 1'1'1' rate of $1.50 per pound
say, $1 per pound. Then a trader could take $500 to the bank, exchange it for £500, 
buy the basket of goods in Great Britain, and sell it in the United States for $750. 
She would earn a profit of $250 on each basket of goods traded. In the process, 
however, traders would be increasing the demand for pounds and raising the 
exchange rate. When the price of the pound reached $1 .50, purchasing power par
ity would hold, and special trading op portunities would be gone. As you can see, 
trading activity will tend to drive the exchange rate toward the I'llI' rate. (On your 
own, explain the adjustment process when the exchange rate starts higher than the 
PPP rate.) 

The I'PP theory has an important implication: 

/11 the 10llg rUII, the wrrellc)' of a COlllltry with a higher inflation rate will 
depreciate against the currency of a coulltr)' whose illflatioll rate is lower. 

Why? Because in the country with the higher inflation rate, the relative pnce 
level will be rising. As that country's basket of goods becomes relatively more expen
sive, only a depreciation of its currency can restore purchasing power parity. And 
traders- tak ing advantage of opportunities like those Just described- would cause 
the currency to depreciate. 

Purchasing Power Parity: Some Important Caveats 

While purchasing power parity is a good general guideline for predicting long-run 
trends in exchange rates, it does not work perfectly. For a variety of reasons, 
exchange rates can deviate from their PPP values for many years. 
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First, some goods-by their very nature-are difficult to trade. Suppose a hair
cut costs £5 in London and $30 in New York, and the exchange rate is S 1.50 per 
pound. Then British haircuts are cheaper for residents of both countries. Could 
traders take advantage of this? Not really. They cannot take $30 to the bank in 
exchange for £20, buy four haircuts in London, sh ip them to New York, and sell 
them for a total of $ 120 there. Haircuts and most other personal services are non
tradable. 

Second, high transportation COSts can reduce trading possibilities even for goods 
that can be traded. Our earlier numerical exa mple would have quite a different end
ing if moving the basket of goods between Great Britain and the United States 
involved $500 of freight and insurance costs. 

Third, artificia l barriers to trade, such as special taxes or quotas on imports, 
can hamper traders' ability to move exchange rates toward purchasing power 
parity. 

Still, the purchasing power parity theory is useful in many circumstances. Under 
floating exchange rates, a country whose relative price level is rising rapidl)' will 
almost a lways find that the price of its currency is falling rapidly. If not, all of its 
tradable goods would soon be priced Ollt of the world market. 

Indeed, we often observe that cou ntries with very high infl ation rates have cur
rencies depreciating against the dollar b)' roughly the amount needed 10 preserve 
purchasing power parity. For exam ple, we've alread), mentioned the sharp depreci
ation ofthe Russian ruble from 199210 1998. During those 6 years, the number of 
rubles that exchanged for a dollar rose from around 100 to about 6,000. Over the 
same period, the annual inflation rate averaged about 200 percent in Russia, but 
onl ), about 3 percent in the United States. And in Zimbabwe, which experienced 
hyperinflation in the early 2000s, the number of Zimbabwean dollars required to 
purchase one U.S. dollar went from about 1,000 in mid-2002 to more than 100,000 
in mid-2006. 

GOVERNMENT INTERVENTION IN FOREIGN 
EXCHANGE MARKETS 

As you've seen, when exchange rates float, they can rise and fall for a variety of rea
sons. But a government rna)' not be content to let the forces of supply and demand 
change its exchange rate. If the exchange rate rises, the country's goods will become 
much more expensive to foreigners, causing harm to its export-oriented industries. 
If the exchange rate falls, goods purchased from other countries will rise in price. 
Since many imported goods are used as inputs by U.S. firms (such as oil from the 
Middle East and Mexico or computer screens from Japan), a drop in the exchange 
rate will cause a rise in the U.s. price level. Fina lly, if the exchan ge rate is too 
volatile, it can make trading riskier or require traders to acquire special insurance 
against foreign currency losses, which costs them money, time, and trouble. For all 
of these reasons, governments someti me intervene in foreign exchange markets 
involving their currency. 

MANAGED FLOAT 

Many governments let their exchange rate float lIIost of the tillle. but will intervene 
on occasion when the floating exchange rate moves in an undesired direction or 
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becomes too volatile . For example, look back at Figure 5, where the price of the 
British pound falls to $1 as hot money is shi fted our of British assets. Suppose the 
British government does not want the pound to depreciate. Th en its centra l bank
the Bank of England---could begin trading in the dollar-pound market itself. It 
would buy British pounds with dollars, thereby shifting the demand for pounds 
curve rightward. If it buys Just the right amount of pounds, it can prevent the pound 
from depreciating at all . Alternatively, the U.S. government might not be happy with 
the appreciation of the dollar in Figure 5. In that case, the Federal Reserve can enter 
the market and buy British pounds with dol lars, once again shifting the demand for 
pounds curve rightward. 

The central banks of many countries-including the Federal Reserve-will 
sometimes intervene in this way in foreign exchange markets. When a government 
buys or sells its own currency or that of a trading partner to influence exchange 
rates, it is engaging in a "managed float" or a "dirty float ." 

Under a managed float, a country's cel/fra/ bal/k actively manages its 
exchange rate, buying its own currenc)' to prevent depreciations, and selling 
its own currency to prellellt appreciations. 

Man aged floats are used most often in the very short run, to prevent large, 
sudden changes in exchange rates. For example, during the week after the terror 
attacks of September 200 1, the Bank of Japan (japan's central bank) sold 2 tril
lion yen {about $17 billion worth) in order to stop a rapid appreciation of the 
yen against the dollar. On the other side-and on a smaller scale-Argentina's 
central bank purchased 15 million Argentinian pesos {about $9 mdlion worth a t 
the time) on January 15, 2002, in order to slow the depreciation of the peso 
against the do llar. 

That last exam ple raises a question. When a country-such as Argentina
wants to prevent or slow a depreciation against the dollar, it has to buy its own cur
rency with dollars . Where does it get those dollars? Unfortunately for Argentina, it 
cannot print do llars; only the U.s. Federal Reserve can do that. Instead, Argentina 
must use its reserves of dollars- the dollars its central bank keeps on hand specifi
cally to intervene in the dollar-peso market. 

Almost every nation holds reserves of dollars-as well as euros, yen, and other 
key currencies-just so it can enter the foreign exchange market and sell them for 
its own currency when necessary. Under a managed float, periods of selling dol
lars are usually shorr-lived, an d alternate with periods of buying dollars. Thus, 
countries rarely use up all of their dollar reserves when they engage in managed 
floats. 

Managed floats are controversial. Some economists believe they help to avoid 
wide swings in exchange rates, and thus reduce the risks for internationa l traders 
and investors. But others are critical of how managed floats o ften work out in prac
tice. They point out that countries often intervene when the forces behind an appre
ciation or depreciation are strong. In these cases, the intervention on ly serves to 

delay inevitable changes in the exchange rate-sometimes, at great cost to a coun
try's reserves of dollars and other key currencies. 

fIXED EXCHANGE RATES 

A more extreme form of intervention is a fixed excha nge rate, in which a govern
ment declares a particular value for its exchange rate with another currency. The 



Chapter 16: Exchange Rates and Macroeconomic Policy 

government, through its central bank, then commits itself to intervene in the foreign 
exchange market any time the equilibrium exchange rate differs from the fixed rate. 

For example, from 1987 to 1997, the government of Tha iland fixed the value of 
its currency-the baht-at $0.04 per baht. The two panels of Figure 7 show the dif
ferent types of intervention that might be necessary in the baht-dollar market to 

maintain th is fixed exchange rate. Each panel shows a different set of supply and 
demand curves-and a different equilibrium exchange rate that might exist for the 
baht. look first at panel (a) . Here, we assume that the equilibrium exchange rate is 
$0.06 per baht, so that the fixed rate is lower than the equilibriu m rate. A t the fixed 
rate of $0.04 per baht, 400 million baht would be demanded each month, but only 
100 million would be supplied. There would be an excess demand of 300 million 
baht, which would ordinarily drive the exchange rate back up to its equilibrium 
value of $0.06. But the Thai government prevents this by entering the market and 
selling just enough baht to cover the excess demand . In panel (a), the Central Bank 
of Thailand would sell 300 million baht per month to maintain the fixed rate. 

When a coulltr)' fixes its exchmlge rate below the equilibrium value, the 
rewlt is an excess demalld (or the country's currenC)'. To maintain the (ixed 
rate, the country's central bank must sell enough o( its own currency to elim
illate the excess demand. 

Panel (b) shows anorher possibility, where the equilibrium exchange rate is SO.02, 
so that the same fixed exchange rate of $0.04 per baht is now above the equ il ibrium 
rate. There is an excess supply of 300 million baht. In thi s case, to prevent the excess 
supply from driving the exchange rate down, the Centra l Bank of Thailand must 
buy the excess baht. 
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When a country fixes its exchange rate above the eq/lilibriulII vallie, the 
reslIlt is all excess SU!)p/y of the cOl/lltry's currellc)'. To mail/tain the fixed 
rate, the coulltry's eel/tral ballk /IIusl buy ellollgh of its OWII cllrrenc)' to 
eJiminate the excess suppl)'. 

Fixed exchange rates present little problem for a country as long as the exchange 
rate is fixed at or very close to its equilibrium rate. But when the equilibrium 
exchange Tate moves away from the fixed rate-as in the two panels of Figure 7-
governments often try to maintain their fixed rate anyway, sometimes for long peri
ods . This can create problems, especially when the exchange rate is fixed abO/Ie the 
equilibrium rate. 

FOREIGN CURRENCY CRISES, THE IMF, AND MORAL HAZARD 

To see how a fixed exchange rare can be problematic, look at Figure 8. Initially, the 
supply and demand curves for baht are given by SI and D I, respectively, so that tbe 
equilibrium exchange rate, $0.04, is equal to the fixed exchange rate. At this point, 
the central bank is neither selling nor buying baht. Now, suppose that, for some rea 
son (we'll be more specific in a few paragraphs), the supply and demand curves shift 
to S1 and D1, respectively. The equilibrium rate falls, so the fixed rate of $0.04 is 
above the equilibrium rate of $0.02. The Central Bank of Tha iland must now buy 
its own currency with dollars-at the rate of 300 million baht per month. Each baht 
costs the centra! bank 4 cents, so as the months go hy, its dollar reserves are being 
depleted at rhe rate of 300 million x $0.04 = $12 million per month. Once rhose 
reserves are gone, Thailand will have only twO choices: to let irs currency float 
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(which means an immediate depreciation to the lower, equilibrium rate) or to 

declare a new, lower fixed rate-a devaluation of its currency. 
Of course, at a certa in point, foreign exchange speculators and traders would 

see that Thailand doesn't have many dollars left. (Most countries' central banks 
regularly report their holdings of key currencies, an d economists can estimate the 
holdings of countries that don't.) Looking ahead, these speculators and traders wlil 
begin to anticipate a drop in the baht. And-as yo u've learned in this chapter
expected changes in the exchange rate shi(t supply and demand curves for foreign 
currency. In this case, an expected fall in the baht causes the supply curve for baht 
to shift further rightward and the demand curve to shift further leftward, as in d i
cated by the heavy arrows in the diagram. In Figure 8, these shifts will decrease the 
equi librium value of the baht, increase the excess supply of baht, and make the 
fixed rate of $0.04 even harder to maintain. Th e country is now experiencing a (or
eign currenc)' crisis. 

A foreign currency crisis arises when people no longer believe that a 
COlli/try can maintain a fixed exchange rate above the equilibrium rate. As a 
consequence, the supply o( the currency increases, demand (or it decreases, 
and the COllntry must lise liP its reserves o( dollars and other key Cllrrencies 
even faster in order to maintain the (ixed rate. 

Once a foreign currency crisis arises, a country typically has no choice bur to 
devalue its currency or let it float and watch it depreciate. And ironically, because the 
country waited for the crisis to develop, the exchange rate may for a time drop even 
lower than the original equilibrium rate. For example, in Figure R, an early devalua
tion to $0.02 per dollar might prevent a crisis from occurring at all. Bur once the cri
sis begins, and the supply and demand curves shift our further than 52 and D 2, the 
currency will have to drop below $0.02 to end the rapid depletion of dollar reserves. 

Our analysis of a foreign currency crisis used the example of the Thai baht for 
good reason. In J997 and 1998, Thai land was at the center of a financial crisis that 
rocked the world. 

The crisis began when a lack of confidence in Thailand's financial system led to 
dramatic shifts in the supply and demand curves for baht-just as in Figure 8. While 
the equilibrium exchange rate fell, Thailand continued to fix the aetltal exchange 
rate at $0 .04 per baht, above the equilibrium rate. As a result, Thailand's central 
bank was depleting irs reserves of dollars and other foreign currencies . This, of 
course, led currency traders to anticipate a deva luation , shifting the supply and 
demand curves even further. Finally, in July 1997, the Thai central bank sim ply ran 
out of foreign currency reserves, and was forced to let its currency float. The baht 
immediately depreciated from $0.04 to $0.02. 

But this was only the beginning of the story. Many of Thailand's banks--counting 
on the fixed exchange rate-had borrowed heavily in dollars, yen, and other foreign 
currencies, bur then lent funds to Thai businesses in baht. Once the baht depreciated, 
these banks were obligated to make unchanged dollar and yen payments on their 
debts, while continuing to receive unchanged baht payments on the funds they had 
lent. The problem was rhat, after the depreciation, rhe baht coming in would no longer 
cover the dollars going out. Thailand's banks were in trouble. 

And the trouble spread. Investors began to wonder if banks in other nearby 
countries were similarly vul nerable, and began to dump the foreign exchange of 

Devaluation A change in the 
exchange rate from a higher fixed 
rate to a lower fixed rate. 

Foreign <::urren<::y <::r1515 A loss of 
faith that a country can prevent a 
drop in its exchange rate. leading 
to a rapid depletion of its foreign 
currency (e.g .. dollar) reserves. 
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Indonesia, South Korea, Malaysia, and the Philippines. Before the crisis ended, it 
had even spread to several La tin American countries. 

Wha t ended the crisis? In large part, the crisis was resolved by the Interna tional 
Monetary Fund {IMF ), an international organization fo rmed in 1945 in large part 
to help nations avoid such foreign currency crises and help them recover when crises 
occu r. In 1998, the IMF- in cooperation with the U.S. government-orchestrated 
a rescue package of more than $100 billion to cover the Asian economies' 
foreign debt. 

The rescue was controversial, however. Why? Helping a troubled country leads 
other countries [0 expect that they, LOo, will get help if they pursue untenable poli
cies and get themselves into trouble . This is an example of a more general problem 
which economists call moral hazard. 

M orallJazard occurs when a decision maker (such as an individual, firm, or 
governmellt) expects to be rescued ill the event of an unfavorable outcome, 
alld thell changes its behavior so that the IIlIfavorable Oll tcome is more likely. 

Moral hazard plagues the insurance industry (are you as likely to lock your car 
if you're insured against theft?), efforts to care for the unemployed (will you look as 
hard for a new job after being laid off if you aTt~ collecting unemployment insur
ance?), and troubled business firms (will mega-corporations be careful not to take 
risks if they expect the government to rescue them in the event of a disaster?) . 

Bur here, our focus is on the international financial system . T he problem of 
moral hazanl helps explain the \'ery different response of the IM F when, in late 
200 1 and early 2002, Argentina faced a somewhat similar foreign currency crisis. 
Like the Asian countries a few years earlier, Argentina needed billions of dollars 
of help to pre\'ent it from devaluing its currency and <Iefaulting on its foreign debt. 
This t ime, however, it was felt that Argentina's problems were unique, and so its 
foreign currency crisis-unlike the Asian cri.~is a few years earlier-was unlikely 
to spread to other countries. Accordingly, the Bush administration--concerned 
about the moral hazard problem-encouraged the IMF to take a tough stand. 
There was no rescue, an d Argentina was forced into devaluation and default in 
January 2002. 

EXCHANGE RATES AND THE MACROECONOMY 

Exchange rates can ha\'e important effects on the macroeconomy- Iargely through 
their effect on net exporrs. And although we've included net exports in our short
run macro model, we haven't yet asked how exchange rates affect them. That's what 
we'll do now. 

EXCHANGE RATES AND DEMAND SHOCKS 

Suppose that the dollar depreciates against the fore ign currencies of its major trading 
partners. (We'll discuss why that mighl happen in a later section .) Then U.s. goods 
would become cheaper to foreigners, and net exports would rise at each level of out-
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put. Th is increase in net exports is a positive demand shock to the economy-it 
increa~s aggregate expenditure and shins the aggregate demand curve to the right. 
And, as you've learned, positive demand shocks increase GOP in the short run. 

A depreciation of the dollar causes net exports to rise-a positive dema"d 
shock that increases real CDP In the short run. An appreciation of the dol
lar causes net exports to drop-a negatille demand shock that decreases real 
CDP in the short run. 

The impact of net exports on equilibrium GDP---often caused by changes in the 
exchange rate-helps us understand one reason why governments are often con
cerned about their exchange rates. An unstable exchange rate can result in repeated 
shocks [0 the economy. At worst, this can cause fluctuations in GOP; at best, it 
makes the central bank's job more difficult as it tries to keep the economy on an 
even keel. 

EXCHANGE RATES AND MONETARY POLICY 

In several earlier chapters, we've explored how the Fed tries to keep the U.S. econ
am)' on an even keel with monetar)' polier. The central banks around the wor1(1 are 
engaged in a similar struggle, and face man)' of the same challenges as the Fed. One 
challenge to central banks is that monetary policy causes changes in exchange rates, 
and thus has additional effects on real GOP that we have not yet considered. 

To understand this, let's run through an exam ple. Suppose the United States is in 
a recession, and the Fed decides to increase equilibrium GDP. As )'ou've learned, the 
Fed-by increasing the money supply-brings down the interest rate. Interest-sensitive 
spending rises. and so does aggregate expenditure. When we consider the foreign 
exchange market. however, there is an additional effect on aggregate expenditure. 

B), lowering the U.S. interest rate, the Fed makes foreign financial assets more 
attractive [0 Americans. which raises their demand for foreign currency. In th e mar
ket for pounds, for example, this wi ll shift the demand for pounds curve rightward. 
At the same time, U.S. financial assets become less attractive to foreigners. which 
decreases the supply of foreign exchange nn the market for pounds, a leftward shift 
in the supply of pounds curve). If you sketch out these shifts right now, you'll see 
that, as long as the exchange rate floats, the result is a depreciation of the dollar 
against the pound. 

Now let's see how the deprtX:iation of the dollar affects the economy. With dol
lars now cheaper to foreigners, they will buy more U.S. goods, raising U.S. exports. 
At the same time, with foreign goods and services more expensive to America ns, U.S. 
imports will decrease. Both the increase in exports and the decrease in imports con
tribute to a rise in net exports, NX. This, in turn, increases aggregate expenditure. 

Thus, as you can see, the expansionary monetary policy causes aggregate expen
ditures to rise in two ways: first, by increasing interest-sensitive spending and, sec
ond, by increasing net exports. As a result, equilibrium GOP rises by more-and 
monelar)' policy is more effective-when the effects on exchange rates are included. 

The channels through which monetary policy works are summarized in the fol
lowing schematic: 

'" 
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Net Effect GDP t by more when the exchange rate's effect on net exports is included 

The top line shows the familiar effect on interest-sensitive spend ing: An increase 
in the money supply causes a drop in the interest rate, which increases autonomous 
consumption spending (a) and investment spending (lP) . The bottom line shows the 
additiollal effect on net exports through changes in the exchange rate-the effects 
we've been discussing. 

The analysis of contractionary monerary policy is the same, but in reverse. A 
decrease in the money supply will not only decrease interest·sensitive spending, it 
will also cause the dollar to appreciate and net exports to drop. Thus, it wi!! cause 
equ ilibrium GOP to fa ll by more than in ea rlier chapters, where we ignored the 
fore ign exchange market. 

The channel of monetary influence through exchange rates and the volume of 
trade is an important part of the full story of monetary polic)' in th e United States. 
And in countries where exports are relatively large fractions of GOIJ--such as those 
of Europe-the trade channel is even more im portant . It is the main channel 
through which monetary policy affects the economy. 

MOllelary policy has a stronger effect when we inelude the impact 011 
exchange rates alld net exports, rather than jllst the impact 011 illterest
sensitive consllmption and investment spending. 

EXCHANGE RATES AND THE TRADE DEFICIT 

The U.S . trade deficit is often in the news. But what, exactly, is it? 
The trade deficit is the extent to which a country's Imports exceed its exports: 

Trade deficit == Imports - Exports 

On the other hand, when exports exceed imports, a nation has a trade surplus: 

Trade surplus == Exports - Imports 

As you can see, the trade surplus is noth ing more than a nation's net exports (NXj. 
And when net exports a re negative, we have a trade deficit. 

The United States has had large trade deficits with the rest of the world since the 
early 1980s. In 2005, the trade deficit was $716 bi!! ion. Simply put, Americans 
bought $716 billion more goods and services from other countries than their resi
dents bought from the United States. 
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Why does the United States have a trade deficit with the rest of the world? A 
variety of explanations have been offered in the media, including poor U.S. market
ing savvy in selling to foreigners, and a greater degree of protectionism in foreign 
markets. 

But economists believe that there is a much more important reason . 

THE ORIGINS OF THE U.S. TRADE DEFICIT 

To keep our analysis simple, we'll start by looking at the U.S. trade deficit with just 
one country- japan-but our results will hold more generally to the trade deficit 
with many other countries as well. 

Before we analyze the causes of the trade deficit, we need to do a little math . 
Let 'S begin by breaking down the total quantity of yen demanded by Americans (o'f) 
into two components: the yen demanded to purchase japanese goods and services 
{U.S. imports from japan) and the yen demanded to buy j apanese assets: 

D'I == U.S. imports from j apan + U.S. purchases of japanese assets. 

Similarly, we can divide the total quantity of yen supplied by the japanese (5'1) into 
two components: the yen exchanged for dollars to purchase American goods (U.S. 
exports to Japan) and the yen exchanged for dollars to purchase American assets 
like stocks, bonds, or real estate : 

5'1 == U.S. exports to Japan + Japanese purchases of u.s. assets. 

As long as the yen floats against the dollar without government intervention-which 
it does during most periods-we know that the exchange rate will adjust until the 
quantities of yen supplied and demanded are equal, or 0'1 == 5'1. Substituting the 
foregoing breakdowns into this equation, we have 

r u.s. imports from Japan ) r U.S. exports to Japan ) 

1 + u.s. purchases of Japanese assets = 1+ Japanese purchases of u.s. as>ets • 

Now let's rearrange this equa tion-subtracting U.s. exports from both sides and 
subtracting American purchases of Ja panese assets from both sides- to get 

rU.s. imports from Japan) = r Japanese purcha>es of u.s. as>ets ) 

1 - u.s. e)<ports ro Japan \ - u.s. purchases of Japanese assets . 

The term on the left should look familiar: It is the U.S. trade deficit with Ja pan. And 
since a similar equation must hold for every country, we can generalize it 
this way: 

rU.s. imports from other coUnrrieS) = 
\ - U.S. exports 10 orher COllnrries 

r foreign purchases of U.S. asscr. ) 
1- u.s. purchases of foreign assets. 

But what is the expression on the right? It tells us the extent to which foreigners are 
buying more of our assets than we are buying of theirs. It is often called the net 
financia l inflow into the United States, because when the residents of other coun· 
tries buy U.S. assets, funds flow into the U.s. financial market, where they are made 
available to u.s. firms and the u.s. government. Thus, the equation we've derived
which must hold true when exchange rates float--can also be expressed as 

U.s. trade deficit = U.S. net financial inflow 

'" 
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Why have we bothered to derive this equation? Because it tells us twO very 
important things about the U.S. trade deficit. First, it tells us how the trade deficit 
is (illallced . Think about it : If the United States is funning a trade deficit with, sa)" 
Japan, it means that the Japanese arc providing morc goods and services to 

Americans- more automobiles, VCRs, memory chips, and other goods- than 
Americans are providing to them . The Japanese are not doing this out of kindness . 
They must be getting something in return for the extra goods we are getting, and 
the equation tells us JUSt what that is; U.S. assets. This is one reason why the trade 
deficit concerns U.S . policy makers: It results in a transfer of wealth from Americans 
to foreign residents. 

The second important insight provided by the equation is that a trade deficit can 
arise because of forces that cause a financ ial inflow. That is, if forces in the global 
economy make the right side of the equation positive, then the left side must be pos
itive as well, and we will have a trade deficit. 

Indeed, economists believe this is Just what has happened to the United States: 
that the U.S . trade deficit has been caused by the desire of foreigners to invest in the 
United States . The resul t was a massive financial inflow and trade deficit that arose 
in the early 1980s, as illustrated in Figure 9. This financial inflow was unprecedent
ed in size and duration, and it reversed a long-standing pattern of ownership 
between the United States and other countries. For decades, American holding.<; of 
fore ign assets far exceeded foreign holdings of u.s. assets. But the financial inflows 
of the 1980s changed that: By 1988, foreigners held about $500 billion more in U.S. 
assets than Americans held in foreign assets. By the end of 200S, the difference in 
asset holdings increased more than fivefold, and exceeded $2.7 trillion . 

But how do the forces that create a financial inflow also calise a trade deficit? 

How A FINANCIAL INFLOW CAUSES A TRADE DEFICIT 

Figure! 0 illustrates this process, using the yen---dollar market. We'll assume that itll
tial1y, neither the Japanese nor the Americans are buying assets from the other cou n
try. Only goods and services are traded. Point A shows the in itial equilibrium under 
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this special assumption . Under these circumstances, the demand curve for yen would 
reflect U.S. imports of goods and services from japan, and the supply curve would 
reflect U.S. exports of goods and services to j apan. T he exchange rate would be 
$0.015 per yen (one-and-a-half cents per yen), and each year, 10,000 billion yen 
would be traded in exchange for 10,000 x 0 .015 = 150 billion dollars. Since the 
quantities of yen demanded and supplied are equa l in equilibrium, there is no trade 
deficit: The United States buys $ 150 billion in goods from japan, and japan buys 
$150 billion in goods from the United States . 

Now suppose that the Japanese start to buy U.S. stocks, bonds, and real estate . 
Specifically, they want to purchase 5,000 billion yen worth of these assets from 
Americans each year. To do so, they need dollars, so they must supply additional yen 
to the foreign exchange market to get them . Accordingly, the supply of yen curve 
shifts rightward by 5,000 billion yen. Th e market equ ilibrium moves from point 
A to point 8, and the new exchange rate is $0.01 per yen. T he yen depreciates 
against the dollar, and the dollar a ppreciates against the yen. 

But something interesting happens in the market as the exchange rate changes. 
First, there is a movemellt along the demalld curve for yen, from point A to point B. 
Why? The yen is now cheaper, so Americans-finding Japanese goods and services 
cheaper-buy more of them. T hus, the movement along the demand cu rve represents 
an increase in japan's exports to the U.S. (valued in yen, the uni ts on the horizontal 
axis). [n the figure, j apan's exports-the quantity of yen demanded- rise by 2,000 
billion yen as we move from A to H. 

But there is a second movement as well. After the shift in the supply curve, mId at 
the old exchange rate o(SO.OI5, the Japanese want to supply 15,000 billion yen to the 
market (point C). But as the exchange rate falls, there is a movement from point C to 
point B-the quantity of yen supplied decreases. Why does this happen? Because as 
the yen depreciates (the dollar appreciates), U.S. goods and services become more 
expensive to the Japanese. Accordingly, they purchase fewer U.S. goods. Assuming 
that the j apanese still want to purchase the same 5,000 billion yen in U.S . assets, the 
entire decrease in the quantity of yen supplied as we move from C to B represents a 
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decrease ill japan's imports from the United States (valued in yen) . In the figure, 
Japan's importS decrease by 3,000 billion yen. 

Let's recap: Because the Japanese wanted to purchase 5,000 billion yeo in U.S. 
assets (a net financial inflow to the United States o f 5,000 billion yen), the yen 
depreciated . T his, in turn, made Japanese goods cheaper for Americans-increasing 
Japan's exports (U.S. imports) by 2,000 billion yeo per year. It also made U.S. goods 
more expensive in Japan, decreasing japan's imports (U .S. exports) by 3,000 billion 
yen per year. Since U.s . imports have risen by 2,000 billion Y and U.S. exports have 
fallen by 3,000 billion Y, the United States-which initially had no trade deficit with 
Japan at point A- now has a trade deficit equal to 5,000 billion yen. This is exact
ly equal to the fi nancial inflow-Japan's purchases of U.S . assets. 

More generally, 

an increase ill the desire of foreigners to invest in the United States con
tributes to an appreciation of the dollar. As a result, U.S. exports- which 
become more expensive for foreigners-dec/ine. Imports-which become 
cheaper to Americans-increase. The restl lt is a rise in the U.S. trade deficit. 

EXPlAJNING THE NET FINANCIAL INFLOW 

What ex plains the huge fi nancial inflow that began in the 1980s and has since grown 
larger? In the 1980s, an important part of the story was a rise in U.S. interest rates rel
ative to interest rates abroad, which made U.S. assets more anractive to foreigners, 
and foreign assets tess att ractive to Americans. In the 1990s, however, u.s. interest 
rates were low relative to rates in other countries, yet the intlow continued. Why? 

Even when u .S. interest rates are lower than abroad, it seems that foreign resi
dents have a strong preference for holding American assets. In part, this is because of 
a favorable investment climate. The United States is a stable country with a long his
tory of protecting individual property rights. People know that if they buy American 
sfOcks or bonds, un less they violate u .S. criminal law, the u.S. government is very 
unlikely to confiscate foreign-owned assets or suddenly impose puni tive taxes when 
foreigne rs want to repatriate the funds to their home countries . This asymmetrical 
foreign preference for American assets helps explain why the u.S. net financial intlow 
has been persistent. 

But why the recent surge in the inflow? One reason is that Americans have been 
saving less, and foreigners have been saving more. (in Europe and in Japan, aging 
populations have been saving heavily for reti rement, while developing country gov
ernments have been reducing debt and building up financial reserves.) All of this 
new foreign wealth needs to be held in some country's assets, and-for reasons dis
cussed earl ier-the u.s. seems to be the favo rite.2 

At the same time, the deI/Wild for loa nable funds in the u.s. has been growing 
rapidly. Part of this greater demand for funds arose from new investment opportu
ni ties, causing business fir ms to issue new shares of stock and new bonds in order 
to finance projects. This was especially true in the late 1990s, during the Internet 
boom. And when the boom turned to a bust in the early 2000s, a new demand for 
funds arose: The government needed to finance large budget deficits. 

, For a complele e"planalion of Ihis argumenl, see Ihe >peech by Federal Reserve Governor Ben S. 
Bernanke, ~The Global Saving Glut and ,be U.S. Current Accoun, Deficil," April 14,2005 (WUIW. 

[ederalre.er<·l'.go..tbo:lrddocs/.pel'che.11OO5). 
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Remember that, under floati ng exchange rates, the financial inflow equals the 
trade defici t. Thus, the story of the U.S. financia l inflow of the 1980s, J990s, and 
early 2000s is also the story of the U.S. trade deficit: 

We can trace the rise itl the trade de(icit duritlg recetlt decades to two impor
tant sources: (irst, relatively high illterest rates in the 1980s and, second, a 
long-held pre(erence (or American assets that grew stronger in the 1990s. 
Each o( these contribllted to a large (illallcial it/flow, a higher vallie (or the 
dollar, mid a trade deficit. 

[n addition to a strong desire to buy U.S. assets, a trade deficit can arise from 
another cause: a foreign currency fixed at an artificially low value. In the minds of 
many economists, this has contributed to the United States' growing trade deficit 
with China. We Will explore th e U.S. trade deficit with China in our Using the 
Theory section . But first, let's look at why many economists are concerned a bout the 
large U.S. Hade deficit. 

CONCERNS ABOUT THE TRADE DEFICIT 

Should we be concerned about the U.S. trade deficit? To most economists, the answer 
is yes. But the reasons are different from those typically offered in public debate. 

To many nOlI-economists, the U.S. trade deficit is viewed as bad because it 
makes Americans poorer. We get VCRs, toys, and T-shirts from the rest of the 
world. But we don't pay for all of these things with our own goods and services. To 
make up the difference, we sell assets: We turn over ownership of our factor ies and 
real estate to the rest of the world, and also accumulate debt to them (when we sell 
them bonds). According to this view, the U.S. trade deficit means declining 
American wealth. 

Although the first part of this ana lysis is correct {the United States does finance 
its trade defici t by se ll ing assets to the rest of the world), it does not necessari ly fol
low that the trade deficit makes American households poorer. That would follow 
if the total amount of wealth in the U.S. economy were fixed, so that any wealth 
sold to foreigners meant less wealth in American hands. But, in fact, total U.S. 
wealth grows every year, as new factories and new homes are built, new intellectu
al property is developed, and more. And even a fter deducting the wealth that the 
res t of the world acquires, what is left in American hands continues to grow every 
year as well. 

What does follow from this ana lysis is that, because o( the trade deficit, U.S. 
wealth oWt/ed by the U.S. public grows more slowly thall it otherwise wOllld. 
Slower growing wealth is a choice made by U.S. households (choosing to buy more 
toys and T-shirts instead of saving more) and the U.S. government (choosing to pay 
for part of its expenditure by borrowing instead of taxing). Economists continue to 
debate the wisdom or lack of wisdom behind these choices, but slower growing 
wealth is not the main reason for economists' concern . 

The real problem, as economists view it, is the trade deficit's sustaillability. 
Why might the trade deficit not be sustainable? As the U.S. trade deficit contin

ues year after year, fore ign holdings of U.S . assets continue to accumu late-rapidly. 
And the proportion of the rest of the world's total wealth that is held in dollar
denominated assets grows as well. At some point, the rest of the world's wealth 
holders may decide that their portfolios are too "dollar heavy," and that the time 
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has come to diversify. This wou ld mean a slowdown-or possibly a halt-in new 
purchases of U.S . assets . If this occurs, we can imagine two possibilities. 

The soft-landing Scenario 

In the benign, soft-landing scenario, the U.S. and world economies would gradual
ly adjust to a slowdown in foreign purchases of u.s. assets. A decline in the demand 
for U.s. assets, as you've learned, would cause the dollar to depreciate. Imports 
would become more expensive for U.S . residents, and U.S . exports would become 
cheaper to the rest of the world, so the trade deficit would gradually shrink. 

At the same time, the U.S. interest rate woul d rise. (From a long-run, loanable 
funds perspective, the interest rate would rise because the supply of funds to the U.S . 
loanable funds market is shrinking. From a short-run perspective, the Fed would 
raise its interest fate target to prevent the rise in net exports from overheating the 
U.S. economy.) 

The rise in the U.S. interest rate would contribute to the gradua lness of the 
adjustment. First, a higher interest ra te would mean more saving by Americans, 
enabl ing them to buy some of the assets foreigners are no longer buying. Second, 
higher interest rates wnuld help make U.S . assets more attractive to fore igners. 

The soft-landing scenario would not be painless . It would require structural 
changes in the U.S. economy as the export- and imporl-competing industries 
expanded, whi le interest-sensi tive industries such as home budding decl ined. But it 
would not be a disaster. 

The Hard-landing Scenario 

The more dangerous, hard-landing scena ri o works much like the soft-l and ing sce
nario, except that the changes are much larger and more sudden. Once aga in, we 
starl with a decline in the demand for u.s. assets by foreigners. Only this time, as 
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the dollar begins to depreciate, foreigners anticipate fllrther depreciation in the 
future. They begin to dump dollar-denominated assets ell masse, before the antici· 
pated decline in their value. Hot money flows out of the dollar and into other CUf

rencies. The dollar doesn't just depreciate-it plummets. And the more it does, the 
more foreign wealth holders want to get rid of their dollars. 

The interest fatc would risco (See the soft-landing scena ri o.) But in this case, with 
the dollar depreciating so rapidly, substi tute the word "skyrocket" for "rise." With 
soaring interest rates, spending on interest-sensitive goods, such as new factories 
and homes, would disappear. Moreover, as you learned a few chapters ago, the rise 
in interest rates would cause stock and bond prices to fall- a decline in household 
wealth . Consumption spending would fall across the board . 

[n the most pessimistic form of the har<[-landing scenario, the United States 
would experience a vcry serious recession---one that the Fed would be unable to pre
vent. If the Fed tried to lower the in terest ra te to prevent [he recession entirely, it 
would have to allow the dollar to continue plummeting . This would make the price 
of imports rise rapidly and cause unacceptable infla tion. And even if the Fed decid
ed to take this course, thc dramatic changes in the economy would make any Fed 
response particularly error-prone . 

Which of these two scenarios is most likely to occur? [n mid-2006, economists 
continued to debate the probabilities. Some argued that the hard-landing scenario 
was unrealistic. It assumes that central banks in the rest of the world would allow 
the dollar to plummet, even though this would devastate their own export industries 
and decrease the value of their remaining dollar-denominated assets. Surely, so the 
soft-landers say, these central banks would intervene in the foreign exchange mar
ket, by purchasing dollars to prop up its value. If the ha rd-landing scenario begins 
10 occur, we will see if they are right. 

The U.S. Trade Deficit with China 
The growing U.S. trade deficit with China has become one of the most controver
sial issues of u.s. public policy. Figure II shows United States imports to, and 
exports from, China from "1988 to 2005. (T he figure excludes trade in services, but 
this has little effect on the numbers.) Trade in both directions expanded dramatical
ly. But whi le U.S. exports to China increased tenfold, u.s. imports from China 
increased 28- fold, from $8.5 billion in 1988 to $243 billion in 2005. During this 
period, China went from being a relatively unimportant trading partner of the 
United States to the fourth-largest trading partner. In the figure, the growing trade 
deficit is the increasi ng distance between the (higher) im ports line and the (lower) 
exports linc. In 2005, the Unitc<[ States had a larger trade deficit wi th China-$202 
billion-than with any other country. 

TIle U.S. trade deficit with China has been soaring for a variety of reasons, includ
ing special trade agreements during this period that gave China new access to U.S. 
markets, and Ch inese trade policies that have encouraged exports and discouraged 
imports. But another factor, as mentioned earlier, is China's underva lued exchange 
rate. China has fixed the value of its currency (the yuan) against the dollar-at about 
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$0. 12 per yuan for most of the past det:ade. This is widely believed co be far below the 
yuan's equilibrium value. In mid-lOOS, China rc\'alued the yuan slightly (by 2 .1 per
cent) and announced that it would mm'c to a managed float, allowing its currency to 

rise slowly. In fact, the rise has been so slow (about another 2 percem from mid-lOOS 
to mid-l006) that, effectively, we can Continue 10 regard the yuan~ollar exchange 
raIl' as fixed. 

Figure 12 illustrates how an undervalued yuan can create a trade deficit for the 
United States. We'll assume that if the exchange rate were floating, the market equi
librium would be at point A, with an exchange rate of 50.20 per yuan. In this case, 
700 billion yuan would be exchanged for 700 x .02 '" 140 billion dollars each year. 

Now we introduce the lower, fixed exchange rate of S. 12 per yuan. Compared 
to the equilibrium exchange rate, the fixed exchange rale causes a movement along 
the tiemallt/ for yuan cu rve, from poim A 10 poim C. The yuan is now cheaper, 
which makes Chinese goods and services cheaper to Americans, who buy more of 
them. Measured along the horizontal axis, Chilla's exports to the U.S. increase by 
300 billion yuan per year. 

T here is also a move fro m point A to point IJ along the sll/JI) I), curve; the quan
tity of yuan supplied decreases. A lower-valued yuan makes U.S. goods and servic
es more expensive to Chinese households and businesses, so they pll rcha.~e fewer of 
them . Along the horizontal axis, Chillas i1ll1)orlS (rolll the U.S. decrease by 500 bil
lion yuan. 

Since the fixed exchange rate has ca used Chillas imports (rom the U.S. to 
decrease by 500 billion yuan, and Chill(/'s exports to tl,e U.S. to illCrel15e by 300 bil
lion yuan, the U.s. trade defici t with China-valued in yuan-rises by 500 + 300 or 
800 billion ),uan per year. (If you convert the U.S. trade deficit 10 dollars, rou'll see 
that our example comes dose 10 the actual U.S. trade deficit with Ch ina. ) 

Bur wait ... doesn't the rise in the U.S. trade deficit ha\'e to equal the rise in the 
net financial inflow? Indeed it does. Figure II shows an excess demalld(o r).I1(/1l of 
1,000 - 200 = 800 billion at the fixed exchange rale. The Chinese government must 
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su pply these yuan, selling them for U.S. dollars. These dollars are then used to pur· 
chase u.s. assets, contributing to the u.s. net fina ncial inflow. 

When a U.S. tradillg partller fixes the do ffar price of its wrrellcy be/ow its eqlli
lihrilllll vaille, U.S. eXfJorts- which become more expensive to foreigners
decline. U. S. imports- which become cheaper to Americans- increase. 
The resllit is a rise in tile U. S. trade deficit. 

China 's fixed exchange rate with the dollar is the source of considerable tension 
between the twO countries. On the one hand, it enables Americans to purchase 
goods from China at even lower prices than otherwise. Bu r rapidly growing trade 
with China also disrupts production in the U.S. economy, as U.s. businesses that 
produce sandals, shoes, suits, electronic goods, toys, and textiles find they are 
unable to compete with cheaper goods from China. The fixed exchange exacerbates 
their problem. By giving China an even greater cost advantage than it wou ld other
wise have, U.S . firms and workers that compete in these markets must adjust more 
ra pidly-and painfully-to the new pattern of international trade. 

Summary 

When ITsidenls of two countries trade with one anmher, one 
party ordinarily makes use of the foreign cx(hangc market 10 

trade "ne national currency for another. In this market, suppliers 
of a currency interact with demanders to determine an exchange 
rIlte-the price of one currency in Itrms of another. 

In the market fur U.S. dolhrs aml British pounds, for exam
ple, demanders are mostly Americans wh" wish 10 "btain pounds 
in order to buy goods and services from British firms, or to buy 
British assets. A higher dollar price for the pound will lead 
Americans to demand iewer pounds- the demand curve slopes 
downward. Changes in U.S. real GOP, the U.S. price level relative 
to the British price level, Americans' tastes for British goods, 
internt rates in the United States relative to Britain, or expecta· 
tions regarding the exchange rate can each cause the demand 
curve to shifl. 

Suppliers of pounds are mostly British m;idCl\ts who wish to 

buy American goods, services, or assets. A higher dollar price for 
the pound will lead Britons to supply more pounds-the supply 
curve slopes upward . The supply cur~e will shift in ITsponse to 
changes in British real GOP, prices in Britain relative 10 the United 
States, British tastes for U.S. goods, the British interest rate relative 
10 the U.S. rate, and expe<:t~li"ns regarding the exchange ralC. 

When the exchange rale floats, the eq Uilibrium rate is deter
mined where the supply and demand cur~es cross. If the eqlliJib. 
rium is disrurbed by, say, a rightward shift of the demand curve, 
then the currency being demanded will a(,prcciale-the exchange 

rate will rise . (The other country's currency will depreciate.) In a 
similar way, a rightward shift of the supply cur~e will cause the 
currency being supplied 10 depreciate. 

GOI'emments often irnervene in foreign exchange markets. 
Many countries manage their floal, buying and selling Ih{·ir own 
currency 10 alter the exchange rate. Some countries fix their 
ex(hange rate to the dollar or the curTency of a major trading 
partner. 

When a currency depreciales, its net exports risc-a positi~e 
demand sh()(k. Monetary p"licy, in addition 10 ils impact on 
interest-sensitive spending, also changes the exchange rate and net 
exports, adding 10 changes in outpll!' This monetary policy is 
more effective in changing GOP when its effects on net exports 
are included. 

The United States has hnd a persistent- and growing- trade 
de(iclI with the resl of the world. M uch of this trade deficit can be 
explained by the growing U.S. (illimcial inflow from the rest of the 
world. U.S. asselS have been consistently mOTe attractive 10 fur· 
eigners than foreign assets have been to Americans. The U.S. 
financial inflow causes the dollar [0 appreciate, which decreases 
U.S. exports and increases U.S. imports. In addition, when an 
excbange rale is fixed, an undervalued ioreign currency can Cf(~ 
ate a U.S. trade ddicit. By making the U.S. dollar artificially more 
expensive to residents of the foreign coumry, it cal,ses U.S. 
exports to decline and U.S. imports to risco 
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I. Do the following events cause the dollar to appreciate 
against the CUTO or to depreciate? 
a. Health experts discover that red wine, especially French 

and Italian red wine, lowers cholesterol. 
b. GDP ill nations across Europe falls. 
c. The United States experiences a higher inflation rate 

than Europe docs. 
d . The U.S. budget deficit rises. (H illl: What happens 10 

the U.S. interest rate?) 
2. l et the mumbly demand for British pounds and tile 

monthly supply of British pounds be described by the 
following equations: 

Demand for pounds == 10 - 2e 

Supply of pounds = 4 + 3e 

where the quantities arc in millions uf pounds, and e is dol
lars per pound. 
a. Find The equilibrium exchange rate. 
b. Supposc Ihe U.S. guvernment intervenes in the foreign 

curr~ncr market and uses U.S. dollars [() buy 2 million 
pounds each month . What happens to the exchange 
rate? Why might the U.S. go.-ernment do this? 

3. l et the demand and supply of Philippine pesos each month 
be desnibed by the following equations: 

Demand for pesos = 100 - 2000e 

Supply of pesos == 20 + 3000e 

where the quantities arc millions of pesos, and e is dollars 
per peso. 
a. Find the equilibriulll exchange rate. 
b. Suppose the Philippine central bank wants to fix the 

exchangl.'" ratl.'" at 50 pcsos pl.'"r dollar and keep it there . 
Should the Philippine central bank buy or sell its own 
currency? How IllllCh per 11101llh? 

4. Suppose the United States and Mexico are each other's sole 
trading partners. The Fl.'"d, afraid that the economy is about 
to overheat, raises thl.'" U.S, illlerest rate. 
a. Will the dollar appreciate or depreciate against the 

Mexican peso? Illustrate with a diagraln of the 
dollar- peso foreign exchange market. 

b. What will happl.'"n 10 equilibrium GOP in thl.'" United 
States? 

c. How would your analyses in (a) and (b) challge if, at 
thl.'" same time that the Fed was increasing the U.S. 
interest rate, the ~'Iexican cel1lra] bank increased the 
Mexican interest rate by an equivalent amount? 

5. Jordan fi xes its national currency- the dinar- against the 
dollar. In June 2006, the fixed rate was 1.41 d inars per 
dollar. 
J. Draw a diagram illustrating the market in which 

Jordanian dinars arc traded for U.s. dollars, assuming 
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that the equilibrium exchange rate is LOa dinar pcr 
dollar. {In your diagram, put the number of d inars per 
month on the horilontal axis.) 

b. Under Ihe assumption in (a), would Jordan 's central 
bank be buying or selling Jordanian dinars in this mar
ket? Ind icate the number of dinars per month that the 
central bank must buy or sell as a distance on your 
graph. 

c, Based on your diagram and your answers so far, could 
Jordan continue to fix its currency at 1.41 dinars per 
dollar forever? Why or why not? 

d. Suppose that foreign currcncy traders believe that 
Jordan will soon allow the dinar to float. I-Iow would 
this affect the current Sl!PpJy and demand curves for 
din<1rs? (Draw new curves to ind icate the impact.) 

e. How would the el'ents in (d) aHeCi the number of 
dinars that Jordan's central bank must buy or sell? 

6. As in problem 5, note that Jordan fixes its national 
currency- the dinar- against the dollar ,11 1.41 dinars 
per dollar. 
a. Draw a diagram illustrating the market in which 

Jordanian d inars are traded for U.S. doll<1rs, assuming 
that the equilibrium exchange rate is 2.00 dinars per 
dollar. (put the number of dinars per month on the nor
iWllIal axis.) 

b. Under the assumption in (a), would Jordan's central b,lllk 
be buying or selling Jordanian dinars in this market? 
Indicate the number of dinars per month that the central 
bank must buy or sell as a distance on your graph. 

c. Ih~~xl on your diagram and rour answers so far, could 
Jordan continue to fix its currency at 1.4 1 dinars per 
dollar forever? Why or why not? 

d. Suppose that foreign currency traden; believe that 
Jordan will soon allow the dinar to float. !-low 
would this affect the current supply and demand 
curves for dinars? (Draw new curves to indicate 
the impacr.) 

e. How would the events in (d) affect the number of 
dinars 1hat Jurdan'S central bank mUSt buy or sell? 

7. Some nations that fix their exchange rates make their 
currency Illore expensive for foreigners (an overvalued 
currency), while others Inake their currency arti ficially 
cheap 10 {oreigners (an undervalued currency). 
a. Why would a country want an overvalued currency? 

I-low, specifically, would the country benefit? Would the 
policy cause hartH to a'lyone in the country? Explain 
bri~fly. 

b, Why would a country want an undervalued currency? 
I-low, specifically, would the country benefit? Would the 
poliq cause harm to anyone in the country? Explain 
brieflr· 

8. If the inflation nile in Country A is 4 percent and {he infla
tion rate in Country B is 6 percent, explain what will hap· 
pen to the relative value of each country's cUTTency. 
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9. a. U~ th~ information in the following tabl~ to find the 
~xehange rate if the euro and th~ U.S. dol13r are allowed 
to noat freely. 

Dollan Quanrity of Euros Quantity of Eurm; 
per Euro Demanded Supplied 

SI.20 500 million 2,600 million 

S l.I O 1,000 milli on 2,400 mi llion 

S I .OO 1,500 million 2,200 mi ll ion 

SO.90 2.000 million 2,000 million 

SO.80 2.500 million 1,800 million 

b. What will happen to the exchange rate if the demaml 
for euros riSI'S by 700 mililon at each prICe If thefC is 110 

int~rvemion? 

c. Assume that the European ~ll1ral bank currently owns 
400 Ini11iun dollars and , he Fl..J currently own$ 300 mil
lion euros. If the demand for euros rises by 700 million 
at each price, what would the Euro~an central bank 
have to do to maintain a fix~d ~xch~ngc rate equal to 
the exchange rate yuu found in part (a)? Is this possible? 

10. Refer to Figure 10 in the chapter. Hcmembcr tha t there was 
no trade deficit al point A. What is the U.S. trade deficit 
with j apan in dollar$ at pomt B? 

More Challenqinq 

II. [t IS often stated that the U.S. trade ddicit with Japan 
results from Japanese trade harners against U.S. goods. 

~. Suppo~ thai Japan and the United Stall'S tmde goods 
but nOl assets. Show-with a dIagram of the dollar-yen 
market-that a U.S. trade deficit is impossible as long 
as the (OXchange rate iloalll. (Hillt: With no trading in 
assets, th~ quantity of yen demanded al each ~xchange 
rail' is equal in value to U.S. imports, and the quantity 
of ren supplied at each exchange rate is equal in value 
to U.S. exports.) 

h. In the diagram, illustrate the impact of a reduction in 
Japanese trade barriers. Would the J ollar appreciate or 
depreciate against the yen? What would be the impact 
on U.S. net exporlll? 

e. Now suppose that the United Swtes and Japan also 
trade a$sels, bUI that the j apanese buy more U.S. a5sct5 
than we buy of theirs. Could the dUllination uf 
j apan(SC trade barrielll wi~ out the U.S. trade deficit 
wilh j apan? Why, or why not? (I-lint: What is the rela
tIonship betwC'Cn the U.S. trade deficil and U.S. net 
finandal inflow?) 

12. Suppm;c that the U.S. government raises spending withom 
increasing taxes. Will there be any ef(ccls on the foreign 
exchange market? (I-l ill t: What dues this policy do to U.S. 
interest ratcs?) When we add ill the effects from the foreign 
exchange market and net exports, is fiseal policy lllore 
effeCI;"e or less effective in changing equilibrium G])r in 
the short run? 



Consumers love bargains . And the rest of the world offers U.S. consumers bargains 
galore: cars from Japan, computer memory chips from Korea, shoes and clothing 
from China, tomatoes fro m Mexico, lumber from Canada, and sugar from the 
Caribbean . But Americans' purchases of foreign-made goods have always been a 
controversial subject. Should we let these bargain goo(ls into the country? 
Consume rs certainly benefit when we do so . But (Ion't cheap foreign goods threat
en the jobs of American workers and the profits of American producers? I-Iow do 
we ba lance the interests of specific workers and producers on the one hand with the 
interests of consumers in general? These questions afe important not juSt in the 
United States, but in ever)" country of the world. 

Over the post-World War II period, there has been a worldwide movement 
toward a policy of free rrode--the unhindered movement of goods and scn'ices 
across national boundaries. An example of this movement was the creation-in 
I 995-of a new international body: the World Trade Organization (WTO). The 
WTO's goal is to help resolve trade disputes among its members and to reduce 
obstacles to free trade around [he world. 

And [0 some extent it has succeeded: Import taxes, import limitations, and all 
kinds of crafty regulations designed to keep Out imports are gradually falling away. 
Today, almost one-third of the world's production is exported to other countries. 
One hundred forty-nine countries have joined the WTO, including the most recent 
member, Saudi Arabia. Some 26 other countries, including Russia and Vietnam, are 
eager to join the free trade group. 

But even though many barriers have come down, others remain-and new ones 
have come up. As of 2006, the United States was still refusing to eliminate its long
standing quota on sugar imports as well as more recent barrie rs to importing shrimp 
from Vietnam, Brazil, Thailand, and several other countries. T he European Union 
continued to restrict the sa le of U.S. beef, high-tech equi pment, and entertainment 
programming. China was trying to keep out American-made automobile parts. 

Looking at the contradictory mix of trade policies that exist in the world, we are 
left to wonder: [s free international trade a good thing that makes us better off, or 
is it bad for us and something that should be kept in check? In this chapter, you'll 
learn to apply the tools of economics to issues surrounding international trade. 
Most important, you'll see how we can extend economic analysis to a global con
text, in which markets extend across international borders. 
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THE LOGIC OF FREE TRADE 

Many of us like the idea of being self-reliant. A very few even prefer to live hy them
selves in a remote region of Alaska or the backcountry of Monta na . BUI consider 
the defects of self-sufficiency: If rou lived a ll by you rself, you would be poor. You 
could nm export or sell 10 others any part of your own production, nor could you 
import or buy from OIhers anything they have produced. You would be limited to 
consuming the goods and services that you produced. Undoubtedly, the food, clothing, 
and housing you would manage 10 produce by yourself would be small in quantity 
and poor in quality-nothing like the items you currently enjoy. And there wou ld 
be man y things you could not get at all-electricity, television, cars, airplane trips, 
or the penicillin that could save rour life. 

The defects of self-sufficiency explain why most people do not choose it. Rather, 
people prefer to specialize and trade with each other. In Chapter 2, you learned that 
specialization and exchange enable us to enjoy greater production and higher living 
standards than would mherwise be possible. 

This principle applies not JUSl to individuals, but also to groups of indivi duals, 
such as those living within the boundaries that define cities, counties, states, or 
nations. Th at is, just as we all benefit when individuals specialize and exchange with 
each other, so, 100, we can benefit when groups of individuals specialize in produc
ing different goods and se rvices, and exchange them with other groups. 

Imagine what would happen if the residents of your state switched from a 
policy of open trading with other states to one of self-sufficiency, refusing 10 

import anything from "foreign states" or to export anything to them. Such an 
arra ngement would be preferable to individual self-sufficiency; at least there 
would be specia lization and trade withi" the stale. But the e limination of trading 
between Slates wou ld surely result in man)' sacrifices. Lacking the necessary 
inputs for their production, for instance, your Slate might have to do without 
bananas, conan, or tires. And the goods that were made in your state would like
ly be produced inefficiemly. For example, while residents of Vermont could drill 
for oi l, and Texans could produce maple syrup, they could do so onl)' at great 
cost of resollrces. 

Thus, it wou ld make no sense 10 insist on the economic self-sufficiency of each 
of the 50 states. And the founders of the United States knew this. They placed 
prohibitions against tariffs, quotas, and other barriers 10 interstate commerce 
right in the U.S. Constitlltion. The people of Vermont and Texas are vastl)' better 
off under free trade among the states than they would be if each state were 
self-su fficient. 

What is true for states is also [rue for entire nations. The members of the wro 
have ca rried the argumem 10 its ultimate conclusion: Nat ional specia lization and 
exchange can expa nd world living standards through free illternational trade. Such 
trade involves the movement of goods and services across national boundaries. 
Goods and services produced domestically, but sold abroad, are called exports; 
those produced abroad, but consumed domestically, are ca lled imports. The long
term goal of the wro is to remove all barriers to exports and imports in order to 
encou rage among nations the specialization and trade that have been so successful 
within nalions. 
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E~portl Goods and services 
produced domestically. but sold 
abroad. 

Importl Goods ami services 
produced abroad. but 
consumed domestically. 
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THE THEORY OF COMPARATIVE ADVANTAGE 

In Chapter 2, you learned about absolute and comparative advantage for trade 
between individuals. Now we'll apply these concepts to trade between nations. 

Econom ists who first considered the benefits of international trade focused on a 
country's absolute advantage. Using the definition from Chapter 2, hut applying it 
to nations rather than individuals, we say that 

A country has an absolute advantage in a good whell it can produce it using 
fewer resources thall aI/other cOlin try. 

As the early economists saw it, the citizens of every nation could improve their eco
nomic welfare by specializing in the production of goods in which they had an 
absolute advantage and exporting them to other countries. In turn, they would 
import goods from countries that had an absolute advantage in those goods . 

In 181 7, however, the British economist David Ricardo disagreed . Absolute 
advantage, he argued, was nor a ne<:essary ingredient for mutu ally beneficial inter
national trade. The key was comparative advalltage: 

A lIatioll has a comparative advantage ill producillg a good if it can prod lice 
it at a lower opportuni ty cost thall some other cOlllltry. 

Notice the difference between the defin iti ons of absolute advantage and com para
tive advantage. While absolute advantage in a good is defined by the resources used 
to produce it, comparative advantage is based on the opportunity cost of producing 
it. The opportunity cost of producing something is the other goods that these 
resources could have produced instead. 

Ricardo argued that a potential trading partner could be absolutely inferior in 
the production of every single good-requi ring more resources per unit of each good 
than any other country- and still have a comparative advantage in some good. Th e 
comparative advantage would arise because the country was less inferior at pro
ducing some goods than others. Likewise, a country that had an absolute advantage 
in producing everything could-contrary to common opinion-still benefit from 
trade . It would have a comparative advantage only in some, but not all, goods. 

DETERMINING COMPARATIVE ADVANTAGE 

To illustrate Ricardo's in sight, let's consider a hypothetical world that has on ly twO 
countries: the United States and China . Both are producing only two goods: soy
beans and T-shirts. And-to keep things as si mple as possible-we'll imagine that 
these goods a re being produced with Just one resource: labor. 

Table 1 shows the amount of labor, in hours, required to produce one bushel of soy
beans or one T-shirt in each country. We assume that hours per unit remain constant, 
no maner how much of a good is produced. For exa mple, the entry "5 hours" tells 
us that it takes 5 hours of labor to produce one bushel of soybeans in Ch ina. Thi s 
will be true no matter how many bushels China produces. 

In the table, we've given the United States an absolute advantage in producing 
both goods. That is, it takes fewer resources (less labor time) to produce either 
soybeans or T-shirts in the United States than in China . But-as you are about to 
see-China will still have a comparative advantage in one of these goods. 
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Labor Requirements per: United States China 

Bushel of soybeans ~ hour 5 hours 

T-shirt ~ hour 1 hour 

To determine comparative advantage, we'l! use the information in Table 1 to 
calculate oppormnity costs. Let's first find the opportunity cost of one more bushel 
of soybeans in the United States. In order to produce this bushel, the United States 
would have to divert a half hour of labor from making T-shirts. Since each T-shirt 
requires a -:l- hour of labor, taking away 1 hour would reduce production of 
T-shirts by 2. Thus, the opportunity COSt of one more bushel of soybeans in the 
United States is 2 T-shirts. This opportunity cost is recorded in Table 2; check the 
table and make sure you can find the entry. 

Now \el's do the same for China. There, producing an additional bushel of soy
beans requires 5 hours of labor, which would have to be diverted from the T-shirt 
industry. Since each T-shirt requi res 1 hour of labor in China, taking away 5 hours 
would mean 5 fewer T-shirts. Thus, in China, the opportunity cost of one bushel of 
soybeans is 5 T-sh irts, which can also be found in Table 2. 

Summing up, we see that the opportunity cost of a bushel of soybeans is 
2 T-sh irts in the United States and 5 T-shirts in China . Therefore, the United States
with the lower opportunity cost-has a comparative advantage in producing soybeans. 

Notice that in Table 2, we do similar calculations for the opportunity cost of 
T-shirts, measuring the opportunity cost in terms of bushels of soybeans foregone. 
These computations are summarized in the last row of the table . Make sure you can 
use these numbers to verify that China has a comparative advantage in producing 
T-shirts. 

Now we can use our conclusions about comparative advantage to show how 
both countries can gain from trade. The explanation comes in twO steps. First, we 
show that if China could be persuaded to produce more T-shirts and the United 
States more soybeans, the world's total production of both goods will increase. 
Second, we show how each country can come out ahead by trading with the other. 

How SPECIALIZATION INCREASES WORLD PRODUCTION 

Figure 1 shows production possibilities frontie rs for the United States and China. In 
the left panel, we assume that the United States has 100 million hours of labor per 
year, which it must allocate between soybeans (on the horizontal axis) and T-shirts 
(on the vertical axis). To obtain the PP F for the United States, we first suppose that 
all 100 million hours of labor were allocated to T-shirts . The United States cou ld 
then produce 400 million of them per year (because each one requires ~ hour of 

Opportunity Costs per: United States China 

Bushel of soybeans 2 T-shirts 5 T-shirts 

T-shirt ~ bushel of soybeans ~ bushel of soybeans 

"5 

Labor Requirements 
per Unit 

Opportunity Costs 
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China 

500 B' 

250 

B 

100 200 Soybeans 50 100 Soybeans 
(millions of (millions of 

bushels) bushels) 

Worid 
(United States 

United States Cilina + China) 

Pre-trade Production 
Soybeans (million bushels I 100 50 150 
T-shirts (millions) 200 250 450 

Post-trade Production 

Soybeans (million bushels) 200 0 200 
T-shirts (millions) 0 500 500 

Be(ure inlemaliunallradeu(,,,,,sUP in suybeans and T-shirls, Ihe Uniled Stales is assumed II.) pruduce in /he middle 1.)( ils linear 
PPF at point A. representing 100 million bushels of soybeans and 100 million T·shirts. Similarly, China is assumed to produce at 
point A'. representing 50 million bushels of soybeans and 250 million T·shirts . 

Afler Irtlde, each counlry will com(,letely specitllize i" ils cumptlrtlli!'e tld/lanltlge gl.)ud. The Uniled Stales will shifl till 
resources inll.) su),bea"s (200 millil.)n bushels) al puin/ B, and Chi"tlwill (lUI all resuurces i,,11.) T·shirls (500 milliun) al ('I.)in/ B". 
The result is greater world production of both goods. World soybean production rises from 150 million to 100 mil/ion bushels , 
and world T·shirt production rises from 450 million to 500 million. 

labor) . Accordingly, the upper-most point on the PP F represents 400 million T-shirts 
and zero bushels of soybeans. 

To get the rest of the points, remember that the opportunity cost of one more 
bushel of soybeans is 2 T-shirts . Therefore, each time we move rightward by one 
uni t (one more bushel ), we must move downward by 2 units (2 fewe r T-shirts). 
Accordingly, the PPF for the United States will be a straight line, with a slope of -2. 
The PPF ends where the United States would be allocating all of its 1 00 million 
hours to soybeans, producing 200 million bushels. 

Notice that this PPF is a straight tine, unlike the curved PP Fs in Chapter 2. 
A linear PPF follows from our assum ption that hours per unit- and therefore 
opportunity costs-remain constant no matter how much of either good is pro
duced. Essentially, to keep things simple, we are assuming constant opportunity 
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costs, rather than increasing opportunity cost as in the PPFs drawn in Chapter 2. 
(We'll discuss the implications of this in a few pages.) 

The right panel shows China's 1'1'1--: under the assumption that China has 500 
million hours of labor per year. On your own, be sure you can see how the two 
end points of China's PPF are determi ned . Also, be su re you understand wh)' the 
slope of China's PPF will be - 5. (Hint: What is the opportunity COSt of another 
bushel of soybeans in China?) 

Before internationa l !Tade occurs, we assume (arbitrarily) Ihal bOlh countries 
are operating in the middle of their respective PPFs. The United States is at point 
A, producing 100 million bushels of soybeans and 200 million T-shirts each year. 
This combination of goods is also U.S. consllmption per year: Without trade, you 
can only consume what you produce. In the righ t panel, China is at point A', pro
ducing and consuming 50 million bushels of soybeans and 250 million T-shi rts. 

Now look at the table that accompanies the figure . The first two rows tell us the 
production of each good in each coumry before trade opens up, and also world pro
duction of each good. As you can see, with the United States producing at point A 
along its PPF and China producing at point N, the world (the United States and 
Chi na combined) produces 150 million bushels of soybeans and 450 million T-shirts 
per yea r. 

Let'S now see what happens to world prodltctioll when trade opens up. We'll 
have each country devote all of its resources to the good in which it has a compar
ative advantage. The Un ited States, with a comparative advantage in soybeans, 
moves to point B on its PPI--: producing 200 million bushels of soybeans and zero 
T-shirts. China moves to point B' on its PPF, producing 500 million T-shirts and zero 
soybeans. The new production levels for each country are enlered in the last two 
rows of the table in Figure I. 

Finally, look al Ihe last column of numbers in the table. For both goods, world 
production has increased. Soybean outpul is up from 150 million !O 200 million 
bushels, and T-shirt production is up from 450 million 10500 million. Th is increase 
in world production has been accomplished without adding any resources !O either 
counlry. The world's resources are simply being used more efficiently. 

Although our example has JUSt two coumries and two goods, il illustrates a 
broader conclusion: 

Whetl countries specialize according to their comparative advantage, the 
world's rt'sOllrces are 14sed more efficietltly, enabling greater prodltction of 
every good. 

How EACH NATION GAINS FROM INTERNATIONAL TRADE 

Now let's show that both countries can gain from trade. As you've seen, when the 
two countries specialize in their com parative advantage good, they produce more of 
that good but none of the other. For example, China produces more T-shirts but no 
soybeans. However, by trading some of its comparative advantage good for the 
other good, each country can C01lSllllle more of both goods. 

Table 3 illustrates this conclusion. The first row of numbers shows how special
ization has changed produclion in each counlTy, based on the movement along the 
PPF in Figure I. To get from changes in production to changes in consumption, we 
have to consider what each count ry is exporting and importing. T he second row in 
the table shows one possible example. We suppose thai the Uniled Slates will 
exchange 80 million bushels of soybeans for 240 million T-shirts from China. 

'" 
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TAB L E 3 

The Gains from 
Specialization and 
Trade 
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United States China 

Soybeans T-Shirts Soybeans T-Shirts 
(million bushels) (millions) (million bushels) (millions) 

Change in Production +100 - 200 - 50 +250 
Expor ts (-) or -80 +240 +80 -240 

Imports (+) 

Net Gain in +20 +40 +30 +10 
Consumption 

A country's exports are represented with a minus sign (they contribute negatively to 
consumption) and its imports with a plus sign (they add to consumption) . T he third 
row shows how consumption of each good changes after considering both produc
tion changes and international trade. 

Let's first consider the United States. When it mOiled from point A to point B 
along its PPF, soybean production increased from J 00 mill ion to 200 mill ion 
bushels- an increase of 100 mi llion, hence the entry +100 in the first row, But it 
exported 80 million bushels (- 80 in the second row), leaving the United States to con
sume 20 more bushels than it had before {fade (+20 in the third row). Similarly, U.s . 
production of T-sh irtS deueased from 200 mil lion to zero (-200), but the United 
States imports 240 million (+240), for a net gain of 40 million T-shirts (+40). 

In China, soybean production has decreased by 50 million bushels (- 50), bu t 
imports are 80 million. Therefore, China ends up with 30 million more bushels of 
soybeans, China has also increased production of T-shi rts by 250 mill ion, but 
exports 240 million of those, so it is left with 10 million more after trade. 

These changes in consumption are illustrated Figure 2. Once again, we show the 
PPFs for the United States and China. But now we compare consumption in each 
country before trade with consumption after trade. The United States began with 
100 million bushels of soybeans and 200 million T-shirts (point A) . After special
ization and trade, it moves to 120 million bushels of soybeans and 240 million 
T-shirts (poin t C). Similarly, China began by consuming 50 million bushels o f 
soybeans and 250 million T-shirts (poi nt A '). After specialization and trade, it con
sumes 80 million bushels of soybeans and 260 million T-shirts (point C'). 

Notice that poin ts C and C' lie beyolld each country's PP E While the IlilF still 
shows possibilities fo r productioll of the two goods, collsumptioll is no longer lim
ited to what is produced . Instead, with trade, a country can consume more of both 
goods than it would be ca pable of producing and consuming on irs own. 

Let's take a step back and consider what we've discovered . First, look back 
a t Table I. Based on the required la bor hours, the United States has an absolute 
advantage in both goods: It can p roduce both soybeans and T-shirts using fewer 
hou rs of labor than can Ch ina. But in Table 2, we saw that the Un ited States 
has a comparative advantage in only olle of these goods-soybeans-and China has 
a comparative advantage in the other-T-shirts. T his is because the opportunity 
costs of each good d iffer in the twO countries. T hen, in Figure J, we saw how 
world prod uction of both goods increases when each country shifts its resources 
toward its comparative advantage good . Finally, in the last row of Tab le 3 and 
in Figure 2, we sa w that illlerllational trade can enable each country to end up 
with more of both goods. 



Chapter 17: Comparative Advantage and the Gains from International Trade '" 
The Gains from Specialization and Trade FIGUREII 

United States China 

T-Shirts 
(millions) 

400 

240 
200 

, , 
+20 : ..... : , 

100 120 200 Soybeans 
(millions of 

bushels) 

T-Shirts 
(millions) 

500 S' 

260 
250 

50 80100 Soybeans 
(millions of 

bushels) 

\,(/ilh inlemalionailrade, Ihe U.S. moues production from poinl A 10 poinl B, bul consumes at poinl C-beyond ils PPF. 
Soybean production increases from 100 mil/ion (al poinl A) 10 200 mi/lion (al poinl R). Afler exporling 80 mil/ion bushe/!; 10 
Chiwl, Ihe U,,;led Siales is lefl will, 110 million (al "oi,,1 C), for a nel gain of 10 millio" bushels. With lenns of Irade assumed 
10 be J T-shirts for 1 bushel of soybeans, Ihe United States trades ils soybeans for 240 millioll T-shirls. Ullited Slates T-shirl 
consumption rises from 100 million (point A) to 240 million (point C). 

I" China, "roduclio" mo!'es from poinl A' 10 poinl R', bUI con:;umptio" is al poinl C '. 'Fshi,t production rises from 250 mil
lion (al (Joinl A 1/0 500 million (til "oinl B? Afler exporli"g 140 millio" T-,hi,ls 10 the Uniled Slates, China is lefl ",ill, 160 mil
UOII (poillt C 1, for a nel gain of 10 million. China Irades its T·shirls for 80 millio" bushels of soybeans from Ihe Uniled Siales, so 
Chinas soybean collsumption rises from 50 million (at poilll A? to 80 million (at point C 1. 

As fong as opportunity costs differ, specialization alld trade can be beneficial 
to all involved. This remaills true whether the parties are differellt lIatiOIlS, 
different states, different counties, or different individuals. It remains tme 
evell if olle party has an afl-rolmd absolute advantage or disadvalltage. 

THE TERMS OF TRADE 

In our ongoing example, China exports 240 million T-shirts in exchange for 80 million 
bushels of soybeans . This exchange ratio (240 million to 80 million, or 3 to 1) is 
knows as the terms of trade-the quanti ty of one good that is exchanged for one 
unit of the other. 

The terms of trade determine how the gains from international trade are dis
tributed among countries. Our particular choice of 3 to 1 apportioned the gains as 
shown in the last row of Table 3. But with different terms of trade, the gains would 
have been apportioned differently_ In the problems at the end of this chapter, you 
will be asked to recalculate the gains for each country with different terms of trade. 
You'll see that with different terms of trade, both countries still gain, but the 
distribution of the gains between countries changes. 

Terms of hade The ratio at 
which a country can trade 
domestically produced products 
for foreign·produced products. 
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COlllltries can gail! when 1h.'Y 
shifl f!.oduaion toward their 
compara/il'e ad/11m/age goods 
(such as textiles in ehi'Ia). and 
trade them for other goods (rom 
other countries. 
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But notice that the terms of trade were not even used in our example until we 
arrived at Table 3. The gains from trade for the world as a whole were demollStrarc<1 
in Figure I, and weTe based emirely on the increase in world production when coun
tries specialize according to comparative advantage. 

For the world as a whole. the gains from ifltemational trade are dlle to 
increased prodllctiOlI as flatioflS specialize according to comparatillc advan
tage. H ow those world gains aTC distributed among specific COllntries depends 
on the terms o( trade. 

We won't consider here precisely IlOW the terms of trade are determined (it's a mat
ter of supply and demand). But we will establi sh the limits within which the terms 
of trade must fall. 

Look again at Table 2. China would never give up more than 5 T-shirts to 
import I bushel of soybeans. Why not? Because it could always get a bushel for 
5 T-shirts domestical/); simply by shifting resources into soybean production. 

Similarly, the United States would never export a bushel of soybeans for (ewer 
than 2 T-shirts because it could get 2 T-shirts for a bushel domestically (again, by 
shifting resources). Therefore, when these twO nations trade, we know the terms of 
trade will lie somewhere between 5 T-shirts for I bushel and 2 T-shirts for I bushel. 
Outside of that range, one of the two countries would refuse to trade. Note that in 
our example, we assume terms of trade of 3 T-shirts for 1 bushel-well within the 
acceptable range. 

SOME PROVISOS ABOUT SPECIALIZAT ION 

Our simple example seems to suggest that countries should specialize colllpletel); 
producing only the goods in which they have a comparative advantage. That is, it 
seems that China should get out of soybean production ellfireiy, and the Unite<1 
States should get out of T-shi rt production entirely. 

The real world, however, is more complicated than our simplified example 
might suggest. Despite divergent opportunity costS, sometimes it does not make 
sense for two countries to trade with each other, or it might make sense to trade, but 
1101 completely specialize. Following are some real-world considerations that can 
lead to reduced trade or incomplete specialization . 

Costs of Trading 

If there are high transportation costs or high costs of making deals across national 
boundaries, trade may be re(luced and even become prohibitively expensive. H igh 
transportation costs are especially important for perishable goods, such as ice 
cream, which must be shipped frozen, and most personal services, such as haircuts, 
eye exams, and restaurant meals. These goods are less subject to trade according to 

comparative advantage. (Imagine the trave! cost for a U.S. resident to see an optom
etrist in Ch ina, where eye exams are less expensive.) 

The costs of making deals are generally higher for international trade than for 
trade within domestic borders. For one thing, different laws must be dealt with and 
different business and marketing customs must be ma,~tered . In add ition, interna
tional trade involves the exchange of one country's currency for another. This can 
introduce additional costs and risks that don't exist for domestic trade, because 
exchange rates can change before a contract is settled with payment. High rrans-
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porration costs and high costs of making deals help explain why nations continue 
to produce some goods in which they do not have a comparative advantage and why 
there is less than complete specialization in the world. 

Sizes of Countries 

Our earl ier exa mple featured two large economies capable of fully satisfying each 
other's demands . But sometimes a lIery large country, such as the United States, 
trades with a very small one, such as the Pacific island nation of Tonga. If the small
er country specialized completely, its Output wou ld be insufficient to fully meet th e 
demand of the larger one. Whde the sma ller country wou ld specialize compfetel}~ 
the larger country would not. Instead, the larger country would continue to produce 
both goods. This helps to explain why the United States continues to produce 
bananas, even though we do so at a much higher opportunity cost than many sma ll 
Latin American nations. 

Increasing Opportunity Cost 

In all of our tables, we have assumed th at opportun ity cost remains constant as pro
duction changes. For exampl e, in Table 2, the opportunity cost of a bushel of soy
beans remains at 2 T-shirts for the United States, regardless of how many bushels it 
produces . But more typica lly, the opporrun ity cost of a good rises as more of it is 
produced. (Why? You may want to review the law of increasing opportunity COSt in 
Chapter 2.) In that case, each step on the road to specialization wou ld change the 
opporrunity cost. A point migh t be reached-before complete specialization-in 
which opportunity COStS became equal in the twO countries, and there would be no 
further mutual ga in s from trading. (Remember: Opportunity costs must differ 
between the two countries in o rder for trade to be mutually beneficia1.) In [he end, 
wh ile trading will occur, there will not be complete specialization . Instead, each 
country wi ll produce both goods, Just as China and the United States each produce 
T-shirrs and soybeans in the real world. 

Government Barriers to Trade 

Governments can enact barriers to trading. In some cases, these barriers increase 
trading costs; in other cases, they make trade impossible. Since this is such an impor
tant topic, we'll consider government-imposed barriers to trade in a separate 
section, later in the chapter. 

THE SOURCES OF COMPARATIVE ADVANTAGE 

We've just seen how nations can benefi t from specia lization and trade when they 
have comparative advantages. But wha t determines comparative advantage in the 
first place? 

In many cases, the answer is the resources a country has at its disposa l. 

A COlmtr), that has relativel), large amounts of a particular resource at its 
disposal will tend to have a comparative advantage in goods that make 
heav)' lise of that resource. 

This is most easy to see when the relevant resources are gifts of nature, such as a 
specific natural resource or a climate especially suited to a parricular product. 



TAB L E 4 

Examples of National 
Specialties In 
International Trade 

Country 

Saudi Arabia 
Canada 
United States 
Spain 
Mexico 
Jamaica 
Italy 
Israel 
Niger 

Country 

Japan 
United States 
Switzerland 
Korea 
China 
Great Britain 
Pakistan 
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Specializat ion Resulting 
from Natural Resources or Climate 

Oil 
Timber 
Grain 
Olive oil 
Tomatoes 
Aluminum ore 
Wine 
Citrus fruit 
Uranium 

Specialization Not Based 
on Natural Resources or Climate 

Cars, consumer electronics 
Software, movies, music, aircraft 
Watches 
Cars, steel, ships 
Textiles, toys, shoes 
Financial services 
Textiles 

The top part of Table 4 contains some examples. Saudi Arabia has a comparative 
advantage in the production of oil because it has oil fields with billions of barrels of 
oil that can be extracted at low cost. The United States' comparative advantage in 
crops such as wheat and soybeans is partly explained by its abundant farmland . 
Canada is a major exporter of timber because its climate and geography make its 
land more suitable for growing trees than other crops. Canada is a good example of 
comparative advantage without absolute advantage: It grows a lot of timber, not 
because it can do so using fewer resources than other countries, but because its land 
is even more poorly suited to growing other things. 

But now look at the bottom ha lf of Table 4. It shows examples of international 
specialization that arise from some cause other than natu ral resources. Japan has a 
strong comparative advantage in making automobiles. Yet none of the natural 
resources needed to make cars are available in Japan; the iron are, coal, and oil 
needed to produce cars are all imported. 

What explains the cases of comparative advantage in the bottom half of Table 41 
In part, it is due to resources other than natu ral resources or climate. The United 
States is rich in both physical capital and human capital. As a result, the United States 
tends to have a comparative advantage in goods and services that make heavy use of 
computers, tractors, and satellite technology, as well as goods that require highly 
skilled labor. This, in part, explains the U.s. comparative advantage in the design and 
production of aircraft, a good that makes heavy use of physical capital (such as com
puter·based design systems) and human capital (highly trained engineers). 

In less developed countries, by contrast, capital and ski\\ed labor are relatively 
scarce, but less-skilled labor is plentiful. Accordingly, these countries tend to have a 
comparative advantage in products that make heavy use of less-skilled labor, such 
as textiles and light manufacturing. Note, however, that as a country develops-and 
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acquires more physical and human capital-its pattern of comparative advantage 
can change. Japan, Korea, and Singapore, after a few decades of very rapid devel· 
opment, acquired a comparative advantage in several goods that, at one time, were 
spe<:ia lties of the United Sta tes and Europe-including automobiles, steel, and 
sophisticated consumer ele<:tronics. 

But another aspect of the bottom half of Table 4 is harder to explain: Why do 
specific count ries develop a particlliar specialty? For example, if you think YOll 

know why japan dominates the world market for VCRs and other consumer elec· 
tronics-say, some unique capacity to mass-produce precision products-be sure 
you can explain why Japan is a distant second in computer printers. The Company 
that dominates the market for printers-Hewlen Packard-is a US. firm. 

Similarly, we take the worldwide dominance of American mm'ies for gran ted. 
But if you try to explain it based on the availability of resources like physical capi
tal or highly skilled labor, or cultural traditions that encouraged artists, writers, or 
actors, then why not Britain or France? At the time the film industry developed in 
the United States, these two countries had similar endowments of physical and 
human capital, and much older and stronger theatrical traditions than the United 
States. Yet their film industries-in spite of massive government subsidies-are a 
very distant secOl1<1 and third com pared to that of the United States. 

In even the mOSt remOte corner of the world, the cars, cameras, an(1 VCRs will 
be japanese, the movies and music American, the clothing from Hong Kong or 
China, and the bankers from Britain. These specialties are certainly consistent with 
the capital and other resources each nation has at its disposal, but explaining why 
each specific case of comparative advantage arose in the first place is not easy. 

We can, however, explain why a country retaitlS its comparative advantage once 
it gets started. j apan today enjoys a huge comparative advantage in cars and can· 
sumer ete<:tronics in large part because it has accumulated a capital stock-both 
physical capital and human capital-well su ited to producing those goods. The phys
ical capi tal stock includes the many manufacturing plants and design facilities that 
the japanese ha\'c buill over the years. 

But Japan's human capital is no less important. Japanese managers know how 
to anticipate the features that tomorrow's buyers of cars and electronic products will 
want around the world. And japanese workers have developed ski lls adapted for 
producing these products. The stocks of physical and human ca pital in japan sus
tain its comparative advantage JUSt as stocks of namral resources lead to campara· 
tive advantages in other countries. More likely than not, Japan will continue to have 
a comparative advantage in cars and ele<:tronics, Just as the United States will con
tinue to have a comparative advantage in making movies. 

Countries often develop strong comparative advantages in the goods the)' 
have produced in the past, regardless of why they began producing those 
goods in the (irst place, 

WHY SOME PEOPLE OBJECT TO FREE TRADE 

Given the clear benefits that nations can derive by specializing and trading, why 
would an)'one ever ob;ect to free international trade? Wh), do the same governments 
that join the WTO turn around and create roadblocks to unhindered trade? 
The answer is not tOO difficult to find: Despi te the benefit to the nation as a whole, 
some groups within the country, in the short run, are likely to lose from free trade, 
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even while others gain a great deal more. Un fortunately, instead of finding ways to 

compensate the losers-to make them better off as well-we often allow them to 

block free trade policies. The si mple model of supply and demand helps illustrate 
this story. 

Figure 3 shows the market for shrimp in the United States. Both the supply and 
demand curve in the figure represent the domestic market only. That is, the supply 
curve tells us the quantity supplied at each price by U.s . producers; the demand curve 
tells us quanti ty demanded at each price by U.S. consumers . With no international 
trade in shrimp, the U.S. market would achieve equ ilibrium at poim A, at a price of 
$7 per pound. This relatively high price reflects the relatively high opportunity cost 
of producing sh rimp in the United States . Both production and consumption would 
be 400 million pounds per year. 

The United States does not have a comparative advantage in shrimp. Other coun
tries that do have a comparative advantage {such as Vietnam, Thailand, and Brazil) 
would like to sell it to us. Moreover, because their opporrunity cost of producing 
shrimp is less than in the United States, their price tends to be lower as well. Let's 
suppose that the world price of shrimp-the price at wh ich other countries offer to 
sell it to Americans-is $3 per pound. To keep our example simple, we' ll also assume 
this price remains constant, no matter how much shrimp Americans buy from the rest 
of the world. (In effect, we're assuming that under international trade, the United 
States would be a relatively small buyer in a much larger world market.) 

Now let's open up free trade in shrimp. Because Americans can buy unlimited 
quantities of imported shrim p at $3, domestic producers will have to lower their 
price to $3 as well in order to sell any. So the price of all shrimp in the U.S . market 
falls to $3 per pound-the same as the world price. 

As the price drops, twO things happen. On the one hand, we move along the 
demand curve from poim A to poi nt C: U.S. consumers buy more shrimp (900 mil
lion pounds) because it is cheaper. On the other hand, we move along the supply 
curve from point A to point B: U.S. producers decrease their quantity supplied (to 
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100 million pounds). The difference between domestic supply of 100 million and 
domestic demand of 900 million is the amount of shrimp the United States imports 
each year: 800 million pounds. 

You've already learned (in the last section) that international trade according to 
comparative advantage makes a country better off: It increases total world produc
tion and enables consumers to en joy greater quantities of goods and services. But 
not eIJeryol/e is better off. It is easy to figure out who will be happy and who will 
be unhappy in the United States. American consumers are delighted: They are buying 
more shrimp at a lower price. American producers arc miserable: They are selling 
less shrim p at a lower price. 

Intemational trade makes each countr)~ as a whole. better off But II0t every
one gail/s. because cheap imports from abroad-while beneficial to domes
tic COl/Sl,mers-are harmflll to domestic producers. 

THE ANTITRADE BIAS AND SOME ANTIDOTES 

Imagine that a bill comes before Congress to prohibit or restrict the sa le of cheap 
sh rimp from abroad, so that its U.S. price can rise above $3.00. Domestic producers 
would favor the bill. Domestic con~umers would oppose it. But not with equally loud 
voices. After all, the harm to consumers from this restriction of trade would be 
spread widely among af! U.S. consumers. The loss to an)' individual would be very 
small. For example, if the total loss to U.S. consumers were $200 million per year, 
the total harm to any single consumer would be less than a dollar. As a result, no indi
vidual consumer of shrimp has a strong incentive to lobby Congress, or to join a 
dues-paying organization that wou ld act on behalf of shrimp consumers to oppose 
this antitrade bill. 

By contrast, the benefits from this restriction of trade would be highly concen
trated on a much smaller group of people: those who work in or own firms in the 
domestic shrimp industr),- The)' have a powerful incentive to lobb)' against free 
trade in shrimp. Not surprisingly, when it comes ro trade policy, the voices raised 
agaitlSt imports are loud and clear, whi le those for imports are often nonexistent. 
Since a coumry has the power to restrict imports from other countries, the lobbying 
can-and often does-lead to a restriction on free trade. The United States, for 
example, continues to restrict imports of shrimp from low-cost producers, largely 
due to powerful lobbying by the U.S. shrimp industry. 

A similar process works against U.S. exports to other countries. In this case, the 
foreign producers who would ha\'e to compete with U.S . goods will complain loud
est, wh ile fore ign consumers who stand to gain will be mostly silent. The U.S. 
exporters-who are nOt constituents of these foreign govern men ts-will have little 
influence in the debate. Thus, JUSt as there is a policy bias against U.S. imports in 
the United States, there is a policy bias against U.S. exports in other countries. 

The distribution of gains and losses creates a policy bias agaitlSt free trade. 
ConSllmers wl10 benefit from b"yillg a specific product have little incentive 
to lobby for imports of that product. But domestic producers I1an"ed by the 
imports have a "ol/lerfld i"cent;ve to lobby against them. 

There are, however, three antidotes to this policy bias. 
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All or Nothing Trade Agreements 

In a bilateral or multilateral trade agreement, two or more countries agree to trade 
freely in many goods-or even all goods-simultaneously. These agreements are 
typically negotiated by government officials and then presented to legislatures as 
"all-or-nothing" deals: The agreement must be approved or rejected as a whole, 
without any amendments that make exceptions for specific industries. 

Such agreements can bring in another constituent to lobby for free trade: 
exporters in both countries. Ordinarily, exporters have no ability to influence the 
debate because their ability to export is decided in the importing country, where 
they have little influence. But in an all-or-nothing free trade deal, they can lobby 
their own country to allow imports as a way of enabling them to sell their exports . 
In this way, a balance of forces is created. Domestic producers threatened by 
imports will lobby against trade agreements in each country. But potential exporters 
will lobby just as strongly (or the agreement. 

An example was the North American Free Trade Agreement (NA ITA) between 
the United States, Canada, and Mexico, which went into effect in 1994, and has elim
inated barriers on most products produced by the three nations. NAFrA was hotly 
opposed in a1\ three countries by many producers and some labor unions who stood 
to lose from imports, but was Just as hotly favored by producers and workers who 
stood to gain from exports. (The biggest gainers--consumers in the three countries
were hardly involved in the debate, for reasons we've discussed. ) 

More recently, a similar con fl ict arose over the Domin ican Republic-Central 
American Free Trade Agreement (OR·CAFTA). In each country (i ncluding the U.S.) 
producers who would have to compete with imports lobbied against the bill, while 
exporters in each country lobbied for it. In mid-200S, the U.S. Congress narrowly 
approved the agreement; by mid-2006, most of the other countries involved had 
given their approval as well. 

The World Trade Organization 

Another antidote to anti trade bias is the World Trade Organization. By setting stan
dards for acceptable and unacceptable trade restrictions and mak ing rulings in 
specific cases, the WTO has some power to influence nations' trade policies. But its 
influence is limited because the WTO has no en forcement power. For example, the 
WTO has ruled several times against European trade barriers against U.S. beef, with 
little effect. Still, a negative WTO ruling puts public relations pressure on a country, 
and allows a nation harmed by restrictions on its exports to reta liate, in good 
conscience, with its own trade barriers. 

Industries as Consumers 

Whenever we use the word consumer, we naturally think of a household buying 
products for its own enjoyment. But the term can apply to any buyer of a product, 
including a firm that uses it as an input. If these firms are among the "consumers" 
who benefit from cheaper imports, and if the good is an important part of these 
firms' costs, they have an incentive to lobby for free trade in the good. For exam
ple, in late 2004, the textile industry lobbied the Bush admi nistration to slow the 
rise in clothing imports from China. But U.S. clothing retailers and importers-for 
whom clothing is an input-lobbied strongly against any trade barriers. While the 
retaders and importers ult imately lost the battle in May 2005, their opposition 
delayed the restrictions for months and influenced the final policy adopted. 
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HOW FREE TRADE IS RESTRICTED 

So far in this chapter, you've learned that specialization and trade according to 
comparative advantage can dramatically improve the well-bei ng of entire nations. 
T his is why governments generally favor free trade. Yet international trade can, in 
the short run, hurt particular grou ps of people . T hese groups often lobby their gov· 
ernment to res tricT free trade. 

When governments decide to accommodaTe the opponents of free trade, (hey are 
apt to use one of twO devices to restrict trade: tariffs or quotas. 

TARlFFS 

A tariff is a tax on imported goods. It can be a fixed dollar amount per physical unit, Tariff A tax on imports. 
or it can be a percentage of (he good's value. In eiTher case, the effect in (he (a riff-
imposing country is similar. 

Figure 4 illustrates the effect of a u.s. tariff of $2 per pound on imported 
shrimp. Before the tariff is imposed, (he price of shrimp under free trade is the world 
price: $3 per pound. T he U.S. im ports 800 million pounds per year (the d istance 
BC) . When the tariff is imposed, U.s. importers must still pay the same $3 per 
pound to their foreign suppl iers. But now they must also pay $2 per pound to the 
u.s. governmem. T hus, (he price of imporred shrimp will rise from $3 ro $5 per 
pound to cover the additional cost of the tarifLI 

T he higher price for imported shrimp allows u.s. producers ro charge $5 for thei r 
domestic shrimp as well. As (he price of shrimp rises, domestic quantity supplied 
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The Effects of a Tariff 

\ViiI, (ree trade in ,hrimp. the price in the 
United States is the same as the world price: 
$3.00 per pound. U.S. imports are equal to 

the distance (rom R to C. 800 million 
pounds per year. 

A tariff o( $2.00 per pound raises the 
price o( imported shrimp to $5.00 per 

pound. and the ,,,ice o( domestically {"o' 
duced ,hrim{, rise, 10 the Same lellel. 

/Jomestic quantity supplied increases (rom 
100 mil/ion to 250 mll/ion (the mOtie 

(rom A 10 R). ",hile domestic quanlity 
demanded (ails (rom 900 million to 650 mil· 

lion (the mOtie (rom C to G). The result is 
lower imports o( 400 million pounds. 

Domestic ,uppliers gain (rom the tari(f: 
They $ell more $h,;m" at a higher price. nut 
domestic mnsumers lose; They pay a higher 

price and consume less. 

, If the United States is a large buyer in the world market for shrimp, the reduction in imports callsed by 
the tariff would Cause the world price to faiL This would change the quantitative rnuits in our exampic. 
However. the price in Ihe Uniled Slates would >Iill rise above S3.00. and all of 01" conclusions abolJt the 
impact of tariffs would .till hold. 
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increases (a movement along rhe supply curve from point B to point FJ . Ar rhe same 
rime, domestic quantiry demanded decreases (a movement along the demand curve 
from point C to point G). The final result is a reduction in imports, from 800 mil
lion before the tariff to 400 million after the tariff. 

As you can see, American consumers are worse off: They pay more for shrimp 
and enjoy less of it. But U.s. producers are better off: They sell more sh rimp at a 
higher price. 

But we also know this: Since the volume of trade has decreased, the gains from 
trade according to comparative advantage have been reduced as well. The United 
States, as a whole, is worse off as a result of the tariff. 

Tariffs reduce the voillme of trade and raise the domestic prices of imported 
goods. In the COllntry that imposes the tariff, producers gain, but consumers 
lose. The comltry as a whole loses, beeallse tariffs decrease the volume of 
trade and therefore decrease the gains from trade. 

QUOTAS 

A quota is a government decree that limits the imports of a good to a specified max
imum physical quantity, such as 400 million pounds of shrimp per year. Because the 
goal is to restrict imports, a quota is set below the level of imports that would occur 
under free trade. Its general effects are very similar to the effects of a tariff. 

Figure 4, which we used to illustrate tariffs, can also be used to analyze the 
impact of a quota . In the figure, we start with our free trade price of $3 . Consumers 
are buying 900 million pounds, and domestic producers are selling 100 million 
pounds per year. The d ifference of 800 million pounds is satisfied by imports. 

Now suppose the United States imposes a quota of 400 million pounds (equal 
to the distance FG in the figure). At $3 per pound, the gap between the domestic 
supply curve and the domestic demand curve would still be 900 md lion pounds, 
which is more than the 400 mi ll ion pounds of foreign shrimp allowed into the coun
try. There is an excess demand for shrimp, which drives up the price. The price will 
keep rising until the gap between the supply and demand curves shrinks to the quan
tity allowed under the quota. As you can see in the figure, only when the price rises 
to $5 would the gap shrink to 400 mi llion pounds. Thus, a quota of 400 million 
gives us exactly the same result as did a tariff of $2: In both cases, the price rises to 

$5, and yearly imports shrink to 400 milli on pounds. 
The previous discussion seems to suggest that tariffs and quotas are pretty much 

the same. But even though the price and level of imports may end up being the sa me, 
there is one important difference between these two trade-restricting policies. A tariff, 
after all, is a tax on imported goods. Therefore, when a government imposes a tar
iff, it collects some revenue every time a good is imported. Even though the country 
loses from a tariff, it loses a bit less (compared to a quota) because at least it 
collects some revenue from the tariff. This revenue can be used to fund government 
programs or reduce other raxes, to the benefi t of rhe country as a whole. When a 
government im poses a quota, however, it typically gains no revenue at a ll. 

Quotas have effects similar to tariffs; They reduce the quantit)' of imports 
and raise domestic prices. While both measures help domestic producers, 
they reduce the benefits of trade to the nation as a whole. However, a tariff 
has aile saving grace; increased government revenue. 
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Economi sts, who genera ll)' oppose measures such as quotas and tariffs to restrict 
trade, a rgue that, if one of these devices must be used, tariffs are the better choice. 
While both policies reduce the gains that countries can enjo)' from specializing and 
trading with each other, the tariff provides some compensation in the form of addi
tional govern ment revenue. 

PROTECTI 0 N ISM 

This chapter has outli ned the gains that arise from imernational trade, but it has 
a lso outlined some of the pain trade can cause to different groups within a countr ),. 
While the countr), as a whole benefits, those who own or work in fi rms that have 
to com pete with cheap imports will be harmed. The groups who suffer from trade 
with o th er nations have developed a number of arguments against free trade. 
Together, these arguments form a position known as protectionism-the belief that Protectionism The belief that a 
a nation's industries should be protected from free trade with other nations. nation's Industries should be 

PROTECT IONIST MYTHS 

Some protectionist arguments are rather sophisticated and require careful consid· 
eration. We'll consider some of these a bit later. But a ntitrade groups have also 
promulgated a number of myths to support their protectionist beliefs. Let's consid
er some of these myths. 

M yth # 1 ""A HIGH-WAGE COUl\'TRY CANNOT AFFO RD FREE TRADE WITH A LOW-WAGE 

COUl\'TRY. T HE HIG H-WAGE COUl\'TRY WILL EITHER 8E UNDERSOLD IN EVFRYTHING ANI) 

LOSE ALL O F ITS INDUSTRIF..s, OR ELSE ITS WORKERS WlLL HAVE TO ACCEPT EQUALLY l.OW 

WAGES AND EQUALLY LOW LIVING STANDARDS." 

It 's true that some countries have much higher wages than others. Here are 2004 fig
ures for average hourl)' wages of manufacturing workers, including benefits such as 
holiday pay and hea lth insurance: German)" S32.53; United States, 523. 17; Japan, 
521.90; haly, 520.48; Korea, S 11 .52; Singapore, 57.45; Brazil, 53.03; Mexico, 
52.50; and less than a dollar in China, India, and Bangladesh. This leads to the fear 
that the poorer countries will be able to charge lower prices for their goods, putting 
American workers OU t of jobs unless they, tOO, agree to work for low wages. 

But this a rgument is incorrect, for two reasons. First, it is true that American 
workers are paid more than Chinese workers, but th is is because the ave rage 
American worker is more productive than his or her Chinese counterpart . Afte r all, 
the American workforce is more highly educated, and America n firms provide their 
workers with more soph ist ica ted machinery than do Chinese fi rms. If an America n 
can produce more output than a Chinese worker in an hour, then even though wage 
rates in the Un ited States may be greater, cost per unit produced can still be lower 
in the United States. 

But suppose th e cost per unit Ivere lower in China. Then there is still anot her, 
more basic argument against the fear of a general job loss or falling wages in the 
United States: comparative advantage. Let's ta ke an extreme case. Su ppose that 
labor productivity were the same in the United States and Chi na , so that China
with lower wages-could produce everything more cheaply than the United States 
could. Both cou ntries would still ga in if China specia lized in products in which its 
cost advantage was rela tively large and the United States specia lized in goods in 
which China 's cost advantage was rela tively small. That is, the Un ited States would 

protected from foreign 
competition. 
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still have a comparative advamage in some things and there would be murual gains 
from trade. 

Myth # 2 "A LOW-PRODUCTIVITY CO UNTRY CAN:-<OT AFf ORD fREE TRADE WITH A HIGH

PRODUCTIVITY COUNTRY. THE FOR)-.IER WILL liE CLOIIIIERED BY THE LA1T£R AND LOSE ALL 

O F ITS INDUSTRIES. " 

This argumem is the flip side of the first myth . Here, it is the poorer, less-developed 
coumry that is supposedly harmed by trade with a richer counny. But this myth con
fuses absolute advantage with comparative advantage. Suppose the high-productiv
ity country (say, the United States) could produce every good with fewe r resources 
than the low-productivity coumry (say, China). Once again, the low-productivity 
country would still have a comparative advantage in some goods. It would then gain 
by producing those goods and trading with the high-productivity country. This is 
the case in our hypothetical example that began with Table 1. In that example, the 
United States has an absolute advantage in both goods, yet-as we've seen-nade 
still benefits both countries. 

To make the poim even clearer, let's bring it closer to home. Suppose there is a 
small, poor town in the United States where workers are relatively uneducated and 
work with little capital equipment, so their productivity is very low. Would the resi
dents of this town be better off sealing their borders and not trading with the rest of 
the United States, which has higher productivity? Before you answer, think what this 
would mean: The residents of the poor town would have to produce everything on 
their own: grow their own food, make their own cars and television sets, and even pro
vide their own entertainment. Clearly, they would be worse off in isolation. And what 
is true within a country is also true between different countries: Closing off nade will 
make a nation, as a whole, worse off, regardless of its level of wages or productivity. 
Even a low-productivity country is made better off by trading with other nations. 

Myth #3 INTERNATIONAL TRADE DECREASES THE TOTA L NU.\IIlER O F JOIlS IN A CO UNTRY. 

It is true that a sudden opening up of trade temporarily disrupts markets. There ca n 
even be a temporary drop in employment as jobs are lost in some sectors before they 
are created in other sectors. But neither logic nor observation supports the view that 
international nade causes any long-lasting drop in total employment. In the United 
States, for example, as international trade has expanded rapidly in recent decades, 
total employment has risen steadily. And the U.S. unemployment rate has trended 
downward, not upward. 

This myth about losses in total employment comes from looking at only one side 
of the international trade coin: imports. It is true that international trade destroys 
jobs in those industries that now have to compete with cheaper imports from 
abroad. But trade also creates lIew jobs in the export sector. When trade is balanced
exports and imports are equal-there is no reason to expect the jobs lost in the 
import-competing sector to exceed the jobs gained in the export sector. 

What about when trade is unbalanced, as when a country runs a trade deficit (the 
value of imports exceeds the value of exports)? Even in this case, there is no reason 
for total employment to decrease. The United States has run a trade deficit every year 
for decades: We spend more dolla rs buying imports from other countries than they 
return to us by buying our products. As a result, producers in these other countries 
start to pile up dollar balances. But they don't just hold onto these dollar balances, 
which pay no interest or other rerurn . Instead, they invest these dollars in U.s. finan
cial markets, purchasing stocks and bonds and making bank deposits. The funds are 
then lent out to U.s. firms and households who, in turn, spend them---on new capi-
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tal equipment, new housing construction, o r other things. In this way, while some 
jobs are lost when Americans spend their dollars on imports rather than u.s. goods, 
other jobs are created when the dollars fl ow back into the U.S. through the financial 
markets. A trade deficit can cause other problems for a country {as you will learn 
when you study macroeconomics), but it does not reduce total employment. 

M yth #4 "IK RECENT TL\lES, THE DECLlNIKG WAGES OF A:\IERICA'S UNSKILLED WORKERS ARE 

DUE TO EVER·EXPANDh'lG TRADE BETWEEN THE UNITED STATES AND OTHER COUNTRIES. K 

True enough, unsk illed workers have lost ground over the past 25 years. College 
graduates have enjoyed growing purchasing power from their earnings, while those 
with only a high school education or less have lost purchasing power. Rising trade 
with low-wage countries has been blamed for this adverse trend. 

But before we Jump to conclusions, let's take a closer look. Our d iscussion ear
lier in th is chapter tells us where to look for effects that come through trade. If the 
opening of trade has harmed low-skilled workers in the United States, it would have 
done so by lowering the prices of products that employ large numbers of those 
workers. A study taking this approach found almost no change in the relative prices 
of products in the United States that employ large numbers of unskilled workers. 
Studies that take other approaches have found only modest effects. In general, econo
mists who have looked at the impact of trade on U.S. labor markets have concluded 
that foreign trade is a small contri butor to the depressed earnings of low·wage work· 
ers. A much more important factor is technological change, and the greater sk ills 
needed to work with new technologies.2 

SOPHISTICATED ARGUMENTS FOR PROTECTION 

While most of the protectionist arguments we read in the media are based on a 
misunderstanding of comparative advantage, some more recent arguments for pro· 
tecting domestic industries are based on a more sophisticated understanding of how 
markets work. These arguments have become collectively known as strategic trade 
polic)'. According to its proponents, a nation can gain in some circumstances by 
assisting certain strategic indllstries that benefit society as a whole, but that may not 
thrive in an environment of free trade. 

Strategic trade policy is most effective in sinlations where a market is dominated 
by a few large firms. With few firms, the forces of com petition- which ordinarily 
reduce profits in an industry to very low levels-will not operate. Therefore, each 
firm in the industry may cam high profits. These profits benefit not only the owners 
of the firm but also the nation more generally, since the government will be able to 
capture some of the profit with the corporate profits tax . When a government helps 
an industry compete internationa lly, it increases the likelihood that high profits-and 
the resulti ng general benefits-will be shifted from a foreign country to its own 
country. Thus, interfering with free trade-through quotas, tariffs, or even a direct 
subsidy to domestic firms-might acma lly benefit the country. 

An a rgument related to strategic trade policy is the infant industry argument. 
This argument begins with a simple observation: In order to enjoy the full benefits 
of trade, markets must allocate resources toward those goods in which a nation has 
a comparative advantage. T his includes not only markets for resources such as labor 

, See, for example, Gary Burtless, Robert Lawrence, Robert Lilan, and Robert Shapiro, G/obap/wbia: 
Confronting Fears Abo"t Free Trade (Washington, DC: The Brookings inslirurioo Press, I ~981. Se<: also 
Ihe reCent survey by Bernard llodman and L. Alan Winters, ~Trade and Employment: Srylized Fact> and 
Research Findi"gs, ~ mimeo, World Rank Development Research Group, March 2005. 

Inlant Industry argLiment The 
argument that a new industry in 
which a country has a 
comparative advantage might 
need protection from foreign 
competition in order to flourish. 
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and land, bur also financial markets, where fir ms obtain funds for new products. 
Bur in some countries---especially developing countries-financial markets do not 
work veTy well. Poor legal systems or incomplete information about firms and prod
ucts may prevent a new ind ustry from obtaining financing, even though the country 
would have a comparative advantage in that industry once it was formed . In this 
case, protecting the infant industry from foreign competition may be warranted 
until the industry can stand on its own feet . 

Strategic trade policy and support for infant industries are controversial. 
Opponents of these ideas stress three problems: 

1. Once the principle of government assistance to an industry is accepted, special
interest groups of all kinds will lobby to get the assistance, whether it benefits 
the general public or not. 

2. When one country provides assis tance to an industry by keeping out foreign 
goods, other nations may respond in kind. If they respond with tariffs and quo
tas of their own, the result is a shri nking volume of world trade and falling livin g 
standards. If subsidies are used to support a strategic industry, and another 
country responds with its own subsidies, then both governments lose revenue, 
and neither gains the sought-after profits. 

3. Strategic trade policy assumes that the government has the information to deter
mine which industries, infant or otherwise, are tru ly strategic and which are not. 

Still, the arguments related to strategic trade policy suggest that government 
protection or assistance may be warranted in some circumstances, even if putting 
this support into practice proves difficult. Moreover, the arguments help to remind 
us of the conditions under which free trade is most beneficial to a nation: 

Productioll is most likely to reflect the prillciple of comparative advantage 
when firms can obtain funds for investment pro;ects and when they calt freely 
ellter industries that are profitable. Thus, free trade, witbout govemmetlt 
intervention, works best whell markets are workillg well. 

Th is may explain, in part, why the United States, where markets function relatively 
well, has for decades been among the strongest supporters of the free trade ideal. 

PROTECTIONISM IN THE UNITED STATES 

Americans can enjoy the benefits of importing many of the products listed in 
Table 4: olive oil from Spain, watches from Swi tzerland, tomatoes from Mexico, 
cars and VC Rs from Japan . But on the other side of the ledger, U.S . consumers have 
suffered and U.S. producers have gained from some persistent barriers to trade. 
Table 5 lists some examples of American protectionism- through tariffs, quotas, or 
similar policies-that have continued for years. 

As you can see, protection is costly. Quotas and tariffs on apparel and textiles, 
the most costly U.S. trade barrier, force American consumers to pay $33.6 billion 
more for clothes each year. And whi le protection saves an estimated 168,786 work
ers in this industry from having to make the painful adjustment of finding other 
work, it does so at an annual cost of $199,241 per worker. Both workers and con
sumers could be made better off if texti le workers were paid any amount up to 
$ 199,241 lIot to work and consumers were allowed to buy inexpensive textiles from 
abroad. 
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Annual Cost Number of Annual Cost 
Protected Industry to Consumers Jobs Saved per Job Saved 

Apparel and Textiles $33.629 million 168.786 $ 199.241 
Maritime Services $ 2.522 million 4,411 $ 571.668 

Sugar $ 1.868 million 2.261 $ 826.104 

Dairy Products $ 1.630 million 2.378 $ 685.323 
Softwood lumber $ 632 million 605 $1.044.271 
Women's Nonathletic $ 518 million 3.702 $ 139.800 

Footwear 

Glassware $ 366 million 1,477 $ 247.889 

luggage $ 290 million 226 $1.285,078 

Peanuts $ 74 million 397 $ 187,223 

Source: The Fruits ot Frcc Trade, Federa l Reserve Ban~ of 0311a5, AMual Report. 2002. Exhib it U. 

[n some cases, the cost per job saved is staggering. The table shows that trade 
barriers preventing Americans from buying inexpensive luggage save just a couple 
of hundred jobs, at a yearly cost of more than $ 1 million each. Trade barriers on 
sugar are almost as bad : While 2,261 jobs are saved, the annual cost per job is 
$826, 104. 

[n addition to the dozens of industries in the United States permanently protected 
from foreign competition, dozens more each year are granted temporary protection 
when the U.s. government fi nds a foreign producer or industry guil t}' of dlllllpillg
selling their products in the United States at "unfairly" low prices [hat harm a U.S. 
industry. Most economists believe that these low prices are most often the result of 
comparative advantage, and that the United States as a whole would gain from 
importing the good. Vietnam, for example, has a clear comparative advantage in pro· 
ducing shrimp . But in 200.5, ba.~ed on a complaint by the Southern Shrimp Alliance, 
the U.S. government imposed tariffs o f up to 26 percent on Viemamese shrimp. 

In the Using the Theory section that follows, we take a closer look at one of the 
longest-running examples of protectionism in the United States. 

The U.S. Sugar Quota3 

The United States has protected U.S . sugar producers from fo reign com
petition since the 19305. Since the 1980s, the protection has been pro
vided in the form of a price guarantee. Essentially, the government has 
promised U.S. suga r beet and .~ugar cane producers and processors that 
they can sell their sugar at a predetermined price-22 cents a pound
regardless of the world price of sugar. 

, [nformalion in chis <""lion is based on: l\lark A. Groombridg~, ~Amerka 's Binersweec Sngar ['o[iey." 
Tr",{e Briefing bper No. 13. Caco [ns(icme, ()ec~mher 4, 2001; Lance Gay, "Soured on Sugar Prices. 
Candy ;\1akNS u.,<c (he U.S.,~ Smpp$ /low",d New$ Service. June [8.2003, "Closing (be 'SlUffed 
r',l olasses' I.oophole.~ White Paper. Uniled Sfafes Susar Corporarion 'hllp:!/WwU· ... H"gar.(om/ 
preHroomll"}1ite_p,'prrs/sr"{{ed_mo/"sus.ht"'/): and Remy Jurenas. "Sugar Policy Issues," CRS Iss"" 
Br;er {or Congress. Congressional Research ServICe. February 16,2006. 

Some Examples of U.S. 
Protectionism 
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This may not sou nd [ike a high price for sugar. But in the rest of the world, peo
ple and businesses can buy sugar for a lot less. From 2000 to 2005, the world price 
of sugar has averaged about 9 cents a pound, while Americans have continued to 
pay 22 cents. Even in 1985, when the world price of suga r plunged to just 4 cents a 
pound-a bonanza for sugar buyers around the world-American buyers were not 
invited (Q the pan y: The United States price rema ined al 22 cems. 

Because the world price of sugar is so consislenliy below the U.s. price, the gov
ernment cannot keep its promise fO support sugar prices while simultaneously allow
ing free trade in sugar. With free trade, the price of suga r in the United States would 
plummet. The government's solution is a suga r quota. More accurately, the govern
ment decides how much foreign sugar it will allow into the United States each year, 
free of any tariff; all sugar beyond the a llowed amount is hit wi th a heavy tariff of 
about 16 cems a pound. Since the tariff is so high, no one in the United States imports 
suga r beyond the a llowed amount. So, in effect, the United States has a sugar quota . 

The primar), effects of the sugar quota are on sugar producers and sugar con
sumers. As you've learned, an import quota raises the domestic price of sugar (the 
quota's purpose). Sugar producers benefit. But sugar consu mers are hurt even more. 

And the harm is substantial. Table 5 shows that American consumers pay almost 
$2 billion more each year for sugar an(1 products conta ining sugar due to the sugar 
quota. But sprea d widely over the U.S. population, th is amounts to less than 
$15 per person per year. This probably expla ins wh y you haven't bothered to lobby 
for free trade in sugar. 

But the COStS of the sugar quota go beyond ordina ry consumers. Industrial suga r 
users- such as the ice cream industry-are affected by the higher price tOO, not all 
of wh ich can be passed on to consumers. So the)' tr)' to avoid the quota's harm in 
other ways. One way is to waste resources buying sugar abroad disguised as other 
products. In the late 1990s and earl)' 2000s, U.S. firms bought abou t 125,000 tons 
of sugar each year mixed with molasses, which was not restricted by the sugar 
quota. The sugar was then separated from the molasses. Even with these additional 
(and wasteful) processing costs, it was still a better dea l to buy the disguised suga r 
abroad than to bu)' it through regular channels in the United Sta tes. 

And sometimes a fi rm decides it's JUSt not worth it anymore. In June 2003, 
Lifesavers was added to the list of other candy and baked-goods manufacturers who 
simpl)' gave up trying to bu)' sugar in the United States, and moved their production 
facili ties to Canada. In Canada, which doesn't have a quota, sugar can be purchased 
at the lower, world price. 

Taxpayers, too, pay a cost for the sugar quota because as part of its price SUppO Tt 
program , the U.S. government mu st occasionally buy excess sugar from producers. 
In 2005, the U.S . government was storing about 759,000 tons of suga r at a COSt of 
more than $1 million per month. The government must a lso hiTe specia l agents to 

detect and pre vent sugar from entering the country illegally. 
A final COS I of the sugar quota is one that we have not yet considered in our dis

cussion of international trade. In Figure 4, when a U.s. tariff or quota caused imports 
to sh rink , we assumed that the world price of the good remained unchanged. But 
when a country is a very large buyer in the world market, a reduction in its pur
chases can cause the world price to drop. Essentia lly, the quota-by keeping suga r 
out--causes greater quantities of sugar to be dumped ontO the world market, 
depressing its price. This hurts the poorest countries in the world that rely on sugar 
as an importa nt source of export revenue. The suga r quota's harm to these counuies 
has been estimated at about S 1.5 bill ion per yea r. 
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Why do we bear all of these costs? Because of lobbying by groups who enjoy 
highly concentrated benefits. There aTe about 13,000 sugar farms in the United 
States. When the $2 billion in additional spending by U.S. consumers is spread 
among this small number of farms, the additional revenue averages out to more than 
$150,000 per farm per year. Those benefits are sizable enough to mobilize sugar pro
ducers each time their protection is threatened. 

And mobilize they do . In 2004, the United States negotiated a free trade agree
ment with Australia that eliminated barriers on almost every good or service 
except sugar. In 2005, the United States approved DR -CA FTA-a free trade agree
ment with five Centra l American countries and the Dominican Republic. Once 
again, sugar was an exception: Additional sugar imports from all six countries com
bined were restricted to less than 2 percent of the U.S. marker. 

There is another group that receives concentrated benefits from the sugar quota: 
producers of high-fructose corn syrup, the clo,~est substitute for sugar. Because of the 
sugar quota, high-fructose corn syrup can be sold at a substantially higher price . 

Not su rprisingly, the largest producer of high-fructose corn syrup in the U.S. 
market-the Archer Daniels Midl and (A DM ) company- has funded o rganizations 
that lobby Congress and try to sway public opinion in the United States . Occasionally, 
you may see a full- page newspaper advertisement paid for by one of these groups, 
arguing that sugar in the United States is chea p. And it is ... until you find out what 
the country next door is paying. 

Summary 

'" 

A country has a comparali!le ad!lalllage in a good when it can 
produce it at a lower oppormnity cost than another country. 
When countries spccialize in the production of their comparative 
advantage goods, world producrion rises. Both countries benefit 
as consumption riscs in each country. The distribution of the ben
efits between countries depends on the term, of t rade-the rate ,II 
which the imported goods are traded for the exported goods. 

olten encourage government 10 block or reduce trade through the 
usc of tariffs (taxes 011 imported goods) and quotas (limits 011 the 
volumc of imports). 

Despite the benefits tn each nation as a whole, those who 
supply goods that must compete with cheaper imports arc 
harmed. Because the gains from tradc are spread widely while the 
harm is concentrated among a smaller number of people, the lat 
teT have an incentive to lobby against free Irade. Those harmed 

I. Suppose that the costs of production of winter hats and 
wheat in two countries are as folluws: 

United Statcs 

I'er winter hat $10 
Per bushel of wheat $1 

Russia 

5,000 rubles 
2,500 rubles 

A variety " f argumentS have bt...,n proposed in suppOrt of pro
tectionism. Some are dearly invalid and fail 10 recognize the 
principle that both sides gain whell countries trade according to 

thcir comparative advantage. Morc sophisticated arguments for 
restricting trade may have merit in cerrain circumstances. These 
include strategic trade policy- the norion that governments should 
assist certain strategic industrics-and the idea of protecting 
infant industries whcn financial markets are impcrfect. 

a. What is the oppOrlunil}' cost of producing one more 
winter hat in the United States? In Russia? 

b. What is the opportuniTy CUSt oj producing One more 
bushel of wheal in tire United States? In Ru.sia? 

c. Which country has a comparative advantage in winter 
hats? In wheat? 

2. S"ppuse that the ,\Iarshallislands does not trade with the 
outside world . II has a competitive dOlllcstic market fo r 



VCRs. The market supply and demand curves are renected 
in this table: 

I'rice Quantity QuantiJ)' 
(SIVeR) Demanded Supplied 

500 0 500 
400 100 400 
300 200 300 
200 300 200 
100 400 100 

0 500 0 

a. Plot the supply and demand curves and determine the 
domestic equ,lobrium price and quantity. 

b. Suddenl)" the islanders discover the vinues of free 
exchange and Ixgin trading with the outside world. The 
Marshall [slands is :I ,·ery small COUnlr)" and so its trad· 
ing has II() effC/:t on the price established in the world 
market. It can import as many VCRs as it wishes at the 
w()r[d price of $100 per VCR. [n this situ~tion, how 
many VCRs will Ix purchased in the Marshall Islands? 
How man)' will be produced there? How man)' will be 
imponed? 

c. After pr()[ests from domestic producers, the government 
decides to impose :I tari ff of S LOO per imported VCR. 
Now how many VCRs will be purchased In the 
/I,·larshall Islands? How many will be produced there? 
1·low many will be imported? 

d. What is the gO"emment's re\"Cnuc from the tariff 
described III pan (c)? 

e. Compare the effect of the tariff described in part (c) 
with a quota that limits imports to 100 VCRs per 
rear. 

J. The following table gives information about the supply and 
demalld f()T bed in the European Un;ol1. The prices are in 
euros, and quantities arc millions of pounds of bed per 
month. (You ma), wish to draw the supply and demand 
curves to help you visualize what is hapPCllillg.) 

Q uantity Quantity 
I'ricc Supplied Oemanded 

0 0 160 
2 20 140 
4 40 120 
6 60 100 , 80 '0 

10 100 60 
12 120 40 
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a. In the absence of international \Tade, what is the equi
librium price and quantity of beef? 

b. If trade opens up, and the world proce of beef is (and 
rcmains) 2 eurus per pound of beef, how much 
bed will EU producers supplr? How much bed 
Will EU consumers demand: How much beef will 
be imported? 

c. Within the EU, who gains and who loses when trade 
opens up? 

4. Using the data on supply and demand in problem 3, 
supposc the EU imposcd a lariff of 2 euros on each pound 
of beef. 
a. 1·I()w much beef would EU producers supply? 
b. 1·low much beef would EU consumers Ocmand ? 
e. Ilow much beef would the EU import? 
d. How much total revenuc would EU government author· 

ities collect from the tariff? 
5. Usmg the data on supply and demand in problem 3, sup' 

puse the ~:U imposed a quota on imports of beef equal to 

40 million pounds of beef per month. 
a. What would be the price of beef in the EU? 
b. I [ow much beef would EU producers supply? 
c. I low much beef would EU consumers demand? 

6. Refer 10 Table 3 in the chapter. Suppose the lerms of trade 
are two and a ha/f'I:shirts for each bushel of soybeans 
(instnd of three for one as in the chapter). As III Ihe chap
ter, assume the United Sta[I'S increases soybean production 
by 100 l1ullion bushels and exports 80 Imilion of them to 
China, and that China decreases its own soybean produc· 
tJOn by SO 11l1l1ion bushels. Some of the rl~nallllllg numbers 
in the table Will have to change to be consistent with these 
new specifications. Then, answcr each of the following 
questions. 
a. Dol'S China still gain from trade? Explain briefly. 
b. Docs the United States still gain from trade? Explain 

bridly. 
e. Compare the effects of trade for China under the new 

ali<I old terms of trade. In which case docs China fare 
better: Explam briefly. 

d. Compare the effectli of trade for the United States under 
the new and old terms of trade. In which case does the 
Ulllted States fare beller? Explain briefly. 

7. Refer to Table 3 in the chapter. Suppose the tenus ()f 
trade arc {our l :shirts for each bushel of soybeans (instead 
of thn-e for one a5 in the chapter). Assume the United States 
increases S()ybe3n production br 100 million bushels and 
exports 60 million to China. China increases its "I:shirt 
production br 250 million. Some of the remaining numbers 
in the table will have to change, to be (()nsistent with these 
new specificatiolls. Then, answer each of the following 
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questions. 
a. Does China still gain from trade? Explain bridly. 
b. Does Ihe Uniled Stales slill gain from Irade? Explain 

brie(Jy. 
c. Compare lhe: dfcctli of Irade for Chma under the new 

and old lerms of Irade. In which ca~ docs China fare 
bemr? Explain brie(Jy. 

d. Compare lhe: dfects of lrade for Ihe Uniled Siaies under 
lhe: new aud old II.'1"m5 of trade. In which case dues lhe: 
UnIted States fare bener? Explain brieny. 

8. Redraw Ihe Pl'Fs for the UlI1ted Stales and China from 
Figure 2 in Ihe chapter. Assume Ihat the initial produCiion 
and consumption PO'ntS (A and A' ) and the new prod uction 
pollllS (8 and W ) are the same as in Ihat figure. Plot the 
new consumption points (C and C') Ihal corrupond to 

your reSUllS from the previous prohll'111 (7). 

9. The following tahle shows Ihe hypolhelicallabor require· 
ments per 101) of wuol and per hand·knolled rug, for New 
Zealand and for India. 

Labor H eqLlircmcnl~ per Unit 
New Zealand India 

Per ton uf wool 
Per hand·knotted rug 

to houn 
60 hours 

40 hours 
80 hours 

a. Which count ry' has 3n absolute advantage ill each 
product ? 

h. Calculate the: opponulIlly cost 111 nch coumry for each 
of the two products. Which country has a compar.ui,'e 
advantage", each product? 

c. [f IndIa produces one more rug and exports il 10 New 
Zealand, whal IS the lowest pnce (measured in IOns of 
wooillhat It wouk! aeee]>!? What is the highesl price 
Ihal New Znland would pay? Within what range will 
Inc equllIbTlum terms of trade lie? 

10. Using Ihe data from prohlem 9, suppose Ihal New Zealand 
has 300 million hours of Labor per period, while India has 
800 million hours. 
a. Draw Pl'Fs for bmh countries for the two goods (put 

quantity of wool on the vertical aXIs). 
h. Suppose Ihal, before trade, each country uses half of its 

labor 10 produce woul and half to produce rugs. Locate 
each country's production poinl on ils l'pF (label it A 
for N~w Zeal~nd, '!Ild A' for India). 

c. Afler tr~Je upens up and each country specializes in its 
comparative advantage good, locate each country's pro· 
duction point on ils I'I'F (label it B for New Zealand, 
and IJ' (or India). 

More Cholletlgillg 

] I. This problem uses the dala from problem 9, and the graphs 
you drew in problem 10. Suppose that the lerms of trade 
end up al 4 ton5 of wool for 1 hand· knotted rug. Suppose, 
loo, that N~w Zealand decides 10 exporl 12 million Ions of 
wool to India. 
a. How mallY rugs will New Zealand import from 

India? 
b. What will be New Zealand's consumplion of each good 

after trade? 
c. What will be: Indla's co,,~umpuon of each good after 

trade? 
d. On the 1'1'1'5 you drew for problem ]0, plot each coun· 

Iry's consumplion point after trade. Label it C for New 
Zealand, and C for In.! ia. 

n. In Figures 3 aud 4, we assumed Ih3tlhe world price 
of a good wa$ fi xed, and not affected by Ihe quantity 
of imports a country chooscs. But if a country is large 
relalive to Ihe world nl<lTkel, its imporu can in(Juence the 
world price. 

Suppose the market for good X involves only two large 
countries (A ami B), wilh supply and demand schedules as 
shown below: 

I'rice pcr 
Unitof 

Good X 
(measured 

in dollars ) 

'JO 
9 
8 
7 
6 , 
4 
J 

Country A 

Quantity Quantity 

Demanded Sup plied 

of Good X of Good X 

1 25 
2 22 
J 19 
4 16 , 1J 
6 JO 
7 7 
8 4 

I'rice per 
Unit of 

Country B 

Good X Quant ity Quami!y 
{measured Demanded Supplied 

in dollau) of Good X of Good X 

SlO , II 
9 6 10 
8 7 9 
7 8 8 
6 9 7 
5 10 6 
4 II 5 
J 12 4 

a. plotth. supply and demand curves for each country. 
b. Before int~nlaliol)altrade, what is the e'luilibrium price 

and 'luantity in each WU lltry? 
F<)r the remaillmg fluesthllls, ass"",,, that the two 
c<)"'ltries am trade ill good X. 

c. Which country will export good X? 



". 
d. What will be the equilibrium world price? {H int: This 

will be the price at which the quantit}' o f exports from 
one country equals the quantity of imports to the 
other.) 

e. What will happen to production and consumption ill 
COUlltry A? 

f. W hat will happen to production and consumption in 
Coulltry B? 

Part VI: Efficiency, Government. and the Global Economy 

g. What quantity will be exported (and also imported) ill 
equilibrium? 

h. On your graph, label the new levels o f production and 
consumption in each country, as well as distances repre
senting exports and imports. 



A 

Absolute ad~':ull :lgt The abi lity 10 produce a good or sen'
ice, using fewer resources than other producers use. 

Aggregate dcm:U1 d (AD) CUrI'C A cu rve indicating equilibri
um GDP ~t c:lch price level. 

Aggregate expenditure (A£) The sum of spend ing by house
holds, business firms, thl;' gOl'ernment, and foreigners on 
final goods :Ind services produced in the United Stales. 

Aggregate produClio n fUli clion The relationship showing 
how much total output call be produced with different 
quantities of !:lbor, with quantities of all othu resources 
held conSI:l.IlI. 

Aggregate supply (AS) cun'c A (urn: indicating the price 
len:1 consis,,:!\[ with fi rms' unit (05 (1; and markups for 
any lc\'c! of output oller the shon run. 

Aggrcg:uion The procl:SS of combining differem t hings inlo 
a single calegory. 

Ahernale goods Dlher goods Ihrll a fi rm could produce. 
using some of Ihe same Iypcs of [npuls as rhe good in 
question. 

Aliernale market A markel OIher than the one heing ana· 
I~'za:l in which the Sllme good could he: sold. 

Appreciat ion An increas(' in the price of a currency in 3 

noating·rate s)"siem. 
AUlOm:uic stabiliurs Forces that reduce the size of the 

expenditure tnuitip1i('r and diminish the impact of 
spending shocks. 

AUIOn011l0US consumption spending The part of consump· 
tion .~ pending that is independem of income; also the 
venical intercept of Ihe consumplion function. 

Average S1andard o f li,-ing Tota l OUlput (real GOP) per 
person. 

A,-c rage lax ratc The fraction of a gil-en income paid in 
taxes. 

B 
Balance shcel A finan cial Stalemcnt showing assets. liabili · 

li('s. and net wonh at a poiOl in rime. 

Banking panic A situation in which depositors attempt to 

wilhdraw funds from m;I1lY banks simultaneously 
Bo nd A promise to pa j' bade borrowed funds, issued b~- a 

corporation or government agenq. 
Boom A period of time during which real GOP is above 

potential GDP. 
Budgct defici l The excess of gOl'ernmenl purchases over nel 

taxes. 
Budgc t surplus The excess of net taxes over government 

purchases. 
Busin ess cycles Fluctuations in real GOP around its long· 

term growth trend. 
Business dcmand for fun ds cun-c Indicates the level of 

inveSlment spending finns pl:l1l 31 various imeresl rales. 

c 
Capilal Somelhing produced that is long-Iasling and used to 

produce other goods. 
Capilal gains tax A rax on profits earned when a financial 

asset is sold :11 more than ils llequisi(ion pricc-. 
CapilallK'r worker The lotal capila l sIOck dil-ided by lotal 

employmem. 
Capital stock The IOtal value of all goods that will provide 

useful sen-ices in future years. 
Capitalism A t)'pe of c-conomic s),stel11 in which most 

resources are owned privately_ 
Cash in Ihe hands of the public Currency and coins held 

outside of bank s. 
Central bank A na tion's principalmonct:lry authority 

responsible for controlling the monty su pp1r. 
Ceteris paribus Latin for Mall else n:llIaining (he same." 
Change in demand A shift of a demand curve in response to 

a change in some variable other than price. 
Change ill quantit)' demallded A mOI'ement along a demand 

curve in response 10 a change in price. 
Change in quantity supplied A movemelll along a suppl~

curve in response 10 a change in price, 
Change in supply A shift of a suppl ~' cUrl'e in response to 

$Ome variable other Ihan price. 

G1 



G2 

Circular flow A simple mudd that shows how goods, 
resources, and dollar payments flow between households 
and firms. 

ClassiC<l1 model A macroeconomic model that explains the 
long-run behavior of the econom)'. 

Command or cenlrally planned economy An economi.;; sys
tem in which resources are allocated according to explicit 
instructions from a central au thority, 

Communism A type of economic system in which most 
resources a re owned in common. 

Comparative advantage The ability to produce a good or 
snvice at a lower opportunity COSt than other producns. 

Complement A good that is used together with some other 
good. 

Complete crowding out A dollar-for-dollar decline in one 
sector's spending caused by an increase in some other 
sector's spending. 

Consumer rrice Index An index of the cOSt, through time, 
of a fixed market basket of goods purchased b~· a typica l 
household in some base period. 

Consumption (C) The part of GOP purchased by house
holds as fina l users. 

Consumption fun ction A positivelr sloped relationship 
between real consumption spending and real disposable 
mcome. 

Consumption tax A tax on the part of thdr income that 
households spend. 

Consumption-income line A line showing aggregrale con
sumption spending at each level of income or GOP. 

Corporate profits tax A tax on the profits earned by 
corporations. 

Countercyclical fiscal policy A change in government pur
chases or net mxes designed to reverse or prevent a reces
sion or a boom. 

Critical assumption Any assumption that affe(ts the 
conclusions of a model in an important way. 

Crowding out A decline in one sector's spending caused by 
an increase in some orher sector's spending. 

Cyclical deficit The part of the federal budget defic it that 
varies with the business cycle. 

Cyclical un employment Joblessness ar ising from changes in 
production over the business cycle. 

D 
Deflation A decrease in the price level from one period to 

the next. 
Demand curve The graphical depiction of a demand sched

ule; a curve showing the quantit~· of a good or service 
demanded at various prices, wi th all other variables held 
constant. 

Demand CUT\'e for foreign currency A curve indicating the 
quantity of a specific foreign currency tha t Americans 
will want to buy, during a giwn period, at each different 
exchange rate. 

Glossary 

Demand dcposil multiplier The number by which a change 
in reserves is mult iplied to determine the resulting change 
in demand deposi ts. 

Demand deposits Checking accounts that do not pa~· interest. 
Demand schedule A lis t showing the quantities of a good 

that consumers would choose [0 purchase at different 
prices, with all other variables held constant. 

Demand shock An)' event that causes the AD curve to shift. 
Demand-side effects Macroeconomic po licy effects on total 

output that work through changes in toml spending. 
Depreciation A decrease in the price of a currency in a 

floating- rate system. 
Depression An unusually severe recession. 
Devaluation A change in the exchange rate from a higher 

fixed rate 10 a lower fixed rate. 
Discount rate T he inurest rate the Fed changes on loans to 

banks. 
Discouraged workers Individuals who wonld like a job, but 

have given up searching for one. 
Disposable income Household income minus ne t taxes, 

which is either spent or saved. 

E 
Economic growth The increase in our production of goods 

and services that occurs owr long periods of time. 
Economic system A system of resomce allocation and 

resource ownership. 
Economics The srudy of choice under conditions of scarcity. 
Employment-population ratio (EPR ) The percentage of the 

population that wants to be working. 
Entrepreneurship The ability and willingness to combine the 

other resources- la bor, capital, and natural resources
into a productive enterprise. 

Equilibrium GDP In the short run, the level of output at 
which output and aggregate expendirure are equal. 

Equil ibrium price The market price that, once achieved, 
remains constant until either the demand curve or supply 
curve shifts. 

Equil ibrium quantity The market quamity bought and sold 
per period that, once achieved, remains constant until 
either the demand curve or supply curw shifts. 

Excess demand At a given price, the excess of quantity 
demanded over quanti ty supplied. 

Excess demand for bonds The amount of bonds demanded 
exceeds the amount supplied at a particular interest rate. 

Excess reserves Reserves in excess of required reserves. 
Excess supply At a given price, the excess of quantity 

suppl ied over quanti ty demanded. 
Excess supply of money The amount of money supplied 

exceeds the amount demanded at a particular interest rate. 
Exchange The act of trading with others to o btain what we 

desire. 
Exchange rate The amount of one currency that is traded 

fo r one uni t of another currency. 



Glossary 

Expansion A period of increasing real GDP. 
Expenditure approach Measuring GDP by adding the value 

of goods and services purchased by each type of fin al 
user. 

Expenditure multiplier T he amount by whieh equilibrium 
real GDP changes as a result of a one-dollar change in 
autonomous consumption, investment spending, govern
ment purchases, or net exports. 

Explicit cost The dolla rs sacrificed-and actually paid out
for a choice. 

Exports Goods and services produced domestica lly, but sold 
abroad. 

F 
Factor payments Payments to the owners of resourcn that 

are used in production 
Factor payments approach Measuring GDP by summing the 

factor payments earned by all households in the econom~·. 
Fooeral funds rate The interest rate charged fo r loans of 

reserves among banks. 
Federal Open Market Com mittee A committee of Federal 

Resen"e officials that ntablished US. monetary policy. 
Federal Reser ve System T he monetary authority of the 

Uni ted States, charged with creating and regnla ting the 
nation's supply of moner. 

Fiat money Something that serves as a means of payment by 
government dedaration. 

Final good A good sold to its final user. 
Fin ancial intermediary A business fi rm that specializes in 

brokening between savers and borrowers. 
Fiscal policy A change in government purchases or net taxes 

designed to change total output. 
Fixed exchange rate A government-ded ared exchange rate 

maintained by central bank intervention in the foreign 
exchange market. 

Floating exchange rate An exchange rate that is freely deter
mined by the forces of supply and demand. 

Flow variable A var iable measuting a process over some 
period 

Foreign currency crisis A loss of faith that a country can 
prevent a drop in its exchange rate, leading to a rapid 
depletion of its foreign currency (e.g., dollar) reserves. 

Foreign exchange market The market in which one coun· 
try's currency is traded fo r another country's. 

Frictional unemployment Joblessness experienced by people 
who are between jobs or who are just entering or Teenier
ing the labor market. 

Full employment A situation in which there is no cyclical 
unemploymenr. 

G 
GDP price index An index of the price level fo r all final 

goods and services ind uded in GOP. 

G3 

Government demand for funds cun'e Indicates the amount 
of governmenr borrowing at various imerest ra tes. 

Gm'ernmellt purchases (C ) Spending by federal, state, and 
local governments on goods and services. 

Gross domestic product (GOP) The total value of all final 
goods and services produced for the marketplace during 
a given year, within the nation'S borders. 

Growth equation An equation showing the percentage 
growth rate of outpUf as the sum of the growth rates of 
productivity, average hours, t he employment- population 
ra tio, and population. 

H 

(Household) sa"ing T he portion of after·tax income tha t 
households do not spend on consumption. 

Human capital The ski lls and tra ining of the labor force . 

I 

Imperfectly competitive market A market in which a single 
buyer or seller has the power to influence the price of the 
product. 

Implicit cost The value of something sacrificed when no 
direct payment is made. 

Imports Goods and services produced abroad, but con 
snmoo domestica lly. 

Income The amonnt that a person o r firm ea rns over a par
ticular period. 

Index A series of numbers used to track a variable's rise o r 
fall over time. 

Indexation Adjusting the valne of some nominal payment in 
proportion to a price index, in order to keep the real 
payment unchanged. 

Indexed payment A payment that is periodically adjusted in 
proportion with a price index. 

Infant industry argument The argnment that a new industry 
in which a country has a comparative advantage might 
need protection from foreign compet ition in order to 

flourish. 
Inferior good A good that people demand less of as their 

income ris~. 
Inflation rate The percem change in the price level from one 

period to the next. 
Injections Spending from sources other than households. 
Input Anything (including a resource) used to produce a 

good or service. 
Intermediate goods Goods nsed np in prodncing fina l goods. 
International Monetary Fund (IMF) An international organ· 

ization founded in 1945 to help stabilize the world mon
etary system. 

In vestment tax credi t A reduction in taxes for firms that 
invest in capital. 

In voluntary part-time workers Individuals who would like a 
fnll -time job, but who are working only part time. 



G4 

L 

Labor T he time human beings spend producing goods and 
services. 

Labor demand curve Indicates how man)' workers firms will 
wam to hire at various rtal wage rates. 

labor force Those people who hal'( a job or who are look· 
ing for onto 

Labor producti,-ity The OUtpUi produced br the ;)\'cragc 
worker in an hour. 

Labor supply eun'c Indicates how man}' people will want to 
work at various Tell wage r:ues. 

Land The physical space: on which production lakes place. 
as well as the n:nural resources that come with it. 

Law of demand As the: price of a good increases, the quanti
ty demanded decT(';!'SC5. 

law of supply As the price of a good increases, the quantity 
suppl ied increases. 

Leakages Income earned, hut not spt!1l! . by households 
during a given yea r. 

Liquidity The property of being casi1)' converted 
into cash. 

Loan An agreement to pay back borrowed funds, signed by 
a household or noncorporate business. 

Loanable funds market The marktt in which houStholds 
make their saving available to borrowers. 

Long-run aggn:g:ue supply curve A venicalline indicating 
all possible output and price-level combinations at which 
the economy could end up in the long run. 

long-run PbiUips cun'c A vert ical line indicating that in the 
long run, unemplo)'ment must equal ilS natural ra te, 
regardless of the rate of inflation. 

M 
M I A standard measure of the money supply, including cash 

in the hands of the public, checking accoutll deposits, 
and tra\-elers checks. 

M2 M 1 plu s savings accoutll balances, noninstitutional 
money market mutual fund balances, and small time 
deposits. 

Macroeconomics The stud), of the heh:lI'ior of the overa ll 
economy. 

Managed float A policy of frequtnt ctntral bank interven· 
tion to move the exchange rate. 

Marginal propensity 10 consume The amount by which con
sumption spending rises when disposable incomt rises by 
one dollar. 

Marginal tax rate The fraction of an additional dollar of 
income paid in taxes. 

Market A group of buyers and sellers wi th the potential 10 

trade with each other. 
Market clearing Adjustment of pricn until quantities 

supplied and demanded are equal. 

Glossary 

Market econo my An economic system in which resources 
are allocated through individual decision making. 

Means o f payment Anything acceptable as payment for 
goods and services. 

Microeconomics The study of the behavior of individual 
houStholds, firms, and governmentS; the choices they 
make; and their interaction in specific markets. 

Model An astract representation of re:-.lity. 
Monelar), policy Control or manipulation of the mon~' 

supply by the Federal Reserve designed 10 achieve a 
macroeconomic goal. 

Money An asset widel)' accepted as a means of pa)'ments. 
Money demand curve A cun-e indicating ho\\.' much money 

will he wi ll ingly held at each imerest rale. 
Money suppl y The total amount of moner held br the 

public. 
Money suppl y curve A line showing the toul quantitr of 

moner in the economy al each inlerest rate. 
Moral hazard When decis ion makers-expecting assis

tance in the evetll of an unfavorab l ~ outcome--change 
their behavior so thai Ihe unfavorable: outcome is more 
likely. 

N 
National debt The total amoutll the federal govemment still 

owes 10 the general public from paSt borrowing. 
Natural rate of unemploymenl T he unemployment ra te 

when there is no c)'clical unemplo)'ment. 
Net exports (NX) Total exports minus total imports. 
Net financial inflow An inOow of funds equal to a nation's 

trade deficit. 
Net itl\'C!ii tment Investmem minus depreciation. 
Net taxes Go\'emment tax revenues minus transfer 

pa)'ments. 
Net worth The difference between asStts and lia bilities. 
Nominal interest rate The annual percent increase in a 

lender's dollars from making a loan. 
Nominal variable A variable measured without adjustment 

for the dolla r's changing value. 
Nonmarket production Goods and services thai are pro

duced but not sold in a mark~1. 
Normal good A good thai people dtmand more of as their 

income rises. 
Normative economics The Studr of what $hou/d be; il is 

uStd 10 make judgments about the economy and 
prescribe solutions_ 

o 
Open market operations Purchases or sales of bonds by the 

Federal Reserve S)'stem. 
Opportunity cost What is gi\'en up when raking an action or 

making a choice. 
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p 

Patent protection A government gram of exdusive righrs (0 

use or sell a new technology. 
I'Cffecdy competitive markel A markel in which no buyer or 

seller has Ihe power (0 influence the price:. 
Phill ips curve A curve indicating the Fed's choice berween 

inflation and unemployment in the shorl run. 
Physical capital The part of rhe capiral stock consisting of phys. 

ical goods, such as machinery. equipment, and facror~s . 

Planned inves tmcnt spending Business purchases of plam 
and equipment. 

Positi\'e econom ics The srudr of how the economy works. 
I'o tential OUiPUI The leHI of outpUi Ihe econom~' could 

produce if operating at full emplo~'ment. 
PriCl.' The amount of money that mUSt be paid (0 a seller to 

obtain a good or service. 
Pricc kn'l The average level of dollar prices in the economy. 
Pri vate in\'estment (1) The sum of business plant, equipment, 

:lnd softw:lre purchases, new· home construction, :lnd 
inventor), changes; often referred to as just invesrment. 

['roduction poss ibilities fronti er (I'['F) A curve showing a ll 
com binations of t\VO goods that can be produced with 
the resources and technology currently available. 

Proout'ti \'ely ineffi cient A siruation in which more of at least 
one good can be produced without sacrificing the pro· 
duction of any olher good. 

I'rogrcssi\'e tax A tax whose rate incrc:lscs as income increa~. 
Protectionism The belief tha t a nation's industries should be 

protected from foreign competition. 
Purchasing J)O wer pariry (1'1'1') thoory The idea that the 

exchange rate will adjust in the long run so that the aver· 
age price of goods in tWO count ries will be roughly the 
same. 

Quantity demanded The amOUIlI of a good thai all buyers in 
a market would choose {O hu}' during a period of time. 
gillen their constraints. 

Quant ity supplied The specific amounl of a good that all 
sellers in the market would choose (O sell over some time 
period. given (1) a particula r price for the good: 
(2) all other constraints on firms. 

Quota A limiT on the phrsical volume of imports. 

R 
Real in terest ralC The annual percent increase in a lender's 

purchasing power from making a loan. 
Real variable A \'ariable adjusted for changes in the dollar's 

value. 
Rccession A period of significant decline in real GDP. 
R egressi\'~ tax A tax that collecn a lower percentage of 

income as income rises. 

G5 

R~qu i red reseo'e ratio The minimum fraction of checking 
account halances that banks must hold as rescn ·es. 

Required reseo 'cs The minimum amount of resen'es a 
bank mUSt hold, depending on the amount of its deJ)Osil 
liabi lities. 

Rcserves Vault cash plus balances held at the Fed. 
Resource allocuion A method of determining wh ich goods 

and se rvices will ~ produced, how they will be 
produced, and who will ger rhem . 

Resource markets Markets in which households that own 
resources se ll them 10 firms. 

Resources The labor, capital. land and natural resources. 
and entrepreneurship that are used to produce goods and 
sen·ices. 

Run on the bank An attempt by man}' of:l bank 's deposi. 
lOTS to wilhdraw their funds. 

s 
Say's law The idea that total spending will be sufficient to 

purchase the total output produced. 
Scarci ty A situation in which the amount of something 

available is insufficient to satisfy the desire for it. 
Seasonal unemployment Joblessness related to changes in 

we;lther. tOurist patterns, or other seasonal factors. 
Self·correct ing mechanism The adjustment process through 

which price and wage changes return the econOm)' 10 

fu ll ·employment output in the long run. 
Short-run matTo modd A macroeconomic model that 

explains how changes in spending can affect real GOP in 
the short run. 

Short-run macroeconomic equilibrium A combinat ion of 
price level and GOP consistent with both the AD and AS 
curves. 

Simpli fying aSS Unlplion Any assumption that makes a 
model simpler without affccting any of its important 
conclusions. 

Socialism A Iype of economic system in which most 
resources are owned by the state. 

Specialization A method of production in which each person 
concenrrall:S on a limited num~r of acrivities. 

Stagnat ion The combination of falling output and rising 
prices. 

Stock variable a variable me:lsuring a quantity at a moment 
in time. 

Struct ural deficil The part of the federal budget deficit that 
is independent of the business cycle. 

Structural unemployment Joblessness arising from mismatches 
between workers' skills and employers' requirements or 
berween workers' locations and employers' locations. 

Substitu te A good that can be used in place of some other 
good and that fulfills more o r less the same purpose. 

Supply cun 'e A graphical depiction of a supply schedule; a 
curlle showing the quantity of a good or service supplied 
at \larious prices, with all other variables held comtanL 



Supply cune for foreign currency A curve indicating the 
quantity of a specific fo reign currency that will be sup
plied, during a given period, at each different exchange 
rate, 

Supply of funds curvc Indicaus th~ l~vd of hous~hold 

saving at various int~rest rates. 
Supply schedule A list showing the quantities of a good or 

service that fi rms would choose to produce and sell at 
different prices, with Olll other varia hies held constant. 

Supply shock Any e\'ent thOlt causes the AS curve to shift. 
Supply-side effects Macroeconomic polic~' effects on total 

output that work by changing the quantities of resources 
avai la ble. 

T 
Tariff A tax on imports. 
Taylor rule A proposed ru le that wonld reqni re the Fed to 

change the interest-rate by a specified amount whenever 
real GOP or inflation deviate from their preannounced 
targets. 

Technological change The invention or discovery of new 
inputs, new outputs, or new production m~thods. 

Terms of trade The rOltio at which Ol country can trade 
domestically produced products for foreign-produced 
products. 

Total demand for fund s curve Indicates the total Olmount of 
borrowing at various interest rales. 

Trade deficit The excess of a nation's impo rts over its 

Glossary 

exports during a given period, 
Trade surplus The excess of a nation'S exports over its 

imports during a given period. 
Traditional economy An economy in which resources are 

allocaud according 10 long-lived practices from Ih~ past. 
Transfer payment Any payment thOlt is not compensation for 

supplying goods or services. 

u 
Unemployment rate The fract ion of the labor force that is 

without a job. 
Unit of valuc A common unit fo r measuring how much 

something is worth. 

v 
Value added The revenue a firm recei\'es minus the cOSt of 

the intermediate goods it buys. 
Value-added approach Measuring GOP by summing the 

value added by all firms in the econom~·. 

w 
Wealth The totOlI vOllue of everything a person or firm owns, 

at a point in time, minus the total value of everything 
owed. 

Wealth constraint At any point in time, weal th is fixed . 



A 

absolute advantage, 37 
agg.regate demand (AD), 

34 1-372. See 
also aggregate 
supplr (AS) 

aggregate demand 
curve, 341-348 

AS and, shon -run 
equilibrium, 
356- 357 

Recession of 
1990-1991, 
368- 370 

Recession of 200 1 and, 
368-370 

aggregate demand (A D ) 
curve, 34 1-342. Sec 
also aggregate 
demand (A D ) 

deriving, 342-343 
movements along, 

344-345 
shifts of, 345-348 

aggregate expenditure, 253 
income and, 253-254 
monetary policy 

and, 325 
aggregate production 

function, 169-171 
aggregate supp ly (AS), 

34 1-372. See 
also aggregate 
demand (AD) 

AD and, short-run 
equilibrium, 
356-357 

aggregate supply curve, 
348-356 

change and, 357-367 
aggregate supply (AS) 

curve. See 
also aggregate 
sup pi)' (AS) 

COStS and prices, 
348-349 

deriving, 352 
GOP and price level, 

349-352 
movemenrs along, 

352-353 
shifts of, 353-356 

aggregation, 53, 96-97 
alternate goods, 70 
alternate market, 70 
American Airlines, 28 
antitrade bias, 475 
appreciation, 438 
assets 

balance sheets, 
291-293 

liquidity and, 286-288 
assumptions, 9 
automatic stabilizers, 

269,270, 41 6,4 17 
autonomous 

consumption 
spendi ng, 246, 267 

average standard of 
living, 195. See also 
economic growth 

average tax rate, 408 
avian flu, supply and 

demand and, 81-84 

B 

bads, 118 
baht, 445, 446 
balance sheets, 291-293, 

307 
banking panic, 30!:!, 373 
banking system, 

283-312. See [1 150 

money su pply 
balance sheets, 

29 1-293 
bank failures, panics, 

307-310 
commercial banks, 291 
Fed, 284, 293-296 
Fed and money su pply, 

296-307 
financial 

intermediaries, 
defined,290-291 

measuring money 
supply and, 
286-290 

monetary syste m and, 
2!:!3-286 

bankruptcy, 307 
Bernanke, Ben, 39!:!-399 
bonds, 292 , 303 
boom, 230 
Boskin Commission, 

152n, 159n 
Briti sh pounds, 

430-436 
brokers, 104 
budget deficit, 178, 

2 11-213,218, 
40 1-413, 415. See 

also economic 
growth 

and Bush 
administration tax 
cuts, 424-425 

in classical model, 178, 
180, 182-188 

and economic growth, 
2 11-213,2 16, 
218,417 

structural versus 
cyclical, 415-417 

budget su rplus, 178 
built-in inflation, 

386-387 
Bureau of Labor Statistics 

(BLS), 15 1 
Bush. George W., 2 12, 

276, 422-425 
business cycles 

defined,93 
employment and, 93--94 

business demand for 
funds curve, 
[79- \80 

business firms, 70-7 1 
demand for money 

by,3 15 
investment by, 208-2 11 

by-products, 46 

c 
capital,2-3 
capital formation, 107 
capital gains tax, 

209-2 11 

" 
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capitalism, 44-45 output and, 167-171 consumption function, 246 demand deposit 
capital per worker, 206 role of spending and, consumption-income line, multiplier, 
capital stock, 3,107, 171 -1 77 247- 250 300- 30 1,305 

109-110 classical model, on consumption spending, demand deposits, 287 
growth in, 206-207 economIC 106-107,242-247 demand for funds curve, 
investment and, fluctuations, consumption tax, 179- 180 

207-208 232-235 210-2 11 demand for money, 
cash in the hands of the college, opportunity cost corporate profits tax, 209 313-316 

public, 287 example, 20-23 COSt of living, 154 demand schedule, 58-59 
central bank, 293 command economy, countercyclical fiscal demand shock, 357, 
centrally planned 41-42 policy, 27 1-276 361-365 

economy, 4 J-4 2 commercial banks, 291 creeping inflation, J 50 exchange rates and, 
centrally planned commodity money, critical assumption, 448-449 

socialism, 46 284-285 defined, 9 Fed response to, 
ceteris paribus, 66 communism, 44-45 crowding out, 377-379 
change in demand, 60 comparative advantage, 186-187,188 demand-side effects. See 
change in quantity 36-40, 462-488 currency fiscal policy 

demanded, 60 free trade logic and, 463 dollar, history of, 284 depreciation, 438 
change in quantity free trade restr ictions, foreign cu rrency crises, depressions 

supplied, 68-69 477-479 446-448 defined, 93 
change in supply, 68-69 objections to, 473-476 issuing, 296 Great Depression, 
chicken, avian flu protectionism, 479-483 paper, 284-285 309-310,360-361 

example, 81-84 sources of, 471-473 curved lines, 13-14, 16-17 devaluation, 447 
China theory of, 464-471 cyclical deficit, 4 15 disasters, GO P and, 

comparative advantage U.S. sugar quota and, cyclical unemployment, 129-133 
in (exa mple), 483-485 122-123 discounting, CPI and, 154 
464-4 70 complement, 62- 63 discount rate, 296 

economic growth in, complete crowding out, D discou raged workers, 128 
222,225 186-187 disposable income, 175, 

economic systems and, conclusions, 9 dealers, 104 242,243-247 
41,46 consumer goods, 24-27 deficient reserves, 303 dividends, 177 

exchange rate, 430 Consumer Price Index deficit. See budget deficit; dollar, 430-431 
U.S. trade deficit with, (CPI ), 391 trade deficit dollar, history of, 284 

455,456,457-459 calculating, 16 1- 162 deficit reduction, Domi nican Republican -
wages in, 479 CPI market basket, 139 211-213,218 Central American 

choice. See also scarci ty defined, 138 demand, 71, 76. See also Free Trade 
individual, 1- 2 inflation rate and, 139 supply and demand Agreement (DR-
social, 2-4 items included in, change in quantity CArrA), 476 

circular flow model of 138-139 demanded us. 
economy, 54-56 tracking, reporting change in demand, E 

classical ideas, 97-98 price level, 60-61 
classical long-run model, 139-140 excess demand, 73 economic fluctua tions, 

163-J94 consumers law of, 58 230-240 
defined, 164 forward-looking quantity demanded, actual/potential Real 
fiscal policy in, behavior of, 57-S8 GD P and, 231 

184-188 270-271 demand cu rve, 58-64 causes of, 236-238 
Keynesian us., 164-1 66 industries as, 476 defined, 59 classical model on, 
loanable funds market consumption, 106 for foreign currency, 431 232-23S 

and, 177-184 costs and economic shift, 61-64 employment and, 231 
in open economy, growth, 219-220 shifts us. movements, federal budget and, 

192- 194 growth us., 33- 35 59-60 4 15-41 7 
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recent expansions! economists, 7 employment and, explicit costs, 21 
recessions, 238 economy 260-263 exportS, 193-194,463 

short run demand for money equipment, expenditures, 
macroeconomIC, and,315 107-108 F 
440-442 interest rates and, European Union (EU) 

unemployment and, 232 324, 325 protection ism in, 462, factor payments, 113 
economic growth, 89-9 1, employment . See also 476 factor payments 

195-229 production; unemployment in, 121, approach, 11 2-114 
causes of, J 98-200 unemployment 122,375 federal budget, 401-428. 
consumption IJS., 33- 35 business cycle and, work hours in, 200 See also spending; 
costs of, 217-221 93-94 excess demand, 73 taxes 
in employment- Employment Act of excess demand for federal tax revenue, 

population ratio 1946, 92 money, 320 408-412 
(EPR ),200-205 em ploymen t -popu la tion excess reserves, 298 fiscal change in long 

importance of, ratio (EPR ), excess supply, 74-75 run and, 417-419 
195-197 200-205 excess supply of fiscal change in short 

indicators of economic [PR and increase in, money, 320 run and, 415-417 
well-being, 196 204-205 exchange, 36 government outlays, 

in less-developed equilibrium GOP and, exchange rates, 429-461 403-407 
countries, 221 - 227 260- 263 change and, 437-443 national debt, long run, 

policy and, 216-217 false benefits from, 30 defined, 431 423-425 
production possibilities full, 92, 123, demand shocks and, national debt and, 

frontier (PPF ) and, 374-376 448-449 401-402,412-415, 
30-33 growth, 91-93 foreign exchange 419-422 

in productivity, opportunity cost of markets, tax cuts, long run, 
206-216 workers' time, government 423-425 

Real GOP, factors 220-22 1 intervention, tax cuts of 2001, 2003, 
contributing to, 199 status measures, 126 443-448 422-423 

Real GOP, growth rate status of U.5., 127 foreign exchange Federal Deposit Insu rance 
per capita, 197 unemployment and, markets and, Corporation 

economics. See also 119-1 29 429-437 {FDI C), 310 
macroeconomics England . See United monetary policy and, federa l funds rate, 327 

defined, 1 Kingdom 449-450 Federal Reserve System 
methods of, 7- 11 en trepreneurship, 3 trade deficit, U.S.! {the Fed), 239, 284 . 
microeconomICS, eq uilibrium, 72-75 China, 457-459 See also monetary 

defined, 4-5, 97 algebraic solUTion for, trade deficit and, policy 
normative, 5-6 87-88 450-457 countercyclical fiscal 
positive, 5-6 equilibrium price, 73 expansion, 93, policy and, 
scarcity and, 1-4 equi librium quantity, 73 230-240,238 273,276 
study of, 6-7 factors that cause expenditure approach, to demand shocks and, 
using tables and graphs change in, 75-79 GO P, 105-11 1 377-379 

for, 12-18 in loanable funds consumption spending, Federal Open Market 
vocabulary of, 10 market, 180-181 106-107 Committee 

economic systems, 35 in money market, defined, 106 {FOMe), 
resource allocation, 318-322 expenditure multiplier, 294-295,397 

40-44 equilibrium exchange 264-266 functions of, 296 
resource ownership, rate, 436-437 automatic stabilizers geography of, 293- 294 

44-45 equilibrium GOP, and, 269-271 influence on banking 
specialization and 254-255 graphical view of, system, 302 

exchange, 35-40 algebraic equation for, 268-269 interest rates and, 
types of, 45- 50 279-280 tax multiplier, 281-282 322-323 
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monetary policy 
challenges, 
392-396 

money supply and, 
296-297 

ongoing inflation and, 
39\-392 

performance, 
1950-2006, 
376- 377 

structure of, 294-295 
U.S. Treasury and, 305 

fede ral taxes, 408-412. 
See also taxes 

final goods, 103 
financial intermediaries, 

290---291 
firms . See business firms 
fiscal policy, 338-340 

in classical model, 
184-\88 

countercyclical, 
271-276 

demand-side effects of, 
184,188,189, 
216,271,340 

supply-side effects of, 
184,21 

fixed exchange rate, 
444--446 

flat money, 285 
floa ting exchange 

rate, 436 
flow variable, 207 
flucruations . See economic 

fluctuations 
foreign assistance, 

225-227 
foreign currency crises, 

446-448 
foreign exchange markets, 

429-430 
currenc), and, 430-431 
defined, 429 

France 
avian flu and, 81 
central bank in, 293 
living standards in, 196 
unemployment in, 

121,375 
"free lunch," explained, 27 

free trade, 462 
logic, 463 
restrictions, 477-479 

frict ional unemployment, 
119-120 

Friedman, Milton, 27 
full employment, 92, 123, 

374-376 
Full Employment and 

Balanced Growth 
Act, 92 

G 

General Motors, 237 
General Theory of 

£mploymellt, 
[merest, and Malley, 
The (Keynes), 97 

Germany 
living standards in, 196 
wages in, 479 

global markets, 42 
gold, 285 
Gordon, Robert J., 152n 
government. See also 

gross domestic 
product (GOP) 

disaster response and 
GOP, 132-133 

intervention in foreign 
exchange markets, 
443-448 

purch ases, 110 
government bonds, 303 
government outlays, 

405,407 
government purchases, 

184-187,250,252, 
267, 403-405 

government's demand for 
funds curve, 180 

graphs, 12, 92 
curved lines, 13-14, 

16-17 
for equilibrium GOP, 

256-260 
linear equations, 14-16 
solving equations and, 

17-18 
straight-line, 13, 16-17 

Great Depression, 
309-310,360-361 

Greenspan, Alan, 384, 
396-399 

gross domestic product 
(GDP) 

aggregate expenditure 
vs., 253 

aggregate supply curve 
and,349-352 

defined,102-105 
expenditure approach, 

105-111 
feedback effects from, 

to money market, 
336-340 

GOP price index, 
144-145 

government purchases 
and, 403-405 (See 
also federal budget) 

problems with 
measurement, 
117- 119 

real vs. nom inal, 
114-115 

sudden disasters and, 
129-I.B 

uses for measurement, 
115-117 

value-added approach, 
112-114 

growth equation, 199 

H 

Hausman, Jerry, 
154n, 155n 

"hawk and dove K 

policies, 383-384 
"hot money," 438-440 
households, savings by, 

175,209-211 
human capital, 3, 213-214 
Hurricane Katrina, 

129-133,425 

I 

imperfectly competitive 
market, 55 

Index 

implicit costs, 21 
imports, 463 

automatic stabi lizers 
and multiplier, 270 

classical model, 
193-194 

income, 61. See also 
economic growth 

consumption and, 
247- 249 

national, 115-117 {See 
also gross domestic 
product (G OP)) 

rise in, and demand, 
76, 78-79 

wealth 1.'5., 62 
index, defined, 

137-138 
indexed payments, 

141 - 142 
India, 

economic growth 
in, 222 

wages in, 479 
ind ividuals 

demand for money by, 
313- 315 

opportun ity cost for, 
19-23 

scarci ty and choice, 
1- 2 

infant industry argument, 
481 

inferior goods, 61-62 
inflation, 94-96, 

373-400. See also 
monetary policy 

costs of, 145-151 
CPI accuracy and, 

151-155 
CPI and, 141 - 145 
Fed, theory and 

practice, 
377- 384 

Fed and, 396-399 
Fed's performance and, 

376-377 
indexing social security 

benefits and, 
155-158 

inflation rate, 141 
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monetary policy u.s. sugar quota and, increase in, 203 macroeconomics, 89-100 
challenges and, 483-485 labor demand curve, aggregation in, 96-97 
392- 396 Internet, 150, 154 168-169 controversies, 97- 98 

objectives of monetary inventories labor market, 2,127 defined, 5 
policy and, changes in, 108-109 classical theory on economic growth, 89-91 
373- 376 equihbrium GOP and, Output, 167-J69 high employment, 

ongoing, 384-392 255-256 opportunity cost of 91 - 94 
price level and, investment workers' time, microeconomics US., 97 

measurement of, defined, ItO 220-221 stable prices, 94-96 
137- 141 increasing, 208- 213 over past century, 204 study of, 98 

injections, 176-177 spending, 250, 2S 1, labor productivity, 198 Malthus, Thomas, 195, 
input prices, 69-70 263-265, 267 labor supply 215,221 
inputs, 4 investment tax credit, 209 economic fluctuations managed float, 443-444 
insolvency, 308 involuntary part-time and, 233-234 marginal propensity to 
interest rates, 379, 397. workers, 128 increase in, 202 consume (MPC), 246 

See also monetary Italy labor supply curve, marginal tax rate, 408 
policy; money market avian flu and, 81 167- 168 market capitalism, 45-46 

automatic stabilizers comparative advantage laissez-faire, 97 market clearing, 165-166 
and multiplier, 270 in, 472 land, 3 market economy, 41-42, 

changing target, economic growth law of demand, 58 43-44 
329-330 in, 197 law of supply, 66 markets, 42 . See also 

effect on economy by, living standards in, 196 leakages, 176-177 supply and demand 
324, 325 unemployment in, 121 less-developed countries circular flow model , 

the Fed and, 322-323 wages in, 479 (LDCs), economic 54-56 
foreign exchange rates growth and, 221-227 competition in, 54-57 

and, 433, 436 , lifesaving, efficiency and, defined, 52-54 
maintaining target, 47- 50 product and resource 

328-329 Japan linear equations, 14-18 markets, 54 
money market and comparative advantage liquidity, 286 Marx, Karl, 44 

monetary in, 472-473 loanable funds market, mea ns of payment, 283 
policy, 315 economic growth 177-178,330 Mexico, 

Recession of 2001, in, 197 equilibrium, 181 comparative advantage 
331-333 exchange rate, 444 with trade deficit, 193 in, 472 

theories of, 330-331 living standards in, 196 loans, 292 example of trade 
intermediate goods, 103 u.s. trade deficit with, long run . See also classical with,429 
Internal Revenue Service 451 - 454 long-run model wages in, 479 

(IRS ), 29 wages in, 479 fiscal changes in, microeconomics, defined, 
International Monetary 417-419 4-5, 97 

Fund (1M F), 446-448 K purchasing power parity military 
international trade (PPP), 442-443 opportunity cost 

comparative advantage, Keynes, John Maynard, tax cuts and national example, 24- 27 
objections, 473-476 97,164-166 debt, 423-425 purchases, 403-405 

comparative advantage, Keynesian theory long-run AS curve, models 
sources, 47 1-473 classica l us., 164-166 364- 365 building, 8-9 

comparative advantage defined, 97-98 long-run Ph illips curve, defined, 8 
theory, 464-471 390-391 monetary policy, 

free trade logic and, 463 L 313-340,373-400. 
free trade restrictions, M See also Federal 

477-479 labor demand Reserve System (the 
protectionism, economic fluctuations Mt,288-289 Fed); inflation; 

479- 483 and, 233-234 M2,289 money market 
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change and, 322-324 monetary policy and, net financial inflow, society and, 23-27 
defined, 325 325-330 451-455 of workers' time, 
demand for money supply of money, net investment, 109-11 0 220- 221 

and, 313-3 17 317-3 18 net raxes, 175, 187-188 output, \66-1 69 
equilibrium in money money supply, 283-312, net tax revenue, 175 

market and, 378. See also net worth, 293 P 
318-322 bank ing system neutralizat ion, 380 

exchange ra tes and, aggregate demand curve nominal GOP, Pakistan 
449-450 and, 347-348 114-547 comparative advantage 

Fed and, 396- 399 aggregate supply curve nominal interest rate, 148 in, 472 
Fed and the Recession and, 360 nominal variables, living standards in, 196 

of 2001, 331-333 bank failures, panics, 142-144 patent protection, 215 
Fed's performance and, 307- 3 10 nonmarket production, perfectly competitive 

376-377 banking system and, 117-118 market, 55 
feed back effects from 290-293 normal goods, 61 personal income tax, 

GO P to money decreasing, 303-305 normative economics, 408-409 
market, 336- 340 defined, 286 defined, 5-6 Phillips curve, 387- 39 1 

how monetary policy Fed and, 284, 296-307 North American Free physical capital, 2-3 
works, 325-327 increasing, Trade Agreement planned investment 

information problems 297- 300, 302 (NAHA),476 spending, 174 
and, 392-394 measuring, 286-290 planr,107-\08 

interest ra te theories monetary system, 0 population 
and, 330-331 283-286 demand and, 63 

objectives of, money, defined, o il industry, 146,239 growth in, and 
373-376 285-286 ongoing inflation, economic growth, 

ongoing inflation, money supply curve, 318 384-386. See also 225,226 
384- 392 moral hazards, 448 inflation positive demand shock, 

practice of, 327-329 open economy, 380. See also 
rules vs. discretion, N 192-194 demand shock 

394- 396 open market positive economics, 
supply of money and, National Bureau of operations, 297 defined, 5-6 

317-318 Economic Research, opportunity cost potential output, 124-125 
theory and practice, 275 defined, 19 poverty, 22J-227 

377- 384 national debt, 218, economic growth, pTlce 
money demand curve, 401-402,413-414 30-33 of alternatives, 70 

316-3 J7 fede ral budget and, economic growth, expected, 63 
money market, 313- 340. 412-413 consumption vs., input prices, 69-70 

See also monetary futu re obligations and, 33-35 quantity demanded 
policy 421-422 economic systems, and, 58 

change and, 322-324 growth of, 419-420 types, 45- 50 quantity su pplied 
demand for money, interest on, 406-407 economic systems and, and, 66 

313-317 in long run, 417-419 35-45 substitutes and, 62 
equi librium in, national credit limit for individuals, J 9-23 price level, 314 

318-322 and,420-421 international trade aggregate supply curve 
Fed and Recession of natural disasters, GOP and, 471 and, 349-352 

2001, 331-333 and, 129-133 production possibilities costs of inflation and, 
feedback effects from natural rate of frontiers (IJPF), 145-15J 

GOP to, unemployment, defined, 25-27 CPI, calculating, 
336-340 375-376,393-394 productive inefficiency, 161-162 

interest rate theories net exports, 111, 250, 27-28 CPI accu racy and, 
and,330-331 252- 253 recessions, 28- 30 151- 155 
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CPI and, 141-145 Social Security and, resource cost, of inflation, social security, indexing, 
indexing social security 156-158 149-151 156-158 

benefits and, resource markets, 54 social security tax, 
155-158 Q resources, 2-4. See also 409-410 

inflation and, scarcity society. See also 
measurement of, quantity demanded Ricardo, David, 464 production 
137-141 defined, 57 run on the bank, 308 possibilities frontier 

Priceline.com, 28 price and, 58 {PPF) 
prices, 42-43 quantity supplied, S opportun ity cost and, 

aggregate supply curve defined, 65 23-27 
and, 348-349 quotas, 478-479 Say, Jean Baptiste, 172 scarcity and social 

in short-run macro Say's law, 172-177, change, 2-4 
model, 260 R 182-184,239 Spain 

stability, 94-96 scarcity comparative advantage 
private investment, 107, R&D (research and communism and, 44 in, 472 

109-110 development), defined, 1 unemployment in, 375 
production. See also 215-216 individual choice and, specialization 

em ployment Real GOP, 114-11 5 1-2 comparative advantage, 
gross domestic product boom and, 230 social choice and, 2-4 36-40 

and,102- 119, in Britain, 435-4 36 seasonal exchange and, 35- 36 
129-133 economic growth and, unemployment, 120 international trade and, 

non market, 117-118 89-91 self-correcting 465-467,470-471 
Output and, 169-171 foreign exchange rates mechanism, 362- 364 spending, 171 - 177, 
quality and CPI, 153 and, 433 self-sufficiency, 35-36 401-428 . See also 

production possibilities real income, 314-31 S short run federal budget; taxes 
frontier (PPF ) real interest rate, 148 exchange rates in, rota I, in rea listic 

defined, 25-26 real variables, 142- 144 439-44 1 economy, 173-174 
economic growth and, recessions, 29-30, 93, fiscal changes in, total, in simple 

30-33 230-240 415-41 7, 422-42 3 economy, 171-173 
productive inefficiency defined,275 macroeconomIC variables, 174- 177 

and,27-29 interest rates and, fluctuations, stagfl ation, 366 
recessions and, 329-330 440-442 standard of living, 200. 

29-30 recent re<:essions, 238 short-run macroeconomic See also economic 
specialization and Recession of equilibrium, growth 

exchange, 35-36 1990-199 1, 356-357 Starbucks,28 
productive inefficiency, 368-370 short-run macro model, stock market, 396 

defined, 18. See also Recession of 2001, 241 - 282 stock variable, 207 
production 274-27S, 33 1-.B3, change and, 263-271 straight-line graphs, 13, 
possibilities 333,368-370 consum ption spending, 16-17 
frontier (PPF ) regressive tax, 409 242-250 structural deficit, 415 

productivity, economic requIred reserve ratio, countercyclical fiscal structura l unemployment, 
growth and, 292, 30S-306 policy, 271-276 120-122 
206-216 requ ired reserves, 292 equ ilibrium GOP, substitutes, 62 

product markets, 54 research and development 254-263 substitution bias, 151 - 152 
progressive tax, 408-409 (R&D),34 total spending, sugar quota, 483-48S 
protectionism, 479-483 reserves, 292 250-254 supply, 64, 71, 76-78. 
purchasing power. See resource allocation, simplifying assumption, 9 See also supply and 

also inflation; price 40-41 Smith, Adam, 36 demand 
level methods of, 41-42 socia l goals, econom ic change in quantity 

inflation and, 147-148 ownership and, 44-45 growth and, 221 su pplied vs. change 
parity (1'1'1'), 442-443 in United States, 43-44 socia lism, 44-4S in supply, 68-69 
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excess supply, 74-75 supply shock, 357-360, time U.S. quarterly rate 
law of, 66 366-367,382-384 lags, 393 of, 123 
quantity supplied, supply-side effects. See opportunity cost and, for various groups, 125 

65-66 fiscal policy 22-23 United Kingdom 
supply curve, defined, tota l demand fo r funds living standards in, 196 

66-67 T curve, 180 unemployment in, 121 
supply curve, shift, trade, 36 United States. See also 

67-68, 69-71 tables, 12 trade deficit, 455-457 government 
supply schedule, tariffs, 477-479 defined, 450 protectionism in, 

66-67 taste exchange rates and, 482-483 
supply and demand, demand and, 63 450-451 quarterly rate of 

52-88 foreign exchange origins of, in U.S ., 451 unemployment, 123 
Avian flu example, 8 1 and, 433 in classical model, resource allocation in, 
circular flow model, taxes, 401-428. See also 192-194 43-44 

54-56 federa l budget; trade surplus, 450 sugar quota, 483-485 
demand, 57-65 spending trad itional economy, trade deficit, China 
equi li brium and, automatic stab ilizers 41-42 and,457-459 

72-79,81,87-88 and multiplier, 269 transfer pa yments, 11 0, unit of value, 283 
markets, competition changes in net taxes, 269-270,403-405. U.S. Treasury, 305 

in, 54- 57 267- 268 See also federal 
markets, defined, economic growth and, budget V 52-54 209-21 1 
markets, product! fede ral revenue from, U value-added, 112 

resource, 54 408-412 value-added 
supply, 65-72 tax mulriplier, 281-282 underground approach,112 
as three-step process, Taylor, John, 395 economy, 117 

79- 84 Taylor rule, 395 unemployment, 91-94. W 
supply curve technology See also employment 

change in quantity CPI and, 152-153 average rates of, 121 Wal -Mart, 154 
supplied vs. change economic growth and, costs of, 123- 125 wealth, 62 
in supply, 68-69 31, 34,214-216 cyclical, I22-123 consumption spending 

de fined, 67 technological frictional, 119-120 and, 242-243 
shifts vs. movements, advance, 70 measurement of, income vs., 62 

67- 68 terms of trade, 469-470 125- 129 wealth constraint, 314 
supply curve for foreign terrorism natural rate of, wea lthy population, 

currency, 434-435 economic growth 375-376,393-394 economic growth 
supply of fu nds curve, and,2 12 rate, defined, 92 and, 225, 226 

178-179 GDP and, 129-133 recessions and, 29-30 weather, 71, 76-79, 355 
supply of money, recession and, 275 seasonal, 120 World Trade 

317-3 18 Thailand, 445, 446 structural,120-122 Organization 
supply schedule, 66-67 three-step process, 9-1 0 unemployment rate, 127 (WTO), 462, 476 
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