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In the first edition of Macroeconomics, we integrated a global perspective with 
traditional economic principles to give students a framework to understand 
the globally developing economic world. Events since then have made this 
approach even more imperative. In the 1990s, the Soviet Union disintegrated 
and newly independent nations emerged. Much of Latin America was turning 
toward free markets and away from government controls. But by 2005, several 
of these nations were turning away from free markets. Hugo Chavez and Evo 
Morales were guiding Venezuela and Bolivia away from free markets and to-
ward government-run and -controlled economies. Vladimir Putin was driving 
Russia toward more government control. Other events were making the world 
seem very small: North Korea was testing nuclear weapons, Somalia was em-
broiled in a civil war, terrorism was prevalent in nations around the world, and 
much of Africa remained mired in poverty. In 2007, the interconnectedness of 
nations was once again highlighted when the world fell into a recession created 
by the housing collapse in the United States. Students and instructors have 
embraced the idea that the economies of countries are interrelated and that this 
should be made clear in the study of economics. Macroeconomics gives students 
the tools they need to make connections between the economic principles they 
learn and the now-global world they live in.

In this edition, we continue to refine and improve the text as a teaching and 
learning instrument while expanding its international base by updating and 
adding examples related to global economics.

 Changes in the Eighth Edition
The eighth edition of Macroeconomics has been thoroughly updated and re-
fined. A detailed account of all the additions, deletions, and modifications can 
be found in the Transition Guide in the Instructor’s Resource Manual (found 
on the instructor’s site at www.cengage.com/economics/boyes and also on the 
Instructor’s Resource CD).

Revised Macroeconomic Coverage
The focus of  this new edition has been to ensure that the information and 
discussion faithfully represent the latest thinking of economists on important 
macroeconomic phenomena. To this end, many small additions and revisions 
appear throughout. Larger changes of note include: a reduction of introduc-
tory material from five chapters to four; a simplification of the material on real 
GDP with the deletion of chain-type GDP; many applications to the recent 
financial crisis and associated recession appear throughout the macro section; 
a discussion of quantitative easing policies employed by central banks to coun-
ter the recent recession and deflation pressures in Chapter 13; the Chapter 14 
presentation policymaker credibility now includes a discussion of central bank 
inflation targeting as a stabilization tool; and Chapter 18 on globalization now 
includes an extensive new section that explains how the global financial crisis 
began in the United States but spread globally.
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The macroeconomic chapters have all been updated to include the latest 
available economic statistics. In many chapters, numerical examples have been 
revised to provide greater clarity in the graphical presentations, and many of the 
Economically Speaking boxes and commentaries have been revised or replaced 
with more current examples of economic activity around the wrld.

  Successful Features Retained 
from the Seventh Edition

In addition to the considerable updating and revising we’ve done for the eighth 
edition, there are several features preserved from the previous edition that we 
think instructors will find interesting.

Enhanced Student Relevance
With all of the demands on today’s students, it’s no wonder that they resist spend-
ing time on a subject unless they see how the material relates to them and how 
they will benefit from mastering it. We incorporate features throughout the text 
that show economics as the relevant and necessary subject we know it to be.

Real-World Examples  Students are rarely intrigued by unknown manufactur-
ers or service companies. Our text talks about people and firms that students 
recognize. We describe business decisions made by McDonald’s and Wal-Mart, 
and by the local video store or café. We discuss standards of living around the 
world, comparing the poverty of sub-Saharan Africa to the wealth of the indus-
trial nations. We discuss policies applied to real-world economic issues. We talk 
about political, environmental, and other social issues. These examples grab 
students’ interest. Reviewers have repeatedly praised the use of novel examples 
to convey economic concepts.

Economic Insight Boxes  These brief  boxes use contemporary material from 
current periodicals and journals to illustrate or extend the discussion in the 
chapter. By reserving interesting but more technical sidelights for boxes, we 
lessen the likelihood that students will be confused or distracted by issues that 
are not critical to understanding the chapter. By including excerpts from ar-
ticles, we help students move from theory to real-world examples. And by in-
cluding plenty of contemporary issues, we guarantee that students will see how 
economics relates to their own lives.

Economically Speaking Boxes  The objective of the principles course is to 
teach students how to translate to the real world the predictions that come out of 
economic models, and to translate real-world events into an economic model in 
order to analyze and understand what lies behind the events. The Economically 
Speaking boxes present students with examples of this kind of analysis. Students 
read an article at the end of each chapter. The commentary that follows shows 
how the facts and events in the article translate into a specific economic model 
or idea, thereby demonstrating the relevance of the theory. Nearly two-thirds 
of the articles and commentaries are new to the eighth edition, and cover such 
current events as U.S. trade with China, the collapse of consumer confidence 
during the financial crisis, illegal immigration, Venezuela’s redistribution of 
wealth, high gasoline prices, the impact of the government’s bailout of large 
companies, fair trade coffee, and the change in India’s permit raj.
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Global Business Insight Boxes  These boxes link business events and devel-
opments around the world to the economic concepts discussed in the main text 
of the chapters. Topics include such basic micro- and macroeconomic issues as 
global competition, resource pricing, and foreign exchange.

An Effective and Proven System of Teaching and 
Learning Aids
This text is designed to make teaching easier by enhancing student learning. 
Tested pedagogy motivates students, emphasizes clarity, reinforces relation-
ships, simplifies review, and fosters critical thinking. And, as we have discovered 
from reviewer and user feedback, this pedagogy works.

In-Text Referencing System  Sections are numbered for easy reference and 
to reinforce hierarchies of ideas. Numbered section heads serve as an outline 
of the chapter, allowing instructors flexibility in assigning reading and making 
it easy for students to find topics to review. Each item in the key terms list and 
summary at the end of the chapter refers students back to the appropriate sec-
tion number.

The section numbering system appears throughout the Boyes and Melvin 
ancillary package; Study Guides and Instructor’s Manual are both organized 
according to the same system.

Fundamental Questions  These questions help to organize the chapter and 
highlight those issues that are critical to understanding. Each fundamental 
question also appears in the margin next to the related text discussion and, with 
brief  answers, in the chapter summaries. A fuller discussion of and answer to 
each of these questions may be found in the Study Guides that are available as 
supplements to this text. The fundamental questions also serve as one of several 
criteria used to categorize questions in the Test Banks.

Preview  This motivating lead-in sets the stage for the chapter. Much more so 
than a road map, it helps students identify real-world issues that relate to the 
concepts that will be presented.

Recaps  Briefly listing the main points covered, a recap appears at the end of 
each major section within a chapter. Students are able to quickly review what 
they have just read before going on to the next section.

Summary  The summary at the end of each chapter is organized along two 
dimensions. The primary organizational device is the list of fundamental ques-
tions. A brief  synopsis of the discussion that helps students to answer those 
questions is arranged by section below each of  the questions. Students are 
encouraged to create their own links among topics as they keep in mind the 
connections between the big picture and the details that make it up.

Comments  Found in the text margins, these comments highlight especially 
important concepts, point out common mistakes, and warn students of com-
mon pitfalls. They alert students to parts of the discussion that they should read 
with particular care.

Key Terms  Key terms appear in bold type in the text. They also appear with 
their definition in the margin and are listed at the end of the chapter for easy 
review. All key terms are included in the Glossary at the end of the text.
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Friendly Appearance
Macroeconomics can be intimidating; this is why we’ve tried to keep 
Macroeconomics 8th ed. looking friendly and inviting. The one-column design 
and ample white space in this text provide an accessible backdrop. More than 
150 figures rely on well-developed pedagogy and consistent use of  color to 
reinforce understanding. Striking colors were chosen to enhance readability 
and provide visual interest. Specific curves were assigned specific colors, and 
families of curves were assigned related colors.

Annotations on the art point out areas of particular concern or importance. 
Students can see exactly which part of a graph illustrates a shortage or a surplus, 
a change in consumption, or a consumer surplus. Tables that provide data from 
which graphs are plotted are paired with their graphs. Where appropriate, color 
is used to show correlations between the art and the table, and captions clearly 
explain what is shown in the figures and link them to the text discussion.

The color photographs not only provide visual images but make the text 
appealing. These vibrant photos tell stories as well as illustrate concepts, and 
lengthy captions explain what is in the photos, again drawing connections be-
tween the images and the text discussion.

Thoroughly International Coverage
Students understand that they live in a global economy; they can hardly shop, 
watch the news, or read a newspaper without stumbling upon this basic fact. 
International examples are presented in every chapter but are not merely added 
on, as is the case with many other texts. By introducing international effects on 
demand and supply in Chapter 3 and then describing in a nontechnical man-
ner the basics of the foreign exchange market and the balance of payments in 
Chapter 6, we are able to incorporate the international sector into the economic 
models and applications wherever appropriate thereafter. Because the interna-
tional content is incorporated from the beginning, students develop a far more 
realistic picture of the national economy; as a result, they don’t have to alter 
their thinking to allow for international factors later on. The three chapters that 
focus on international topics at the end of the text allow those instructors who 
desire to delve much more deeply into international issues to do so.

The global applicability of economics is emphasized by using traditional eco-
nomic concepts to explain international economic events and using international 
events to illustrate economic concepts that have traditionally been illustrated with 
domestic examples. Instructors need not know the international institutions in 
order to introduce international examples, since the topics through which they 
are addressed are familiar; for example, price ceilings, price discrimination, ex-
penditures on resources, marginal productivity theory, and others.

Uniquely international elements of the macroeconomic coverage in the text 
include:

•  The treatment of the international sector as an economic participant and 
the inclusion of net exports as early as Chapter 4

•  The early description of the foreign exchange market and the balance of 
payments in Chapter 6

•  International elements in the development of  aggregate demand and 
supply

•  An entire chapter devoted to globalization
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Modern Macroeconomic Organization and 
Content
Macroeconomics is changing and textbooks must reflect that change. We begin 
with the basics: GDP, unemployment, and inflation. These are the ongoing 
concerns of any economy, for they have a significant influence on how people 
feel. These are the issues that don’t go away. In addition to these core topics is 
an easy-to-understand, descriptive introduction to the foreign exchange market 
and the balance of payments. We provide a critical alternative for those instruc-
tors who believe that it is no longer reasonable to relegate this material to the 
final chapters, where coverage may be rushed.

Armed with these basics, students are ready to delve into the richness of 
macroeconomic thought. Macro models and approaches have evolved over 
the years, and they continue to invite exciting theoretical and policy debates. 
The majority of the instructors we asked voiced frustration with the challenge 
of pulling this rich and varied material together in class, and stressed that a 
coherent picture of the aggregate demand and supply model was critical. We 
have structured the macro portion to allow for many teaching preferences while 
ensuring a clear delineation of the aggregate demand/aggregate supply model.

To help instructors successfully present a single coherent model, we present 
aggregate demand and aggregate supply first in Chapter 8, immediately following 
the chapter on inflation and unemployment. This sequence allows for a smooth 
transition from business cycle fluctuations to aggregate demand/ aggregate sup-
ply (AD/AS). The Keynesian income and expenditures model is presented in 
full in Chapters 9 and 10 as the fixed-price version of the AD/AS model (with 
a horizontal aggregate supply curve). Those who want to use the AD/AS model 
exclusively will have no problem moving from the Chapter 8 presentation to the 
fiscal policy material in Chapter 11. The policy chapters rely on the AD/AS model 
for analysis.

The macroeconomic policy chapters begin with a thorough presentation 
of fiscal policy, money and banking, and monetary policy, with international 
elements included. Chapter 14 covers contemporary policy issues, and various 
schools of thought are treated in Chapter 15, when students are ready to ap-
preciate the differences between and can benefit from a discussion of the new 
Keynesian and new classical models as well as of their precursors.

Part Four, “Economic Growth and Development,” brings together the con-
cepts and issues presented in the core macro chapters to explain how economies 
grow and what factors encourage or discourage growth. Most of the world’s 
population live in poor countries. Growth and development are critical to those 
people. The material in these chapters also addresses issues of importance to 
industrial countries, such as the determinants of productivity growth and the 
benefits and costs of globalization.

Part Five, “Issues in International Trade and Finance,” provides a thorough 
discussion of world trade, international trade restrictions, and exchange rates 
and links between countries.

  A Complete Teaching and Learning 
Package

In today’s market no book is complete without a full complement of ancillaries. 
Those instructors who face huge lecture classes find good PowerPoint slides and 
a large variety of reliable test questions to be critical instructional tools. Those 
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who teach online in distance or hybrid courses need reliable course management 
systems with built-in assignments and resource materials. Other instructors 
want plenty of options available to their students for review, application, and 
remediation. All of these needs are addressed in the Boyes and Melvin supple-
ments package. And to foster the development of consistent teaching and study 
strategies, the ancillaries pick up pedagogical features of the text—like the fun-
damental questions—wherever appropriate.

  Support for Instructors
Instructor’s Manual (IM)
Patricia Diane Nipper has produced a manual that will streamline preparation 
for both new and experienced faculty. Preliminary sections cover class adminis-
tration, alternative syllabi, and an introduction to the use of cooperative learn-
ing in teaching the principles of economics.

The IM also contains a detailed chapter-by-chapter review of all the changes 
made in the seventh edition. This Transition Guide should help instructors 
more easily move from the use of the seventh edition to this new edition.

Each chapter of the IM contains an Overview that describes the content and 
unique features of the chapter and the Objectives that students will need to mas-
ter in order to succeed with later chapters; the chapter’s fundamental questions 
and key terms; a lecture outline with teaching strategies—general techniques 
and guidelines, essay topics, and other hints to enliven classes; opportunities 
for discussion; answers to every end-of-chapter exercise; answers to Study Guide 
homework questions; and active learning exercises.

Testing Materials
Printed Test Banks  A Test Bank for Macroeconomics, edited and revised by 
Mike Ryan of Gainsville State College, is available with the eighth edition of 
Macroeconomics. In all, more than 2,000 test items, approximately 20 percent 
of which are new to this edition, provide a wealth of material for classroom 
testing. Features include:

•  Multiple choice, true/false, and essay questions in every chapter

•  Questions new to this edition marked for easy identification

•  An increased number of analytical, applied, and graphical questions

•  The identification of all test items according to topic, question type (fac-
tual, interpretive, or applied), level of difficulty, and applicable fundamen-
tal question

ExamView
This testing software contains all of the questions in the printed test bank. This 
program is an easy-to-use test creation software compatible with Microsoft 
Windows. Instructors can add or edit questions, instructions, and answers; and 
select questions by previewing them on the screen, selecting them randomly, or 
selecting them by number. Instructors can also create and administer quizzes 
online, whether over the Internet, a local area network (LAN), or a wide area 
network (WAN). The ExamView testing software is available on the Instructor’s 
Resource CD.
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Instructor Online Resources
The Boyes and Melvin eighth edition provides a rich store of teaching resources 
for instructors online at www.cengage.com/economics/boyes. Instructors 
will need to sign up at the site for a username and password to get onto the 
password-protected parts of  the site. This site includes a variety of support 
materials to help you organize, plan, and deliver your lectures, assign and 
grade homework, and stay up-to-date with current economics news. Here you’ll 
find a thoroughly updated set of multimedia PowerPoint slides covering key 
points in each chapter, with graphs, charts, and photos. An online version of 
the Instructor’s Manual contains solutions to end-of-chapter exercises and 
 discussion questions. 

Aplia Online Learning Platform
Founded in 2000 by economist and professor Paul Romer in an effort to improve 
his own economics courses at Stanford, Aplia is the leading online learning plat-
form for economics. Aplia provides a rich online experience that gets students 
involved and gives instructors the tools and support they need. The integrated 
Aplia courses offered for Boyes and Melvin include math review/tutorials, news 
analyses, and online homework assignments correlated to the relevant Boyes 
and Melvin text. In addition, a digital version of the text is embedded in the 
course to make it easy for students to access the text when completing assign-
ments. Instructors should consult their South-Western/Cengage Learning sales 
representative for more information on how to use Aplia with this text.

  Support for Students
Study Guides
Janet L. Wolcutt and James E. Clark of the Center for Economic Education 
at Wichita State University have revised the Macroeconomics Study Guide to 
give students the practice they need to master this course. Initially received by 
students and instructors with great enthusiasm, the guides maintain their warm 
and lively style to keep students on the right track. Each chapter includes:

•  Fundamental questions, answered in one or several paragraphs and the list 
of Key Terms.

•  A Quick Check Quiz, organized by section, so any wrong answers send the 
student directly to the relevant material in the text.

•  Practice Questions and Problems, also organized by section, include a vari-
ety of question types to test understanding of concepts and skills.

•  Thinking About and Applying uses newspaper headlines or other real-life 
applications to test students’ ability to reason in economic terms.

•  A Homework page at the end of each chapter with five questions that can 
be answered on the sheet and turned in for grading.

•  Sample tests consisting of 25 to 50 questions similar to Test Bank questions 
to help students determine whether they are prepared for exams.

•  Answers to all questions except the Homework questions. Students are 
referred back to the relevant sections in the main text for each question.

www.cengage.com/economics/boyes
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Student Online Resources
The student companion website, located at www.cengage.com/economics/boyes, 
lets students continue their learning at their own pace with practice quizzes, 
chapter summaries, Internet exercises, and flashcards, among other resources. 
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Chapter 1
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1  | Why study economics?

2  | What is economics? 

3  | What is the economic way of thinking?

Fundamental Questions

Economics: The World around You

Americans today are more educated than ever before. Today, about 31 percent of 

Americans aged 25 or older hold a college (bachelor’s or associate’s) degree, whereas 

20 years ago, only 19 percent of Americans held a similar degree. Nearly 15.5 million 

Americans (5 percent of the population) are currently attending college, and over 

50 percent of Americans aged 18 to 22 are currently enrolled in a degree program.

Why is the rate of college attendance so high? College has not gotten any cheaper— 

indeed, the direct expenses associated with college have risen much more rapidly than 

average income. Perhaps it is because college is more valuable today than it was in 

the past. In the 1990s, technological change and increased international trade placed 

a premium on a college education; more and more jobs required the skills acquired in 

college. As a result, the wage disparity between college-educated and non-college-

educated workers rose fairly rapidly in the 1990s. Those with a college degree could 

expect to make about 45 percent more than those without a college degree. Since 

2001, however, this differential has actually declined. Outsourcing of skilled jobs to 

China and India may be part of the explanation, and a large supply of college workers 

may have kept wages from rising. The number of college-trained workers in the United 

States has grown by 32 percent over the past 10 years, compared with only an 8 percent 

1
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Why do the citizens of 

different countries have 

different standards 

of living? Why is the 

difference between rich 

and poor much greater 

in emerging nations than 

it is in the industrial 

nations? Answers to 

questions like these 

emerge in your study of 

economics. In this photo, 

a shantytown is shown 

next to new, modern 

apartment buildings and 

other structures.

■ 1. Why Study Economics? 
Why are you studying economics? Is it because you are required to, because you 
have an interest in it, because you are looking for a well-paying job, or because 
you want to do something to help others? All of these are valid reasons. The 

1  |  Why study economics?

rise for all other education  levels. Still, even though the differential has been declining, 

college-educated people earn nearly twice as much as people without college degrees 

over their lifetimes.

Why are you attending college? Perhaps you’ve never really given it a great deal of 

thought—your family always just assumed that college was a necessary step after high 

school; perhaps you analyzed the situation and decided that college was better than 

the alternatives. Whichever approach you took, you were practicing economics. You 

were examining alternatives and making choices. This is what economics is about.
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college degree is important to your future living standards; economics is a fas-
cinating subject, as you will see; an economics degree can lead to a good job; 
and understanding economics can help policymakers, charities, and individuals 
think about better ways to help the unfortunate.

1.a. The Value of a Degree
What is the difference between a high school diploma and a medical degree? 
About $3.2 million (U.S.), says the U.S. Census Bureau. Someone whose educa-
tion does not go beyond high school and who works full-time can expect to earn 
about $1.2 million between the ages of 25 and 64. Graduating from college and 
 earning an advanced degree translate into much higher lifetime earnings: an esti-
mated $4.4 million for doctors, lawyers, and others with professional degrees; $2.5 
million for those with a master’s degree; and $2.1 million for college graduates.

Putting money into a four-year college education turns out to be a better 
financial investment than putting the same money into the stock market, even 
before the 2006–2009 stock-market collapse. The rate of  return on the money 
spent to earn a bachelor’s degree is 12 percent per year, compared with the long-
run average annual return on stocks of 7 percent. Despite the high return on 
investment, just 30 percent of  the American adults have a college degree. 
In comparison, more than 50 percent of Americans invest in the stock market, 
according to the American Shareholders Association.

In the 1970s, when the information age was young, kids from poorer, less 
 educated families were catching up to kids fro m more affluent families when 
it came to  earning college degrees. But now the gap between rich and poor is 
 widening. Students in the poorest quarter of the population have an 8.6 percent 
chance of  getting a college  degree, whereas students in the top quarter have a 
74.9 percent chance. The difference between being college-educated and not ex-
tends to more than just income. Divorce rates for college grads are plummeting, 
but they are not for everyone else. The divorce rate for high school grads is now 
twice as high as that of college grads. High school grads are twice as likely to 
smoke as college grads, they are much less likely to exercise, and they are likely 
to live shorter and less healthy lives.

Once you choose to go to college, how do you choose what to study? A 
bachelor’s degree in economics prepares you for a career in any number of 
occupations—in business, finance, banking, the nonprofit sector, journalism, 
international relations, education, or government. Graduates find positions at 
investment banking companies and public utilities, in real estate and interna-
tional relations, in government and private organizations. An economics degree 
is also excellent preparation for graduate study—in law, finance, business, eco-
nomics, government, public administration, environmental studies, health-care 
administration, labor relations, urban planning, diplomacy, and other fields.

1.b. What Is Economics?
Economists are concerned with why the world is what it is. In 1990, the Soviet 
Union collapsed, setting countries free throughout eastern Europe and Asia, be-
cause of economics. The nations of Latin America are struggling with progress 
and development because of economics. It is estimated that somewhere between 
11 and 20 million people live in the United States illegally, and they do so because 
of economics. The campaign for the 2008 U.S. presidency started out largely as 
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a debate over national security but ended up being mostly about economics. 
Nationally, the unemployment rate soared from about 4 percent in 2005 to 
nearly 10 percent in 2009. Millions of  workers were worried that their jobs and 
pension plans might disappear. Barack Obama won the presidency because, 
very possibly, more U.S. voters thought that Obama would be able to handle 
the economy than thought McCain would. In fact, every issue in the news 
today concerns economics. It is a broad, fascinating field of  study that deals 
with every aspect of  life.

Economics is often counterintuitive. In fact, economics is probably best de-
fined as the study of unintended consequences. When you study economics, you 
learn that there are costs to everything—there is no free lunch. This is the logic of 
economics that those who have not studied economics may fail to understand.

Your study of economics will be interesting and challenging. It will challenge 
some beliefs that you now hold. It will also help you build skills that will be of 
value to you in your life and in whatever occupation you choose.

■ 2. The Definition of Economics 
What is economics? It is the study of  how scarce resources are allocated among 
unlimited wants. People have unlimited wants—they always want more goods 
and services than they have or can purchase with their incomes; they want 
more time; they want more love or health care, or chocolate cake, or coffee, 
or time. Whether they are wealthy or poor, what they have is never enough. 
Since people do not have everything they want, they have to make choices. The 
choices they make and the manner in which these choices are made explain 
much of  why the real world is what it is.

2.a. Scarcity
Scarcity is the reason the study of  economics exists—without scarcity, there 
would be no need to worry about who gets what. Everyone would have ev-
erything that he or she wants. Scarcity of something means that there is not 
enough of  that item to satisfy everyone who wants it. Any item that costs some-
thing is scarce. If  it were not scarce, it would be free, and you could have as 
much as you wanted without paying for it. Anything with a price on it is called 
an economic good. An economic good refers to goods and services—where 
goods are physical products, such as books or food, and services are nonphysi-
cal products, such as haircuts or golf  lessons.

2.a.1. Free Goods, Economic Bads, and Resources If there is enough of an 
item to satisfy wants, even at a zero price, the item is said to be a free good. It is dif-
ficult to think of examples of free goods. At one time people referred to air as free, 
but with air pollution control devices and other costly activities directed toward 
the maintenance of air quality standards, clean air, at least, is not a free good.

An economic bad is anything that you would pay to get rid of. It is not so 
hard to think of  examples of  bads: pollution, garbage, and disease fit the 
description.

Some goods are used to produce other goods. For instance, to make chocolate 
chip cookies, we need flour, sugar, chocolate chips, butter, our own labor, and 
an oven. To distinguish between the ingredients of a good and the good itself, 

2  |  What is economics?

free good: a good for 
which there is no scarcity

economic bad: any item 
for which we would pay to 
have less

scarcity: the shortage 
that exists when less of 
something is available than 
is wanted at a zero price

economic good: any item 
that is scarce
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we call the ingredients resources. (Resources are also called factors of production 
and inputs; the terms are interchangeable.) The ingredients of the cookies are the 
resources, and the cookies are the goods.

Economists have classified resources into three broad categories: land, labor, 
and capital.

1.  Land includes all natural resources, such as minerals, timber, and water, as 
well as the land itself.

2.  Labor refers to the physical and intellectual services of people, including 
the training, education, and abilities of the individuals in a society.

3.  Capital refers to products such as machinery and equipment that are used 
in production. You will often hear the term capital used to describe the 
financial backing for some project or the stocks and bonds used to finance 
some business. This common usage is not incorrect, but it should be distin-
guished from the physical entity—the machinery and equipment and the 
buildings, warehouses, and factories. Thus we refer to stocks and bonds as 
financial capital and to the physical entity as capital.

People obtain income by selling their resources or the use of their resources. 
Owners of land receive rent; people who provide labor services are paid wages; 
and owners of capital receive interest.

The income that resource owners acquire from selling the use of  their 
resources provides them with the ability to buy goods and services. And pro-
ducers use the money received from selling their goods to pay for the resource 
services.

2.b. Choices
Scarcity means that people have to make choices. People don’t have everything 
they want, and they do not have the time or the money to purchase everything 
they want. When people choose some things, they have to give up, or forgo, 
other things. Economics is the study of how people choose to use their scarce 
resources to attempt to satisfy their unlimited wants.

2.c. Rational Self-Interest
Rational self-interest is the term that economists use to describe how people 
make choices. It means that people will make the choices that, at the time and 
with the  information they have at their disposal, will give them the greatest 
amount of satisfaction.

You chose to attend college, although many in your age group chose not to at-
tend. All of you made rational choices based on what you perceived was in your 
best interest. How could it be in your best interest to do one thing and in another 
person’s best interest to do exactly the opposite? Each person has unique goals and 
attitudes and faces different costs. Although your weighing of the  alternatives came 
down on the side of attending college, other people weighed similar  alternatives 
and came down on the side of not attending  college. Both  decisions were rational 
because in both cases the individual compared  alternatives and selected the option 
that the individual thought was in his or her best interest.

It is important to note that rational self-interest depends on the informa-
tion at hand and the individual’s perception of  what is in his or her best inter-
est. Even though the probability of  death in an accident is nearly 20 percent 
less if  seat belts are worn, many people choose not to use them. Are these 
people rational? The answer is yes. Perhaps they do not want their clothes 

rational self-interest: the 
means by which people 
choose the options that 
give them the greatest 
amount of satisfaction

land: all natural resources, 
such as minerals, timber, 
and water, as well as the 
land itself

labor: the physical and 
intellectual services of 
people, including the 
training, education, and 
abilities of the individuals in 
a society

capital: products such as 
machinery and equipment 
that are used in production

resources, factors of 
production or inputs: 
goods used to produce 
other goods, i.e., land, 
labor, and capital
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positive analysis: analysis 
of what is

wrinkled, or perhaps seat belts are just too inconvenient, or perhaps they 
think the odds of  getting in an accident are just too small to worry about. 
Whatever the reason, these people are choosing the option that at the time 
gives them the greatest satisfaction. This is rational self-interest. Economists 
sometimes use the term bounded rationality to emphasize the point that peo-
ple do not have perfect knowledge or perfect insight. In this book we simply 
use the term rational to refer to the comparison of  costs and benefits.

Economists think that most of the time most human beings are weighing 
alternatives, looking at costs and benefits, and making decisions in a way that 
they believe makes them better off. This is not to say that economists look upon 
human beings as androids who lack feelings and are only able to carry out 
complex calculations like a computer. Rather, economists believe that people’s 
feelings and attitudes enter into their comparisons of alternatives and help de-
termine how people decide that something is in their best interest.

Human beings are self-interested, not selfish. People do contribute to chari-
table organizations and help others; people do make individual sacrifices 
because those  sacrifices benefit their families or people that they care about; 
soldiers do risk their lives to defend their country. All these acts are made in 
the name of  rational self-interest.

■ 3. The Economic Approach
Economists often refer to the “economic approach” or to “economic thinking.” 
By this, they mean that the principles of scarcity and rational self-interest are 
used in a specific way to search out answers to questions about the real world.

3.a. Positive and Normative Analysis
In applying the principles of economics to questions about the real world, it is im-
portant to avoid imposing your opinions or value judgments on others. Analysis 
that does not impose the value judgments of one individual on the decisions of 
others is called positive analysis. If  you demonstrate that unemployment in the au-
tomobile industry in the United States rises when people purchase cars produced in 
other countries instead of cars produced in the United States, you are undertaking 
positive analysis.

R E C A P

1. Scarcity exists when people want more of an item than exists at a zero price.

2. Goods are produced with resources (also called factors of production and 
inputs). Economists have classified resources into three categories: land, 
labor, and capital.

3. Choices have to be made because of scarcity. People cannot have or do ev-
erything that they desire all the time.

4. People make choices in a manner known as rational self-interest; people 
make the choices that at the time and with the information they have at 
their disposal will give them the greatest satisfaction.

3  |  What is the economic 
way of thinking?
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However, if  you claim that there ought to be a law to stop people from 
buying foreign-made cars, you are imposing your value judgments on the 
decisions and desires of  others. That is not positive analysis. It is, instead, 
normative analysis. Normative means “what ought to be”; positive means 
“what is.” If  you demonstrate that the probability of death in an automobile 
accident is 20 percent higher if  seat belts are not worn, you are using positive 
analysis. If  you argue that there should be a law requiring seat belts to be 
worn, you are using normative analysis.

3.b. Common Mistakes
Why are so many items sold for $2.99 rather than $3? Most people attribute this 
practice to ignorance on the part of others: “People look at the first number 
and round to it—they see $2.99 but think $2.” Although this reasoning may be 
correct, no one admits to such behavior when asked. A common error in the 
attempt to understand human behavior is to argue that other people do not 
understand something or are stupid. Instead of relying on rational self-interest 
to explain human behavior, ignorance or stupidity is called on.

Another common mistake in economic analysis, called the fallacy of 
composition, is the error of attributing what applies in the case of one to the case 
of many. If one person in a theater realizes that a fire has broken out and races 
to the exit, that one person is better off. If  we assume that a thousand people 
in a crowded theater would be better off  if  they all behaved exactly like the 
single individual, we would be committing the mistake known as the fallacy of 
composition. For example, you reach an intersection just as the light switches to 
yellow. You reason that you can make it into the intersection before the light turns 
red. However, others reason the same way. Many people enter the intersection 
with the yellow light; it turns red, and traffic in the intersection is congested. The 
traffic going the other way can’t move. You correctly reasoned that you alone 
could enter the intersection on the yellow light and then move on through. But 
it would be a fallacy of composition to assume that many drivers could enter the 
intersection and pass on through before the intersection is congested.

The mistaken interpretation of  association as causation occurs when un-
related or coincidental events that occur at about the same time are believed 
to have a cause-and-effect relationship. For example, the result of  the foot-
ball Super Bowl game is sometimes said to predict how the stock market 
will perform. According to this “theory,” if  the NFC team wins, the stock 
market will rise in the new year, but if  the AFC team wins, the market will 
fall. This bit of  folklore is a clear example of  confusion between causation 
and association. Simply because two events seem to occur together does 
not mean that one causes the other. Clearly, a football game cannot cause 
the stock market to rise or fall. For another example, on Gobbler’s Knob, 
Punxsutawney, Pennsylvania, at 7:27 A.M. on February 2, Punxsutawney 
Phil saw his shadow. Six more weeks of  winter followed. However, whether 
the sun was or was not hidden behind a cloud at 7:27 A.M. on February 2 had 
nothing to do with causing a shortened or extended winter. Groundhog Day 
is the celebration of  the mistake of  attributing association as causation.

3.c. Microeconomics and Macroeconomics
Economics is the study of how people choose to allocate their scarce resources 
among their unlimited wants and involves the application of certain principles—
scarcity, choice, and rational self-interest—in a consistent manner. The study of 

association of causation: 
the mistaken assumption 
that because two events 
seem to occur together, one 
causes the other

fallacy of composition: 
the mistaken assumption 
that what applies in the case 
of one applies to the case 
of many

normative analysis: 
analysis of what ought to be

Conclusions based on opinion 
or value judgments do not 
advance one’s understanding 
of events.
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1  | Why study economics?

•  The study of economics may be the road to a better 
job and will add skills that have value to you in your 
life and in your occupation. §1

•  Economics is interesting; it might be called the 
study of unintended consequences. §1.b

2  | What is economics? 

•  The resources that go into the production of goods 
are land, labor, and capital. §2.a

•  Economics is the study of how people choose to 
 allocate scarce resources to satisfy their unlimited 
wants. §2.b

•  Scarcity is universal; it applies to anything people 
would like more of than is available at a zero price. 
Because of scarcity, choices must be made, and 
these choices are made in a way that is in the deci-
sion  maker’s rational self-interest. §2.a, 2.b, 2.c

•  People make choices that, at the time and with the 
information at hand, will give them the greatest 
satisfaction. §2.c

3  | What is the economic way of thinking?

•  Positive analysis is analysis of what is; normative 
analysis is analysis of what ought to be. §3.a

SUMMARY

R E C A P

1. The objective of  economics is to understand why the real world is the 
way it is.

2. Positive analysis refers to what is, while normative analysis refers to what 
ought to be.

3. Assuming that others are ignorant, the fallacy of  composition, and in-
terpreting association as causation are three commonly made errors in 
economic analysis.

4. The study of economics is typically divided into two parts, macroeconom-
ics and microeconomics.

economics is usually separated into two general areas, microeconomics and 
macroeconomics. Microeconomics is the study of economics at the level of the 
individual economic entity: the individual firm, the individual consumer, and 
the individual worker. In macroeconomics, rather than analyzing the behavior 
of an individual consumer, we look at the sum of the behaviors of all consumers 
together, which is called the consumer sector, or household sector. Similarly, 
instead of examining the behavior of an individual firm, in macroeconomics we 
examine the sum of the behaviors of all firms, called the business sector.

Topics such as whether President Obama’s stimulus plan is working, whether 
 government debt is beneficial or not, whether the Federal Reserve should control 
interest rates of money supply and whether it has been too loose or too tight, 
as well as what China’s economic slowdown means for the United States are 
discussed in macroeconomics. How a firm manages during a recession, whether 
to raise or lower prices, whether to alter the brand or the advertising, whether 
people will purchase slightly less or significantly less gasoline as gas prices rise, 
and the effect on firms and employees of increased government regulations are 
generally microeconomic topics. Remember that the focus in microeconomics 
is the individual—the individual firm, employee, customer, government official, 
etc.—while the focus in macroeconomics is on the entire consumer sector, busi-
ness sector, government sector, and global sector.

microeconomics: the 
study of economics at the 
level of the individual

macroeconomics: the 
study of the economy as a 
whole
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 1.  Which of the following are economic goods? Explain 
why each is or is not an economic good.
a. Steaks
b. Houses
c. Cars
d. Garbage
e. T-shirts

 2.  Many people go to a medical doctor every time they 
are ill; others never visit a doctor. Explain how hu-
man behavior could include such opposite behaviors.

 3.  Erin has purchased a $35 ticket to a Dave Matthews 
concert. She is invited to a send off party for a friend 
who is moving to another part of the country. The 
party is scheduled for the same day as the concert. If  
she had known about the party before she bought the 
concert ticket, she would have chosen to attend the 
party. Will Erin choose to attend the concert? Explain.

 4.  It is well documented in scientific research that 
smoking is harmful to health. Smokers have higher 
incidences of coronary disease, cancer, and other 
catastrophic illnesses. Knowing this, about 30 per-
cent of young people begin smoking, and about 20 
percent of the U.S. population smokes. Are the peo-
ple who choose to smoke irrational? What do you 
think of the argument that we should ban smoking 
in order to protect these people from themselves?

 5.  Indicate whether each of the following statements 
is true or false. If  the statement is false, change it to 
make it true.

a. Positive analysis imposes the value judgments of 
one individual on the decisions of others.

b. Rational self-interest is the same thing as selfishness.
c. An economic good is scarce if it has a positive price.
d. An economic bad is an item that has a positive price.
e. A resource is an ingredient used to make factors of 

production.

 6.  Are the following statements normative or positive? 
If  a statement is normative, change it to a positive 
statement.
a. The government should provide free tuition to all 

 college students.
b. An effective way to increase the skills of the work 

force is to provide free tuition to all college students.
c. The government must provide job training if we are 

to compete with other countries.

 7.  If  people behave in ways that they believe are in 
their best self-interest, how would you explain the 
following?
a. Mother Teresa devoted her entire life to living in the 

worst slums of Asia, providing aid to others.
b. Bernie Madoff created a scheme whereby people 

gave him billions of dollars to invest that he simply 
kept for himself.

c. Pat Tillman gave up millions of dollars when he 
chose to enlist in the military following the 9/11 at-
tack on the United States rather than play profes-
sional football.

EXERCISES

KEY TERMS

scarcity §2.a

economic good §2.a

free good §2.a

economic bad §2.a

resources §2.a

factors of production §2.a

inputs §2.a

land §2.a

labor §2.a

capital §2.a

rational self-interest §2.c

positive analysis §3.a

normative analysis §3.a

fallacy of composition §3.b

association as causation §3.b

microeconomics §3.c

macroeconomics §3.c

•  Assuming that others are ignorant, the fallacy 
of   composition, and interpreting association as 
 causation are three commonly made errors in 
 economic analysis. §3.b

•  The study of economics is typically divided into two 
parts, macroeconomics and microeconomics. §3.c
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 8.  Use economics to explain why men’s and women’s 
restrooms tend to be located near each other in air-
ports and other public buildings.

 9.  Use economics to explain why diamonds are more 
expensive than water, when water is necessary for sur-
vival and diamonds are not.

 10.  Use economics to explain why people leave tips (a) at 
a restaurant they visit often and (b) at a restaurant 
they visit only once.

 11.  Use economics to explain why people contribute to 
charities.

 12.  Use economics to explain this statement: “Increasing 
the speed limit has, to some degree, compromised 
highway safety on interstate roads but enhanced 
safety on non-interstate roads.”

You can find further practice tests in the Online Quiz at www.cengage.com/economics/boyes.

www.cengage.com/economics/boyes
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Economically
Speaking

The Washington Post  June 3, 2007

Not Earning as Much as the Guys? 
Here’s Why

Ah, graduation—that time of 
optimism, of looking to the 
future and its  possibilities. 

Of  dreaming big. For girls now 
 finishing high school, the future has 
never looked brighter. Many will 
go on to college; women comprised 
55 percent of  college students in 
2005. They’ll be equal to the men 
at their schools, paying the same 
tuition and taking the same classes. 
They’ll be the student equivalents 
of stem cells, capable of becoming 
anything. That’s certainly what Pace 
University  sophomore Liz Funk be-
lieves. The twenty-year-old already 
has a contract from a major pub-
lisher for a book about overachiev-
ing girls, and she can’t imagine that 
she’ll ever earn less than a  future hus-
band will. But unless today’s women 
make some changes, that’s exactly 
what may happen. This goes beyond 
that conventional salary- disparity 
culprit, workplace discrimination, 
that was the subject of  a Supreme 
Court  ruling last week. If  Funk and 
her female classmates don’t prosper 
as much as their male colleagues 
do, it will probably be because they 
didn’t dream rich enough dreams 
in choosing their major. As they 
head into the working world, most 
of  this year’s female college grads 
will never be equal to their male 
colleagues again. Last month, the 
American Association of University 
Women reported that in the first 

year after graduating, women work-
ing full-time make 20  percent less 
on average than their male class-
mates. That’s certainly the fate of 
one young graduate from Tulane 
University. Laden with honors and 
boasting killer GRE scores, she is 
hoping to get hired as an intern in 
psychology, at a salary of  about 
$30,000 a year. Her more business-
oriented classmates—mostly male, 
as she recalls—are already making 
more than twice that.

The conventional wisdom as-
sumes that employers are dis-
criminating against young women, 
despite the laws against it. And 
some of  the  disparity—about 5 
percent—does appear to be at least 
partly discrimination. But most of 
it isn’t. Somewhere during their 
four years in the college womb, 
women develop into candidates for 
the world of  work with 15 percent 
less market value than men. Why 
does this happen? It’s not as though 
the women are 15 percent dumber. 
After all, they enter college with 
better grades and graduate with 
better grades. Nor is it self-inflicted, 
driven by women who opt out to 
care for children or pick up socks. 
Most of  the competing workers are 
single and childless. In fact, what 
the AAUW report reveals is that, 
at almost every step of  the way, 
women could make decisions that 
would keep them even with their 

male classmates. But they don’t. 
The biggest decision any student 
keeping an eye on the bottom line 
can make is the choice of  a major. 
According to the AAUW report, 
women who major in education 
make 60 percent of  what female 
engineers make in their first year 
of  work. But far more women still 
choose education over engineer-
ing. Despite the talk of  discrimina-
tion, the same disparity holds true 
for the guys. (A male accounting 
trainee just out of  the University 
of  Albany is making close to six 
figures, while another young man I 
know, who has a degree in anthro-
pology and political science from 
Brandeis, is hoping it won’t be too 
cold in Boston this winter so he can 
live on his $20,000 internship sal-
ary.) But here’s a difference: Unlike 
the female Tulane psych grad, the 
Brandeis guy is thinking about his 
long-term income and going to law 
school. Even within the same ma-
jor, students can prepare for the 
jobs that pay better, if  they care 
to. Teaching math (which many 
women choose) pays less than 
working for a computer company 
or going into business. And there is 
the choice of  employer. Even when 
men and women pick the same ma-
jors and go into the same fields, the 
woman who chooses local govern-
ment or nonprofit sectors starts 
out at a lower pay level than the 
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guy sporting the next mortarboard 
who decides to get into the market 
economy or take a federal job. Liz 
Funk, to her credit, has already 
figured out that she’d be better off  
working as a staff  writer at a mag-
azine, earning benefits, than  try-
ing to make it out of  college as a 
freelancer. But she’s an exception.

The situation in the first year out 
of college is bad enough, but the de-
cisions women make in college set in 
motion a process that will acceler-
ate until, ten years after graduating, 
they are making only 69 percent of 
what men make. That’s because, if  
women earn less from the outset, it’s 
an easy choice as to who will bear 
the responsibility for child care and 
housekeeping when the time comes 
to start a family.

Stay-at-home moms often talk 
about the loving husbands who 
would gladly take time off  to be 
with the kids, except that they earn 
the larger salary. But men’s making 
more money is not a fact of nature; 
it’s a result of  the choices adults 
make starting out. And the crucial 
difference is not gender; it’s mind-
set. I interviewed a young, male clas-
sics major just as he was setting out 
for a summer trip to study Greek 
philosophy before his junior year. 
Classics was his “passion,” he told 
me. But his plan after college is to 
do something in finance. He is not 
prepared to experience, as he put it, 
the “culture shock” of poverty after 
his affluent upbringing.

Similarly, the male accountant 
from the University of  Albany 

didn’t even think about majoring in 
accounting until he got a scholar-
ship in that subject because his math 
scores were so high. As a result, “I 
don’t have a lot of  debt,” he told 
me proudly. By contrast, the Tulane 
psych major was surprised to learn 
what bankers earn ten years out. “I 
guess I’ll end up making a lot less 
than half,” she concluded, laugh-
ing nervously. “It’s okay. It is what 
it is.”

Certainly someone needs to teach 
math and to work for nonprofits and 
local government. And, of  course, 
money isn’t everything. The Tulane 
psych major won a significant award 
for her community organizing be-
fore she even left school. She’s frus-
trated with the “unfairness” of her 
classmates’ earning so much more 
when she is “helping people.” But 
it’s alarming when the altruism is 
so heavily concentrated in one sex. 
And colleges offer precious little ca-
reer counseling to tell women a dif-
ferent story from the one society has 
always told them.

And in the end, college-educated 
women often don’t make lasting 
 careers of  mathematical pedagogy 
or become the head of  the Ford 
Foundation. They weigh their 
69 percent paychecks against the 
money their business- or computer 
science-oriented spouses bring in, 
and they leave their jobs, in whole 
or in part. Even the high-achieving 
Liz Funk thinks that writing would 
be a great job to do from home af-
ter the babies come. When I asked 
her how she planned to continue her 

productive ways with infants crying 
for attention, she responded that she 
has screaming roommates now.

Maybe, on the whole, women 
just aren’t as interested in worldly 
success as men are. According 
to AAUW, 25 percent more men 
than women go to “highly selec-
tive” schools. In that very forma-
tive first year in the work world, 
10 percent more men are working 
full-time for one employer rather 
than holding several part-time or 
successive full-time jobs, as women 
are more apt to do. Studies show 
women are less willing to take the 
higher risks that often accompany 
higher-paying jobs. If  women just 
don’t want to become engineers or 
run big firms, well, it’s a free coun-
try. But the social consequences 
of  these decisions are not posi-
tive. Consider that just as AAUW 
released its report, the big news 
about women in the media—as 
reported by Women in Media and 
the News—was that the reality-TV 
show “America’s Next Top Model” 
was running an episode featuring 
the scarily thin competitors posing 
as victims in a shoot about mur-
der and suicide. Surely this isn’t 
the best we can offer our young 
women to aspire to.

The poet Wordsworth said the 
child is father to the man. If  the girl 
is mother to the woman, her child-
rearing skills are sorely in need of 
some sharpening.

© Linda Hirshman

Economically
Speaking
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Commentary

Economics is the study of  human behavior, so it 
ought to be able to explain why people would 
choose one occupation over another or choose 

one college major over another.
Economists argue that decisions are the result of com-

paring costs and benefits. In this article, two major deci-
sions are discussed, going to college and selecting a major. 
The first decision compares the future income and quality 
of living that a college degree will offer with the costs of 
obtaining that college degree. The article notes that “The 
biggest decision any student keeping an eye on the bottom 
line can make is the choice of a major.” Why would this 
be an important decision? It is significant because what 
you major in determines your value to a firm or the skills 
you have to pursue graduate study or other careers. What 
is the cost of the degree? It is the expense of college—what 
many students take out loans to pay. It is also the forgone 
 income—that is, the income that you would have earned 
had you not gone to college. Someone who takes four or 
five years to complete college has paid tuition, purchased 
books and materials, and paid for room and board over 
those years. Those costs range from a bare minimum of 
$20,000 to well over $100,000. You may have worked part-
time while you were attending college, but if you had not 
been attending college, you could have worked full-time. 

The difference for the years of college would have been 
about $50,000. Thus, the cost of college could have been 
$150,000 or more. But the cost of a major also includes 
the opportunity costs of the time devoted to completing 
the program. It is more costly to get an engineering degree 
than an education degree because the engineering program 
is difficult: The time commitment above and beyond the 
education major is significant. According to the article, 
“. . . women who major in education make 60 percent of 
what female engineers make in their first year of work. But 
far more women still choose education over engineering.” 
Why would they do this?

Selecting a major involves a comparison of costs and 
benefits. As we just mentioned, different majors mean 
different amounts of future income. If  the choice of ma-
jor were only a matter of comparisons of future income, 
there would be fewer art history majors and elementary-
school teachers but more engineers and medical doctors. 
But income is not the only thing that enters into one’s 
benefit calculations. Interest in the subject, living styles, 
amount of leisure time, and other aspects of life enter 
into one’s choice of a college major. Every college stu-
dent tends to select the major that fits with the life style 
they hope to have—the major that yields the greatest net 
benefits to each individual.



According to the old saying, one picture is worth a thousand words. If  that 
maxim is correct, and, in addition, if  producing a thousand words takes more 
time and effort than producing one picture, it is no wonder that economists 
rely so extensively on pictures. The pictures that economists use to explain 
concepts are called graphs. The purpose of  this appendix is to explain how 
graphs are constructed and how to interpret them.

■ 1. Reading Graphs 
The three kinds of graphs used by economists are shown in Figures 1, 2, and 3. 
Figure 1 is a line graph. It is the most commonly used type of graph in econom-
ics. Figure 2 is a bar graph. It is probably used more often in popular magazines 
than any other kind of graph. Figure 3 is a pie graph, or pie chart. Although it 
is less popular than bar and line graphs, it appears often enough that you need 
to be familiar with it.

1.a. Relationships between Variables
Figure 1 is a line graph showing the ratio of the median income of people who 
have completed four or more years of college to the median income of those 
who have completed just four years of high school. The line shows the value 
of a college education in terms of the additional income earned relative to the 
income earned without a college degree on a year-to-year basis. You can see that 
the premium for completing college rose from the mid-1970s until 2001 and has 
declined slightly since.

Figure 2 is a bar graph indicating the unemployment rate by educational 
 attainment. The blue refers to high school dropouts, the red refers to those 
with four years of high school, and the green refers to those with four or more 
years of  college. One set of bars is presented for males and one set for females. 
The bars are arranged in order, with the highest incidence of unemployment 
depicted first, the next highest second, and the lowest third. This arrangement 
is made only for ease in reading and interpretation. The bars could be arranged 
in any order. The graph illustrates that unemployment strikes those with less 
education more than it does those with more education.

Figure 3 is a pie chart showing the percentage of the U.S. population com-
pleting various numbers of years of schooling. Unlike line and bar graphs, a pie 
chart is not actually a picture of a relationship between two variables. Instead, 
the pie represents the whole, 100 percent of the U.S. population, and the pieces 
of the pie represent parts of the whole—the percentage of the population com-
pleting one to four years of elementary school only, five to seven years of el-
ementary school, and so on, up to four or more years of college.

Because a pie chart does not show the relationship between variables, it is not 
as useful for explaining economic concepts as line and bar graphs. Line graphs 
are used more often than bar graphs to explain economic concepts.

Appendix to
Chapter 1

Working with Graphs

14
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Ratio of Median Incomes of College-to High School-Educated WorkersFIGURE 1
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Figure 1 is a line graph showing the ratio of the median income of people who have completed four or more years of college 
to the median income of those who have completed four years of high school. The line shows the income premium for edu-
cational attainment, or the value of a college education in terms of income, from year to year. The rise in the line since about 
1979 shows that the premium for completing college has risen. 
Source: U.S. Statistical Abstract, 2005. U.S. Census Bureau: www.census.gov.

Unemployment and EducationFIGURE 2
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Figure 2 is a bar graph indicating the unemployment rate by educational attainment. 
The blue refers to high school dropouts, the red refers to those with four years of high 
school, and the green refers to those with four or more years of college. One set of bars 
is presented for males and one set for females. The bars are arranged in order, with the 
highest incidence of unemployment shown first, the next highest second, and the lowest 
third. This arrangement is made only for ease in reading and interpretation. The bars 
could be arranged in any order. 
Source: U.S. Census Bureau: www.census.gov/population.
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independent variable: a 
variable whose value does 
not depend on the values of 
other variables

dependent variable: 
a variable whose value 
depends on the value of 
the independent variable

direct, or positive, 
relationship: the 
relationship that exists 
when the values of related 
variables move in the same 
direction

inverse, or negative, 
relationship: the 
relationship that exists 
when the values of related 
variables move in opposite 
directions

1.b. Independent and Dependent Variables
Most line and bar graphs involve just two variables, an independent variable 
and a dependent variable. An independent variable is one whose value does not 
depend on the values of  other variables; a dependent variable, on the other 
hand, is one whose value does depend on the values of  other variables. The 
value of  the dependent variable is determined after the value of  the indepen-
dent variable is determined.

In Figure 2, the independent variable is the educational status of the man 
or woman, and the dependent variable is the incidence of unemployment (the 
percentage of the group that is unemployed). The incidence of unemployment 
depends on the educational attainment of the man or woman.

1.c. Direct and Inverse Relationships
If  the value of the dependent variable increases as the value of the independent 
variable increases, the relationship between the two types of variables is called a 
direct, or positive, relationship. If  the value of the dependent variable decreases 
as the value of the independent variable increases, the relationship between the 
two types of variables is called an inverse, or negative, relationship.

In Figure 2, unemployment and educational attainment are inversely, or 
 negatively, related: As people acquire more education, they become less likely 
to be unemployed.

Educational AttainmentFIGURE 3

Total = 100%

4 Years High School
31.3%

1–3 Years High
School 14.5%

8 Years Elementary
School  4.1%

1–3 Years
College 25.5%

4 or More Years College 
21.9%

1–4 Years Elementary
School  0.9%

5–7 Years Elementary
School  1.8%

Figure 3 is a pie chart showing the percentage of the U.S. population completing various 
years of schooling. Unlike line and bar graphs, a pie chart is not actually a picture of a rela-
tionship between two variables. Instead, the pie represents the whole, 100 percent of the 
U.S. population in this case, and the pieces of the pie represent parts of the whole—the 
 percentage of the population completing one to four years of elementary school only, five 
to seven years of elementary school, and so on, up to four or more years of college. 
Source: U.S. Census Bureau, 2009; www.census.gov/population.

www.census.gov/population
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■ 2. Constructing a Graph 
Let’s now construct a graph. We will begin with a consideration of the hori-
zontal and vertical axes, or lines, and then we will put the axes together. We 
are going to construct a straight-line curve. This sounds contradictory, but it is 
common  terminology. Economists often refer to the demand or supply curve, 
and that curve may be a straight line.

2.a. The Axes
It is important to understand how the axes (the horizontal and vertical lines) 
are used and what they measure. Let’s begin with the horizontal axis, the line 
running across the page. Notice in Figure 4(a) that the line is divided into equal 
segments. Each point on the line represents a quantity, or the value of the vari-
able being measured. For example, each segment could represent one year or 
10,000 pounds of diamonds or some other value. Whatever is measured, the 
value increases from left to right, beginning with negative values, going on to 
zero, which is called the origin, and then moving on to positive numbers.

A number line in the vertical direction can be constructed as well, and this 
is also shown in Figure 4(a). Zero is the origin, and the numbers increase from 
bottom to top. Like the horizontal axis, the vertical axis is divided into equal 
segments; the distance between 0 and 10 is the same as the distance between 
0 and –10, the distance between 10 and 20, and so on.

In most cases, the variable measured along the horizontal axis is the inde-
pendent variable. This isn’t always true in economics, however. Economists 

Figure 4(a) shows the vertical and horizontal axes. The horizontal axis has an origin, measured 
as zero, in the middle. Negative numbers are to the left of zero, and positive numbers are to 
the right. The vertical axis also has an origin in the middle. Positive numbers are above the 
origin, and negative numbers are below. The horizontal and vertical axes together show the 
entire coordinate system. Positive numbers are in quadrant I, negative numbers in quadrant 
III, and combinations of negative and positive numbers in quadrants II and IV.

Figure 4(b) shows only the positive quadrant. Because most economic data are positive, 
often only the upper right quadrant, the positive quadrant, of the coordinate system is used.

The Axes, the Coordinate System, and the Positive QuadrantFIGURE 4
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often measure the independent variable on the vertical axis. Do not assume 
that the variable on the horizontal axis is independent and the variable on the 
vertical axis is dependent.

Putting the horizontal and vertical lines together lets us express relationships 
between two variables graphically. The axes cross, or intersect, at their origins, 
as shown in Figure 4(a). From the common origin, movements to the right and 
up, in the area—called a quadrant—marked I, are combinations of positive 
numbers; movements to the left and down, in quadrant III, are combinations of 
negative numbers; movements to the right and down, in quadrant IV, are nega-
tive values on the vertical axis and positive values on the horizontal axis; and 
movements to the left and up, in quadrant II, are positive values on the vertical 
axis and negative values on the horizontal axis.

Economic data are typically positive numbers: the unemployment rate, the 
inflation rate, the price of something, the quantity of something produced or 
sold, and so on. Because economic data are usually positive numbers, the only 
part of the coordinate system that usually comes into play in economics is the 
upper right portion, quadrant I. That is why economists may simply sketch a 
vertical line down to the origin and then extend a horizontal line out to the 
right, as shown in Figure 4(b). Once in a while, economic data are negative—for 
instance, profit is negative when costs exceed revenues. When data are negative, 
quadrants II, III, and IV of the coordinate system may be used.

2.b. Constructing a Graph from a Table
Now that you are familiar with the axes—that is, the coordinate system—you 
are ready to construct a graph using the data in the table in Figure 5. The table 
lists a series of possible price levels for a T-shirt and the corresponding number 
of T-shirts that people choose to purchase. The data are only hypothetical; they 
are not drawn from actual cases.

The information given in the table is graphed in Figure 5. We begin by mark-
ing off  and labeling the axes. The vertical axis is the list of possible price levels. 
We begin at zero and move up the axis in equal increments of $10. The horizon-
tal axis is the number of T-shirts sold. We begin at zero and move out the axis in 
equal increments of 1,000 T-shirts. According to the information presented in 
the table, if  the price is higher than $100, no one buys a T-shirt. The combina-
tion of $100 and 0 T-shirts is point A on the graph. To plot this point, find the 
quantity zero on the horizontal axis (it is at the origin), and then move up the 
vertical axis from zero to a price level of $100. (Note that we have measured the 
units in the table and on the graph in thousands.) At a price of $90, there are 
1,000 T-shirts purchased. To plot the combination of $90 and 1,000 T-shirts, 
find 1,000 units on the horizontal axis and then measure up from there to a price 
of $90. This is point B. Point C represents a price of $80 and 2,000 T-shirts. 
Point D represents a price of $70 and 3,000 T-shirts. Each combination of price 
and T-shirts purchased listed in the table is plotted in Figure 5.

The final step in constructing a line graph is to connect the points that are plot-
ted. When the points are connected, the straight line slanting downward from left to 
right in Figure 5 is obtained. It shows the relationship between the price of T-shirts 
and the number of T-shirts purchased.

2.c. Interpreting Points on a Graph
Let’s use Figure 5 to demonstrate how points on a graph may be interpreted. 
Suppose the current price of a T-shirt is $30. Are you able to tell how many 
T-shirts are being purchased at this price? By tracing that price level from the 
vertical axis over to the curve and then down to the horizontal axis, you find 



Chapter 1   Economics: The World Around You 19

that 7,000 T-shirts are being purchased. You can also find what happens to the 
number purchased if  the price falls from $30 to $10. By tracing from the price of 
$10 horizontally to the curve and then down to the horizontal axis, you discover 
that 9,000 T-shirts are purchased. Thus, according to the graph, a decrease in 
the price from $30 to $10 results in 2,000 more T-shirts being purchased.

2.d. Shifts of Curves
Graphs can be used to illustrate the effects of  a change in a variable that 
is not represented on the graph. For instance, the curve drawn in Figure 
5 shows the relationship between the price of  T-shirts and the number of 
T-shirts purchased. When this curve was drawn, the only two variables that 
were allowed to change were the price and the number of  T-shirts. However, 
it is likely that people’s incomes determine their reaction to the price of 
T-shirts as well. An increase in income would enable people to purchase more 
T-shirts. Thus, at every price, more T-shirts would be purchased. How would 
this be represented? As an outward shift of  the curve, from points A, B, C, 
and so on to A’, B’, C’, and so on, as shown in Figure 6.

Following the shift of  the curve, we can see that more T-shirts are purchased 
at each price than was the case prior to the income increase. For instance, at 
a price of  $20, the increased income allows 10,000 T-shirts to be purchased 
rather than 8,000. The important point to note is that if  some variable that 
influences the relationship shown in a curve or line graph changes, then the 
entire curve or line changes—that is, it shifts.

The information given in the table is plotted or graphed. The vertical axis measures price per T-shirt. The horizontal axis 
measures the number of T-shirts in thousands. We begin at zero in each case and then go up (if the vertical axis) or out 
(if the horizontal axis) in equal amounts. The vertical axis goes from $0 to $10 to $20 and so on, while the horizontal axis 
goes from 0 to 1,000 to 2,000 and so on. Each point is plotted. For instance, point A is a price of $100 and a number of 
T-shirts of 0. This is found by going to 0 on the horizontal axis and then up to $100 on the vertical axis. Point B is a price 
of $90 and a number of 1,000. Once the points are plotted, a line connecting the points is drawn.

 Point Price per T-shirt Number of T-shirts

 A $100 0

 B   90  1,000

 C   80  2,000

 D   70  3,000

 E   60  4,000

 F   50  5,000

 G   40  6,000

 H   30  7,000

 I   20  8,000

 J   10  9,000

 K    0 10,000
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Constructing a Line GraphFIGURE 5



20 Part One   Introduction to the Price System

■ 3. Slope
A curve may represent an inverse, or negative, relationship or a direct, or posi-
tive, relationship. The slope of  the curve reveals the kind of  relationship that 
exists between two variables.

3.a. Positive and Negative Slopes
The slope of a curve is its steepness, the rate at which the value of a variable mea-
sured on the vertical axis changes with respect to a given change in the value of 
the variable measured on the horizontal axis. If the value of a variable measured 
on one axis goes up when the value of the variable measured on the other axis 
goes down, the variables have an inverse (or negative) relationship. If the values of 
the variables rise or fall together, the variables have a direct (or positive) relation-
ship. Inverse relationships are represented by curves that run downward from left 
to right; direct relationships, by curves that run upward from left to right.

Slope is calculated by measuring the amount by which the variable on the 
vertical axis changes and dividing that figure by the amount by which the vari-
able on the horizontal axis changes. The vertical change is called the rise, and the 
horizontal change is called the run. Slope is referred to as the rise over the run:

Slope =
rise
run

slope: the steepness of a 
curve, measured as the ratio 
of the rise to the run

Shift of CurveFIGURE 6

An increase in income allows more people to purchase T-shirts at each price. At a price of 
$80, for instance, 4,000 T-shirts are purchased instead of 2,000.
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The slope of  any inverse relationship is negative. The slope of  any direct 
relationship is positive.

Let’s calculate the slope of  the curve in Figure 5. Price (P) is measured on 
the vertical axis, and quantity of  T-shirts purchased (Q) is measured on the 
horizontal axis. The rise is the change in price (ΔP), the change in the value of 
the variable measured on the vertical axis. The run is the change in quantity of 
T-shirts purchased (ΔQ), the change in the value of  the variable measured on 
the horizontal axis. (The symbol Δ means “change in”—it is the Greek letter 
delta—so ΔP means “change in P” and ΔQ means “change in Q.”) Remember 
that slope equals the rise over the run. Thus, the equation for the slope of  the 
straight-line curve running downward from left to right in Figure 5 is

   ΔP
ΔQ

As the price (P) declines, the number of T-shirts purchased (Q) increases. The 
rise is negative, and the run is positive. Thus, the slope is a negative value. The 
slope is the same anywhere along a straight line. Thus, it does not matter where 
we calculate the changes along the vertical and horizontal axes. For instance, 
from 0 to 10,000 on the horizontal axis—a run of 10,000—the vertical change, 
the rise, is a negative $100 (from $100 down to $0). Thus, the rise over the run is 
−100/10,000, or −.01. Similarly, from 5,000 to 9,000 in the horizontal direction, 

T-Shirts Offered for Sale at Each PriceFIGURE 7

Figure 7 is a graph showing the number of T-shirts offered for sale at various prices. The line 
shows that as price rises so does the number of T-shirts offered for sale. At a price of $10, no 
shirts are offered. At a price of $20, 2,000 shirts are offered for sale. At a price of $30, 4,000 
shirts are offered for sale, and so on. The rise over the run is 20/4,000 = .005.
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the corresponding rise is $50 to $10, so that the rise over the run is −40/4,000 
or −.01.

Remember that direct, or positive, relationships between variables are repre-
sented by lines that run upward from left to right. Figure 7 is a graph showing 
the number of T-shirts that producers offer for sale at various price levels. The 
curve represents the relationship between the two variables number of T-shirts 
offered for sale and price. It shows that as price rises, so does the number of 
T-shirts offered for sale. The slope of the curve is positive. The change in the rise 
(the vertical direction) that comes with an increase in the run (the horizontal 
direction) is positive. Because the graph is a straight line, you can measure the 
rise and run using any two points along the curve and the slope will be the same. 
We find the slope by calculating the rise that accompanies the run. Moving from 
0 to 4,000 T-shirts gives us a run of 4,000. Looking at the curve, we see that the 
corresponding rise is $20. Thus, the rise over the run is 20/4,000, or .005.

 • There are three commonly used types of graphs: the 
line graph, the bar graph, and the pie chart. §1.a

 • An independent variable is a variable whose value 
does not depend on the values of  other variables. 
The values of  a dependent variable do depend on 
the values of  other variables. §1.b

 • A direct, or positive, relationship occurs when the 
value of  the dependent variable increases as the 
value of  the independent variable increases. An 
indirect, or negative, relationship occurs when the 
value of  the dependent variable decreases as the 
value of  the independent variable increases. §1.c

 • Most economic data are positive numbers, and so 
only the upper right quadrant of  the coordinate 
system is often used in economics. §2.a 

 • A curve shifts when a variable that affects the de-
pendent variable and is not measured on the axes 
changes. §2.d

 • The slope of  a curve is the rise over the run: the 
change in the variable measured on the vertical 
axis over the corresponding change in the variable 
measured on the horizontal axis. §3.a

 • The slope of  a straight-line curve is the same at all 
points along the curve. §3.a

SUMMARY

KEY TERMS

independent variable §1.b

dependent variable §1.b

direct, or positive, relationship §1.c

inverse, or negative, relationship §1.c

slope §3.a

 1.  Listed in the following table are two sets of figures: 
the total quantity of Mexican pesos (new pesos) in 
circulation (the total amount of Mexican money 
available) and the peso price of a dollar (how many 
pesos are needed to purchase one dollar). Values 
are given for the years 1990- through 2009 for each 
variable.
a.  Plot each variable by measuring time (years) on

the horizontal axis and, in the first graph, pesos 
in circulation on the vertical axis and, in the 

second graph, peso price of  a dollar on the ver-
tical axis.

b.  Plot the combinations of variables by measuring 
pesos in circulation on the horizontal axis and peso 
prices of a dollar on the vertical axis.

c. In each of  the graphs in parts a and b, what are 
the dependent and independent variables?

d. In each of  the graphs in parts a and b, indicate 
whether the relationship between the dependent 
and independent variables is direct or inverse.

EXERCISES



  Year Pesos in Circulation (billions) Peso Price of a Dollar

1990 19.6 2.8126
1991 27.0 3.0184
1992 36.2 3.0949
1993 42.0 3.1156
1994 47.2 3.3751
1995 56.9, 6.4194
1996 66.8 7.5994
1997 84.0 8.5850
1998 109.0 9.9680
1999 131.0 9.4270
2000 188.8 9.6420
2001 209.0 9.2850
2002 225.0 9.5270
2003 264.0 10.9000
2004 303.0 11.4000
2005 340.0 10.4750
2006 380.0 10.87
2007 450.0 10.86
2008 495.0 13.53
2009 578.0 13.76

 2.  Plot the data listed in the table:
a. Use price as the vertical axis and  

quantity as the horizontal axis and 
plot the first two columns.

b. Show what quantity is sold when 
the price is $550.

c. Directly below the graph in part a, 

plot the data in columns 2 and 3. 
Use total revenue as the vertical axis 
and quantity as the horizontal axis.

d. What is total revenue when the 
price is $550? Will total revenue 
increase or decrease when the price 
is lowered?

 Price Quantity Sold Total Revenue

 $1,000 200 200,000
 900 400 360,000
 800 600 480,000
 700 800 560,000
 600 1,000 600,000
 500 1,200 600,000
 400 1,400 560,000
 300 1,600 480,000
 200 1,800 360,000
 100 2,000 200,000
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In the previous chapter, we learned that scarcity forces people to make choice. A choice 

means that you select one thing instead of selecting others. What you don’t select is the 

cost of the choice you make. The old saying that “there is no free lunch” means that every 

choice requires that something be given up or sacrificed. This chapter explains how costs 

affect the behavior of individuals, firms, and societies as a whole.

1  |  What are opportunity costs? Are they part of the 
economic way of thinking?

2  | What is a production possibilities curve?

3  | Why does specialization occur?

4  | What are the benefits of trade?

Fundamental Questions

Chapter 2

Choice, Opportunity Costs, 
and Specialization

■ 1. Opportunity Costs
A choice is simply a comparison of alternatives: to attend class or not to attend class, to 
purchase a double latte mocha with whipped cream or to buy four songs from iTunes, to 
purchase a new car or to keep the old one. When one option is chosen, the benefits of the 
alternatives are forgone. When you choose to purchase the double latte mocha for $4, you 
don’t have that $4 to spend on anything else. Economists refer to the forgone opportunities 
or forgone benefits of the next best alternative as opportunity costs. Opportunity costs are 
the highest-valued alternative that must be forgone when a choice is made. If  you would 
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1  |  What are opportunity 
costs? Are they part of 
the economic way of 
thinking?

have bought four iTunes if you had not purchased the latte, then we say the op-
portunity cost of the latte is the benefit you don’t enjoy from the iTunes. 

The concept of  cost is often more than the dollars and cents that you shell 
out at the cash register. Buying used books saves money but often increases 
frustration and may affect your grades. The book might be missing pages, 
unreadable in spots, or out of  date. The full cost of  the book is the price you 
paid for the used copy plus the frustration of  having an incomplete book. An 
 attorney in Scottsdale, Arizona, is paid $125 an hour to write contracts. The 
attorney loves Ralph Lauren dress shirts and knows that these can be pur-
chased for $100 at Nordstrom in Scottsdale or, when they are available, for $50 
at the outlet mall in Casa Grande. He likes to purchase just one or two shirts 
at a time and usually buys the shirts at Nordstrom, taking 15 minutes out of 
his lunch time to go to the store. Is this smart? Well, he figures he could spend 
two hours driving to Casa Grande and back and save $50 per shirt. But this 
also means that he is not writing contracts and charging $125 per hour dur-
ing those two hours. The real cost of  the $50 saved on a single shirt in Casa 
Grande includes the $250 that the attorney would be giving up in income.

When economists refer to costs, it is opportunity costs they are measur-
ing. The cost of  anything is what must be given up to get that item. Every 
human activity responds to costs in one way or another. When the cost of 
something falls, that something becomes more attractive to us, all else be-
ing the same. For instance, when the cost of  text messaging phone service 
dropped, more of  us signed up for the service. Conversely, when the cost of 
something rises, and all else remains unchanged, we tend to use less of  it. 
When photo radar machines were placed on the freeways in Arizona, the 
cost of  speeding went up because the likelihood of  getting caught speeding 
dramatically increased. As a result, the amount of  speeding dropped—
average speeds went from 78 to 65 virtually overnight.

1.a. Tradeoffs
Life is a continuous sequence of  decisions, and every single decision in-
volves choosing one thing over another or trading off  something for some-
thing else. A tradeoff means a sacrifice—giving up one good or activity in 
order to obtain some other good or activity. Each term you must decide 
whether to register for college or not. You could work full-time and not 
attend college, attend college and not work, or work part-time and attend 
college. The time you devote to college will decrease as you devote more 
time to work. You trade off  hours spent at work for hours spent in college; 
in other words, you compare the benefits you think you will get from going 
to college this term with the costs of  college this term.

1.b. The Production Possibilities Curve
Tradeoffs can be illustrated in a graph known as the production possibilities 
curve (PPC). The production possibilities curve shows all possible combina-
tions of quantities of goods and services that can be produced when the existing 
resources are used fully and efficiently. Figure 1 shows a production possibili-
ties curve (based on information in the table in Figure 1) for the production 
of  defense goods and services and nondefense goods and services by a na-
tion. Defense goods and services include guns, ships, bombs, personnel, and 
so forth that are used for national defense. Nondefense goods and services 

tradeoff: the giving up 
of one good or activity in 
order to obtain some other 
good or activity

opportunity costs: the 
highest-valued alternative 
that must be forgone when 
a choice is made

production possibilities 
curve (PPC): a graphical 
representation showing 
all possible combinations 
of quantities of goods 
and services that can 
be produced using the 
existing resources fully and 
efficiently

2  |  What is a production 
possibilities curve?
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include education, housing, health care, and food that are not used for national 
defense. All societies allocate their scarce resources in order to produce some 
combination of defense and nondefense goods and services. Because resources 
are scarce, a nation cannot produce as much of everything as it wants. When it 
produces more health care, it cannot produce as much education or automo-
biles; when it devotes more of its resources to the military area, fewer resources 
are available to devote to health care.

In Figure 1, units of  defense goods and services are measured on the 
vertical axis, and units of  nondefense goods and services are measured on 
the horizontal axis. If  all resources are allocated to producing defense goods 
and services, then 200 million units can be produced, but there will be no 
production of  nondefense goods and services. The combination of  200 mil-
lion units of  defense goods and services and 0 units of  nondefense goods 
and services is point A1, a point on the vertical axis. At 175 million units 
of  defense goods and services, 75 million units of  nondefense goods and 
services can be produced (point B1). Point C1 represents 125 million units 
of  nondefense goods and services and 130 million units of  defense goods. 
Point D1 represents 150 million units of  nondefense goods and services and 
70 million units of  defense goods and services. Point E1, a point on the hori-
zontal axis, shows the combination of  no production of  defense goods and 
services and 160 million units of  nondefense goods and services.

FIGURE 1 The Production Possibilities Curve

With a limited amount of resources, only certain combinations of defense and nondefense 
goods and services can be produced. The maximum amounts that can be produced, given 
various tradeoffs, are represented by points A1 through E1. Point F1 lies inside the curve 
and represents the underutilization of resources. More of one type of goods could be 
produced without producing less of the other, or more of both types could be produced. 
Point G1 represents an impossible combination. There are insufficient resources to pro-
duce quantities lying beyond the curve.
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1.b.1. Points Inside the Production Possibilities Curve Suppose a na-
tion produces 130 million units of  defense goods and services and 25 mil-
lion units of  nondefense goods and services. That combination, Point F1 in 
Figure 1, lies inside the production possibilities curve. A point lying inside 
the production possibilities curve indicates that resources are not being 
fully or efficiently used. If  the existing work force is employed only 20 hours 
per week, it is not being fully used. If  two workers are used when one would 
be sufficient—say, two people in each Domino’s Pizza delivery car—then 
resources are not being used efficiently. If  there are resources available for 
use, society can move from point F1 to a point on the PPC, such as point 
C1. The move would gain 100 million units of  nondefense goods and ser-
vices with no loss of  defense goods and services.

During recessions, unemployment rises and other resources are not fully 
and efficiently used. A point inside a nation’s PPC could represent recession. 
This would be represented as a point inside the PPC, such as F1. Should the 
economy expand, and resources become more fully and efficiently used, this 
would be represented as a move out from a point such as F1 to a point on the 
PPC, such as point C1.

1.b.2. Points Outside the Production Possibilities Curve Point G1 in 
Figure 1 represents the production of 200 million units of defense goods and 
services and 75 million units of nondefense goods and services. Point G1, how-
ever, represents the use of more resources than are available—it lies outside the 
production possibilities curve. Unless more resources can be obtained and/or 
the quality of resources improved (for example, through technological change) 
so that the nation can produce more with the same quantity of resources, there 
is no way that the society can currently produce 200 million units of defense 
goods and 75 million units of nondefense goods.

1.b.3. Shifts of the Production Possibilities Curve If  a nation obtains 
more resources or if  the existing resources become more efficient, then the 
PPC shifts outward. Suppose a country discovers new sources of  oil within 
its borders and is able to greatly increase its production of  oil. Greater oil 
supplies would enable the country to increase production of  all types of 
goods and services.

Figure 2 shows the production possibilities curve before (PPC1) and after 
(PPC2) the discovery of oil. PPC1 is based on the data given in the table in 
Figure 1. PPC2 is based on the data given in the table in Figure 2, which shows 
the increase in  production of goods and services that results from the increase in 
oil supplies. The first combination of goods and services on PPC2, point A2, is 
220 million units of defense goods and 0 units of nondefense goods. The second 
point, B2, is a combination of 200 million units of defense goods and 75 million 
units of nondefense goods. C2 through F2 are the combinations shown in the 
table in Figure 2. Connecting these points yields the bowed-out curve PPC2. 
Because of the availability of new supplies of oil, the  nation is able to increase 
production of all goods, as shown by the shift from PPC1 to PPC2. A compari-
son of the two curves shows that more goods and services for both defense and 
nondefense are possible along PPC2 than along PPC1.

The outward shift of the PPC can be the result of an increase in the quantity of re-
sources, but it also can occur because the quality of resources improves. Economists 
call an increase in the quality of resources an increase in the productivity of re-
sources. Consider a technological breakthrough that improves the speed with which 
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Whenever everything else is not constant, the curve shifts. In this case, an increase in the 
quantity of a resource enables the society to produce more of both types of goods. The 
curve shifts out, away from the origin.

FIGURE 2 A Shift of the Production Possibilities Curve
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data are transmitted. Following this breakthrough, it might require fewer people and 
machines to do the same amount of work, and it might take less time to produce 
the same quantity and quality of goods. Each quality improvement in resources is 
illustrated as an outward shift of the PPC.

1. Opportunity costs are the benefits that are forgone as a result of a choice. 
When you choose one thing, you must give up—forgo—others.

2. The production possibilities curve (PPC) illustrates the concept of 
opportunity cost. Each point on the PPC means that every other point 
is a forgone opportunity.

3. The production possibilities curve represents all combinations of goods 
and services that can be produced using limited resources efficiently to 
their full capabilities.

4. Points inside the production possibilities curve represent the underutilization, 
unemployment, or inefficient use of resources—more goods and services 
could be produced by using the limited resources more fully or efficiently.

5. Points outside the production possibilities curve represent combinations of 
goods and services that are unattainable given the limitation of resources.

6. If  more resources are obtained or a technological change or innovation 
occurs, the PPC shifts out.

R E C A PR E C A P
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3  |  Why does specialization 
occur?

■ 2. Specialization and Trade 
The PPC illustrates the idea of  scarcity—there are limits, and combinations 
outside of  the curve are not attainable. The PPC also illustrates the idea of 
costs—no matter which combination of  goods and services a society chooses 
to produce, other combinations of  goods and services are sacrificed. And, 
the PPC illustrates the idea that choices have to be made—it is not possible 
to satisfy unlimited wants.

2.a. Marginal Cost
As the production of  some types of  goods is increased, some other types of 
goods and services cannot be produced. According to the table and graph in 
Figure 1, we see that moving from point A1 to point B1 on the PPC means 
increasing nondefense production from 0 to 75 million units and decreasing 
defense production from 200 million to 175 million units. Thus, the marginal 
cost of  75 million units of  nondefense is 25 million units of  defense. The in-
cremental amount of  defense given up with each increase in the production 
of  nondefense goods is known as the marginal cost or marginal opportunity 
cost. Marginal means “change” or “incremental,” so marginal cost is the 
incremental amount of  one good or service that must be given up to obtain 
one additional unit of  another good or service.

Each move along the PPC means giving up some defense goods to get some 
more nondefense goods. Each additional nondefense good produced requires 
giving up an increasing number of defense goods. The marginal cost increases 
with each successive increase of  nondefense production. In other words, all 
other things being equal, it gets more and more costly to produce nondefense 
goods the more nondefense goods you have.

The marginal cost increases because of  specialization. The first resources 
transferred from defense to nondefense production are those that are least 
specialized in the production of  defense goods. Switching these resources is 
less costly (less has to be given up) than switching the specialists. Shifting an 
accountant who can do accounting in either defense-or nondefense-related 
industries equally well would not cause a big change in defense production. 
However, shifting a rocket scientist, who is not very useful in producing non-
defense goods, would make a big difference.

2.b.  Specialize Where Opportunity Costs 
Are Lowest

If  we have a choice, we should devote our time and efforts to those activities 
that cost the least. In other words, we should specialize in those activities that 
require us to give up the smallest amount of  other things. A plumber does 
plumbing and leaves teaching to the teachers. The teacher teaches and leaves 
electrical work to the electrician. A country such as Grenada specializes in spice 
production and leaves manufacturing to other countries.

2.b.1. Trade If  we focus on one thing, how do we get the other things that we 
want? The answer is that we trade or exchange goods and services. The teacher 

marginal cost or 
marginal opportunity 
cost: the amount of one 
good or service that must 
be given up to obtain one 
additional unit of another 
good or service, no matter 
how many units are being 
produced

Individuals, firms, and nations 
select the option with the 
lowest opportunity costs.

4  |  What are the benefits 
of trade?
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teaches, earns a salary, and hires a plumber to fix the sinks. This is called volun-
tary trade or voluntary exchange. The teacher is trading money to the plumber 
for the plumber’s services. The teacher is trading her time to the students and 
getting money in return.

By specializing in the activities in which opportunity costs are lowest and 
then trading, everyone will end up with more than if  everyone tried to produce 
everything. This is the gains from trade. Consider two students, Josh and Elena, 
who are taking the same math and economics classes and are considering work-
ing together. They are deciding whether to specialize and trade or not.

If  Josh and Elena both devote all their time and effort to doing the math 
homework, each can do 10 math problems. If  they spend all their time and effort 
on economics, Josh is able to complete 5 economics problems, while Elena can 
do 10 economics problems.

Since Elena is better at economics and just as good at math, why should 
she want to work with Josh? The answer depends on relative costs. What does 
it cost Elena to do 1 math problem? She has to not do 1 economics prob-
lem. So, it costs her 1 economics problem to do 1 math problem. Josh can 
do 2 math problems in the time he can complete just 1 economics problem. 
So, it costs Josh just 1/2 economics problem to do 1 math problem. Josh is 
relatively better at doing math—he can do it for lower costs than can Elena. 
Who is relatively better at economics? It costs Josh 2 math problems to do 
1 economics problem, and it costs Elena 1 math problem to do 1 economics 
problem. So Elena is relatively more efficient at doing economics.

If  Elena specializes in economics and Josh in math, and then they trade, they 
will both be better off. To see this, let’s begin where there is no trade and Josh 
and Elena each spend half  their time and effort on math and half  on economics. 
By spending half  her time on economics problems, Elena can do 5, whereas Josh 
can only do 2.5 by spending half  his time on economics problems. They each 
can do 5 math problems if  they devote half  their time to math.

Elena Josh

 Math Econ  Math Econ

 All resources devoted:
 To Economics 0 10 0 5

 To Math    10 0  10 0

Elena Josh

 Math Econ  Math Econ

All resources devoted:
To Economics 0 10 0 5
To Math 10 0  10 0

 No Specialization    5 5  5 2.5

Now, let’s assume that they specialize according to comparative advantage and 
then trade at a rate of 1 math problem for 1 economics problem. Elena produces 

gains from trade: the 
difference between 
what can be produced 
and consumed without 
specialization and trade and 
with specialization and trade
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Elena Josh

 Math Econ  Math Econ

Specialization and trade at
 ratio of 2:1 5 5  5 5

Notice that there are gains from trade. There are 2.5 more completed eco-
nomics problems as a result of  specialization and trade. In this case, the 
gains all went to Josh because the trading price, 1 to 1, was the same as 
Elena’s personal opportunity cost ratio. Let’s now change the trading price 
so that Elena gets the gains. Let’s assume that they specialize and trade at 
a ratio of  2 math problems for 1 economics problem, Josh’s personal op-
portunity cost ratio. In this case, Elena trades 2.5 economics problems to 
get 5 math problems. She is the one who gains this time:

10 economics problems. To get 5 math problems, she needs to trade 5 economics 
problems. She ends up the same as if  she did not specialize. Josh, on the other 
hand, specializes by producing 10 math problems. He can get 5 economics prob-
lems for his 5 math problems, and he ends up 2.5 economics problems better 
than if  he had not traded.

Elena Josh

 Math Econ  Math Econ

Specialization and trade at
 ratio of 2:1 5 7.5  5 2.5

In each of the two examples, just one party gained. This is because the trades 
took place first at Elena’s opportunity cost ratio and then at Josh’s opportunity 
cost ratio. In reality, people won’t trade voluntarily unless they gain. Elena and 
Josh would work out how many economics problems to trade for a math prob-
lem so that they both gained something.

Specialization and trade enable individuals, firms, and nations to acquire com-
binations of goods that lie beyond their own resource capabilities. Voluntary, 
free trade results in more being created—more income being generated, that 
is—and higher standards of living are being created because everything is pro-
duced at the lowest possible cost.

When you buy something, you are trading—you are exchanging money for 
some item. Similarly, when you sell something, you are trading—exchanging 
some item for money. Imagine your world without trade. A good start would 
be to put yourself  in the place of  Tom Hanks’s character in the movie Cast 
Away. If  you’ve seen the movie, you can remember the scene where he was 
able to rub two sticks together to create fire. From then on, he had some light 
at night and some means for cooking food. But until you got the fire going, 
you would go to bed in the dark and wake up in a small, drafty tent-house 
that you had built yourself. You would put on clothes made from items that 
you had found. You might be able to create some tea or coffee from some-
thing you had grown and eat something that you had caught or raised, but 
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you would spend all your waking hours just trying to survive. Not living in a 
world like that illustrates what your gains from trade are.

2.c. Comparative Advantage
We have seen that the choice of  which area or activity to specialize in is made 
on the basis of  opportunity costs. Economists refer to the ability of  one per-
son or nation to do something with a lower opportunity cost than another as 
comparative advantage. In the example, Elena had a comparative advantage in 
economics and Josh in math.

Comparative advantage applies to every case of  trade or exchange. This 
sometimes seems counterintuitive. Shouldn’t countries that have lots of natural
resources and a skilled labor force do everything themselves? The answer is no. 
Even though the United States has many more natural resources and a much 
larger and better-educated population than Grenada, Grenada has a com-
parative advantage in producing spices. The United States could produce more 
of everything than Grenada, but the opportunity cost of producing spices is 
higher in the United States than it is in Grenada. Both Grenada and the United 
States gain by having Grenada specialize in spice production and trade with the 
United States.

If you go around the world and look at what goods and services are traded, you 
can usually identify the comparative advantage. Some trade occurs simply because 
a country has more of something. Saudi Arabia trades oil because it has more than 
anyone else. But countries don’t have to have more of something for there to be 
gains from trade. They simply have to do something at a lower cost than another 
country. For instance, most developing nations have a comparative advantage 
in activities that use unskilled labor. Unskilled labor is much less expensive in 
Mexico, China, India, Pakistan, Bangladesh, and many other countries than in 
the United States. So gains from trade occur when these countries do things that 

Mexico has a comparative 

advantage in low-skilled, 

low-wage workers relative to 

the United States. Free trade 

means that Mexico should 

specialize in those activities 

requiring low-skilled, low-wage 

workers. However, Mexico’s 

government has intervened 

in the country’s economy to 

such an extent that resources 

cannot flow to where their 

value is highest. As a result, 

many of the labor resources 

have to leave Mexico in order 

to be able to earn a living.
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comparative advantage: 
the ability to produce a 
good or service at a lower 
opportunity cost than 
someone else



Individuals specialize in 
the activity in which their 
opportunity costs are 
lowest. 

Private property rights: 
the right of ownership

use unskilled labor and then trade with the United States for foodstuffs or high-
technology goods. The United States is sending many unskilled speaking jobs, 
such as telephone call agents, to India because Indians speak English and their 
wages are low.

Trade is not based solely on wage differences. Most trade in the world occurs 
between industrial or developed nations rather than between a developed and 
a less-developed nation. Each of the nations has comparative advantages in 
some goods and services. Germany might have a comparative advantage in en-
gineering automobiles, Denmark in producing Havarti cheese, France in wine, 
Switzerland in banking, and so on. Each country gains by specializing accord-
ing to comparative advantage and then trading.

2.d. Private Property Rights
Each of us will specialize in some activity, earn income, and then trade our 
output (or income) for other goods and services that we want. Specialization 
and trade ensure that we are better off  than we would be if  we did everything 
ourselves. Specialization according to comparative advantage followed by trade 
allows everyone to acquire more of the goods they want. But, for trade to occur, 
we must have confidence that we own what we create, and that what we own 
cannot be taken away. Private property rights are necessary for trade to occur. 
If  I order a pizza to be delivered by Papa John’s to my house, but anyone can 
come over and eat it when it arrives, I won’t have an incentive to order any piz-
zas. If  I can live in a house, but I can’t own it, I have no incentive to take care of 
it. Private property rights refer to the right of ownership, and it requires a legal 
system of laws and courts and police to ensure ownership. If  someone steals my 
car, someone will be penalized, since stealing a car is against the law. And that 
if  someone mugs me, takes my wallet, and leaves me bleeding on the sidewalk, 
then that is theft of person and property and is also against the law. I have own-
ership rights to my body, to my assets, and to the things I have bought.

If  no one owns something, no one has the incentive to take care of it. An 
example is presented in the Land Titling in Argentina box. Consider the fish in 
the ocean. No one owns the fish, and hence, no one has the incentive to protect 
them, raise them, and ensure that future generations of fish exist. Someone has 
to own an item for someone to care for it. Also, it is private property rights that 
count, not public property rights. If  no one owns something, no one takes care 
of it. But equally, if  everyone owns something, no one has an incentive to take 
care of it. In the former Soviet Union, the government owned virtually every-
thing. No one had an incentive to take care of anything. As a result, housing 
was decrepit and dingy, industries were inefficient and run down, chemicals 
were dumped in the rivers and on the land, the air was polluted, and, in general, 
standards of living were very low.
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1. Marginal cost is the incremental amount of one good or service that must 
be given up to obtain one additional unit of another good or service.

2. The rule of specialization is: specialize where the opportunity cost is 
lowest.

3. Comparative advantage exists whenever one person (firm, nation) can do 
something with lower opportunity costs than some other individual (firm, 
 nation) can.

R E C A P
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The Importance of Private Property Rights

Economic Insight

There are many real-life cases showing the importance 
of property rights in the behavior and standards of 
living of people. In Korea, those who have lived under 
private property rights and economic freedom (South 
Korea) have fl ourished economically relative to those 
grinding out tough lives under a despotic regime that 
allows no freedom and no private property (North 
Korea). Korea was occupied by Japan from 1905 until 
it was divided into two countries following World War 
II. North Korea retained a strong version of commu-
nism and totalitarianism, while South Korea slowly 
moved in the direction of private property rights and, 
eventually, political democracy. The differences in 
economic growth and changes in standards of living 
during the past thirty years are astounding. North 
Korea is mired in poverty, unable to feed its popula-
tion. The economy is in such shambles that over two 
million people have starved to death and more than 
60 percent of the children are malnourished. South 
Koreans enjoy a standard of living far higher than that 
of North Korea.

In Buenos Aires, Argentina, a group of squatters 
organized by a Catholic chapel took over some vacant 
land as their residences.1 Some of the squatters were 
able to obtain property rights while others were not.  
After about twenty years, the differences between the 
lives of those with property rights and those without 
were substantial. Those with property rights invested 
in their properties, while those without property rights 
did not. The result was that there is a significant dif-
ference in housing quality between the owned and 
unowned properties. The owned properties were 

upgraded, expanded, and improved. The unowned 
properties were run down, crumbling shanties. The re-
ally amazing thing though is that those with ownership 
behaved so differently than those without ownership: 
They had fewer children and the children acquired 
more education and had better health. Why does a 
title make a difference? 

The problem with a lack of property rights or a 
system in which property rights are not secure and 
established is that people can not use the property for 
collateral or cannot expect to get anything back if they 
invest in the property.

 In the 1930s, the Finns and Estonians enjoyed a 
similar standard of living. The two countries are virtually 
neighbors. Their languages share a common linguistic 
root, they are culturally similar, and share many values.  
In 2000, the average Finn earned two and a half times 
to more than seven times what the average Estonian 
earned. Fifty years of Communist rule surely had 
something to do with the gap in incomes that opened 
between the two countries. In the past, substantial dif-
ferences existed between the standard of living in East 
and West Germany—two countries with essentially the 
same resources, education, culture, language, reli-
gion, history, and geography.  Despite its own recent 
economic miracle, China’s real per-capita GDP in 2000 
was still just under $4,000. Taiwan’s is over $17,000, 
more than four times China’s.2 In each of these compari-
sons, culture, language, and traditions are the same. 
Outcomes are markedly different. The countries with 
private property rights grew richer; the others faltered 
or went backwards.

1 See the study by Sebastian Galiani and Ernesto Schargrodsky, “Property Rights for the Poor: Effects of Land Titling”, Coase Institute 
Working Paper, August 9, 2005, for a complete discussion of this and other issues related to the Argentine case.
2 Gerald P. O’Driscoll Jr. and Lee Hoskins, “Property Rights: The Key to Economic Development,” Policy Analysis No. 482, Cato 
Institute, August 7, 2003

4. Specialization and trade enable individuals, firms, and nations to get more than they 
could without specialization and trade. This is called gains from trade.

5. Private property rights are necessary for voluntary trade to develop. Private property rights 
refer to the laws, courts, and police required to enforce the prohibition of theft and murder.
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1  | What are opportunity costs? Are they part of the 
economic way of thinking?

•  Opportunity costs are the forgone opportunities of 
the next best alternative. Choice means both gain-
ing something and giving up something. When you 
choose one option, you forgo all others. The benefits 
of the next best alternative are the opportunity costs 
of your choice. §1

2  | What is a production possibilities curve?

•  A production possibilities curve represents the trade-
offs involved in the allocation of scarce resources. 
It shows the maximum quantity of goods and ser-
vices that can be produced using limited resources 
to the fullest extent possible. §1.b

3  | Why does specialization occur?

•  Comparative advantage accounts for specialization. 
We specialize in the activities in which we have the 

lowest opportunity costs, that is, in which we have a 
comparative advantage. §2.c

4  | What are the benefits of trade?

•  Voluntary trade enables people to get more than 
they could get by doing everything themselves. The 
amount they get by specializing and trading is called 
gains from trade. §2.b

•  Specialization and trade enable those involved to
acquire more than they could if  they did not spe-
cialize and engage in trade. §2.c

•  Private property rights are necessary for voluntary 
trade to occur. Private property rights refer to the 
legal system that ensures that people own their per-
sons and their property. Others cannot steal that 
property or harm that person. §2.d

SUMMARY

KEY TERMS

opportunity costs §1

tradeoff §1.a
production possibilities 
curve (PPC) §1.b

marginal cost §2.a
marginal opportunity cost §2.a
gains from trade §2.b

comparative advantage §2.c
private property rights §2.d

 1. In most political campaigns, candidates promise 
more than they can deliver. In the United States, 
both Democrats and Republicans promise better 
health care, a better environment, only minor re-
ductions in defense, better education, and an 
improved system of  roads, bridges, sewer systems, 
water systems, and so on. What economic concept 
do candidates ignore?

 2. Janine is an accountant who makes $30,000 a year. 
Robert is a college student who makes $8,000 a 
year. All other things being equal, who is more 
likely to stand in a long line to get a concert ticket? 
Explain.

 3. In 2009, President Barack Obama and Congress 
enacted a budget that included increases in spend-
ing for the war in Iraq and national defense, as well 
as huge increases in welfare programs, education, 
and many other programs. The budget expenditures 

exceeded the revenues by over a trillion dollars. 
The argument was that “we need these things,” and 
therefore there is no limit to what the government 
should provide. Is there a limit? What concept is 
ignored by those politicians who claim that there is 
no limit to what the government should provide?

 4. The following numbers measure the tradeoff between 
grades and income:

Total 
Hours

Hours 
Studying GPA

Hours 
Working Income

60 60 4.0 0 $0
60 40 3.0 20 $100
60 30 2.0 30 $150
60 10 1.0 50 $250
60 0 0.0 60 $300

EXERCISES
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a. Calculate the opportunity cost of  an increase in 
the number of  hours spent studying in order to 
earn a 3.0 grade point average (GPA) rather than 
a 2.0 GPA.

b. Is the opportunity cost the same for a move from 
a 0.0 GPA to a 1.0 GPA as it is for a move from a 
1.0 GPA to a 2.0 GPA?

c. What is the opportunity cost of an increase in in-
come from $100 to $150?

 5. Suppose a second individual has the following 
tradeoffs between income and grades:

Total 
Hours

Hours 
Studying GPA

Hours 
Working Income

60 50 4.0 10 $60
60 40 3.0 20 $120
60 20 2.0 40 $240
60 10 1.0 50 $300
60 0 0.0 60 $360

a. Define comparative advantage.
b. Does either individual (the one in exercise 4 or the 

one in exercise 5) have a comparative advantage in 
both activities?

c. Who should specialize in studying and who should 
specialize in working?

 6. A doctor earns $250,000 per year, while a profes-
sor earns $40,000. They play tennis against each 
other each Saturday morning, each giving up a 
morning of  relaxing, reading the paper, and play-
ing with their children. They could each decide to 
work a few extra hours on Saturday and earn more 
income. But they choose to play tennis or to relax 
around the house. Are their opportunity costs of 
playing tennis different?

 7. Plot the PPC of a nation given by the following data.

Combination Health Care
All Other 

Goods

A  0 100
B 25 90
C 50 70
D 75 40
E     100 0

a. Calculate the marginal opportunity cost of each 
combination.

b. What is the opportunity cost of combination C?
c. Suppose a second nation has the following data. 

Plot the PPC, and then determine which nation has 
the comparative advantage in which activity. Show 

whether the two nations can gain from specializa-
tion and trade.

Combination Health Care
All Other 

Goods

A  0 50
B 20 40
C 40 25
D 60  5
E 65  0

 8. A doctor earns $200 per hour, a plumber $40 per 
hour, and a professor $20 per hour. Everything else 
the same, which one will devote more hours to nego-
tiating the price of a new car? Explain.

 9. Perhaps you’ve heard of the old saying, “There is no 
such thing as a free lunch.” What does it mean? If  
someone invites you to a lunch and offers to pay for 
it, is it free to you?

 10. You have waited 30 minutes in a line for the Star 
Tours ride at Disneyland. You see a sign that says, 
“From this point on, your wait is 45 minutes.” You 
must decide whether to remain in the line or to move 
elsewhere. On what basis do you make the decision? 
Do the 30 minutes you’ve already stood in line come 
into play?

 11. A university is deciding between two meal plans. 
One plan charges a fixed fee of  $600 per semester 
and allows students to eat as much as they want. 
The other plan charges a fee based on the quantity 
of  food consumed. Under which plan will students 
eat the most?

 12. Evaluate this statement: “You are a natural athlete, 
an attractive person who learns easily and communi-
cates well. Clearly, you can do everything better than 
your friends and acquaintances. As a result, the term 
specialization has no meaning for you. Specialization 
would cost you rather than benefit you.”

 13. During China’s Cultural Revolution in the late 
1960s and early 1970s, highly educated people 
were forced to move to farms and work in the 
fields. Some were common laborers for eight or 
more years. What does this policy say about 
specialization and the PPC? Would you predict 
that the policy would lead to an increase in 
output?

 14. In elementary school and through middle school, 
most students have the same teacher throughout the 
day and for the entire school year. Then, beginning 
in high school, different subjects are taught by dif-
ferent teachers. In college, the same subject is often 
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taught at different levels—freshman, sophomore, 
junior-senior, or graduate—by different faculty. Is 
education taking advantage of specialization only 
from high school on? Comment on the differences 
between elementary school and college and the use 
of specialization.

 15. The top officials in the federal government and high-
ranking officers of large corporations often have 
chauffeurs to drive them around the city or from 

meeting to meeting. Is this simply one of the per-
quisites of their position, or is the use of chauffeurs 
justifiable on the basis of comparative advantage?

 16. In Botswana, Zimbabwe, and South Africa, individ-
uals can own and farm elephants. In other African 
countries, the elephants are put on large reserves. 
Explain why the elephant population in Botswana, 
Zimbabwe, and South Africa has risen, whereas that 
in the rest of Africa has fallen.

You can find further practice tests in the Online Quiz at www.cengage.com/economics/boyes.

www.cengage.com/economics/boyes


Venezuela’s Chavez Urges Cooperation from 
Ranchers amid Land Reform

Associated Press World Stream  September 23, 2005

Venezuelan President Hugo 
Chavez has urged large land 
owners to cooperate with his 

government as it pushes ahead with 
a land reform despite concerns over 
property rights.

Speaking to government sup-
porters organized into cooperatives, 
Chavez said: “Whoever doesn’t want 
to cooperate, well, we will apply full 
weight of the law . . . we are moving 
forward on the path to socialism.”

Business leaders accuse authori-
ties of  illegally seizing lands without
giving farmers and ranchers an 
opportunity to prove ownership. 
Under a 2001 law, the government 
can seize lands if  they are declared 
idle or if  legitimate ownership 
cannot be proved as far back as 
1847.

Land owners have complained 
that officials of  Venezuela’s 
National Lands Institute have un-
fairly seized their property, but 
Chavez responded by telling them 
“to stop squealing.”

Authorities have declared at least 
21 cattle ranches state property, 
because they were allegedly “idle” 
or those who claimed ownership 
couldn’t prove it.

Chavez’s administration has 
helped poor farmers to start to work 
the lands.

“It’s about opening small spaces 
for socialism,” Chavez told support-
ers inside a packed auditorium. “We 
are preparing for a period of post-
capitalism.”

In recent months, government 
officials accompanied by troops 
have arrived at dozens of  ranches 
or opened investigations into oth-
ers across the country.

The president was granting gov-
ernment loans totaling 2.7 billion 
bolivars (US$1.3 million, €1.06 mil-
lion) to poor Venezuelans who will be 
raising cattle and growing crops such 
as coffee.

Chavez, a close ally of  Cuban 
leader Fidel Castro, says he is lead-
ing this oil-rich South American na-
tion toward “21st-century socialism” 
as part of a “revolution” to help im-
prove living conditions for the poor.

Government opponents claim 
Chavez is steering Venezuela, the 
world’s fifth largest oil exporter, to-
ward Cuba-style communism.

Business leader Rafael Alfonzo 
urged Venezuelans who support 
Chavez’s policies “to wake up,” and 

warned that poverty-stricken citi-
zens would remain poor if  private 
property rights are not respected.

Chavez “wants to establish a re-
gime in which the state is the only 
property owner, and you will be…. 
eating only what the government 
wants you to eat,” Alfonzo told the lo-
cal Globovision television channel.

“I’m talking to businessmen, 
house wives, shop owners and poli-
ticians, wake up! If  you don’t do 
it now, it will be too late,” added 
Alfonzo.

Chavez fiercely criticized capital-
ism, saying it only leads to “misery 
for the majority” and will eventually 
endanger the survival of the human 
race.

Chavez, former paratroop com-
mander, has rejected allegations that 
he is becoming authoritarian. He 
claims that his political movement 
is “deeply democratic” and that 
Venezuelans will keep him in power 
through elections until 2013.

Christopher Toothaker

Source: Used with permission of  The 
Associated Press. Copyright ©2009. All 
rights reserved.

Economically
Speaking
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Commentary

There is a story that goes something like this: 
Everybody, Somebody, Anybody, and Nobody 
were faced with an important task. Everybody was 

sure that Somebody would do it. Anybody could have 
done it, but Nobody did it. Somebody got angry about 
that because it was Everybody’s job. Everybody thought 
Anybody could do it. But Nobody realized that Everybody 
wouldn’t do it. The end result was that Everybody blamed 
Somebody when Nobody did what Anybody could have.

The story points out that if you own something, you 
have an incentive to take care of it. When no one owns 
something or when everyone owns something, no one has 
an incentive to take care of it. That is what private prop-
erty rights are all about: They ensure individual owner-
ship. When all housing in China’s major cities was owned 
by the government, the houses and apartments were not 
taken care of. Similarly, in the projects of the large cities in 
the eastern United States, where apartments are owned by 
the government, no one has an incentive to ensure that the 
housing is cared for. But, as soon as China allowed some 
private ownership of apartments, the improvements were 
amazing—clean hallways, lighted hallways, and improve-
ments in the buildings. When the projects are sold to pri-
vate owners, the apartments are improved and cared for.

The PPC shows combinations of two goods, services, 
or activities that people can devote their resources to 
producing. Points along the curve are all possible com-
binations of two goods that can be produced using an 
individual’s resources fully and efficiently. If  you can 
own what you create, you have an incentive to produce 
somewhere along the PPC. But, if  you don’t own what 
you create, why should you worry about whether you are 
using resources efficiently or fully? You will operate at a 
point inside the PPC, such as point A. You will produce 
less than you are capable of producing.

Not only will you produce less, but you will not have 
an incentive to specialize and trade. Since you don’t own 
what you create, you don’t care whether what you produce 

is in accordance with comparative advantage. There is 
 nothing to trade because you own nothing. This is the sit-
uation  toward which Venezuela is being driven by Hugo 
Chavez. According to the article, Chavez’s administration 
has helped poor farmers start to work the lands.

“‘It’s about opening small spaces for socialism,’ Chavez 
told supporters inside a packed auditorium.” The prob-
lem is not that the poor farmers have no place to work, it 
is that they own nothing. Over 75 percent of the popula-
tion in most Latin American nations do not hold title to 
the property on which their houses rest or the fields in 
which they labor. Without ownership, the poor farmers 
have no incentive to improve the property. It is no differ-
ent for the large rich landowners—when they do not own 
their property, they have no incentive to take care of it. 
The direction in which Chavez is taking Venezuela is the 
direction in which Castro took Cuba, Mao took China, 
and Lenin, Stalin, and others took Russia. The result is a 
shrinking PPC and a reduction in standards of living.
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Chapter 3

Fundamental Questions
1  |  How do we decide who gets the scarce goods 

and resources?

2  | What is demand?

3  | What is supply?

4  |  How is price determined by demand and supply?

5  | What causes price to change?

6  |  What happens when price is not allowed to 
change with market forces?

Markets, Demand and Supply,
and the Price System

People (and firms and nations) can get more if they specialize in certain activities and then 

trade with one another to acquire the goods and services that they desire than they can if 

they do everything themselves. This is what we described in the previous chapter as gains 

from trade. But how does everyone get together to trade? Who decides who specializes 

in what, and who determines who gets what?

In some countries, the government decides who gets what and what is produced.

In India until the mid-1990s, in the Soviet Union from 1917 until 1989, and in Cuba, 

 Venezuela, and Cameroon and other African nations today, a few government  officials 

dictate what is produced, by whom it is produced, where it is produced, what price it sells 

at, and who may buy it. 

In most developed or industrial nations, government officials dictate what, how, 

for whom, and at what price certain things are produced, but for most goods and 

© Olga Chernetskaya & Leonid Yastremsky/Shutterstock
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market: a place 
or service that 
enables buyers 
and sellers to 
exchange goods 
and services

services, private individuals decide. When you walk into your local Starbucks to get a 

tall coffee, do you wonder who told the people working there to work there or who 

told the coffee growers to send their coffee beans to this particular Starbucks, or who 

told the bakery to provide this Starbucks with croissants? Probably not. Most of us 

take all these things for granted. Yet, it is a remarkable phenomenon—we get what 

we want, when we want it, and where we want it. How does this work? It is the market 

process; no one dictates what is produced, how it is produced, the price at which it 

sells, or who buys it. All this occurs through the self-interested behavior of individuals 

interacting in a market. 

The term “market” refers to the interaction of buyers and sellers. A market may be 

a specific location, such as the supermarket, or it may be the exchange of particular 

goods or services at many different locations, such as the foreign exchange market. 

A market makes possible the exchange of goods and services. It may be a formally 

organized exchange, such as the New York Stock Exchange, or it may be loosely or-

ganized, like the market for used bicycles or automobiles. A market may be confined 

to one location, as in the case of a supermarket, or it may encompass a city, a state, a 

country, or the entire world.

In this chapter we discuss the allocation of goods and services—how it is deter-

mined what is produced and who gets what.

A market arises when buyers and 

sellers exchange a well-defined 

good or service. In the case of a 

supermarket like this one, buyers 

purchase groceries and household 

items. The market occurs in a 

building at a specific location.
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■ 1. Allocation Systems
An allocation system is the process of  determining who gets the goods and 
services and who doesn’t. There are many different allocation systems that we 
might use. One is to have someone, say the government, determine who gets 
what, as in Cuba or Cameroon. Another is to have a first-come, first-served 
system, where those who arrive first get the goods and services. A third is to 
have a lottery, with the lucky  winners getting the goods and services. A fourth 
is the market or price system, where those with the incomes are able to buy the 
goods and services. Which is best? Take the quiz on the next page, and then 
we’ll discuss allocation systems some more.

1.a. Fairness
How did you respond to the four questions in each scenario? If  you are like 
most people, you believe that the price on the bottles of  water ought to be 
raised and that the first patients showing up at the doctor’s office ought to get 
service. Very few believe that the price or the market ought to be used to allocate 
important items like health care. Most claim that the price system is not fair. 
Yet none of the allocation approaches is “fair” if  fairness means that everyone 
gets what he or she wants. In every case, someone gets the good or service and 
someone does not. This is what scarcity is all about—there is not enough to go 
around. With the market system, it is those without income or wealth who must 
do without. Is this fair? No. Under the first-come, first-served system, it is those 
who arrive later who do without. This isn’t fair either, since those who are slow, 
old, disabled, or otherwise not first to arrive won’t get the goods and services. 
Under the government scheme, it is those who are not in favor or those who do 
not match up with the government’s rules who do without. In the former Soviet 
Union, Cuba, Cameroon, and other government-run countries, it is the govern-
ment officials who get most of the goods and services, through what we call 
corruption, graft, and bribes. And, with a random procedure, it is those who do 
not have the lucky ticket or the correct number who are left out.

None of these allocation systems is fair in the sense that no one gets left out. 
Scarcity means that someone gets left out. Only if  your measure of fair is equal 

A market arises when buyers and 

sellers exchange a well-defined 

good or service. In this case, 

shoppers at a market can examine 

the day’s assortment and make 

their choices. The flower market 

does not occur at a specific location 

nor in a fixed building.
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Allocation Quiz

I. At a sightseeing point reachable only after a strenuous hike, a firm has estab-
lished a stand where bottled water is sold. The water, carried in by the employees 
of the firm, is sold to thirsty hikers in six-ounce bottles. The price is $1 per bottle. 
Typically only 100 bottles of the water are sold each day. On a particularly hot 
day, however, 200 hikers each want to buy at least one bottle of water. Indicate 
what you think of each of the following means of distributing the water to the 
hikers by responding to each allocation approach with one of the following five 
responses:

 a. Agree completely
 b. Agree with slight reservation
 c. Disagree
 d. Strongly disagree
 e. Totally unacceptable

1. Increasing the price until the quantity of bottles of water that hikers are willing 
 and able to purchase exactly equals the number of bottles available for sale
2. Selling the water for $1 per bottle on a first-come, first-served basis
3. Having the local authority (government) buy the water for $1 per bottle and
 distribute it according to its own judgment
4. Selling the water for $1 per bottle following a random selection procedure or 
 lottery

II. A physician has been providing medical services at a fee of $100 per patient and 
typically sees 30 patients per day. One day the flu bug has been so vicious that 
the number of patients attempting to visit the physician exceeds 60. Indicate 
what you think of each of the following means of distributing the physician’s 
services to the sick patients by responding with one of the following five 
answers:

 a. Agree completely
 b. Agree with slight reservation
 c. Disagree
 d. Strongly disagree
 e. Totally unacceptable

1. Raising the price until the number of patients the doctor sees is exactly equal to 
 the number of patients who are willing and able to pay the doctor’s fee
2. Selling the services for $100 per patient on a first-come, first-served basis
3.  Having the local authority (government) pay the physician $100 per patient and 
 choose who is to receive the services according to its own judgment
4.  Selling the physician’s services for $100 per patient following a random selection 
 procedure or lottery

opportunity is the lottery system fair. When everything is allocated by lottery,
everyone has an equal chance of winning.

1.b. Incentives
Since each allocation mechanism is unfair, how do we decide which to use? One 
way might be by the incentives that each creates. Do the incentives lead to behav-
ior that will improve things, increase supplies, and raise standards of living?

With the first-come, first-served allocation scheme, the incentive is to be first. 
You have no reason to improve the quality of your products or to increase the 
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value of your resources. There is no incentive to increase the amounts of goods 
and services supplied. Why would anyone produce when all everyone wants is 
to be first? As a result, with a first-come, first-served allocation system, growth 
will not occur, and standards of living will not rise. A society based solely on 
first-come, first-served would die a quick death.

A government scheme provides an incentive either to be a member of gov-
ernment and thus help determine the allocation rules or to do exactly what the 
government orders you to do. There are no incentives to improve production 
and efficiency or to increase the quantities supplied, and thus there is no reason 
for the economy to grow. This type of system is a failure, as evidenced by the 
Soviet Union, Mao Tse-Tung’s China, Cuba, and socialist systems in Latin 
America and Africa and in virtually every poor country in the world.

The random allocation provides no incentives at all—you simply hope that 
manna from heaven falls on you.

With the market system, the incentive is to acquire purchasing ability—to 
obtain income and wealth. This means that you must provide goods that have 
high value to others and provide resources that have high value to producers—to 
enhance your worth as an employee by acquiring education or training, and to 
enhance the value of the resources you own.

The market system also provides incentives for quantities of  scarce goods to 
increase. In the case of  the water stand in Scenario I, if  the price of  the water 
increases and the owner of  the water stand is earning significant profits, others 
may carry or truck water to the top of  the hill and sell it to thirsty hikers; the 
amount of  water available thus increases. In the case of  the doctor in Scenario 
II, other doctors may think that opening an office near the first might be a 
way to earn more; the amount of  physician services available increases. Since 
the market system creates the incentive for the amount supplied to increase, 
economies grow and expand, and standards of  living improve. The market 
system also ensures that resources are allocated to where they are most highly 
valued. If  the price of  an item rises, consumers may switch to another item, 
or another good or service, that can serve about the same purpose. When 
consumers switch, production of  the alternative good rises, and thus the re-
sources used in its production must increase as well. As a result, resources are 
reallocated from lower-valued uses to higher-valued uses.

1.c. The Market Process: Arbitrage
When the Mazda Miata was introduced in the United States in 1990, the little 
sports roadster was an especially desired product in southern California. As 
shown in Figure 1, the suggested retail price was $13,996, the price at which it was 
selling in Detroit. In Los Angeles, the purchase price was nearly $25,000. Several 
entrepreneurs recognized the profit potential in the $10,000 price differential and 
sent hundreds of students to Detroit to pick up Miatas and drive them back to Los 
Angeles. Within a reasonably short time, the price differential between Detroit and 
Los Angeles was reduced. The increased sales in Detroit drove the price there up, 
while the increased number of Miatas being sold in Los Angeles reduced the price 
there. The price differential continued to decline until it was less than the cost of 
shipping the cars from Detroit to Los Angeles. This story of the Mazda Miata illus-
trates how markets work to allocate scarce goods, services, and resources. A prod-
uct is purchased where its price is low and sold where its price is high. As a result, 
resources devoted to that product flow to where they have the highest value. 
The same type of situation occurred with the introduction of the Mini Cooper 
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in 2001. The car was selling for much more in California than in New York and 
Chicago, so people purchased the car in Chicago or New York and had the cars 
shipped to California.

Suppose an electronics firm is inefficient, its employees are surly, and its 
products are not displayed well. To attempt to earn a profit, the firm charges 
more than the efficiently run firm down the street. Where do customers go? 
Obviously, they seek out the best deal and go to the more efficient firm. The 
more efficient store has to get more supplies, hire more employees, acquire 
more space, and so on. The inefficient store lays off  employees, sells used 
equipment, and gets rid of  its inventory. The resources thus go from where 
they were not as highly valued to where they are most highly valued.

Why does the market process work? For a very simple reason: People are 
looking for the best deal—the highest-quality products at the lowest prices. So 
when an opportunity for a “best deal” arises, people respond to it by purchasing 
where the price is low and selling where the price is high.

As long as the market is free to change, it will ensure that resources are allo-
cated to where they have the highest value and people get what they want at the 
lowest price. But what happens if  something interferes with the market process? 
Each year The Economist magazine1 publishes its Big Mac Index. This index 
lists the price of a Big Mac in many different countries. Adjusting for different 
currencies, one year the index looked something like Figure 2.

What do you bright entrepreneurs see? That’s right—an arbitrage opportu-
nity: You could load up a Boeing 747 with Big Macs in Phoenix and fly to Tokyo 

FIGURE 1 Production Possibilities Curve

The PPC shows all possible combinations of two goods that can be produced, given that 
resources are fully and efficiently used. The exact point on the curve where a country 
produces depends on consumers—what they are willing and able to purchase.
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1 http://www.economist.com/markets/indicators/displaystory.cfm?story_id=12991434, accessed 
January 22, 2009.
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■ 2. Markets and Money
The market process refers to the way that scarce goods and services are allocated 
through the individual actions of  buyers and sellers. The price adjusts to the ac-
tions of  buyers and sellers so as to ensure that resources are used where they have 
the highest value—the price of  the Miata in L.A. declines as more Miata’s end up 
in L.A. The price measures the opportunity cost—how much has to be given up in 
order to get something else. If  you pay a dollar for a cup of  coffee, then the op-
portunity cost of  that coffee is everything else that dollar could have been used to 
buy. In most cases, when you buy something you exchange money for that 

1. Scarce goods and resources can be allocated in many different ways. Four 
common approaches are first-come-first-serve, prices, government, and 
random.

2. No allocation mechanism is fair in the sense that everyone gets everything 
they want. This would defy the idea of scarcity. Some people will get the 
goods and resources and others will not.

3. The incentives each allocation system creates is a fundamental reason that 
markets are selected to do the allocation. Only a market system creates the 
incentives that lead to increasing standards of living.

R E C A P

and sell the Big Macs for a nice profit. The larger supply in Tokyo would reduce 
the Tokyo price, and the greater demand in Phoenix would raise the price there. 
Why does that not happen? Part of the reason might be that the food is not por-
table; it deteriorates in the airplane. Another reason is that regulations would 
not allow it: Japan would not allow someone to simply land on the tarmac and 
beginning selling Big Macs out of a cargo hold. Arbitrage in the movement of 
Big Macs does not take place. So, when something interferes with the market 
process, resources do not go to where they are most highly valued, and consum-
ers don’t get what they want at the lowest prices.

FIGURE 2
A Big Mac Index: The price of a Big Mac in four different cities after 
adjusting for currency differences.
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■ 3. Demand
A market is demand and supply—buyers and sellers. To understand how a price 
level is determined and why a price rises or falls, it is necessary to know how 
 demand and supply function. We begin by considering demand alone, then 
supply, and then we put the two together. Before we begin, we discuss some 
economic terminology that is often confusing.

Economists distinguish between the terms demand and quantity demanded. 
When they refer to the quantity demanded, they are talking about the amount of 
a product that people are willing and able to purchase at a specific price. When 
they refer to demand, they are talking about the amount that people would be 
willing and able to purchase at every possible price. Demand is the quantities 
demanded at every price. Thus, the statement that “the demand for U.S. white 
wine rose following an increase in the price of French white wine” means that 
at each price for U.S. white wine, more people were willing and able to purchase 
U.S. white wine. And the statement that “the quantity demanded of white wine 

double coincidence of 
wants: the situation that 
exists when A has what B 
wants and B has what A 
wants

demand: the amount of 
a product that people are 
willing and able to purchase 
at each possible price 
during a given period of 
time, everything else held 
constant

quantity demanded: the 
amount of a product that 
people are willing and able 
to purchase at a specific price

something. There are cases where you actually exchange one good for another—
you might mow someone’s lawn in exchange for them taking care of  your 
house while you are on vacation. Every market exchange is not necessarily a 
monetary exchange.

2.a. Barter and Money Exchanges
The purpose of markets is to facilitate the exchange of goods and services be-
tween buyers and sellers. In some cases, money changes hands; in others, only 
goods and services are exchanged. Recall from the previous chapter that the 
cost (price) of something is what must be given up to acquire a unit of that 
something. If the price of a gallon of milk is $2, then the cost of that gallon of 
milk is whatever would have been purchased with that $2. Suppose that the $2 
would have been used to purchase one piece of chocolate cake. Then we could 
say that the cost of a gallon of milk is one piece of chocolate cake. If we simply 
exchanged a gallon of milk for the piece of cake, we would be engaging in barter. 
The exchange of goods and services directly, without money, is called barter. 
Barter occurs when a plumber fixes a leaky pipe for a lawyer in exchange for the 
lawyer’s work on a will or when a Chinese citizen provides fresh vegetables to a 
U.S. visitor in exchange for a pack of U.S. cigarettes.

Most markets involve money because goods and services can be exchanged 
more easily with money than without it. When IBM purchases microchips from 
Yakamoto of Japan, IBM and Yakamoto don’t exchange goods directly. Neither 
firm may have what the other wants. Barter requires a double coincidence of wants: 
IBM must have what Yakamoto wants, and Yakamoto must have what IBM wants. 
The difficulty of finding a double coincidence of wants for barter transactions is 
typically very high. Using money makes trading easier. To obtain the microchips, 
all IBM has to do is provide dollars to Yakamoto. Yakamoto is willing to accept 
the money, since it can spend that money to obtain the goods that it wants.

2  |  What is demand?

barter: the direct exchange 
of goods and services 
without the use of money

1. Barter refers to exchanges made without the use of money.

2. Money makes it easier and less expensive to exchange goods and services.

R E C A P
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fell as the price of white wine rose” means that people were willing and able to 
purchase less white wine because the price of the wine rose.

3.a. The Law of Demand
Consumers and merchants know that if  you lower the price of a good or service 
without altering its quality or quantity, people will beat a path to your doorway. 
This simple truth is referred to as the law of demand.

According to the law of demand, people purchase more of something when 
the price of that item falls. More formally, the law of demand states that the 
quantity of some item that people are willing and able to purchase during a 
particular period of time decreases as the price rises, and vice versa.

The more formal definition of the law of demand can be broken down into 
five phrases:

1. The quantity of a well-defined good or service that

2. people are willing and able to purchase 

3. during a particular period of time

4.  decreases as the price of that good or service rises and increases as the 
price falls,

5. everything else held constant.

The first phrase ensures that we are referring to the same item, that we 
are not mixing different goods. A watch is a commodity that is defined and 
distinguished from other goods by several characteristics: quality, color, 
and design of the watch face, to name a few. The law of demand applies to a 
well-defined good, in this case, a watch. If one of the characteristics should 
change, the good would no longer be well defined—in fact, it would be a dif-
ferent good. A Rolex watch is different from a Timex watch; Polo brand golf 
shirts are different goods from generic brand golf shirts; Mercedes-Benz 
automobiles are different goods from Saturn automobiles.

The second phrase indicates that not only must people want to purchase some 
good, but they must be able to purchase that good in order for their wants to be 
counted as part of demand. For example, Sue would love to buy a membership in 
the Paradise Valley Country Club, but because the membership costs $35,000, she 
is not able to purchase the membership. Though she is willing, she is not able. At a 
price of $5,000, however, she is willing and able to purchase the membership.

The third phrase points out that the demand for any good is defined for 
a specific period of  time. Without reference to a time period, a demand re-
lationship would not make any sense. For instance, the statement that “at a 
price of  $3 per Happy Meal, 13 million Happy Meals are demanded” pro-
vides no useful information. Are the 13 million meals sold in one week or 
one year? Think of  demand as a rate of  purchase at each possible price over 
a period of  time—2 per month, 1 per day, and so on.

The fourth phrase points out that price and quantity demanded move in 
opposite directions; that is, as the price rises, the quantity demanded falls, and 
as the price falls, the quantity demanded rises.

Demand is a measure of  the relationship between the price and quantity 
 demanded of  a particular good or service when the determinants of  demand 
do not change. The determinants of demand are income, tastes, prices of  re-
lated goods and services, expectations, and the number of  buyers. If  any one 
of  these items changes, demand changes. The final phrase, everything else 
held constant, ensures that the determinants of  demand do not change.

determinants of demand: 
factors other than the price 
of the good that influence 
demand—income, tastes, 
prices of related goods and 
services, expectations, and 
number of buyers

law of demand: the 
quantity of a well-defined 
good or service that people 
are willing and able to 
purchase during a particular 
period of time decreases 
as the price of that good or 
service rises and increases 
as the price falls, everything 
else held constant
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3.b. The Demand Schedule
A demand schedule is a table or list of prices and the corresponding quantities 
demanded for a particular good or service. Consider the demand for access time 
to online games. Console games made their debut in the 1970s, but it has been in 
the first decade of this century in which the growth of online games or interac-
tive console games have really exploded. There are different formats and ways to 
download games and access networks, but let us deal with a simple setting wherein 
you can purchase access to a network featuring games such as World of Warcraft 
on a weekly basis. The table in Figure 3 is a demand schedule for hours of access 
to the games. It shows the number of hours per week that a consumer named Bob 
would be willing and able to buy at each price during a month, everything else 
held constant. As the price of the access time gets higher relative to the prices of 
other goods, Bob would be willing and able to purchase fewer access hours.

At a price of $5 per hour, Bob indicates that he will purchase only ten hours 
during the week. At a price of $4, Bob tells us that he will purchase twenty 
hours during the week. As the price drops from $5 to $4 to $3 to $2 and to $1, 
Bob is willing and able to purchase more access time. At a price of $1, Bob 
would purchase fifty hours of access for the week.

3.c. The Demand Curve
A demand curve is a graph of the demand schedule. The demand curve shown in 
Figure 3 is plotted from the information given in the demand schedule. The price 
per hour of access time (price per unit) is measured on the vertical axis, and the 
number of hours of access per week (quantity per unit of time) is measured on the 
horizontal axis. The demand curve slopes downward because of the inverse rela-
tionship between the price and the quantity that Bob is willing and able to pur-
chase. Point A in Figure 3 corresponds to combination A in the table: a price of 
$5 and ten hours per week demanded. Similarly, points B, C, D, and E in Figure 3 
represent the corresponding combinations in the table. The line connecting these 
points is Bob’s demand curve for hours of access to a network game.

All demand curves slope down because of the law of demand: As price falls, 
quantity demanded increases. The demand curves for bread, electricity, automo-
biles, colleges, labor services, health care, and any other good or service you can 
think of slope down. You might be saying to yourself, “That’s not true. When the 
price of some rock concerts goes up, more people want to attend the concert. As 
the ticket price goes up, going to the concert becomes more prestigious, and the 
quantity demanded actually rises.” To avoid confusion in such circumstances, we 
say  “everything else held constant.” With this statement, we are assuming that 
tastes don’t change and that, therefore, the goods cannot become more prestigious 
as the price changes. Similarly, we do not allow the quality or the brand name 
of a product to change as we define the demand schedule or demand curve. We 
concentrate on the one quality or the one brand; so when we say that the price of 
a good has risen, we are talking about a good that is identical at all prices.

3.d.  From Individual Demand Curves 
to a Market Curve

Bob’s demand curve for hours of access to a network game is plotted in Figure 3. 
Unless Bob is the only person who plays the game, his demand curve is not the 
total or market demand curve. Market demand is derived by adding up the 
quantities that everyone is willing and able to purchase at each price—the sum 

When speaking of the 
demand curve or demand 
schedule, we are using 
constant-quality units. The 
quality of a good does not 
change as the price changes 
along a demand curve.

demand schedule: a table 
or list of prices and the 
corresponding quantities 
demanded for a particular 
good or service

demand curve: a graph 
of a demand schedule 
that measures price on the 
vertical axis and quantity 
demanded on the horizontal 
axis
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of all individual demands. The market demand curve is the horizontal sum of all 
individual demand curves of all consumers in the market. The table in Figure 4 
lists the demand schedules of three individuals, Bob, Maria, and Liu. If these 
three were the only consumers in the market, then the market demand would be 
the sum of their individual demands, shown as the last column of the table.

Bob’s, Maria’s, and Liu’s demand schedules are plotted as individual demand 
curves in Figure 4(a). In Figure 4(b), their individual demand curves have been 
added together to obtain the market demand curve for hours of access per week 
to a network game. (Notice that we add in a horizontal direction—that is, we add 
the quantities at each price, not the prices at each quantity.) At a price of $5, we 
add the quantity that Bob would be willing and able to buy, 10, to the quantity that 
Maria would be willing and able buy, 5, to the quantity that Liu would be willing 
and able buy, 15, to get the market quantity demanded of 30. At a price of $4, we 
add the quantities that each of the consumers is willing and able to buy to get the 
total quantity demanded of 48. At all prices, then, we add the quantities demanded 
by each individual consumer to get the total, or market quantity, demanded.

The number of hours of access to online games that Bob is willing and able to buy at each 
price during the week is listed in the table, or demand schedule. The demand curve is de-
rived from the combinations given in the demand schedule. The price-quantity combination 
of $5 per hour and 10 hours is point A. The combination of $4 per hour and 20 hours is point 
B. Each combination is plotted, and the points are connected to form the  demand curve.

Bob’s Demand Schedule and Demand Curve for Hours of Access per WeekFIGURE 3
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The market is defined to consist of three individuals: Bob, Maria, and Liu. Their demand schedules are listed in the table 
and plotted as the individual demand curves shown in Figure 4(a). By adding the quantities that each demands at every 
price, we obtain the market demand curve shown in Figure 4(b). At a price of $1, we add Bob’s quantity demanded of 50 
to Maria’s quantity demanded of 25 to Liu’s quantity demanded of 27 to obtain the market quantity demanded of 102. 
At a price of $2, we add Bob’s 40 to Maria’s 20 to Liu’s 24 to obtain the market quantity demanded of 84. To obtain the 
market demand curve, for every price we sum the quantities demanded by each market participant.

FIGURE 4 The Market Demand Schedule and Demand Curve

3.e.  Changes in Demand and Changes 
in Quantity Demanded

When one of the determinants of demand—income, tastes, prices of related goods, 
expectations, or number of buyers—is allowed to change, the demand for a good or 
service changes as well. What does it mean to say that demand changes? Demand is 
the entire demand schedule, or demand curve. When we say that demand changes, 
we are referring to a change in the quantities demanded at each and every price.

A change in demand is 
represented by a shift of the 
demand curve.
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For example, if  Bob’s income rises, then he is willing and able to purchase 
more access time for the network game. At each and every price, the number 
of  hours of  access time that Bob is willing and able to buy each week rises. 
An increase in demand is expressed by a rightward shift of  the demand curve, 
such as shown in Figure 5(a) in the move from D1 to D2. Conversely, if  Bob’s 
income declined, then he would be willing and able to purchase less access 
time. This decrease in demand is expressed as a leftward shift of  the demand 
curve, as shown in Figure 5(b) in the move from D1 to D2.

When the price of a good or service is the only factor that changes, the quantity 
demanded changes, but the demand curve does not shift. Instead, as the price of 
the access time is decreased (increased), everything else held constant, the quantity 
that people are willing and able to purchase increases (decreases). This change is 
merely a movement from one point on the demand curve to another point on the 
same demand curve, not a shift of the demand curve. A change in the quantity de-
manded is the phrase that economists use to describe the change in the quantities of 
a particular good or service that people are willing and able to purchase as the price 
of that good or service changes. A change in the quantity demanded, from point A 
to point B on the demand curve, is shown in Figure 6(b). Compare this to a change 
in demand illustrated by the shift of the entire curve as shown in Figure 6(a). 

The demand curve shifts when income, tastes, prices of related goods, ex-
pectations, or the number of buyers changes. Let’s consider how each of these 
determinants of demand affects the demand curve.

3.e.1. Income The demand for any good or service depends on income. For 
most goods and services, the higher someone’s income is, everything else the 
same, the more that person can purchase at any given price. These are called 
normal goods. The increase in Bob’s income causes his demand to increase. This 
change is shown in Figure 6(a) by the shift to the right from the curve labeled D1 
to the curve labeled D2. Increased income means a greater ability to purchase 
goods and services. At every price, more hours of access time are demanded 
along curve D2 than along curve D1; this is an increase in demand.

A change in quantity 
demanded is represented 
by a movement along one 
demand curve.

In Figure 5(a), an increase in demand occurs due to an increase in income. The consumer is willing and able to purchase 
more at every price. This change is expressed as a rightward shift of the demand curve from D1 to D2. Figure 5(b) shows 
a decrease in demand due to a decrease in income. The consumer is willing to purchase less at every price. This is illus-
trated as a leftward shift of demand from D1 to D2.
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FIGURE 5 An Increase and a Decrease in Demand 

normal goods: goods for 
which demand increases as 
income increases
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For some goods and services, however, the amount demanded declines as 
income rises, everything else the same. The reason could be that these are goods 
or services that people use only when their incomes are declining—such as bank-
ruptcy services. In addition, people might not like the good or service as well as 
they like a more expensive good or service, so when their income rises, they pur-
chase the more expensive items. These types of items are called inferior goods.

3.e.2. Tastes The demand for any good or service depends on individuals’ tastes 
and preferences. When the iPod came out in 2000, it became an instant success. 
The Sony Walkman lost market share and essentially disappeared. Tastes changed 
toward the more mobile iPod and, more important, toward the more powerful 
iPod. Thousands of songs could be stored on an iPod, while the Walkman was 
constrained by the size of the CD. The iPhone incorporates the iPod into a mobile 
phone, and it too has been a huge success. Consumers no longer demand the old 

inferior goods: goods for 
which demand decreases as 
income increases

FIGURE 6 A Change in Demand and a Change in the Quantity Demanded

According to the table, Bob’s demand for access time has increased by 5 hours at each price. In Figure 6(a), this change 
is shown as a shift of the demand curve from D1 to D2. Figure 6(b) shows a change in the quantity demanded. The change 
in quantity demanded is an increase in the quantity that consumers are willing and able to purchase at a lower price. It is 
shown as a movement along the demand curve from point A to point B.
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fixed-line phones but instead want more capabilities in their mobile phones and 
MP3 devices; their tastes have changed.

3.e.3. Prices of Related Goods and Services Goods and services may be 
related in two ways. Substitute goods can be used in place of each other, so 
that as the cost of one rises, everything else the same, people will buy more of 
the other. Bread and crackers, BMWs and Acuras, movie downloads and theater 
movies, universities and community colleges, electricity and natural gas, time used 
to access network games and time used for other activities are, more or less, pairs 
of substitutes. As the price of entertainment venues rises, everything else held con-
stant, the demand for access time for network games will rise; the demand curve 
for access time will shift to the right.

Complementary goods are goods that are used together, and so as the price of 
one rises, everything else the same, consumers buy less of it but also buy less of 
the complementary good. Bread and margarine, beer and peanuts, cameras and 
film, shoes and socks, CDs and CD players, a computer or game board and access 
to network games, and iPods and iTunes are examples of pairs of complementary 
goods. As the price of a machine on which to play network games rises, people 
purchase less access time to those network games. The demand curve for a com-
plementary good shifts to the left when the price of the related good increases.

3.e.4. Expectations Expectations about future events can have an effect on 
demand today. People make purchases today because they expect their income 
level to be a certain amount in the future, or because they expect the price of 
certain items to be higher in the future. You might buy running shoes today if  
you expect the price of those shoes to be higher tomorrow. You might buy your 
airline ticket home now rather than wait until semester break if  you expect the 
price to be higher next month.

3.e.5. Number of Buyers Market demand consists of  the sum of  the de-
mands of  all individuals. The more individuals there are with income to 
spend, the greater the market demand is likely to be. For example, the popu-
lations of  Florida and Arizona are much larger during the winter than they 
are during the summer. The demand for any particular good or service in 
Arizona and Florida rises (the demand curve shifts to the right) during the 
winter and falls (the demand curve shifts to the left) during the summer.

1. According to the law of demand, as the price of any good or service rises 
(falls), the quantity demanded of that good or service falls (rises), during a 
specific period of time, everything else held constant.

2. A demand schedule is a listing of the quantity demanded at each price.

3. The demand curve is a downward-sloping line plotted using the values in 
the demand schedule.

4. Market demand is the sum of all individual demands.

5. Demand changes when one of the determinants of demand changes. A de-
mand change is illustrated as a shift of the demand curve.

6. The determinants of demand are income, tastes, prices of related goods 
and services, expectations, and number of buyers.

7. The quantity demanded changes when the price of the good or service 
changes. This is a change from one point on the demand curve to another 
point on the same demand curve.

R E C A P

complementary goods: 
goods that are used 
together; as the price of 
one rises, the demand for 
the other falls

substitute goods: goods 
that can be used in place of 
each other; as the price of 
one rises, the demand for 
the other rises
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■ 4. Supply
Why do students get discounts at movie theaters? Demand and supply. Why 
do restaurants offer early bird specials? Demand and supply. Why is the price 
of  hotel accommodations in Phoenix higher in the winter than in the summer? 
Demand and supply. Why is the price of beef higher in Japan than in the United 
States? Demand and supply. Both demand and supply determine price; neither 
demand nor supply alone determines price. We now discuss supply.

4.a. The Law of Supply
Just as demand is the relation between the price and the quantity demanded 
of  a good or service, supply is the relation between the price and the quan-
tity supplied. Supply is the amount of  the good or service that producers 
are willing and able to offer for sale at each possible price during a period 
of  time, everything else held constant. Quantity supplied is the amount of 
the good or service that producers are willing and able to offer for sale 
at a specific price during a period of  time, everything else held constant. 
According to the law of supply, as the price of  a good or service rises, the 
quantity supplied rises, and vice versa.

The formal statement of the law of supply consists of five phrases:

1. The quantity of a well-defined good or service that

2. producers are willing and able to offer for sale

3. during a particular period of time

4.  increases as the price of the good or service increases and decreases as the 
price decreases,

5. everything else held constant.

The first phrase is the same as the first phrase in the law of  demand. 
The second phrase indicates that producers must not only want to offer the 
 product for sale but be able to offer the product. The third phrase points 
out that the quantities producers will offer for sale depend on the period 
of  time being considered. The fourth phrase points out that more will be 
supplied at higher than at lower prices. The final phrase ensures that the 
determinants of  supply do not change. The determinants of  supply are those 
factors other than the price of  the good or service that influence the willing-
ness and ability of  producers to offer their goods and services for sale—the 
prices of  resources used to produce the product, technology and productiv-
ity, expectations of  producers, the number of  producers in the market, and 
the prices of  related goods and services. If  any one of  these should change, 
supply changes.

4.b. The Supply Schedule and Supply Curve
A supply schedule is a table or list of  the prices and the corresponding quanti-
ties supplied of  a good or service. The table in Figure 7 presents a single firm’s 
supply schedule for access to network games. (We will assume that three firms 
offer access to the same network games.) The schedule lists the quantities that 
each firm is willing and able to supply at each price, everything else held con-
stant. As the price increases, the firm is willing and able to offer more access 
time to the network games.

determinants of supply: 
factors other than the price 
of the good that influence 
supply—prices of resources, 
technology and productivity, 
expectations of producers, 
number of producers, and 
the prices of related goods 
and services

supply schedule: a table 
or list of prices and the 
corresponding quantities 
supplied of a particular 
good or service

supply: the amount of 
a good or service that 
producers are willing and 
able to offer for sale at each 
possible price during a 
period of time, everything 
else held constant

quantity supplied: the 
amount that sellers are 
willing and able to offer 
at a given price during 
a particular period of 
time, everything else held 
constant

law of supply: the quantity 
of a well-defined good or 
service that producers are 
willing and able to offer 
for sale during a particular 
period of time increases 
as the price of the good 
or service increases and 
decreases as the price 
decreases, everything else 
held constant

3  |  What is supply?
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A supply curve is a graph of  the supply schedule. Figure 7 shows Aber’s 
supply curve of access time to the network games. The price and quantity com-
binations given in the supply schedule correspond to the points on the curve. 
For instance, combination A in the table corresponds to point A on the curve; 
combination B in the table corresponds to point B on the curve, and so on for 
each price-quantity combination.

The supply curve slopes upward. This means that a supplier is willing and able 
to offer more for sale at higher prices than it is at lower prices. This should make 
sense—if prices rise, everything else held constant, the supplier will earn more 
profits. Higher profits create the incentive for the supplier to offer more for sale.

4.c.  From Individual Supply Curves 
to the Market Supply

To derive market supply, the quantities that each producer supplies at each price 
are added together, just as the quantities demanded by each consumer are added 
together to get market demand. The table in Figure 8 lists the supply schedules 
of three firms that sell access to network games: Aber, Broadband, and Courage. 
The supply schedules are plotted in Figure 8(a). Then in Figure 8(b) the indi-
vidual supply curves have been added together (in a horizontal direction) to 
obtain the market supply curve. At a price of $5, the quantity supplied by Aber 
is 60, the quantity supplied by Broadband is 30, and the quantity supplied by 
Courage is 12. This means a total quantity supplied in the market of 102. At a 
price of $4, the quantities supplied are 50, 25, and 9, for a total market quantity 
supplied of 84. The market supply schedule is the last column in the table. The 
graph of the price and quantity combinations listed in this column is the market 
supply curve. The market supply curve slopes up because each of the individual 
supply curves has a positive slope. The market supply curve tells us that the 
quantity supplied in the market increases as the price rises.

The quantity that Aber is willing and able to offer for sale at each price is listed in the supply schedule and shown on the sup-
ply curve. At point A, the price is $5 per hour and the quantity supplied is 60 hours. The combination of $4 per hour and 50 
hours is point B. Each price-quantity combination is plotted, and the points are connected to form the supply curve.

FIGURE 7 Aber’s Supply Schedule and Supply Curve of Access Time to Network Games
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The Market Supply Schedule and Curve of Access Time to Network GamesFIGURE 8

The market supply is derived by summing the quantities that each supplier is willing and able to offer for sale at each price. In 
this example, there are three producers: The supply schedules of each are listed in the table and plotted as the individual supply 
curves shown in Figure 8(a). By adding the quantities supplied at each price, we obtain the market supply curve shown in Figure 
8(b). For instance, at a price of $5, Aber offers 60 units, Broadband 30 units, and Courage 12 units, for a market supply quantity 
of 102. The market supply curve reflects the quantities that each producer is able and willing to supply at each price.
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4.d.  Changes in Supply and Changes 
in Quantity Supplied

When we draw the supply curve, we allow only the price and quantity sup-
plied of  the good or service that we are discussing to change. Everything else 
that might affect supply is assumed not to change. If  any of  the determinants 
of   supply—the prices of  resources used to produce the product, technology 
and productivity, expectations of  producers, the number of  producers in the 
market, and the prices of  related goods and services—changes, the supply 
schedule changes and the supply curve shifts.

4.d.1. Prices of Resources If labor costs rise, higher prices will be necessary to 
induce each store to offer as many hours of access as it did before the cost of the 
resource rose. The higher cost of resources causes a decrease in supply, meaning 
a leftward shift of the supply curve, from S1 to S2 in Figure 9(a). Compare point 
B on curve S2 with point A on curve S1. Both points correspond to a price of $3, 
but along curve S1, sellers are willing to offer 66 hours of access time, whereas 
curve S2 indicates that sellers will offer only 57 hours of access time.

4.d.2. Technology and Productivity If  resources are used more efficiently in 
the production of a good or service, more of that good or service can be sup-
plied for the same cost, or the original quantity supplied can be produced for a 
lower cost. As a result, the supply curve shifts to the right, as in Figure 9(b).

The move from horse-drawn plows to tractors or from mainframe  computers 
to  personal computers meant that each worker was able to produce more. The 
 increase in output produced by each unit of a resource is called a productivity 
increase. Productivity is defined as the quantity of output produced per unit of 
resource. Improvements in technology cause productivity increases, which lead 
to an increase in supply.

4.d.3. Expectations of Suppliers Sellers may choose to alter the quantity offered 
for sale today because of a change in expectations regarding the determinants of 
supply. A supply curve illustrates the quantities that suppliers are  willing and able 
to supply at every possible price. If suppliers expect that something is going to 
occur to resource supplies or the cost of resources, then they may alter the quanti-
ties that they are willing and able to supply at every possible price. The key point 
is that the supply curve will shift if producers expect something to occur that will 
alter their anticipated profits at every possible price, not just a change in one price. 
For instance, the expectation that demand will decline in the future does not lead 
to a shift of the supply curve; it leads instead to a decline in quantity supplied, 
because the new demand curve (the expected lower demand) would intersect the 
supply curve at a lower price and a smaller output level.

4.d.4. Number of Suppliers When more people decide to supply a good or 
service, the market supply increases. More is offered for sale at each and every 
price, causing a rightward shift of the supply curve.

4.d.5. Prices of Related Goods or Services The opportunity cost of produc-
ing and selling any good or service is the forgone opportunity to produce any 
other good or service. If the price of an alternative good changes, then the oppor-
tunity cost of producing a particular good changes. This could cause the supply 
curve to change. For instance, if McDonald’s can offer hamburgers or salads with 

productivity: the quantity 
of output produced per unit 
of resource

A change in the quantity 
supplied is a movement 
along the supply curve. A 
change in the supply is a 
shift of the supply curve.
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A Shift of the Supply CurveFIGURE 9

Figure 9(a) shows a decrease in supply and the shift of the supply curve to the left, from 
S1 to S2. The decrease is caused by a change in one of the determinants of access time to 
network games—an increase in the price of labor. Because of the increased price of labor, 
producers are willing and able to offer fewer access hours at each price than they were 
before the cost of labor rose. Supply curve S2 shows that at a price of $3 per hour of access, 
suppliers will offer 57 hours. That is 9 hours less than the 66 hours at $3 per access hour 
indicated by supply curve S1. Conversely, to offer a given quantity, producers must receive 
a higher price per access hour than they previously were getting: $3.50 per hour for 66 
hours (on supply curve S2) instead of $3 per hour (on supply curve S1).

Figure 9(b) shows an increase in supply. A technological improvement or an increase in 
productivity causes the supply curve to shift to the right, from S1 to S2. At each price, a higher 
quantity is offered for sale. At a price of $3, 66 hours were offered, but with the shift of the 
supply curve, the quantity of hours for sale at $3 apiece increases to 84. Conversely, produc-
ers can reduce prices for a given quantity—for example, charging $2 per hour for 66 hours.
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In Figure 10(a), the quantities that producers are willing and able to offer for sale at every price decrease, causing a leftward 
shift of the supply curve from S1 to S2. In Figure 10(b), the quantities that producers are willing and able to offer for sale in-
crease, because of an increase in the price of the good, causing a movement along the supply curve from point A to point B.

FIGURE 10 A Change in Supply and a Change in the Quantity Supplied

1. According to the law of supply, the quantity supplied of any good or ser-
vice is directly related to the price of the good or service during a specific 
period of time, everything else held constant.

2. Market supply is found by adding together the quantities supplied at each 
price by every producer in the market.

3. Supply changes if  the prices of relevant resources change, if  technology or 
productivity changes, if  producers’ expectations change, if  the number of 
producers changes, or if  the prices of related goods and services change.

4. Changes in supply are reflected in shifts of the supply curve. Changes in 
the quantity supplied are reflected in movements along the supply curve.

R E C A P

equal ease, an increase in the price of salads could lead the manager to offer more 
salads and fewer hamburgers. The supply curve of salads would shift to the right, 
and the supply curve of hamburgers would shift to the left.

A change in supply occurs when the quantity supplied at each and every price 
changes or there is a shift in the supply curve—like the shift from S1 to S2 in 
Figure 10(a). A change in one of the determinants of supply brings about a 
change in supply.

When only the price changes, a greater or smaller quantity is supplied. This 
is shown as a movement along the supply curve, not as a shift of the curve. A 
change in price is said to cause a change in the quantity supplied. An increase in 
quantity supplied is shown in the move from point A to point B on the supply 
curve of Figure 10(b).
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■ 5.  Equilibrium: Putting Demand 
and Supply Together 

The demand curve shows the quantity of a good or service that buyers are will-
ing and able to purchase at each price. The supply curve shows the quantity that 
producers are willing and able to offer for sale at each price. Only where the two 
curves intersect is the quantity supplied equal to the quantity demanded. This 
intersection is the point of equilibrium.

5.a. Determination of Equilibrium
Figure 11 brings together the market demand and market supply curves for 
access hours to network games. The supply and demand schedules are listed 

Equilibrium is established at the point where the quantity that suppliers are willing and able to of-
fer for sale is the same as the quantity that buyers are willing and able to purchase. Here, equilib-
rium occurs at the price of $3 per hour of access to network games and the quantity of 66 hours 
of access per week. It is shown as point e, at the intersection of the demand and supply curves. 
At prices above $3, the quantity supplied is greater than the quantity demanded, and the result is 
a surplus. At prices below $3, the quantity supplied is less than the quantity demanded, and the 
result is a shortage. The area shaded tan shows all prices at which there is a surplus—where quan-
tity supplied is greater than the quantity demanded. The amount of the surplus is measured in a 
horizontal direction at each price. The area shaded blue represents all prices at which a shortage 
exists—where the quantity  demanded is greater than the quantity supplied. The amount of the 
shortage is measured in a horizontal direction at each price.

FIGURE 11 Equilibrium
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in the table, and the curves are plotted in the graph in Figure 11. Notice that 
the curves intersect at only one point, labeled e, a price of  $3 and a quantity 
of  66. The intersection point is the equilibrium price, the only price at which 
the quantity demanded and quantity supplied are the same. You can see that 
at any other price, the quantity demanded and quantity supplied are not the 
same. This is called disequilibrium.

Whenever the price is greater than the equilibrium price, a surplus arises. 
For example, at $4, the quantity of  hours of  access demanded is 48, and the 
quantity supplied is 84. Thus, at $4 per hour, there is a surplus of  36 hours—
that is, 36 hours supplied are not purchased. Conversely, whenever the price 
is below the equilibrium price, the quantity demanded is greater than the 
quantity supplied and there is a shortage. For instance, if  the price is $2 per 
hour of  access, consumers will want and be able to pay for more hours of 
access than are available. As shown in the table in Figure 11, the quantity 
demanded at a price of  $2 is 84, but the quantity supplied is only 48. There 
is a shortage of  36 hours of  access at the price of  $2.

Neither a surplus nor a shortage will exist for long if  the price of  the prod-
uct is free to change. Suppliers who are stuck with hours of  access not being 
purchased will lower the price and reduce the quantities they are offering for 
sale in order to eliminate a surplus. Conversely, suppliers who cannot supply 
enough hours to meet demand and who have consumers on hold or losing 
connection will raise the price to eliminate a shortage. Surpluses lead to de-
creases in the price and the quantity supplied and increases in the quantity 
demanded. Shortages lead to increases in the price and the quantity supplied 
and decreases in the quantity demanded.

A shortage exists only when the quantity that people are willing and able to 
purchase at a particular price is more than the quantity supplied at that price. 
Scarcity occurs when more is wanted at a zero price than is available.

5.b.  Changes in the Equilibrium Price: 
Demand Shifts

Equilibrium is the combination of price and quantity at which the quantities 
 demanded and supplied are the same. Once an equilibrium is achieved, there is 
no incentive for suppliers or consumers to move away from it. An equilibrium 
price changes only when demand and/or supply changes—that is, when the de-
terminants of demand or the determinants of supply change.

Let’s consider a change in demand and what it means for the equilibrium 
price. Suppose that experiments on rats show that playing network games 
causes brain damage. As a result, a large segment of  the human population 
decides not to purchase access time to the games. Suppliers experience a 
decrease in the number of  customers willing and able to pay for access, as 
shown in Figure 12 by a leftward shift of  the demand curve, from curve D1 
to curve D2.

Once the demand curve has shifted, the original equilibrium price of $3 per 
hour of access per week at point e1 is no longer equilibrium. At a price of $3, 
the quantity supplied is still 66, but the quantity demanded has declined to 48 
(look at the demand curve D2 at a price of $3). There is, therefore, a surplus of 
18 hours of access time per week at the price of $3.

With a surplus comes downward pressure on the price. This downward pres-
sure occurs because producers acquire fewer hours of access for purchase and re-
duce the price in an attempt to sell those hours not being used. Suppliers continue 
reducing the price and the quantity available until consumers purchase all the 

shortage: a quantity 
supplied that is smaller than 
the quantity demanded 
at a given price; it occurs 
whenever the price is less 
than the equilibrium price

5  |  What causes price to 
change?
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hours that the sellers have available, or until a new equilibrium is established. That 
new equilibrium occurs at point e2 with a price of $2.50 and a quantity of 57.

The decrease in demand is represented by the leftward shift of the demand 
curve. A decrease in demand results in a lower equilibrium price and a lower 
equilibrium quantity as long as there is no change in supply. Conversely, an 
increase in demand would be represented as a rightward shift of the demand 
curve and would result in a higher equilibrium price and a higher equilibrium 
quantity as long as there is no change in supply.

5.c.  Changes in the Equilibrium Price: 
Supply Shifts

The equilibrium price and quantity may be altered by a change in supply as 
well. If  the price of relevant resources, technology and productivity, the expec-
tations of suppliers, the number of suppliers, or the prices of related products 
change, supply changes.

Let’s consider an example. Suppose a tax is imposed on all Internet access and 
that this tax increases the cost for the network game suppliers to provide access 
time. This is represented by a leftward shift of the supply curve in Figure 12.

The leftward shift of the supply curve, from curve S1 to curve S2, leads to a new 
equilibrium price and quantity. At the original equilibrium price of $3 at point 
e1, 66 hours of access are supplied. After the shift in the supply curve, 48 hours 
are supplied at a price of $3 per hour, and there is a shortage of 18 hours per 
week. The shortage puts upward pressure on price. As the price rises, consumers 
decrease the quantities that they are willing and able to purchase, and suppliers 
increase the quantities that they are willing and able to supply. Eventually, a new 

FIGURE 12 The Effects of a Shift of the Demand Curve

The initial equilibrium price ($3 per hour of access time) and quantity (66 hours of access 
time) are established at point e1, where the initial demand and supply curves intersect. A 
change in the tastes for access hours to the network games causes demand to decrease, and 
the demand curve shifts to the left. At $3 per hour of access, the initial quantity supplied, 66 
hours, is now greater than the quantity demanded, 48 hours. The surplus of 18 hours causes 
suppliers to reduce the amount of hours of access offered and to lower the price. The market 
reaches a new equilibrium, at point e2, $2.50 per hour and 57 hours per week.
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equilibrium price and quantity is established at $3.50 and 57 hours of access each 
week at point e2.

The decrease in supply is represented by the leftward shift of  the supply 
curve. A decrease in supply with no change in demand results in a higher price 
and a lower quantity. Conversely, an increase in supply would be represented 
as a rightward shift of  the supply curve. An increase in supply with no change 
in demand would result in a lower price and a higher quantity.

5.d. Market Adjustment and Market Interference
We have examined a hypothetical (imaginary) market for access time to network 
games in order to represent what goes on in real markets. We have established that 
the price of a good or service is defined by an equilibrium between demand and 
supply. We noted that an equilibrium could be disturbed by a change in demand, a 
change in supply, or simultaneous changes in demand and supply. The important 
point of this discussion is to demonstrate that when they are not in equilibrium, 
the price and the quantities demanded and/or supplied change until equilibrium 
is established. The market is always attempting to reach equilibrium.

Looking at last year’s sweaters piled up on the sale racks, waiting over an hour for 
a table at a restaurant, or hearing that 5 or 6 percent of people who are willing and 
able to work are unemployed may make you wonder whether equilibrium is ever 
established. In fact, it is not uncommon to observe situations in which quantities 
demanded and quantities supplied are not equal. But this observation does not cast 
doubt on the usefulness of the equilibrium concept. Even if not all markets clear, 
or reach equilibrium, all the time, we can be reasonably assured that market forces 

The Effects of a Shift of the Supply CurveFIGURE 13

The initial equilibrium price and quantity are $3 and 66 hours, at point e1. When the 
Internet tax is imposed, suppliers’ costs have risen, and so they are willing and able to 
 offer fewer hours for sale at each price. The result is a leftward (upward) shift of the 
 supply curve, from S1 to S2. At the old price of $3, the quantity demanded is still 66, but 
the quantity supplied falls to 48. The shortage is 18 hours of access time. The shortage 
leads to a new equilibrium, e2, the intersection between curves S2 and D, is $3.50 per hour 
of access time and 57 hours of access time.
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are operating so that the market is moving toward an equilibrium. When you see the 
store having a sale, you know that the market is moving toward equilibrium. When 
you hear that the price of something is rising because so many people are buying 
it, you know that the market is moving toward equilibrium. Sometimes the market 
is not allowed to move toward equilibrium, as discussed in the following section.

5.d.1. Market Interference: Price Ceilings and Price Floors A price floor is a 
situation in which the price is not allowed to decrease below a certain level. Consider 
Figure 14, representing the market for sugar. The equilibrium price of sugar is $.10 
a pound, but because the government has set a price floor of $.20 a pound, as shown 
by the solid yellow line, the price is not allowed to move to its equilibrium level. A 
surplus of 250,000 pounds of sugar results from the price floor. Sugar growers pro-
duce 1 million pounds of sugar, and consumers purchase 750,000 pounds of sugar.

We saw previously that whenever the price is above the equilibrium price, a 
surplus arises and begins to force the price to decline. The price floor interferes 
with the functioning of the market; a surplus exists because the government 
will not allow the price to drop. The sugar surplus builds up as each week, more 
sugar is produced than is consumed.

What would occur if  the government had set the price floor at $.09 a pound? 
Since at $.09 a pound, a shortage of sugar would result, the price would rise. A 
price floor keeps the price only from falling, not from rising. So the price rises to 
its equilibrium level of $.10. Only if  the price floor is set above the equilibrium 
price is it an effective price floor.

A price ceiling is the situation in which a price is not allowed to rise to its equi-
librium level. Los Angeles, San Francisco, and New York are among over 125 
U.S. cities that have some type of rent controls. The New York City rent control 
law places a ceiling on the rents that landlords can charge for apartments. Figure 
15 is a demand and supply graph representing the market for apartments in 
New York. The equilibrium price is $3,000 a month. The government has set a 

The equilibrium price of sugar is $.10 a pound, but because the government has set a price floor 
of $.20 a pound, as shown by the solid yellow line, the price is not allowed to move to its equi-
librium level. A surplus of 250,000 pounds of sugar results from the price floor. Sugar growers 
produce 1 million pounds of sugar, and consumers purchase 750,000 pounds of sugar.

FIGURE 14 A Price Floor
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in which the price is not 
allowed to rise above a 
certain level
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price of $1,500 a month as the maximum that can be charged. The price ceiling 
is shown by the solid yellow line. At the rent control price of $1,500 per month, 
3,000 apartments are available, but consumers want 6,000 apartments. There is a 
shortage of 3,000 apartments.

The shortage means that not everyone who is willing and able to rent an 
apartment will be able to. Since the price is not allowed to ration the apart-
ments, something else will have to. It may be that those who are willing and able 
to stand in line the longest get the apartments. Perhaps bribing an important 
official might be the way to get an apartment. Perhaps relatives of officials or 
important citizens will get the apartments. Whenever a price ceiling exists, a 
shortage results, and some rationing device other than price will arise.

Had the government set the rent control price at $4,000 per month, the price 
ceiling would not have had an effect. Since the equilibrium is $3,000 a month, 
the price would not have risen to $4,000. Only if  the price ceiling is below the 
equilibrium price will it be an effective price ceiling.

Price ceilings are not uncommon in the United States or in other economies. 
China had a severe housing shortage for 30 years because the price of  housing 
was kept below equilibrium. Faced with unhappy citizens and realizing the 
cause of  the shortage, officials began to lift the restrictions on housing prices 
in 1985. The shortage has diminished. In the former Soviet Union, prices for all 
goods and services were defined by the government. For most consumer items, 
the price was set below equilibrium, and shortages existed. The long lines of 
people waiting to purchase food or clothing were the result of  the price ceil-
ings on all goods and services. In the United States, price ceilings on all goods 
and services have been imposed at times. During the First and Second World 
Wars and during the Nixon administration of  the early 1970s, wage and price 
controls were imposed. These were price ceilings on all goods and services. As 
a result of  the ceilings, people were unable to purchase many of  the products 
they desired. The Organization of  Petroleum Exporting Countries (OPEC) re-
stricted the quantity of  oil in the early 1970s and drove its price up  considerably. 

Rent ControlsFIGURE 15

A demand and supply graph representing the market for apartments in New York City 
is shown. The equilibrium price is $3,000 a month. The government has set a price of 
$1,500 a month. The government’s price ceiling is shown by the solid yellow line. At the 
 government’s price, 3,000 apartments are available but consumers want 6,000. There is a 
shortage of 3,000 apartments.
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The U.S. government responded by placing a price ceiling on gasoline. The 
result was long lines at gas stations because of  shortages of  gasoline.

Price floors are quite common in economies as well. The agricultural policies 
of most of the developed nations are founded on price floors—the government 
guarantees that the price of an agricultural product will not fall below some 
level. Price floors result in surpluses, and this has been the case with agricultural 
products as well. The surpluses in agricultural products in the United States 
have resulted in cases where dairy farmers dumped milk in the river, where grain 
was given to other nations at taxpayer expense, and where citrus ranchers picked 
and then discarded thousands of tons of citrus, all to reduce huge surpluses.

When price ceiling or price floors do not allow a market to reach equilibrium, 
shortages or surpluses will result. Since the price is not allowed to allocate the goods 
or services, another allocation mechanism will—first-come-first-served, govern-
ment, or lottery.

5.e. Market Adjustment: Watch the Price of Eggs
During the 1990s, country after country turned from government-run econo-
mies to market economies. In Latin America, in eastern Europe and Russia, in 
China, and in India, former socialist or dictatorial nations sought to free their 
stagnant and collapsing economies from government control. In these coun-
tries, government price controls were lifted, and people were allowed to buy 
and sell what they wanted. The leaders of the reforms were often told by their 
economic advisers, “Watch the price of eggs. If  the price rises and more eggs are 
offered for sale, and then the price falls, it is a sign that markets are working.” 

So, when the price control was lifted, prices shot upward, frightening both 
the leaders and the individual people. But, within hours or a few days of the 
lifting of price controls, markets arose in which eggs, other produce, and some 
clothing items appeared. Shortages disappeared. Why? What was occurring?

Why did the advisers focus on eggs and not the heavy industries like ship-
building, oil refining, or power generation? They focused on eggs because the 
market for eggs would be the quickest to emerge. Once they were free to do so, 

The controlled price is at PG. When price controls are lifted, price immediately shoots up to 
PD because the quantity supplied does not immediately change. Eventually, the quantity that 
is supplied rises, and as it rises, the price is driven to the equilibrium level.

FIGURE 16 Ending Price Controls
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local farmers would bring their eggs to the city to sell. As the price of eggs rose, 
more eggs would be brought to market. Items such as ships, airplanes, tractors, 
etc., would not increase in supply nearly as rapidly as would eggs.

The market for eggs is depicted in Figure 16. The government-controlled price 
is PG. The price ceiling meant shortages, as the quantity demanded is larger than 
the quantity supplied. When the price ceiling is lifted, the price immediately 
shoots up to PD, but the quantity supplied does not change. Eventually, the high 
price leads to increasing quantities of eggs being supplied. Quite rapidly, in the 
case of eggs, the price drops to the equilibrium.

The adjustment process took much more time in the heavy industries. Once 
the price controls on items like gasoline, electricity, or industrial products were 
lifted, the price shot up, but the quantities supplied could not increase for quite 
some time. As a result, prices remained very high for months or years, until 
suppliers could begin offering more gasoline, electricity, ships, airplanes, and 
tractors. To the citizens, it seemed as if  the markets were not working because 
the higher price did not bring forth increased quantities supplied.

Years, not days, were necessary for a complete transition from government-
run to market-based economies in those countries where heavy industry was 
a large part of the economy, such as Russia.2 In countries that were primarily 
agricultural, such as China, the transition occurred much more rapidly.

2 The video Commanding Heights, based on the book of the same name by Daniel Yergin and 
Joseph Stanislaus, provides a vivid portrayal of the transition from government to market 
economies during the 1990s.

   1. Equilibrium occurs when the quantity demanded and the quantity sup-
plied are equal: It is the price-quantity combination where the demand 
and supply curves intersect.

   2. A price that is above the equilibrium price creates a surplus. Producers 
are willing and able to offer more for sale than buyers are willing and able 
to purchase.

   3. A price that is below the equilibrium price leads to a shortage, because 
buyers are willing and able to purchase more than producers are willing 
and able to offer for sale.

   4. When demand changes, price and quantity change in the same direc-
tion—both rise as demand increases, and both fall as demand decreases.

   5. When supply changes, price and quantity change, but not in the same di-
rection. When supply increases, price falls and quantity rises. When sup-
ply decreases, price rises and quantity falls.

   6. When both demand and supply change, the direction of the change in price 
and quantity depends on the relative sizes of the changes of demand and 
supply.

   7. The exchange rate is a determinant of demand when a good is sold in 
both the United States and other countries. It is also a determinant of 
supply because it affects the costs of producing goods.

   8. A price floor is a situation in which a price is set above the equilibrium 
price. This creates a surplus.

R E C A P
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SUMMARY
1  | How do we decide who gets the scarce goods and 
resources?

•  An allocation system is a way to determine who gets 
the scarce goods and resources. Allocation schemes 
include first-come, first-served, lottery, government, 
and market. §1

•  The advantage of a market system over other al-
location schemes is the incentives created by the 
market system. §1.b

2  | What is demand?

•  Demand is the quantities that buyers are willing and 
able to buy at alternative prices. §3

•  The quantity demanded is a specific amount at one 
price. §3

•  The law of demand states that as the price of a well-
defined commodity rises (falls), the quantity de-
manded during a given period of time will fall (rise), 
everything else held constant. §3.a

•  Demand will change when one of the determinants 
of demand changes, that is, when income, tastes, 
prices of related goods and services, expectations, or 
number of buyers changes. A demand change is il-
lustrated as a shift of the demand curve. §3.e

3  | What is supply?

•  Supply is the quantities that sellers will offer for sale 
at alternative prices. §4.a

•  The quantity supplied is the amount that sellers of-
fer for sale at one price. §4

•  The law of supply states that as the price of a 
well-defined commodity rises (falls), the quantity 

supplied during a given period of time will rise 
(fall), everything else held constant. §4.a

•  Supply changes when one of the determinants of 
supply changes, that is, when prices of resources, 
technology and productivity, expectations of pro-
ducers, the number of producers, or the prices of 
related goods or services change. A supply change is 
illustrated as a shift of the supply curve. §4.d

4  | How is price determined by demand and supply?

•  Together, demand and supply determine the equilib-
rium price and quantity. §5

5  | What causes price to change?

•  A price that is above equilibrium creates a surplus, 
which leads to a lower price. A price that is below 
equilibrium creates a shortage, which leads to a 
higher price. §5.a

•  A change in demand or a change in supply (a shift 
of either curve) will cause the equilibrium price and 
quantity to change. §5.b, 5.c

6  | What happens when price is not allowed to change 
with market forces?

•  Markets are not always in equilibrium, but when 
not, surpluses or shortages arise and force the price 
to move them toward equilibrium. §5.d

•  A price floor is a situation in which a price is not 
allowed to decrease below a certain level—it is set 
above the equilibrium price. This creates a surplus. 
A price ceiling is a case in which a price is not al-
lowed to rise—it is set below the equilibrium price. 
This creates a shortage. §5.d

KEY TERMS
market §2.a

barter §2.b

double coincidence of wants §2.b

demand §3

quantity demanded §3

law of demand §3.a

determinants of demand §3.a

demand schedule §3.b

demand curve §3.c

normal goods §3.e.1

inferior goods §3.e.1

substitute goods §3.e.3

complementary goods §3.e.3

supply §4.a

quantity supplied §4.a

   9. A price ceiling is a case in which a price is set below the equilibrium price. 
This creates a shortage.

10. When a price ceiling is lifted, the market will adjust. The speed of adjustment 
of the quantity supplied and prices depends on how rapidly resources can be 
altered, goods and services produced, and supplies brought to market.



70 Part One   Introduction to the Price System

 1. Illustrate each of  the following events using a de-
mand and supply diagram for bananas.
a. Reports surface that imported bananas are in-

fected with a deadly virus.
b. Consumers’ incomes drop.
c. The price of bananas rises.
d. The price of oranges falls.
e. Consumers expect the price of bananas to de-

crease in the future.

 2. Answer true or false, and if  the statement is false, 
change it to make it true. Illustrate your answers on 
a demand and supply graph.
a. An increase in demand is represented by a move-

ment up the demand curve.
b. An increase in supply is represented by a move-

ment up the supply curve.
c. An increase in demand without any changes in 

supply will cause the price to rise.
d. An increase in supply without any changes in de-

mand will cause the price to rise.

 3. Using the following schedule, define the equilib-
rium price and quantity. Describe the situation at a 
price of  $10. What will occur? Describe the situation 
at a price of $2. What will occur?

Price 
Quantity Demanded

Quantity 
Supplied

$1 500 100

$2 400 120

$3 350 150

$4 320 200

$5 300 300

$6 275 410

$7 260 500

$8 230 650

$9 200 800

$10 150 975

 4. Suppose the government imposed a minimum price 
of $7 in the schedule of exercise 3. What would oc-
cur? Illustrate.

 5. In exercise 3, indicate what the price would have 
to be to represent an effective price ceiling. Point 
out the surplus or shortage that results. Illustrate a 
price floor and provide an example of  a price floor.

 6. A common feature of  skiing is waiting in lift lines. 
Does the existence of  lift lines mean that the price 
is not working to allocate the scarce resource? If  so, 
what should be done about it?

 7. Why don’t we observe barter systems as often as we 
observe the use of  currency?

 8. A severe drought in California has resulted in a nearly 
30 percent reduction in the quantity of citrus grown 
and produced in California. Explain what effect this 
event might have on the Florida citrus market.

 9. The prices of the Ralph Lauren Polo line of clothing 
are considerably higher than those of comparable-
quality lines. Yet this line sells more than a J. C. 
Penney brand line of clothing. Does this violate the 
law of demand?

 10. In December, the price of  Christmas trees rises and 
the quantity of  trees sold rises. Is this a violation of 
the law of  demand?

11. In recent years, the price of artificial Christmas trees 
has fallen while the quality has risen. What impact 
has this event had on the price of cut Christmas trees?

 12. Many restaurants don’t take reservations. You 
 simply arrive and wait your turn. If  you arrive at 
7:30 in the evening, you have at least an hour wait. 
Notwithstanding that fact, a few people arrive, speak 
quietly with the maitre d’, hand him some money, 
and are promptly seated. At some restaurants that 
do take reservations, there is a month wait for a 
Saturday evening, three weeks for a Friday evening, 
two weeks for Tuesday through Thursday, and virtu-
ally no wait for Sunday or Monday evening. How do 
you explain these events using demand and supply?

 13. Evaluate the following statement: “The demand for 
U.S. oranges has increased because the quantity of 
U.S. oranges demanded in Japan has risen.”

EXERCISES

law of supply §4.a

determinants of supply §4.a

supply schedule §4.b

supply curve §4.b

productivity §4.d.2

equilibrium §5

disequilibrium §5.a

surplus §5.a

shortage §5.a

price floor §5.d.1

price ceiling §5.d.1
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 14. In December 1992, the federal government began 
requiring that all foods display information about 
fat content and other ingredients on food pack-
ages. The displays had to be verified by independent 
 laboratories. The price of  an evaluation of  a food 
product could run as much as $20,000. What impact 
do you think this law had on the market for meat?

 15. Draw a PPC. Which combination shown by the 
PPC will be produced? How is this combination 
 determined? Does the combination that is produced 
depend on how goods and services are allocated?

You can find further practice tests in the Online Quiz at www.cengage.com/economics/boyes.

www.cengage.com/economics/boyes


Economically
Speaking

Text not available due to copyright restrictions



Commentary

Dictating the retail price that companies can sell 
gasoline at is nothing more than a price ceiling. 
In the figure below left, the ceiling price of Pm 

is less than the equilibrium price P1. This price ceiling cre-
ates a shortage: At the controlled price Pm, the quantity 
of gasoline demanded is Qd, while the quantity supplied is 
only Qs. The difference, Qd � Qs, is the quantity of gaso-
line that consumers would be willing and able to buy but 
can’t because there is none available. What does a short-
age in gasoline look like? It is long lines at gas pumps. It is 
people stranded because they have run out of gas.

How is this shortage resolved? Since price cannot 
be used to resolve the shortage, something else will. 
Common replacements for price are first-come, first-
served and corruption.

First-come, first-served is what we typically see. Long 
lines form at gas stations. People “top off” their tanks, driv-
ing into a station whenever they see an opening in order to 
keep their gas tanks full. One result is many more people 
at pumps than would otherwise be the case. Another is that 
some gas stations close because they can’t obtain supplies.

Crude oil, the main source of gasoline, is traded in a 
global market. If prices rise in one part of the world but are 
not allowed to rise in others, the crude oil will be shipped to 
where its return is highest. As the article notes, “If prices rose 
in Dallas and didn’t rise in Seattle, oil producers would have 
a big incentive to ship all their supplies to Texas—leaving 
Washingtonians to pay nothing for nothing. When a freeze 
damages Florida’s orange juice crop, does Ms. Cantwell 
think only Floridians feel the pain?” If the United States 
limited gasoline prices to $2 per gallon and other parts of 

the world allowed the price to rise to $4 per gallon, the oil 
would be shipped to where it could be refined and a profit 
made from selling gasoline. In short, price ceilings lead to 
shortages. Even if the oil was not shipped around the world, 
why would anyone invest millions of dollars in drilling for 
oil when they would not make a profit? As the commentary 
notes, controlling prices tells producers to leave the black 
stuff in the ground. Refineries would be shut down, and no 
new spending on oil wells and facilities would occur. Over 
time, the supply of gasoline would decline even further, 
shown as the move from S1 to S2 in the figure below on the 
right. This would create larger shortages.

In the Soviet Union, China, Cuba, India, and other 
nations that imposed price controls on many goods and 
services for a long period of time, first-come, first-served 
allocation was replaced with graft and corruption. If you 
bribed the right official, you could get some bread or milk. 
If you paid off the manager, you could find other items 
that you needed. Corruption leads to a collapse of civiliza-
tion—standards of living decline.

As noted in the chapter, allocation schemes other 
than price do not create incentives for improvement and 
increases in standards of living. What incentive does the 
first-come, first served system create? Just to be first. All 
you do is stand in lines. Nothing more is produced, and no 
alternatives to gasoline are ever discovered. In contrast, if  
price is not controlled, it rises to equilibrium, the quantity 
supplied rises, and the quantity demanded falls. The higher 
price brings out entrepreneurs seeking profits. These en-
trepreneurs will discover more efficient ways to transport 
people and alternative energy sources to oil and gasoline.
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Chapter 4

You decide to buy a new Toyota, so you go to a Toyota dealer and exchange money 

for the car. The Toyota dealer has rented land and buildings and hired workers in order 

to make cars  available to you and other members of the public. The employees earn 

incomes paid by the Toyota  dealer and then use those incomes to buy food from the 

grocery store. This transaction generates  revenue for the grocery store, which hires 

workers and pays them incomes that they then use to buy groceries and Toyotas. Your 

expenditure for the Toyota is part of a circular flow. Revenue is received by the Toyota 

dealer, which pays its employees, who, in turn, buy goods and services.

Of course, the story is complicated by the fact that your Toyota may have been manu-

factured in Japan and then shipped to the United States before it was sold by the local 

1  |  In a market system, who decides what goods 
and services are produced and how they are 
produced, and who obtains the goods and 
services that are produced?

2  |  What is a household, and what is household 
income and spending?

3  |  What is a business firm, and what is business 
spending?

4  |  How does the international sector affect the 
economy?

5  |  What is the public sector? What is public sector 
spending?

6  | How do the private and public sectors interact?

Fundamental Questions

The Market System and the Private
and Public Sectors

Chapter 4

© Jim West/Alamy
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Toyota dealer. Your purchase of the Toyota creates revenue for both the local dealer 

and the manufacturer, which pays autoworkers to assemble the cars. When you buy your 

Toyota, you pay a sales tax, which the government uses to support its expenditures on 

 police, fire protection, national defense, the legal system, and other services. In short, 

many people in different areas of the economy are involved in what seems to be a single 

transaction.

We begin this chapter by examining the interaction of buyers and sellers in a market 

system. We then look at the main sectors of an economy—households, firms, the interna-

tional, and the government—to determine how they interact. 

■  1. The Market System 
As we learned in Chapter 2, the production possibilities curve represents all 
possible combinations of goods and services that a society can produce if  its 
resources are used fully and efficiently. Which combination, that is, which point 
on the PPC, will society choose? In a price or market system, the answer is given 
by demand and supply. Consumers demonstrate what they are willing and able 
to pay for by buying different goods and services. If  a business is to succeed, it 
must supply what people want at a price that people can afford. 

1.a. Consumer Sovereignty
The technology love affair is occurring all over the world. Laptop computer sales 
exceed those of desktop PCs, and there has been a massive move from mobile 
phone to smartphones. Think of a daily task, any daily task, and it’s likely that 
there’s a specialized, pocket-sized device designed to help you accomplish it. 
You can get a machine to make phone calls or one that keeps your calendar and 
address book, another that entertains you or plays your music, and another that 
gives directions, one that takes pictures, checks your e-mail, and does other things. 
Today you don’t have to have a separate device for each task. A smartphone can 
take care of all of your handheld computing and communication needs in a 
single, small package. And future applications promise to be even more impres-
sive, such as using the phone as a wireless credit card. The first smartphone was 
called Simon; it was designed by IBM in 1992. Smartphone adoption in the U.S. 
initially lagged that of other developed areas, such as Japan or Europe, but the 
North American market expanded considerably beginning in 2008. 

In the 1990s, people wanted mobile devices to carry out those daily tasks. 
The Blackberry, iPod, and other devices served various functions. By empha-
sizing convenience and flexibility, Nokia, Sharp, Fujitsu, and RIM grabbed 
a big share of  the smartphone market worldwide, and Apple did well in 
North America. While these and a few manufacturers became successful, 
the star of  the story is not these companies. It is the consumer. In a market 
system, if  consumers are willing and able to pay for more powerful and flex-
ible phones, more such phones appear. If  consumers are willing and able to 
pay for a small phone that takes pictures and entertains you and does other 
tasks, such a phone will be available.

1  |  In a market system, 
who decides what 
goods and services 
are produced and 
how they are 
produced, and who 
obtains the goods 
and services that are 
produced?
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Why does the consumer have such power? The name of the game for business 
is profit, and the only way a business can make a profit is by satisfying consumer 
wants. Consumers, not politicians or business firms, ultimately determine what 
is to be produced. A firm that produces something that no consumers want 
will not remain in business very long. Consumer sovereignty—the authority of 
consumers to determine what is produced through their purchases of goods and 
services—dictates what goods and services will be produced. Firms and inven-
tors come up with new products, but if  consumers are not willing and able to 
purchase these products, the products will not exist for long.

1.b. Profit and the Allocation of Resources
When a good or service seems to have the potential to generate a profit, some 
entrepreneur will put together the resources needed to offer that good or service 
for sale. If  the potential profit turns into a loss, the entrepreneur may stop buy-
ing resources and turn to some other occupation or project. The resources used 
in the losing operation will then be available for use in an activity where they 
are more highly valued.

To illustrate how resources get allocated in the market system, let’s look 
at the market for PDAs and smartphones. The PDA was introduced in the 
market several years before the smartphone. Figure 1 shows a change in 
demand for PDAs .The initial demand curve, D1, and supply curve, S, are 
shown in Figure 1(a). With these demand and supply curves, the equilibrium 
price (P1) is $80, and the equilibrium quantity (Q1) is 100 thousand units per 
year. At this price-quantity combination, the number of  PDAs demanded 
equals the number of  PDAs offered for sale; equilibrium is reached, so we 
say that the market clears (there is no shortage or surplus).

The second part of the figure shows what happened when consumer tastes 
changed; people preferred to have a smartphone rather than just a PDA. This 
change in tastes caused the demand for PDAs to decline; illustrated by a leftward 
shift of the demand curve, from D1 to D2, in Figure 1(b). The demand curve shifted 
to the left because fewer PDAs were demanded at each price. Consumer tastes, not 
the price of PDAs, changed first. (A price change would have led to a change in 
the quantity demanded and would be represented by a move along demand curve 
D1.) The change in tastes caused a change in demand and a leftward shift of the 
demand curve. The shift from D1 to D2 created a new equilibrium point. The equi-
librium price (P2)  decreased to $60, and the equilibrium quantity (Q2) decreased 
to 80 (thousand) units. 

While the market for PDAs was changing, so was the market for smartphones. 
Figure 2(a) shows the original demand for the smartphone and its original price 
of $500. Figure 2(b) shows a rightward shift of the demand curve, from D1 to 
D2, representing the increased demand for smartphones. This demand change 
resulted in a higher market-clearing price for smartphones, from $500 to $600.

The changing profit potential of the two markets induced existing firms to 
switch from PDAs to smartphones and for new firms to offer smartphones 
from the start. Nokia dominated the smartphone market, but Apple, which at 
first did not offer smartphones had to play catch up and begin offering its own 
smartphone. It did so with its iPhone.

As demand fell for the PDA, the market-clearing price of PDAs fell (from $80 
to $60 in Figure 1[b]) and the quantity of PDAs sold also declined (from 100 to 
80). The decreased demand led to a lower price, which meant that many PDA 
firms saw declining profits. In the smartphone business, the opposite occurred. 
As the demand for smartphones rose, the market-clearing price rose (from $500 
to $600 in Figure 2[b]); the number of smartphones sold also rose (from 50 to 

Consumer sovereignty: 
the authority of consumers 
to determine what is 
produced through their 
purchases of goods and 
services 
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In Figure 2(a), the initial market-clearing price (P1) and quantity (Q1) are shown. In Figure 2(b), the demand for smartphones 
 increases, thus driving up the market-clearing price (P2) and quantity (Q2) as the demand curve shifts to the right, from D1 to D2.

FIGURE 2 A Demand Change in the Market for Smartphones 
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In Figure 1(a), the initial market-clearing price (P1) and market-clearing quantity (Q1) are shown. In Figure 1(b), the market-
clearing price and quantity change from P1 and Q1 to P2 and Q2 as the demand curve shifts to the left because of a change in 
tastes. The result of decreased demand is a lower price and a lower quantity produced.
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60 thousand). The  increased demand, higher price, and resulting higher profit 
induced firms to increase production.

Why did the production of  smartphones increase while the production 
of  PDAs  declined? Not because of  a government decree. Not because of 
the desires of  the  business sector, especially the owners of  the smartphone 
manufacturers. The consumer—consumer sovereignty—made all this hap-
pen. Businesses that failed to respond to consumer desires and failed to 
provide the desired good at the lowest price failed to survive.

1.c. Creative Destruction
After demand shifted to smartphones, the resources that had been used in the 
production of PDAs were available for use elsewhere. A few former employees 
were able to get jobs in the smartphone industry. Some of the equipment used 
in manufacturing PDAs was purchased by the smartphone firms; and some of 
the components that previously would have gone to the PDAs were used in the 
smartphones. Although a few former employees of the PDA business became 
employed in the smartphone business, others had to find entirely new positions 
in totally different businesses. Some of the equipment used to manufacture 
PDAs was sold as scrap; other equipment was sold to other manufacturers. 
In other words, the resources moved from an activity where their value was 
relatively low to an activity where they were more highly valued. No one com-
manded the resources to move. They moved because they could earn more in 
some other activity.

This same story applies in case after case after case. The Sony Walkman 
was replaced by Apple’s iPod, and the early iPod is now contained in the 
iPhone. The process of  new products and new firms replacing existing prod-
ucts and firms is called creative destruction. This is what the market process 
is all about—creating new ideas, new products, and new ways of  doing 
things, and replacing the obsolete, costly, and inefficient. Every year Forbes 
magazine publishes a list of  the 100 largest companies in terms of  sales. In 
1987, Forbes compared that year’s list to the 100 largest firms in 1917. Only 
39 of  the 1917 group remained in 1987. Of  the 39 that remained in business, 
18 had managed to stay in the top 100. Of  the 18 that stayed in the top 100, 
only 2 had performed better than the market average—Kodak and GE. Both 
of  these have since fallen, barely surviving. This seems an amazing change, 
but the pace of  change has only quickened since 1987. Fewer than 25 percent 
of  today’s major corporations will continue to exist in 25 years.

In 1900, over 60 percent of the U.S. workforce was employed in agriculture. 
Today, less than 3 percent are employed in agriculture. Yet the U.S. produces far 
more agriculture today than it did in 1900. The technology used in agriculture 
so increased the productivity on farms that only 3 percent of the workforce is 
needed. What happened to the 57 percent of the workforce that were not on the 
farms today? Since they were no longer needed in agriculture, people received 
training in high technology or many other fields that had a greater value for them 
than working on the farm would have. In a sense, jobs on the farm were destroyed, 
but they were destroyed by the creation of new jobs in technology or services.

Firms produce the goods and services and use the resources that enable them 
to generate the highest profits. If  one firm does this better than others, then that 
firm earns a greater profit than others. Seeing that success, other firms copy 
or mimic the first firm. If  a firm cannot be as profitable as the others, it will 
eventually go out of business or move to another line of business where it can 
be successful. In the process of firms always seeking to lower their costs and 



Chapter 4   The Market System and the Private and Public Sectors 79

make higher profits, society finds that the goods and services that buyers want 
are produced in the least costly manner. Not only do consumers get the goods 
and services that they want and will pay for, but they get these products at the 
lowest possible price.

1.d. The Determination of Income
Consumer demands dictate what is produced, and the search for profit de-
fines how goods and services are produced. For whom are the goods and 
services  produced, that is, who gets the goods and services? As we discussed 
in Chapter 3, in a price or market system, those who have the ability to pay 
for the products get the  products. Your income determines your ability to 
pay, but where does income come from? A person’s income is obtained by 
selling the services of  the resources that person owns.

In reality, households own all resources. Everyone owns his or her own labor; 
some households also own land, and many also own firms or portions of firms. 
When a household owns shares of stock, it owns a portion of the firm whose 
shares it owns. Many households own shares of stock either as direct invest-
ments or as part of their retirement fund. The firm you or your parents work 
for might provide a 401(k) or some other retirement plan. A portion of these 
plans typically own shares of stock. All firms, whether private firms or firms 
traded through stock markets, are owned by households in some way. Thus, if  
a firm acquires equipment, buildings, land, and natural resources, it is actually 
households that ultimately own those things. If  a firm were taken apart and its 
parts sold off, households would end up with the money.

Typically we think of  our income as what we are paid for our labor ser-
vices. But you may also receive income from the shares of  stock that you 
own (dividends and appreciation) and the various savings accounts that you 
own (interest). You may receive rent from being a landlord or from allowing 
a firm to use the services of  your land. You may get profits from a business 
that you started.

R E C A P

1. In a market system, consumers are sovereign and decide by means of their 
purchases what goods and services will be produced.

2. In a market system, firms decide how to produce the goods and services 
that consumers want. In order to earn maximum profits, firms use the 
least-cost combinations of resources.

3. Income and prices determine who gets what in a market system. Income is 
determined by the ownership of resources.

■  2. The Private Sector 
Buyers and sellers of goods and services and resource owners are linked together 
in an economy. For every dollar someone spends, someone else receives a dollar 
as income. In the remainder of this chapter, we learn more about the linkages 
among the sectors of  the economy. We classify the buyers and the resource 
owners into the household sector; the sellers or business firms are the business 
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sector; households and firms in other countries, who may also be buyers and 
sellers of this country’s goods and services, are the international sector. These 
three sectors—households, business firms, and the international firms and con-
sumers—constitute the private sector of the economy. The private sector refers to 
any of the economy that is not part of government. The public sector refers to the 
government, government  spending and taxing, and government sponsored and 
run entities. The relative sizes of private and public sectors vary from economy 
to economy. The market  economies tend to have smaller public sectors relative to 
the total economy than do the more socialist or centrally planned economies.

2.a. Households
A household consists of one or more persons who occupy a unit of housing. The 
unit of housing may be a house, an apartment, or even a single room, as long as 
it constitutes separate living quarters. A household may consist of related fam-
ily members, like a father, mother, and children, or it may comprise unrelated in-
dividuals, like three college students sharing an apartment. The person in whose 
name the house or apartment is owned or rented is called the householder.

Household spending is called consumption. Householders consume  housing, 
transportation, food, entertainment, and other goods and services. Household 
spending (also called consumer spending) per year in the United States is shown 
in Figure 3, along with household income. The pattern is one of steady increase. 
Spending by the household sector is the largest component of total spending in 
the economy—rising to over $12 trillion in 2009.

consumption: household 
spending

2  |  What is a household, 
and what is household 
income and spending?

household: one or more 
persons who occupy a unit 
of housing

private sector: 
households, businesses, 
and the international sector

public sector: the 
government
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2.b. Business Firms 
A business firm is a business organization controlled by a single management. 
The firm’s business may be conducted at more than one location. The terms 
company, enterprise, and business are used interchangeably with firm.

Firms are organized as sole proprietorships, partnerships, or corporations. A 
sole proprietorship is a business owned by one person. This type of firm may be 
a one person operation or a large enterprise with many employees. In either case, 
the owner receives all the profits and is responsible for all the debts incurred by the 
business.

A partnership is a business owned by two or more partners who share both the 
profits of the business and responsibility for the firm’s losses. The partners can 
be individuals, estates, or other businesses.

A corporation is a business whose identity in the eyes of the law is distinct 
from the identity of its owners. State law allows the formation of corporations. 
A corporation is an economic entity that, like a person, can own property and 
borrow money in its own name. The owners of a corporation are shareholders. 
If  a corporation cannot pay its debts, creditors cannot seek payment from the 
shareholders’ personal wealth. The corporation itself  is responsible for all its ac-
tions. The shareholders’ liability is limited to the value of the stock they own.

Many firms are global in their operations, even though they may have been 
founded and may be owned by residents of a single country. Firms typically first 
enter the  international market by selling products to foreign countries. As  revenues 
from these sales increase, the firms realize advantages by locating  subsidiaries in 
foreign  countries. A multinational business is a firm that owns and  operates produc-
ing units in foreign countries. The best-known U.S. corporations are  multinational 
firms. Ford, IBM, PepsiCo, and McDonald’s all own operating units in many dif-
ferent countries. Ford Motor Company, for instance, is the parent firm of sales or-
ganizations and assembly plants located around the world. As  transportation and 
communication technologies progress, multinational business activity undoubt-
edly will grow.

Expenditures by business firms for capital goods—machines, tools, and 
 buildings—that will be used to produce goods and services are called investments. 
Notice that the meaning of investment here is different from the everyday mean-
ing, “a financial transaction such as buying bonds or stocks.” In economics, the 
term investment refers to business spending for capital goods.

Investment spending in 2009 was lower than in 2006; businesses had reduced ex-
penditures on capital goods in 2008 and 2009 because their sales had declined and 
their outlook for future sales was bleak. Investment is equal to roughly one-fourth of 
consumption, or household spending, but fluctuates a great deal more than consump-
tion. Investment spending between 1959 and 2009 is shown in Figure 4. Compare 
Figures 3 and 4 and notice how much investment fluctuates relative to consumption.

2.c. The International Sector
Economic conditions in the United States affect conditions throughout the 
world. Today, foreign buyers and sellers also have a significant effect on eco-
nomic conditions in the United States. 

The nations of the world may be divided into two categories: industrial  countries 
and developing countries. Developing countries greatly outnumber  industrial 
 countries (see Figure 5). The World Bank (an international organization that 
makes loans to developing countries) groups countries according to per capita 
income (income per person). Low-income economies are those with per capita 
incomes of less than $1,000. Middle-income economies have per capita annual 
incomes of $1,000–$10,000. High-income economies—oil exporters and industrial 

3  |  What is a business 
firm, and what is 
business spending?

business firm: a business 
organization controlled by a 
single management

sole proprietorship:
a business owned by one 
person who receives all the 
profits and is responsible for 
all the debts incurred by the 
business

partnership: a business 
with two or more owners 
who share the firm’s profits 
and losses

corporation: a legal entity 
owned by shareholders 
whose liability for the firm’s 
losses is limited to the value 
of the stock they own

4  |  How does the 
international sector 
affect the economy?

investment: spending on 
capital goods to be used 
in producing goods and 
services

multinational business: 
a firm that owns and 
operates producing units in 
foreign countries
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ǴThe best and brightest are 

leaving.” Statements like this 

are heard in many nations 

throughout the world. The best 

trained and most innovative 

people in many countries find 

their opportunities greater in 

the United States. As a result, 

they leave their countries to 

gain citizenship in the United 

States. But it is not easy for 

people to move from one 

country to another. The flow 

of goods and services among 

nations—international trade—

occurs more readily than does 

the flow of workers.

Business expenditures on capital goods have been increasing erratically since 1959.
Source: Economic Report of the President, 2009.

FIGURE 4 U.S. Investment Spending
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The Successful Entrepreneur 
(Sometimes It’s Better to Be Lucky Than Good)

Entrepreneurs do not always develop an abstract idea 
into reality when starting a new fi rm. Sometimes people 
stumble onto a good thing by accident and then are 
clever enough and willing to take the necessary risk to 
turn their lucky fi nd into a commercial success.

In 1875, a Philadelphia pharmacist on his honeymoon 
tasted tea made from an innkeeper’s old family recipe. 
The tea, made from 16 wild roots and berries, was so 
delicious that the pharmacist asked the innkeeper’s wife 
for the recipe. When he returned to his pharmacy, he 
created a solid concentrate of the drink that could be 
sold for home consumption.

The pharmacist was Charles Hires, a devout Quaker, 
who intended to sell “Hires Herb Tea” to hard-drinking 
Pennsylvania coal miners as a nonalcoholic  alternative 
to beer and whiskey. A friend of Hires suggested that 
miners would not drink anything called “tea” and 
 recommended that he call his drink “root beer.” 

The initial response to Hires Root Beer was so enthu-
siastic that Hires soon began nationwide distribution. 
The yellow box of root beer extract became a familiar 
sight in homes and drugstore fountains across the 
United States. By 1895, Hires, who started with a $3,000 
loan, was operating a business valued at half a million 
dollars (a lot of money in 1895) and bottling ready-to-
drink root beer across the country.

Hires, of course, is not the only entrepreneur who 
was clever enough to turn a lucky discovery into a 
business success. In 1894, in Battle Creek, Michigan, a 
sanitarium handyman named Will Kellogg was helping 

his older brother prepare wheat meal to serve to 
patients in the sanitarium’s dining room. The two men 
would boil wheat dough and then run it through rollers 
to produce thin sheets of meal. One day they left a 
batch of the dough out overnight. The next day, when 
the dough was run through the rollers, it broke up into 
fl akes instead of forming a sheet.

By letting the dough stand overnight, the Kelloggs 
had allowed moisture to be distributed evenly to each 
individual wheat berry. When the dough went through 
the rollers, the berries formed separate fl akes instead of 
binding together. The Kelloggs toasted the wheat fl akes 
and served them to the patients. They were an immedi-
ate success. In fact, the brothers had to start a mailorder 
fl aked-cereal business because patients wanted fl aked 
cereal for their households.

Kellogg saw the market potential of the discovery 
and started his own cereal company (his brother refused 
to join him in the business). He was a great promoter 
who used innovations like four-color magazine ads and 
free-sample promotions. In New York City, he offered a 
free box of corn fl akes to every woman who winked at her 
grocer on a specifi ed day. The promotion was considered 
risqué, but Kellogg’s sales in New York increased from 
two railroad cars of cereal a month to one car a day.

Will Kellogg, a poorly paid sanitarium worker in his 
mid-forties, became a daring entrepreneur after his 
mistake with wheat fl our led to the discovery of a way 
to produce fl aked cereal. He became one of the richest 
men in America because of his entrepreneurial ability.

Source: From FUCINI. ENTREPRENEURS. © 1985 Gale, a part of Cengage Learning, Inc. Reproduced by permission. 
www.cengage.com/permissions.

market economies—are distinguished from the middle-income economies and 
have per capita incomes of greater than $10,000. Some countries are not members 
of the World Bank and so are not categorized, and information about a few small 
countries is so limited that the World Bank is unable to classify them.

It is readily apparent from Figure 5 that low-income economies are heavily 
concentrated in Africa and Asia. An important question in economics is Why? 
Why are some countries rich and others poor? Why are poor countries con-
centrated in Africa and Asia with some in Latin America? These are questions 
discussed in both microeconomics and macroeconomics.

Economic Insight

www.cengage.com/
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The World Bank uses per capita income to classify 23 countries as “industrial 
 market economies.” They are listed in the bar chart in Figure 6. The 23 countries 
listed in Figure 6 are among the wealthiest countries in the world. Not appearing 
on the list are the high-income oil-exporting nations like Libya, Saudi Arabia, 
Kuwait, and the United Arab Emirates. The World Bank considers those countries 
to be “still developing.”

The economies of the industrial nations are highly interdependent. As condi-
tions change in one country, business firms and individuals may shift large sums 
of money between countries. As funds flow from one country to another, eco-
nomic conditions in one country spread to other countries. As a result, the major 
economic powers like the United States, European Monetary Union, Japan, and 
China are forced to pay close attention to each other’s economic policies.

The United States tends to buy, or import, primary products such as agricul-
tural produce and minerals from the developing countries and manufactured 
products from the industrial nations. Products that a country buys from another 
country are called imports. Products that a country sells to another country are 
called exports. The United States tends to sell, or export, manufactured goods to 
all countries. In addition, the United States is the largest producer and exporter of 
grains and other agricultural output in the world. The efficiency of U.S. farming 

imports: products that a 
country buys from other 
countries

exports: products that 
a country sells to other 
countries

World Economic DevelopmentFIGURE 5

S o u t h
A m e r i c a

N o r t h
A m e r i c a

Low-income economies
$1,000 or less

Lower-middle-income economies
$1,000 to $4,999

Upper-middle-income economies
$5,000 to $10,000

High-income economies
$10,000 or more
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relative to farming in much of the rest of the world gives the United States a com-
parative advantage in many agricultural products.

Economic activity of the United States with the rest of the world includes 
U.S. spending on foreign goods and foreign spending on U.S. goods. Figure 7 
shows how U.S. exports and imports are spread over different countries. Notice 
that the largest trading partners with the US are Canada, Mexico, China, and 
Western Europe.

When exports exceed imports, a trade surplus exists. When imports exceed 
exports, a trade deficit exists. Figure 8 shows that the United States is importing 
much more than it exports.

The term net exports refers to the difference between the value of exports and 
the value of imports: Net exports equals exports minus imports. Figure 8 traces 
U.S. net exports over time. Positive net exports represwent trade surpluses; nega-
tive net exports represent trade deficits. The trade deficits (indicated by negative 
net exports) starting in the 1980s were unprecedented. Reasons for this pattern 
of international trade are discussed in later chapters.

The colors on the map identify low-income, middle-income, and high-income economies. Countries have been placed in each 
group on the basis of GNP per capita and, in some instances, other distinguishing economic characteristics.
Source: World Bank, http://nebula.worldbank.org/website/GNIwdi/viewer.htm. 

A s i a
E u r o p e

A f r i c a

A u s t r a l i a

(Continued)FIGURE 5

trade surplus: the situation 
that exists when imports are 
less than exports

trade deficit: the situation 
that exists when imports 
exceed exports

net exports: the difference 
between the value of 
exports and the value of 
imports

http://nebula.worldbank.org/website/GNIwdi/viewer.htm


86 Part One   Introduction to the Price System

FIGURE 6 The Industrial Market Economies

The bar chart lists some of the wealthiest countries in the world.
Source: World Bank, World Development Report, 2009; http://siteresources.worldbank.org/
DATASTATISTICS/Resources/GNOPC.pdf. 
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R E C A P

1. A household consists of one or more persons who occupy a unit of housing.

2. Household spending is called consumption.

3. Business firms may be organized as sole proprietorships, partnerships, 
or corporations.

4. Business investment spending fluctuates widely over time.

5. The majority of U.S. trade is with the industrial market economies.

6. Exports are product s sold to foreign countries; imports are products 
bought from foreign countries. Exports minus imports equal net exports.

7. Positive net exports signal a trade surplus; negative net exports signal a 
trade deficit.

http://siteresources.worldbank.org/DATASTATISTICS/Resources/GNOPC.pdf
http://siteresources.worldbank.org/DATASTATISTICS/Resources/GNOPC.pdf


FIGURE 7 Direction of U.S. Trade

This chart shows that a trade deficit exists for the United States, since U.S. imports greatly 
exceed U.S. exports. The chart also shows that the largest trading partners with the U.S. are 
western Europe, Japan, Canada, Mexico, and China.
Source: Economic Report of the President, 2009; www.census.gov/foreign-trade/Press-Release/current_
press_release/exh14a.xls.
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FIGURE 8 U.S. Net Exports

Prior to the late 1960s, the United States generally exported more than it imported and had a trade 
surplus. Since 1976, net exports have been negative, and the United States has had a trade deficit.
Source: Economic Report of the President, 2009; www.gpoaccess.gov/eop/2009/B103.xls. 

U
.S

. N
et

 E
xp

or
ts 

(b
ill

io
n 

do
lla

rs
)

50

0

–450

–400

–500

–550

–600

–650

–700

–750

–800

–350

–300

–250

–200

–150

–100

–50

U.S. Net Exports

Year
199019851980 2000 2005 201019951975197019651960

87

www.census.gov/foreign-trade/Press-Release/current_press_release/exh14a.xls
www.census.gov/foreign-trade/Press-Release/current_press_release/exh14a.xls
www.gpoaccess.gov/eop/2009/B103.xls


88 Part One   Introduction to the Price System

5  |  What is the public 
sector? What is public 
sector spending?

■  3. The Public Sector
When we refer to the public sector, it is government that we are talking about,  either 
federal, state, or local government. Government’s influence is extensive. From 
conception to death, individuals are affected by the activities of the  government. 
Many mothers receive prenatal care through government programs. We are born 
in  hospitals that are subsidized or run by the government. We are delivered by 
doctors who received training in subsidized colleges. Our births are recorded 
on certificates filed with the government. Ninety percent of students attend 
public schools as  opposed to private schools. Many people live in housing that 
is directly subsidized by the government or have mortgages that are insured by 
the government. Most people, at one time or another, put savings into accounts 
that are insured by the government. Virtually all of us, at some time in our lives, 
receive money from the government—from student loan programs, unemploy-
ment compensation, disability insurance, social security, or Medicare. 

3.a. Growth of Government
Government in the United States exists at the federal, state, and local levels. 
Local government includes county, regional, and municipal units. Economic 
discussions tend to focus on the federal government because national economic 
policy is set at that level. Nevertheless, each level affects us through its taxing 
and spending decisions and its laws regulating behavior.

According to virtually any measure, government in the United States has been 
a growth industry since 1930. The number of people employed by the local, state, 
and federal governments combined grew from 3 million in 1930 to over 18 million 
today; there are now more people employed in government than in manufactur-
ing. Annual expenditures by the federal government rose from $3 billion in 1930 
to more than $1 trillion today. In 1929, government spending constituted less than 
2.5 percent of total spending in the economy. Today, it is around 30 percent, as 
shown in Figure 9. The number of rules and regulations created by the govern-
ment is so large that it is measured by the number of telephone-book–sized 
pages needed just to list them, and that number is more than 70,000.

©
 B

la
ir_

w
itc

h/
Dr

eo
m

st
im

e 
LL

C

The United States Capitol is 

where the Senate and House of 

Representatives meet. The Capitol 

represents the public sector— 

government. Thomas Jefferson 

insisted the legislative building be 

called the ǴCapitolǵ rather than 

ǴCongress House.ǵ He thought 

ǴCapitolǵ represented the shining 

city on a hill. The word capitol 

comes from Latin, meaning city on 

a hill.
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FIGURE 9 Government Spending as a Percentage of GDP. 

Total government spending—federal, state, and local divided by gross domestic product–the 
total spending of all sectors in the economy.
Source: www.usgovernmentspending.com.
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3.b. Government Spending
Federal, state, and local government spending for goods and services is shown in 
Figure 10. Spending on goods and services by all levels of government combined 
is larger than investment spending but much smaller than consumption. In 2009, 
combined government spending was about $5,000 billion, investment spending 
was about $2.012 billion, and consumption was about $12,163 billion.

6  |  How do the private 
and public sectors 
interact?

FIGURE 10 Federal, State, and Local Government Expenditures for Goods and Services

Government spending at federal and at state and local levels rose steadily from the 1960s 
until about 1980. Then state and local rose more quickly than federal spending until 2003. 
Since then, federal spending has increased at a very rapid pace. Total government spending 
approached $7 trillion in 2009, with federal spending reaching nearly $4 trillion, and state and 
local reaching nearly $3 trillion.
Source: Data are from the Economic Report of the President, 2009.
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In addition to purchasing goods and services, government also takes money from 
some taxpayers and transfers it to others. Such transfer payments are a part of total 
government expenditures, so the total government budget is much larger than just 
the expenditures for goods and services. In 2008, total expenditures of federal, state, 
and local government for goods and services were about $4,802 billion. In this same 
year, transfer payments made by all levels of government were about $1,906 billion.

The magnitude of  federal government spending relative to federal gov-
ernment revenue from taxes has become an important issue in recent years. 
Figure 11 shows that the federal budget was roughly balanced until the early 
1970s. The budget is a measure of spending and revenue. A balanced budget 
occurs when federal spending is approximately equal to federal revenue. This 
was the case through the 1950s and 1960s.

If  federal government spending is less than tax revenue, a budget surplus 
exists. By the early 1980s, federal government spending was much larger than 
revenue, so a large budget deficit existed. The federal budget deficit grew very 
rapidly to about $290 billion by the early 1990s before beginning to drop and 
turning to surplus by 1998. After four years of surpluses, a deficit was again 
realized in 2002, and the deficit has grown since then.

transfer payments: 
income transferred by the 
government from a citizen 
who is earning income to 
another citizen

budget surplus: the 
excess that results when 
government spending is 
less than tax revenue

budget deficit: the 
shortage that results when 
government spending is 
greater than tax revenue
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FIGURE 11 U.S. Federal Budget Deficits

The budget deficit is equal to the excess of government spending over tax revenue. If taxes are greater than government 
spending, a budget surplus (shown as a positive number) exists.
Source: Data are from the Economic Report of the President, 2009.

R E C A P

1. The public sector refers to government.

2. Government spending is larger than investment spending but much smaller 
than consumption spending.

3. When government spending exceeds tax revenue, a budget deficit exists. 
When government spending is less than tax revenue, a budget surplus exists.
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■  4. Linking the Sectors 
Now that we have an idea of  the size and structure of  each of  the private 
sectors—households, businesses, international—and the public sector—gov-
ernment—let’s see how the sectors are connected. This is illustrated quite simply 
in what is referred to as the circular flow diagram, shown in Figure 12. 

4.a.  Households and Businesses 
and the Circular Flow

Households own all the basic resources, or factors of production, in the econ-
omy. Household members own land and provide labor, and they are the en-
trepreneurs,  stockholders, proprietors, and partners who own business firms. 
Households interact with the other sectors by means of buying and selling. 
Businesses employ the services of  resources in order to produce goods and 
services. Business firms pay households for their resource services. The flow of 
resource services from households to businesses is shown by the blue-green line 
at the bottom of Figure 12. The flow of money payments from firms to house-
holds is shown by the gold line at the bottom of Figure 12. Households use the 
money payments to buy goods and services from firms. These money payments 
are the firms’ revenues. The flow of money payments from households to firms 
is shown by the gold line at the top of the diagram. The flow of goods and 
services from firms to households is shown by the blue-green line at the top of 
Figure 12. Notice that if  households and firms were the only two sectors in the 
economy, income and output would be identical. What occurs when we add the 
government and international sectors?

Households do not spend all of the money that they receive. They save some. 
In Figure 12 we see that household saving is deposited in financial intermediaries 
like banks, credit unions, and savings and loan firms. A financial intermediary 
accepts deposits from savers and makes loans to borrowers. Businesses borrow 
money to invest to purchase additional capital. The money that is saved by the 
households thus reenters the economy in the form of investment spending as 
business firms borrow for expansion of their productive capacity. 

4.b. Government and the Circular Flow
The government sector buys resource services from households and goods 
and  services from firms. This government spending represents income for 
the  households and revenue for the firms. The government uses the resource 
services and goods and services to provide government services for households 
and firms. Households and firms pay taxes to the government to finance gov-
ernment expenditures. The yellow line from firms and households to govern-
ment is taxes paid while the purple line from government to households rep-
resents government spending or  government services other than payments for 
resources services and business goods and  services. The blue line from households 
and firms to government are resource services and goods and services pur-
chased by government. The yellow line from government to households and 
to firms is the payment for the resource services and the goods and service 
the government buys.

With the introduction of  the government in the circular flow, the total 
value of private production no longer equals the value of household income. 
Households receive income from government so that the total value of output 
in the economy is equal to the total income received, but government is both a 
source of income and a provider of services.

financial intermediaries: 
institutions that accept 
deposits from savers and 
make loans to borrowers

circular flow diagram: 
a model showing the flow 
of output and income from 
one sector of the economy 
to another
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FIGURE 12 The Circular Flow: Households, Firms, Government, and Foreign Countries

Net Exports

Payments for Net Exports ($)

Exports
Imports

FirmsHouseholds Government

Taxes ($) Taxes ($)

Resource Services

Payments for Resource Services ($)

Government ServicesGovernment Services

Goods and Services

Payments for Goods and Services ($)

Goods and Services

Payments for Resource Services ($)

Investment ($)Financial
 IntermediariesSaving ($)

Resource Services

Payments for Goods and Services ($)

Foreign Countries

Firms and governments hire resources from households. The payments for these resources represent household income. 
Households spend their income for goods and services produced by the firms. Household spending represents revenue for 
firms. Households save some of their income and pay taxes to the government. The amounts saved reenters the circular flow 
as investment spending. Financial intermediaries like banks take in the saving of households and then lend this money to 
business firms for investment spending. The diagram assumes that households and government are not directly engaged in 
international trade. Domestic firms trade with firms in foreign countries. The flow of goods and services between countries 
is represented by the line labeled “net exports.” Neither the net exports line nor the line labeled “payments for net exports” 
has an arrow indicating the direction of the flow because the flow can go from the home country to foreign countries or vice 
versa. When the domestic economy has positive net exports (a trade surplus), goods and services flow out of the domestic 
firms toward foreign countries and money payments flow from the foreign countries to the domestic firms. With negative 
net exports (a trade deficit), the reverse is true.

The government sector buys resource services from households and goods and services from firms. This government spend-
ing represents income for the households and revenue for the firms. The government uses the resource services and goods 
and services to provide government services for households and firms. Households and firms pay taxes to the government to 
finance government expenditures.
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4.c.  The International Sector 
and the Circular Flow

Foreign countries also affect and are affected by the household, business, and 
 government sectors. But to simplify the circular flow diagram, let’s assume that 
 households are not directly engaged in international trade and that only  business 
firms are buying and selling goods and services across international borders. 
This  assumption is not far from the truth for the industrial countries and for 
many  developing  countries. We typically buy a foreign-made product from a 
local business firm rather than directly from the foreign producer. Also, let’s 
ignore the government’s participation in foreign exchanges. In Figure 12, a line 
labeled “net exports” connects firms and foreign countries, as does a line labeled 
“payments for net exports.” Notice that neither line has an arrow indicating the 
direction of flow as do the other lines in the diagram. The reason is that net 
exports of the home country may be either positive (a trade surplus) or negative 
(a trade deficit). When net exports are positive, there is a net flow of goods from 
the firms of the home country to foreign countries and a net flow of money 
from foreign countries to the firms of the home country. When net exports are 
negative, the opposite occurs. A trade deficit involves net flows of goods from 
foreign countries to the firms of the home country and net money flows from 
the domestic firms to the foreign countries. If  exports and imports are equal, net 
exports are zero because the value of exports is offset by the value of imports.

R E C A P

1. The circular flow diagram illustragtes how the main sectors of an economy 
fit together.

2. The private sector refers to the household, business, and international sectors.

3. The public sector refers to government.

•  Household spending is called consumption and is the 
largest component of spending in the economy. §2.a

3  | What is a business firm, and what is business spending?

•  A business firm is a business organization controlled 
by a single management. §2.b

•  Businesses may be organized as sole proprietorships, 
partnerships, or corporations. §2.b

•  Business investment spending—the expenditure by 
business firms for capital goods—fluctuates a great 
deal over time. §2.b

4  | How does the international sector affect the 
economy?

•  The international trade of the United States occurs pre-
dominantly with the other industrial economies. §2.c

•  Exports are products sold to the rest of the world. 
Imports are products bought from the rest of the 
world. §2.c

1  | In a market system, who decides what goods and 
services are produced and how they are produced, 
and who obtains the goods and services that are 
produced?

•  In a market system, consumers are sovereign and 
decide by means of their purchases what goods and 
services will be produced. §1.a

•  In a market system, firms decide how to produce the 
goods and services that consumers want. In order to 
earn maximum profits, firms use the least-cost com-
binations of resources. §1.c

•  Income and prices determine who gets what in a 
market system. Income is determined by the owner-
ship of resources. §1.d

2  | What is a household, and what is household income 
and spending?

•  A household consists of one or more persons who 
occupy a unit of housing. §2.a

SUMMARY
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trade deficit §2.c

net exports §2.c

budget surplus §3.b

budget deficit §3.b

transfer payments §3.b

financial intermediaries §4.a

circular flow diagram §4

partnership §2.b

corporation §2.b

multinational business §2.b

investment §2.b

imports §2.c

exports §2.c

trade surplus §2.c

consumer sovereignty §1.a

private sector §2

public sector §2

household §2.a

consumption §2.a

business firm §2.b

sole proprietorship §2.b

KEY TERMS

 1.  What is consumer sovereignty? What does it have to 
do with determining what goods and services are 
 produced? Who determines how goods and services 
are produced? Who receives the goods and services 
in a market system?

 2.  Is a family a household? Is a household a family?

 3.  Which sector (households, business, or international) 
spends the most? Which sector spends the least? 
Which sector has the most volatility of spending?

 4.  What does it mean if  net exports are negative?

 5.  Total spending in the economy is equal to 
 consumption plus investment plus government 
spending plus net  exports. If  households want to 
save and thus do not use all of their income for 
consumption, what will  happen to total spending? 
Because total spending in the  economy is equal to 
total income and output, what will happen to the 
output of goods and services if   households want to 
save more?

 6.  People sometimes argue that imports should be lim-
ited by government policy. Suppose a government 
quota on the quantity of imports causes net exports 
to rise. Using the circular flow diagram as a guide, 
explain why total expenditures and national output 
may rise after the quota is imposed. Who is likely to 
benefit from the quota? Who will be hurt?

 7.  Use the circular flow diagram to explain the effects of 
a decision by the household sector to increase saving.

 8.  Suppose there are three countries in the world. Country 
A exports $11 million worth of goods to country B 
and $5 million worth of goods to country C; country 
B exports $3 million worth of goods to country A and 
$6 million worth of goods to country C; and country C 
exports $4 million worth of goods to country A and $1 
million worth of goods to country B. 
a. What are the net exports of countries A, B, and C? 
b.  Which country is running a trade deficit? A trade 

surplus?

 9.  Over time, there has been a shift away from outdoor 
drive-in movie theaters to indoor movie theaters. Use 
supply and demand curves to illustrate and explain 
how consumers can bring about such a change when 
their tastes change.

 10.  List the four sectors of the economy along with the 
type of spending associated with each sector. Order 
the types of spending in terms of magnitude and 
give an example of each kind of spending. 

 11.  Using the circular flow diagram, illustrate the effects of 
imposing an increase in taxes on the household sector.

 12.  Using the circular flow diagram, explain how the 
 government can run budget deficits—that is, spend 
more than it receives in tax revenue.

You can find further practice tests in the Online Quiz at www.cengage.com/economics/boyes.

6  | How do the private and public sectors interact?

•  The circular flow diagram illustrates how the main 
 sectors of the economy fit together.

•  Government interacts with both households and 
firms. Households get government services and pay 
taxes; they provide resource services and receive in-
come. Firms sell goods and services to government 
and  receive income.

•  Exports minus imports equal net exports. Positive net 
exports mean that exports are greater than imports and 
a trade surplus exists. Negative net exports mean that 
imports exceed exports and a trade deficit exists. §2.c

5  | What is the public sector? What is public sector 
spending?

•  The public sector refers to government, all levels of 
government–federal, state, and local.

•  When a government spends more than it receives in 
taxes the government runs a deficit; when it receives 
more than it spends, it runs a surplus.

EXERCISES

www.cengage.com/economics/boyes
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Speaking

GENEVA

Government bailouts of  banks 
and the auto sector could trigger 
trade disputes over their impact on 
 competition, the head of the World 
Trade Organization said yesterday. 
In a report to the WTO’s 153  member 
states,  director-general Pascal Lamy 
said state aid packages meant to 
stave off financial crises need to be 
 implemented so they do not  violate 
global trade rules or  discriminate 
against foreign companies. 

“Nothing can be said, for the time 
being, about the likely trade impact 
of  these measures, many of  which 
are still lacking publicly announced 
details,” Mr. Lamy said, suggesting 
the market effects of cash infusions, 
guarantees and other bailout steps 
will become clearer with time. 

“It must be recognized that some 
of the measures at least, which, in 
most cases, constitute some form 

of state aid or subsidy, may eventu-
ally have negative spillover effects on 
other markets or introduce distor-
tions to competition between finan-
cial institutions,” he said. 

The WTO’s dispute  settlement 
body arbitrates disagreements 
 between  governments about tariffs, 
subsidies and other barriers that 
are seen to  create an uneven  playing 
field. 

Some of the biggest WTO dis-
putes to date have centered on the 
European Union’s rules on banana 
imports, state aid for aircraft makers, 
and European bans on genetically 
modified foods. and auto industry 
aid packages in Canada, Germany, 
France, Australia, Argentina, South 
Korea, China and elsewhere all could 
lead to WTO complaints. 

Efforts to infuse liquidity and 
 remove toxic assets from big banks 
in the United States and Europe 

also could lead to WTO litigation 
if  they disrupt the availability of 
funds or give domestic banks an 
 unfair  advantage, Mr. Lamy’s report 
said. 

Several countries have imposed 
trade-restricting policies since 
the onset of  the financial crisis in 
September, 2008, the report said.

Laura MacInnis

Source: All rights reserved. 
Republication or redistribution of 
Thomson Reuters content,  including by 
framing or similar means, is  expressly 
prohibited without the prior written 
consent of Thomson Reuters. Thomson 
Reuters and its logo are registered 
trademarks or trademarks of the 
Thomson Reuters group of companies 
around the world. © Thomson Reuters 
2009. Thomson Reuters journalists 
are subject to an Editorial Handbook 
which requires fair presentation and 
disclosure of relevant interests.

The Globe and Mail (Canada) January 28, 2009

Impact of Bailouts
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Commentary

Agovernment bailout is the government’s transfer 
of money to a particular company or industry. 
The bailouts of auto and banks means that the 

government is using tax revenues or running a deficit to 
provide the money to auto companies and banks either as 
a loan or a subsidy. Why would the director-general of the 
World Trade Organization (WTO), Pascal Lamy, state 
that “the aid packages meant to stave off financial crises 
need to be implemented so they do not violate global 
trade rules or discriminate against foreign companies”?

How could bailouts lead to trade restrictions? If  an 
aid package from the U.S. government to the U.S. auto 
 manufacturers—Ford, GM, and Chrysler—did not also 
 provide aid to other auto manufacturers who produce in 
the United States, such as Toyota, BMW, and Honda, 
then it would  provide an advantage to the U.S. auto mak-
ers compared to the  foreign auto makers. Since the cost 
of manufacturing a car by Ford, GM, and Chrysler in 
the United States. is about 25% more than the cost of 
manufacturing a car by the  foreign auto  companies due 
to pay and benefits provided workers, the foreign auto 
producers have an advantage. They can offer the same 
quality car at a lower price than the U.S.  companies can. 

Now, what occurs if  the U.S.  government offers billions 
of dollars in aid to the U.S. auto companies? The aid en-
ables the U.S. companies to offer their products for lower 
prices than the foreign auto companies. Now the foreign 
auto companies are at a disadvantage. How can they 
offset the disadvantage? Their government could provide 
aid to them or conversely, could penalize the U.S. gov-
ernment by imposing barriers on the sale of U.S. goods 
into their country. The article noted that India raised 
tariffs on some imported steel products, Ecuador raised 
tariffs on 940 products, including cell phones, eyeglasses, 
building materials, and transport equipment.

Argentina imposed licensing requirements on prod-
ucts such as auto parts and textiles, and the European 
Commission said it would reintroduce export subsidies 
for butter, cheese, and whole and skim milk powder. All 
these actions reduce international trade.

In terms of  the circular flow diagram, the trade 
 restrictions would mean the sales by U.S. firms to the 
international  sector would decline. If, in the circular flow, 
there is no  foreign sector, then there are no gains from 
international trade. The total income of every country 
will be reduced.



Chapter 5

1  |  How is the total output of an economy 
measured?

2  | Who produces the nation’s goods and services?

3  |  Who purchases the goods and services 
produced?

4  |  Who receives the income from the production of 
goods and services?

5  |  What is the difference between nominal and 
real GDP?

6  | What is a price index?

Fundamental Questions

The Korean economy grew at an average rate of 3.8 percent per year from 2000 to 2007. 

This compares with an average rate of 1.7 percent per year for the United States over the 

same period. Still, the U.S. economy is much larger than the Korean economy—in fact, 

it is larger than the economies of the 50 largest developing countries combined. The 

size of an economy cannot be compared across countries without common standards of 

measurement. National income accounting provides these standards. Economists use 

this system to evaluate the economic condition of a country and to compare conditions 

across time and across countries.

A national economy is a complex arrangement of many different buyers and sellers—

households, businesses, and government units—and of their interactions with the rest of 

the world. To assess the economic health of a country or to compare the performance 

of an economy from year to year, economists must be able to measure national output 

and real GDP. Without these data, policymakers cannot evaluate their economic policies. 

For instance, in the United States, real GDP fell in 1980, 1981, and 1982, and again in 

1990–1991, 2001, and 2008. This drop in real GDP was accompanied by widespread job 

© Chad Ehlers/Jupiter Images

National Income Accounting
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losses and a general decline in the economic health of the country. As this information 

became known, political and economic debate centered on economic policies, on what 

should be done to stimulate the economy. Without real GDP statistics, policymakers 

would not have known that there were problems, let alone how to go about fixing them.

■ 1. Measures of Output and Income
In this chapter, we discuss gross domestic product, real GDP, and other measures 
of national productive activity by making use of the national income accounting 
system used by all countries. National income accounting provides a framework 
for discussing macroeconomics. Figure 1 reproduces the circular flow diagram you 
saw in Chapter 4. The lines connecting the various sectors of the economy represent 
flows of goods and services and of money expenditures (income). National income 
accounting is the process of counting the value of the flows between sectors and 
then summing them to find the total value of the economic activity in an economy. 
National income accounting fills in the dollar values in the circular flow.

National income accounting measures the output of an entire economy as well 
as the flows between sectors. It summarizes the level of production in an economy 
over a specific period of time, typically a year. In practice, the process estimates the 

 1  |  How is the total 
output of an economy 
measured?

national income 
accounting: the framework 
that summarizes and 
categorizes productive 
activity in an economy over 
a specific period of time, 
typically a year

All final goods and services 

produced in a year are counted 

in the GDP. For instance, the 

value of a horseback excursion 

through the Grand Canyon is 

part of the national output of 

the United States. The value 

of the trip would be equal to 

the amount that travelers 

would have to pay the guide 

company in order to take the 

trip. This price would reflect 

the value of the personnel, 

equipment, and food provided 

by the guide company.
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amount of activity that occurs. It is beyond the capability of government officials 
to count every transaction that takes place in a modern economy. Still, national 
income accounting generates useful and fairly accurate measures of economic 
activity in most countries, especially wealthy industrial countries that have com-
prehensive accounting systems.

1.a. Gross Domestic Product
Modern economies produce an amazing variety of  goods and services. To 
measure an economy’s total production, economists combine the quantities of 

The value of national output equals expenditures plus income. If the domestic economy has positive net exports (a trade sur-
plus), goods and services flow out of the domestic firms toward the foreign countries and money payments flow from the for-
eign countries to the domestic firms. If the domestic economy has negative net exports (a trade deficit), just the reverse is true.

Net Exports

Payments for Net Exports ($)

FirmsHouseholds Government

Taxes ($) Taxes ($)

Resource Services

Payments for Resource Services ($)

Government ServicesGovernment Services

Goods and Services

Payments for Goods and Services ($)

Goods and Services

Payments for Resource Services ($)

Investment ($)Financial
 IntermediariesSaving ($)

Resource Services

Payments for Goods and Services ($)

Foreign Countries
Exports
Imports

FIGURE 1 The Circular Flow: Households, Firms, Government, and Foreign Countries
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gross domestic product 
(GDP): the market value of 
all final goods and services 
produced in a year within a 
country

oranges, golf  balls, automobiles, and all the other goods and services produced 
into a single measure of output. Of course, simply adding up the number of 
things produced—the number of oranges, golf  balls, and automobiles—does 
not reveal the value of what is being produced. If  a nation produces 1 million 
more oranges and 1 million fewer automobiles this year than it did last year, the 
total number of things produced remains the same. But because automobiles are 
much more valuable than oranges, the value of the nation’s output has dropped 
substantially. Prices reflect the value of goods and services in the market, so 
economists use the money value of things to create a measure of total output, a 
measure that is more meaningful than the sum of the units produced.

The most common measure of a nation’s output is gross domestic product. 
Gross domestic product (GDP) is the market value of all final goods and services 
 produced in a year within a country’s borders. A closer look at three parts of 
this definition—market value, final goods and services, and produced in a year—
will make clear what the GDP does and does not include.

Market Value The market value of final goods and services is their value at  market 
price. The process of determining market value is straightforward when prices are 
known and transactions are observable. However, there are cases in which prices are 
not known and transactions are not observable. For instance, illegal drug transac-
tions are not reported to the government, which means that they are not included 
in GDP statistics. In fact, almost any activity that is not traded in a market is not 
included. For example, production that takes place in households, such as home-
makers’ services, is not counted, nor are unreported barter and cash transactions. 
For instance, if a lawyer has a sick dog and a veterinarian needs some legal advice, 
by trading services and not reporting the activity to the tax authorities, each can 
avoid taxation on the income that would have been reported had they sold their 
services to each other. If the value of a transaction is not recorded as taxable in-
come, it generally does not appear in the GDP. There are some exceptions, however. 
Contributions to GDP are estimated for in-kind wages, such as nonmonetary com-
pensation like room and board. GDP values also are assigned to the output con-
sumed by a producer—for example, the home consumption of crops by a farmer.

Final Goods and Services The second part of the definition of GDP limits 
the measure to final goods and services, the goods and services that are avail-
able to the ultimate consumer. This limitation avoids double-counting. Suppose 
a retail store sells a shirt to a consumer for $20. The value of the shirt in the 
GDP is $20. But the shirt is made of cotton that has been grown by a farmer, 
woven at a mill, and cut and sewn by a manufacturer. What would happen if  we 
counted the value of the shirt at each of these stages of the production process? 
We would overstate the market value of the shirt.

Intermediate goods are goods that are used in the production of a final prod-
uct. For instance, the ingredients for a meal are intermediate goods to a restau-
rant. Similarly, the cotton and the cloth are intermediate goods in the production 
of the shirt. The stages of production of the $20 shirt are shown in Figure 2. The 
 value-of-output axis measures the value of the product at each stage. The  cotton 
 produced by the farmer sells for $1. The cloth woven by the textile mill sells for 
$5. The shirt manufacturer sells the shirt wholesale to the retail store for $12. 
The retail store sells the shirt—the final good—to the ultimate consumer for $20. 
Remember that GDP is based on the market value of final goods and services. In 
our example, the market value of the shirt is $20. That price already includes the 
value of the intermediate goods that were used to produce the shirt. If  we added 
to it the value of output at every stage of production, we would be counting the 
value of the  intermediate goods twice, and we would be overstating the GDP.

The most common measure 
of a nation’s output is GDP.

intermediate good: a 
good that is used as an 
input in the production of 
final goods and services
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It is possible to compute GDP by computing the value added at each stage 
of production. Value added is the difference between the value of output and 
the value of the intermediate goods used in the production of that output. In 
Figure 2, the value added by each stage of production is listed at the right. The 
farmer adds $1 to the value of the shirt. The mill takes the cotton worth $1 and 
produces cloth worth $5, adding $4 to the value of the shirt. The manufacturer 
uses $5 worth of cloth to produce a shirt that it sells for $12, so the manufac-
turer adds $7 to the shirt’s value. Finally, the retail store adds $8 to the value of 
the shirt: It pays the manufacturer $12 for the shirt and sells it to the consumer 
for $20. The sum of the value added at each stage of production is $20. The 
total value added, then, is equal to the market value of the final product.

Economists can thus compute GDP using two methods. The final goods and 
services method uses the market value of the final good or service; the value-
added method uses the value added at each stage of production. Both methods 
count the value of intermediate goods only once. This is an important distinc-
tion: GDP is not based on the market value of all goods and services, but on the 
market value of all final goods and services.

Produced in a Year GDP measures the value of the output produced in a 
year. The value of goods produced last year is counted in last year’s GDP; the 
value of goods produced this year is counted in this year’s GDP. The year of 

value added: 
the difference between 
the value of output and the 
value of the intermediate 
goods used in the 
production of that output

FIGURE 2

A cotton farmer sells cotton to a textile mill for $1, adding $1 to the value of the final shirt. 
The textile mill sells cloth to a shirt manufacturer for $5, adding $4 to the value of the final 
shirt. The manufacturer sells the shirt wholesale to the retail store for $12, adding $7 to 
the value of the final shirt. The retail store sells the final shirt to a consumer for $20, add-
ing $8 to the value of the final shirt. The sum of the prices received at each stage of pro-
duction equals $38, which is greater than the price of the final shirt. The sum of the value 
added at each stage of production equals $20, which equals the market value of the shirt.
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production, not the year of sale, determines the allocation to GDP. Although 
the value of last year’s goods is not counted in this year’s GDP, the value of 
services involved in the sale is. This year’s GDP does not include the value of a 
house built last year, but it does include the value of the real estate broker’s fee; 
it does not include the value of a used car, but it does include the income earned 
by the used-car dealer in the sale of that car.

To determine the value of goods produced in a year but not sold in that year, 
economists calculate changes in inventory. Inventory is a firm’s stock of unsold 
goods. If  a shirt that is produced this year remains on the retail store’s shelf  at 
the end of the year, it increases the value of the store’s inventory. A $20 shirt 
increases that value by $20. Changes in inventory allow economists to count 
goods in the year in which they are produced, whether or not they are sold.

Changes in inventory can be planned or unplanned. A store may want a cush-
ion above expected sales ( planned inventory changes), or it may not be able to sell 
all the goods that it expected to sell when it placed the order (unplanned inventory 
changes). For instance, suppose Jeremy owns a surfboard shop, and he always 
wants to keep 10 more surfboards than he expects to sell. He does this so that in 
case business is surprisingly good, he does not have to turn away customers and 
lose those sales to his competitors. At the beginning of the year, Jeremy has 10 
surfboards, and he then builds as many new boards during the year as he expects 
to sell. He plans on having an inventory at the end of the year of 10 surfboards. 
Suppose Jeremy expects to sell 100 surfboards during the year, so he builds 100 
new boards. If business is surprisingly poor and he sells only 80 surfboards, how 
do we count the 20 new boards that he made but did not sell? We count the change 
in his inventory. He started the year with 10 surfboards and ends the year with 20 
more unsold boards, for a year-end inventory of 30. The change in inventory of 20 
(equal to the ending inventory of 30 minus the starting inventory of 10) represents 
output that is counted in GDP. In Jeremy’s case, the inventory change is unplanned, 
since he expected to sell the 20 extra surfboards that he has in his shop at the end 
of the year. But whether the inventory change is planned or unplanned, changes in 
inventory will count output that is produced but not sold in a given year.

1.a.1 GDP as Output The GDP is a measure of  the market value of  a na-
tion’s  total output in a year. Remember that economists divide the economy 
into four sectors: households, businesses, government, and the international 
sector. Figure 1 shows how the total value of  economic activity equals the sum 
of the output  produced in each sector. Figure 3 indicates where the U.S. GDP 

inventory: the stock of 
unsold goods held by a firm

Business firms produce 77 percent of the U.S. GDP. Government produces 11 percent; 
households, 12 percent. 
Source: Bureau of Economic Analysis; www.bea.gov.

Government
$1,672 (11%)

Business Firms
$10,918 (77%)

Households
$1,674 (12%)

FIGURE 3 U.S. Gross Domestic Product by Sector (billion dollars)

2  |  Who produces the 
nation’s goods and 
services?

www.bea.gov
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is actually  produced.1 Since GDP counts the output produced in the United 
States, U.S. GDP is produced in business firms, households, and government 
located within the boundaries of the United States.

Not unexpectedly in a capitalist country, privately owned businesses account 
for the largest percentage of output: In the United States, 77 percent of the 
GDP is produced by private firms. Government produces 11 percent of the 
GDP, and households produce 12 percent. Figure 3 defines GDP in terms of 
output: GDP is the value of final goods and services produced by domestic 
households, businesses, and government units. Even if  some of the firms pro-
ducing in the United States are foreign owned, the output that they produce in 
the United State is counted in the U.S. GDP.

1.a.2 GDP as Expenditures The circular flow diagram in Figure 1 shows not 
only the output of goods and services from each sector, but also the payments 
for goods and services. Here we look at GDP in terms of what each sector pays 
for the goods and services that it purchases.

The dollar value of total expenditures—the sum of the amount that each 
sector spends on final goods and services—equals the dollar value of  out-
put. In Chapter 4, you learned that household spending is called consumption. 
Households spend their income on goods and services to be consumed. Business 
spending is called investment. Investment is spending on capital goods that will 
be used to produce other goods and services. The other two components of to-
tal spending are government spending and net exports. Net exports are the value 
of exports (goods and services sold to the rest of the world) minus the value of 
imports (goods and services bought from the rest of the world).

GDP = consumption + investment + government spending + net exports 

Or, in the shorter form commonly used by economists,

GDP = C + I + G + X 

where X is net exports.
Figure 4 shows the U.S. GDP in terms of  total expenditures. Consumption, 

or household spending, accounts for 71 percent of  national expenditures. 
Government spending represents 20 percent of  expenditures, and business 
investment represents 14 percent. Net exports are negative (−5 percent), which 
means that imports exceeded exports. To determine total national expenditures 
on domestic output, the value of  imports, or spending on foreign output, is 
subtracted from total expenditures.

1.a.3 GDP as Income The total value of output can be calculated by adding 
up the expenditures of each sector. And because one sector’s expenditures are 
another’s income, the total value of output can also be computed by adding up 
the income of all sectors.

Business firms use factors of  production to produce goods and services. 
Remember that the income earned by factors of production is classified as wages, 
interest, rent, and profits. Wages are payments to labor, including fringe benefits, 
social security contributions, and retirement payments. Interest is the net interest 
paid by businesses to households plus the net interest received from foreigners 
(the interest that they pay us minus the interest that we pay them). Rent is income 
earned from selling the use of real property (houses, shops, and farms). Finally, 

GDP is the value of final 
goods and services produced 
by domestic households, 
businesses, and government.

GDP � C � I � G � X

4  |  Who receives the 
income from the 
production of goods 
and services?

1 Due to rounding, percentages and dollar amounts in the next three figures will not add exactly 
to the totals given.

3  |  Who purchases the 
goods and services 
produced?
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profits are the sum of corporate profits plus proprietors’ income (income from 
sole proprietorships and partnerships).

Figure 5 shows the U.S. GDP in terms of income. Notice that wages account 
for 56 percent of the GDP. Interest and profits account for 5 and 10 percent of the 
GDP, respectively. Proprietors’ income accounts for 7 percent. Rent (0.5 percent) 
is very small in comparison. Net factor income from abroad is income received 
from U.S.- owned resources located in other countries minus income paid to 
foreign-owned resources located in the United States. Since U.S. GDP refers only 
to income earned within U.S. borders, we must add income payments from the 
rest of the world and subtract income payments to the rest of the world to arrive 
at GDP (1 percent).

Consumption by households accounts for 71 percent of the GDP, followed by government 
spending at 20 percent, investment by business firms at 14 percent, and net exports at 
−5 percent. 
Source: U.S. Bureau of Economic Analysis; www.bea.gov.

Consumption
$10,058 (71%)

Investment
$1,994 (14%)

Net Exports
–$620 (–5%)

Government
$2,883 (20%) 

FIGURE 4 U.S. Gross Domestic Product as Expenditures (billion dollars)

The largest component of income is wages, at 56 percent of the GDP. Profits represent 10 
percent; interest, 5 percent; proprietors’ income, 7 percent; and rent, 0.5 percent. Capital 
consumption allowance (13 percent) and indirect business taxes (7 percent) are not income 
received but still must be added; net factor income from abroad must be added (1 percent). 
(Note: Percentages do not always equal 100 percent.)
Source: Data from Bureau of Economic Analysis.

FIGURE 5 U.S. Gross Domestic Product as Income Received (billion dollars)

Wages $8,055 (56%)

Rent $64 (0.5%)

Capital
Consumption

Allowance
$1,832 (13%)

Indirect Business Taxes $1,054 (7%)

Interest $683 (5%)

Net Factor Income
from Abroad

$133 (1%)

Corporate Profits
$1,476 (10%)

Proprietors' Income
$1,072 (7%)

www.bea.gov
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indirect business tax: 
a tax that is collected 
by businesses for a 
government agency

depreciation: a reduction 
in the value of capital goods 
over time as a result of their 
use in production

The GDP as income is 
equal to the sum of wages, 
interest, rent, and profits, 
less net factor income 
from abroad, plus capital 
consumption allowance and 
indirect business taxes.

Figure 5 also includes two income categories that we have not discussed: 
capital consumption allowance and indirect business taxes. Capital consumption 
allowance is not a money payment to a factor of production; it is the estimated 
value of capital goods used up or worn out in production plus the value of ac-
cidental damage to capital goods. The value of accidental damage is relatively 
small, so it is common to hear economists refer to capital consumption allow-
ance as depreciation. Machines and other capital goods wear out over time. 
The reduction in the value of the capital stock as a result of its being used up 
or worn out over time is called depreciation. A depreciating capital good loses 
value each year of  its useful life until its value is zero.

Even though capital consumption allowance does not represent income re-
ceived by a factor of production, it must be accounted for in GDP as income. 
If  it were not, the value of GDP measured as output would be higher than the 
value of GDP measured as income. Depreciation is a kind of resource pay-
ment, part of the total payment to the owners of capital. All of the income 
categories—wages, interest, rent, profits, and capital consumption allowance—
are expenses incurred in the production of output.

The last item in Figure 5 is indirect business taxes. Indirect business taxes, 
like capital consumption allowance, are not payments to a factor of production. 
They are taxes collected by businesses that then are turned over to the govern-
ment. Both excise taxes and sales taxes are forms of indirect business taxes.

For example, suppose a motel room in Florida costs $80 a night, but a con-
sumer would be charged $90. The motel receives $80 of  that $90 as the value 
of  the service sold; the other $10 is an excise tax. The motel cannot keep the 
$10; it must turn it over to the state government. (In effect, the motel is acting 
as the government’s tax collector.) The consumer spends $90; the motel earns 
$80. To balance expenditures and income, we have to allocate the $10 differ-
ence to indirect business taxes.

To summarize, GDP measured as income includes the four payments to the 
 factors of production: wages, interest, rent, and profits. These income items 
 represent  expenses incurred in the production of GDP. From these we must 
subtract net  factor income from abroad and then add two nonincome items—
capital consumption  allowance and indirect business taxes—to find real GDP.

GDP � wages � interest � rent � profi ts � net factor income from abroad 
� capital consumption allowance � indirect business taxes

The GDP is the total value of output produced in a year, the total value of 
expenditures made to purchase that output, and the total value of income re-
ceived by the factors of production. Because all three are measures of the same 
thing—GDP—all must be equal.

1.b. Other Measures of Output and Income
GDP is the most commonly used measure of a nation’s output, but it is not the 
only measure. Economists rely on a number of other measures as well in analyz-
ing the performance of components of an economy.

1.b.1 Gross National Product Gross national product (GNP) equals GDP 
plus receipts of factor income from the rest of the world minus payments of 
factor income to the rest of the world. If  we add to GDP the value of income 
earned by U.S. residents from factors of production located outside the United 
States and subtract the value of income earned by foreign residents from factors 

gross national product 
(GNP): gross domestic 
product plus receipts of 
factor income from the 
rest of the world minus 
payments of factor income 
to the rest of the world

capital consumption 
allowance: the estimated 
value of depreciation plus 
the value of accidental 
damage to capital stock
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of production located inside the United States, we have a measure of the value 
of output produced by U.S.-owned resources—GNP.

Figure 6 shows the national income accounts in the United States. The 
figure begins with the GDP and then shows the calculations necessary to 
obtain the GNP and other measures of  national output. In 2008, the U.S. 
GNP was $14,397.8 billion.

1.b.2 Net National Product Net national product (NNP) equals GNP minus 
capital consumption allowance. The NNP measures the value of goods and services 
produced in a year less the value of capital goods that became obsolete or were used 
up during the year. Because NNP includes only net additions to a nation’s capital, it 
is a better measure of the expansion or contraction of current output than is GNP. 
Remember how we defined GDP in terms of expenditures in section 1.a.2:

GDP = consumption + investment + government spending + net exports

The investment measure in GDP (and GNP) is called gross investment. Gross 
investment is total investment, which includes investment expenditures required 

gross investment: total 
investment, including 
investment expenditures 
required to replace capital 
goods consumed in current 
production

net national product 
(NNP): gross national 
product minus capital 
consumption allowance

Capital
Consumption
Allowance

$1,832.3

$135.8 Personal
Taxes

Statistical
Discrepancy

$1,460.6

Gross
National

Product (GNP)

Net
National

Product (NNP)

National
Income

(NI)

Personal
Income

(PI)

Disposable
Personal Income

(DPI)

$12,565.5

$12,429.7

$10,642.1

+ Income currently received but not earned
– Income currently earned but not received

$12,102.6
–$327.1

$14,264.6

Gross
Domestic

Product (GDP)

Net Factor Income
from Abroad

$133.2

$14,397.8

Gross domestic product plus receipts of factor income from the rest of the world minus payments of factor income to the 
rest of the world equals gross national product. Gross national product minus capital consumption allowance equals net 
national product. Net national product minus statistical discrepancy equals national income. National income plus income 
currently received but not earned (transfer payments, personal interest, dividend income) minus income currently earned 
but not received (retained corporate profits, net interest, social security taxes) equals personal income. Personal income 
minus personal taxes equals disposable personal income. 
Source: Data from Bureau of Economic Analysis.

FIGURE 6 U.S. National Income Accounts, 2008 (billion dollars)
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to replace capital goods consumed in current production. The NNP does not 
include investment expenditures required to replace worn-out capital goods; it 
includes only net investment. Net investment is equal to gross investment minus 
capital consumption allowance. Net investment measures business spending 
over and above that required to replace worn-out capital goods.

Figure 6 shows that in 2008, the U.S. NNP was $12,565.5 billion. This means 
that the U.S. economy produced over $12 trillion worth of goods and services 
above those required to replace capital stock that had depreciated. Over $1 tril-
lion in capital was “worn out” in 2008.

1.b.3 National Income National income (NI) equals the NNP plus or minus 
a small adjustment called “statistical discrepancy.” The NI captures the costs of 
the factors of production used in producing output. Remember that GDP in-
cludes a nonincome expense item: capital consumption allowance (section 1.a.3). 
Subtracting this plus the statistical discrepancy from the GDP leaves the income 
payments that actually go to resources.

Because the NNP equals the GNP minus capital consumption allowance, we 
can subtract the statistical discrepancy from the NNP to find NI, as shown in 
Figure 6. This measure helps economists analyze how the costs of (or payments 
received by) resources change.

1.b.4 Personal Income Personal income (PI) is national income adjusted for 
 income that is received but not earned in the current year and income that is 
earned but not received in the current year. Social security and welfare benefits 
are  examples of income that is received but not earned in the current year. As you 
learned in Chapter 4, these are called transfer payments. Transfer payments repre-
sent income transferred from one citizen who is earning income to another citizen, 
who may not be. The government transfers income by taxing one group of citizens 
and using the tax payments to fund the income for another group. An example of 
income that is currently earned but not received is profits that are retained by a 
corporation to finance current needs rather than paid out to stockholders. Another 
is social security (FICA) taxes, which are deducted from workers’ paychecks.

1.b.5 Disposable Personal Income Disposable personal income (DPI) equals 
personal income minus personal taxes—income taxes, excise and real estate 
taxes on personal property, and other personal taxes. DPI is the income that 
individuals have at their disposal for spending or saving. The sum of consump-
tion spending plus saving must equal disposable personal income.

personal income (PI): 
national income plus 
income currently received 
but not earned, minus 
income currently earned but 
not received

transfer payment: 
income transferred by the 
government from a citizen 
who is earning income to 
another citizen

1. Gross domestic product (GDP) is the market value of all final goods and 
services produced in an economy in a year.

2. The GDP can be calculated by summing the market value of all final goods 
and services produced in a year, by summing the value added at each stage 
of production, by adding total expenditures on goods and services 
(GDP �  consumption � investment � government spending � net exports), 
and by  using the total income earned in the production of goods and services 
(GDP � wages � interest � rent � profits), subtracting net factor income 
from abroad, and adding depreciation and indirect business taxes.

3. Other measures of output and income include gross national product 
(GNP), net national product (NNP), national income (NI), personal 
income (PI), and disposable personal income (DPI).

disposable personal 
income (DPI): personal 
income minus personal 
taxes

national income (NI): net 
national product plus or 
minus statistical discrepancy

net investment: gross 
investment minus capital 
consumption allowance

R E C A P
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nominal GDP: a measure 
of national output based on 
the current prices of goods 
and services

real GDP: a measure of the 
quantity of final goods and 
services produced, obtained 
by eliminating the influence 
of price changes from the 
nominal GDP statistics

National Income Accounts

GDP � consumption � investment � government spending � net exports

 GNP � GDP � receipts of factor income from the rest of the world 
 � payments of factor income to the rest of the world

 NNP � GNP � capital consumption allowance

 NI � NNP � statistical discrepancy

 PI � NI �  income earned but not received � income received but 
not earned

 DPI � PI � personal taxes

■ 2. Nominal and Real Measures
The GDP is the market value of all final goods and services produced within a 
country in a year. Value is measured in money terms, so the U.S. GDP is reported in 
dollars, the German GDP in euro, the Mexican GDP in pesos, and so on. Market 
value is the product of two elements: the money price and the quantity produced.

2.a. Nominal and Real GDP
Nominal GDP measures output in terms of its current dollar value. Real GDP is ad-
justed for changing price levels. In 1980, the U.S. GDP was $2,790 billion; in 2008, 
it was $14,265 billion—an increase of 411 percent. Does this mean that the United 
States produced 411 percent more goods and services in 2008 than it did in 1980? 
If the numbers reported are for nominal GDP, we cannot be sure. Nominal GDP 
cannot tell us whether the economy produced more goods and services, because 
nominal GDP changes both when prices change and when quantity changes.

Real GDP measures output in constant prices. This allows economists to iden-
tify the changes in the actual production of final goods and services: Real GDP 
measures the quantity of goods and services produced after eliminating the influ-
ence of price changes contained in nominal GDP. In 1980, real GDP in the United 
States was $5,161.7 billion; in 2008, it was $11,652 billion, an increase of just 
126 percent. A large part of the 411 percent increase in nominal GDP reflects 
increased prices, not increased output.

Because we prefer more goods and services to higher prices, it is better to 
have nominal GDP rise because of higher output than because of higher prices. 
We want nominal GDP to increase as a result of an increase in real GDP.

Consider a simple example that illustrates the difference between nominal 
GDP and real GDP. Suppose a hypothetical economy produces just three 
goods: oranges, coconuts, and pizzas. The dollar value of output in three differ-
ent years is listed in Figure 7.

As shown in Figure 7, in year 1, 100 oranges were produced at $.50 per or-
ange, 300 coconuts at $1 per coconut, and 2,000 pizzas at $8 per pizza. The total 
dollar value of output in year 1 is $16,350. In year 2, prices remain constant at 
the year 1 values, but the quantity of each good has increased by 10 percent. 
The dollar value of output in year 2 is $17,985, 10 percent higher than the value 
of output in year 1. In year 3, the quantity of each good is back at the year 
1 level, but prices have increased by 10 percent. Oranges now cost $.55, coconuts 
$1.10, and pizzas $8.80. The dollar value of output in year 3 is $17,985.

5  |  What is the difference 
between nominal and 
real GDP?
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Notice that the dollar value of output ($17,985) in years 2 and 3 is 10 percent 
higher than the dollar value in year 1. But there is a difference here. In year 2, the 
increase in output is due entirely to an increase in the production of the three goods. 
In year 3, the increase is due entirely to an increase in the prices of the goods.

Because prices did not change between years 1 and 2, the increase in  nominal 
GDP is entirely accounted for by an increase in real output, or real GDP. In years 1 
and 3, the actual quantities produced did not change, which means that real GDP 
was constant; only nominal GDP was higher, a product only of higher prices.

Figure 8 plots the growth rate of real GDP for several of the industrial coun-
tries. One can see in the figure that the countries show somewhat different pat-
terns of real GDP growth over time. For instance, over the period beginning in the 
mid-1990s, real GDP grew at a slower pace in Japan than in the other countries. 
Most of the countries had fairly fast rates of GDP growth in the late 1990s, only 

Prices and Quantities in a Hypothetical Economy

In year 1, total output was $16,350. In year 2, prices remained constant but quantities 
 produced increased by 10 percent, resulting in a higher output of $17,985. With prices 
constant, we can say that both nominal GDP and real GDP increased from year 1 to year 2. 
In year 3, quantities produced returned to the year 1 level but prices increased by 10 
percent, resulting in the same increased output as in year 2, $17,985. Production has not 
changed from year 1 to year 3, however, so although nominal GDP has increased, real GDP 
has remained constant. 

Year 1
(base year)

Year 2
(quantities
increase 10%)

Year 3
(prices
increase 10%)

QuantityPrice Output+

Nominal GDP = Real GDP

$17,985

Nominal GDP Increases
Real GDP Increases

Nominal GDP Increases
Real GDP Remains Constant

=

2,000 Pizzas

300 Coconuts

100 Oranges

8.00

1.00

.50

$16,350

2,200 Pizzas

330 Coconuts

110 Oranges

8.00

1.00

.50

8.80

1.10

.55

$17,985

2,000 Pizzas

300 Coconuts

100 Oranges

FIGURE 7
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to experience a falling growth rate in the early 2000s followed by a pickup in 
growth, and then the most recent downturn associated with the global recession.

2.b. Price Indexes
The total dollar value of output or income is equal to price multiplied by the 
quantity of goods and services produced:

Dollar value of output � price � quantity

By dividing the dollar value of output by price, you can determine the quan-
tity of goods and services produced:

Quantity �
 dollar value of output

    price

In macroeconomics, a price index is a measure of the average level of prices 
in an economy; it shows how prices, on average, have changed. Prices of indi-
vidual goods can rise and fall relative to one another, but a price index shows 
the general trend in prices across the economy.

2.b.1 Base Year The example in Figure 7 provides a simple introduction to price 
indexes. The first step is to pick a base year, the year against which other years are 
measured. Any year can serve as the base year. Suppose we pick year 1 in Figure 
7. The value of the price index in year 1, the base year, is defined to be 100. This 
simply means that prices in year 1 are 100 percent of prices in year 1 (100 percent 
of 1 is 1). In the example, year 2 prices are equal to year 1 prices, so the price index 
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FIGURE 8 Real GDP Growth in Some Industrial Countries

Real GDP grew at a fast pace in the late 1990s in most countries depicted in the figure, only 
to fall dramatically in 2001 and 2002. Japan has experienced slower growth of real GDP over 
this period than the other countries.

6  |  What is a price index?

price index: a measure of 
the average price level in an 
economy

base year: the year against 
which other years are 
measured
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is equal to 100 in year 2 as well. In year 3, every price has risen 10 percent relative 
to the base-year (year 1) prices, so the price index is 10 percent higher in year 3, or 
110. The value of the price index in any particular year indicates how prices have 
changed relative to the base year. A value of 110 indicates that prices are 110 per-
cent of base-year prices, or that the average price level has increased 10 percent.

Price index in any year =  100 ± percentage change in prices from the 
base year

2.b.2 Types of Price Indexes The price of a single good is easy to determine. 
But how do economists determine a single measure of the prices of the millions of 
goods and services produced in an economy? They have constructed price indexes to 
measure the price level; there are several different price indexes used to measure the 

The Consumer Price Index

The CPI is calculated by the Department of Labor using 
price surveys taken in 87 U.S. cities. Although the CPI 
often is called a cost-of-living index, it is not. The CPI 
represents the cost of a fi xed market basket of goods 
purchased by a hypothetical household, not a real one.

In fact, no household consumes the exact market 
basket used to estimate the CPI. As relative prices 
change, households alter their spending patterns. But 
the CPI market basket changes only every two years. 
This is due in part to the high cost of surveying the public 
to determine spending patterns. Then, too, individual 
households have different tastes and spend different 
portions of their budgets on the various components of 

household spending (housing, food, clothing, transpor-
tation, medical care, and so on). Only a household that 
spends exactly the same portion of its income on each 
item counted in the CPI would find the CPI representa-
tive of its cost of living.

The Department of Labor surveys spending in eight 
major areas. The figure shows these areas and the 
percentage of the typical household budget devoted 
to each area. If you kept track of your spending over the 
course of several months, you probably would find that 
you spend much more than the typical  household on 
some items and much less on others. In other words, the 
CPI is not a very good measure of your cost of living.

Source: Data from Bureau of Labor Statistics.

Other Goods
and Services 3.4%

Apparel
and Upkeep 3.7%

Food and
Beverages 

15.8%

Medical Care
6.4%

Education and
Communication 6.3%

Transportation 15.3%

Housing 43.4%

Recreation
5.7%

The value of the price index in 
any particular year indicates 
how prices have changed 
relative to the base year.

Economic Insight
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price level in any economy. Not all prices rise or fall at the same time or by the same 
amount. This is why there are several measures of the price level in an economy.

The price index that is used to estimate constant-dollar real GDP is the GDP 
price index (GDPPI), a measure of prices across the economy that reflects all of 
the categories of goods and services included in GDP. The GDP price index is a 
very broad measure. Economists use other price indexes to analyze how prices 
in more specific categories of goods and services change.

Probably the best-known price index is the consumer price index (CPI). The CPI 
measures the average price of consumer goods and services that a typical household 
purchases. (See the Economic Insight “The Consumer Price Index.”) The CPI is a 
narrower measure than the GDPPI because it includes fewer items. However, be-
cause of the relevance of consumer prices to the standard of living, news reports on 
price changes in the economy typically focus on consumer price changes. In addi-
tion, labor contracts sometimes include provisions that raise wages as the CPI goes 
up. Social security payments also are tied to increases in the CPI. These increases are 
called cost-of-living adjustments (COLAs) because they are supposed to keep nomi-
nal income rising along with the cost of items purchased by the typical household.

The producer price index (PPI) measures average prices received by produc-
ers. At one time this price index was known as the wholesale price index (WPI). 
Because the PPI measures price changes at an earlier stage of production than 
the CPI, it can indicate a coming change in the CPI. If  producer input costs are 
rising, we can expect the price of goods produced to go up as well.

Figure 9 illustrates how the three different measures of prices have changed 
over time. Notice that the PPI is more volatile than the GDPPI or the CPI. This 

GDP price index (GDPPI): 
a broad measure of the 
prices of goods and services 
included in the gross 
domestic product

consumer price index 
(CPI): a measure of the 
average price of goods and 
services purchased by the 
typical household

producer price index 
(PPI): a measure of 
average prices received by 
producers

cost-of-living adjustment 
(COLA): an increase in 
wages that is designed 
to match increases in the 
prices of items purchased 
by the typical household
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FIGURE 9 The GDP Price Index, the CPI, and the PPI

The graph plots the annual percentage change in the GDP price index (GDPPI), the consumer price index (CPI), and the producer 
price index (PPI). The GDPPI is used to construct constant-dollar real GDP. The CPI measures the average price of consumer 
goods and services that a typical household purchases. The PPI measures the average price received by producers; it is the most 
variable of the three because fluctuations in equilibrium prices of intermediate goods are much greater than those for final goods. 
Source: www.bls.gov and www.bea.gov.

www.bls.gov
www.bea.gov
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is because there are smaller fluctuations in the equilibrium prices of final goods 
than in those of intermediate goods.

1  | How is the total output of an economy measured?

 •  National income accounting is the system that econo-
mists use to measure both the output of an economy 
and the flows between sectors of that economy. §1

 •  Gross domestic product (GDP) is the market value 
of all final goods and services produced in a year in 
a country. §1.a

 •  GDP also equals the value added at each stage of 
production. §1.a

2  | Who produces the nation’s goods and services?

 •  GDP as output equals the sum of the output of 
households, business firms, and government within 

the country. Business firms produce 77 percent of 
the U.S. GDP. §1.a.1

3  | Who purchases the goods and services produced?

 •  The GDP as expenditures equals the sum of 
consumption plus investment plus government 
spending plus net exports. In the United States, con-
sumption accounts for roughly two-thirds of total 
expenditures. §1.a.2

4  | Who receives the income from the production of 
goods and services?

 •  The GDP as income equals the sum of wages, 
interest, rent, profits, proprietors’ income, capital 

SUMMARY

1. Total spending on final goods and services equals the total income received 
from producing those goods and services.

2. The circular flow model shows that one sector’s expenditures become the 
income of other sectors.

1. Nominal GDP is measured using current dollars.

2. Real GDP measures output with price effects removed.

3. The GDP price index, the consumer price index, and the producer price 
index are all measures of the level of prices in an economy.

■ 3. Flows of Income and Expenditures
GDP is both a measure of total expenditures on final goods and services and a mea-
sure of the total income earned in the production of those goods and services. The 
idea that total expenditures equal total income is clearly illustrated in Figure 1.

The figure links the four sectors of the economy: households, firms, govern-
ment, and foreign countries. The arrows between the sectors indicate the direc-
tion of the flows. Gold arrows with dollar signs represent money flows; blue 
green arrows without dollar signs represent flows of real goods and services. 
The money flows are both income and expenditures. For instance, household 
expenditures for goods and services from business firms are represented by the 
gold arrow at the top of the diagram. Household income from firms is repre-
sented by the gold arrow flowing from firms to households at the bottom of 
the diagram. Because one sector’s expenditures are another sector’s income, the 
total expenditures on goods and services must be the same as the total income 
from selling goods and services, and those must both be equal to the total value 
of the goods and services produced.

R E C A P

R E C A P
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consumption allowance, and indirect business taxes 
less net factor  income from abroad. Wages account 
for about 60 percent of the total. §1.a.3

 •  Capital consumption allowance is the estimated 
value of depreciation plus the value of accidental 
damage to capital stock. §1.a.3

 •  Other measures of national output include gross 
national product (GNP), net national product 
(NNP), national income (NI), personal income 
(PI), and disposable personal income (DPI). §1.b

5  | What is the difference between nominal and real 
GDP?

 •  Nominal GDP measures output in terms of its 
current dollar value, including the effects of price 
changes; real GDP measures output after eliminat-
ing the effects of price changes. §2.a

6  | What is a price index?

 •  A price index is a measure of the average level of 
prices across an economy. §2.b

 •  The GDP price index is a measure of the prices of all 
the goods and services included in the GDP. §2.b.2

 •  The consumer price index (CPI) measures the aver-
age price of goods and services consumed by the 
typical household. §2.b.2

 •  The producer price index (PPI) measures average 
prices received by producers (wholesale prices). §2.b.2

 •  Total expenditures on final goods and services 
equal total income. §3

KEY TERMS

national income accounting §1

gross domestic product (GDP) §1.a

intermediate good §1.a

value added §1.a

inventory §1.a

capital consumption allowance 
§1.a.3

depreciation §1.a.3

indirect business tax §1.a.3

gross national product (GNP) §1.b.1

net national product (NNP) §1.b.2

gross investment §1.b.2

net investment §1.b.2

national income (NI) §1.b.3

personal income (PI) §1.b.4

transfer payment §1.b.4

disposable personal income (DPI) 
§1.b.5

nominal GDP §2.a

real GDP §2.a

price index §2.b

base year §2.b.1

GDP price index §2.b.2

consumer price index (CPI) §2.b.2

cost-of-living adjustment (COLA) 
§2.b.2

producer price index (PPI) §2.b.2

EXERCISES

 1. The following table lists the stages in the produc-
tion of  a personal computer. What is the value of 
the computer in GDP?

 Stage Value Added

Components manufacture $50

Assembly $250

Wholesaler $500

Retailer $1,500

 2. What is the difference between GDP and each of the 
following?
a. Gross national product
b. Net national product
c. National income

d. Personal income
e. Disposable personal incom

 3.  Year 1 Year 2

Quantity Price Quantity Price

 Oranges 100 $3 150 $3

 Pears 100 $3  75 $4

a. What is the growth rate of constant-dollar real 
GDP using year 1 as the base year?

b. What is the growth rate of constant-dollar real 
GDP using year 2 as the base year?

 4. Why do total expenditures on final goods and ser-
vices equal total income in the economy?
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You can find further practice tests in the Online Quiz at www.cengage.com/economics/boyes.

 5. Why don’t we measure national output by simply 
counting the total number of goods and services 
produced each year?

 6.  Why isn’t the CPI a useful measure of your cost of 
living?

Use the following national income accounting 
information to answer exercises 7–11:

 Consumption $400

 Imports $10

 Net investment $20

 Government purchases $100

 Exports $20

 Capital consumption allowance $20

 Statistical discrepancy $5

Receipts of factor income from 
the  rest of the world $12

 Payments of factor income to 
the  rest of the world $10

 7. What is the GDP for this economy?

 8. What is the GNP for this economy?

 9.  What is the NNP for this economy?

 10.  What is the national income for this economy?

 11. What is the gross investment in this economy?

 12. Indirect business taxes and capital consumption al-
lowance are not income, yet they are included in the 
calculation of GDP as income received. Why do we 
add these two nonincome components to the other 
components of income (like wages, rent, interest, prof-
its, and net factor income from abroad) to find GDP?

 13. Why has nominal GDP increased faster than real 
GDP in the United States over time? What would it 
mean if  an economy had real GDP increasing faster 
than nominal GDP?

 14. We usually discuss GDP in terms of what is included 
in the definition. What is not included in GDP? Why 
are these things excluded?

 15.  If  a surfboard is produced this year but not sold 
until next year, how is it counted in this year’s GDP 
and not next year’s?

www.cengage.com/economics/boyes
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A factory worker has a second 
job driving an unlicensed 
taxi at night; a plumber 

fixes a broken water pipe for a client, 
gets paid in cash, but doesn’t declare 
his earnings to the tax collector; a 
drug dealer brokers a sale with a 
prospective customer on a street 
corner. These are all examples of the 
underground or shadow economy—
activities, both legal and illegal, that 
add up to trillions of dollars a year 
that take place “off the books,” out 
of the gaze of taxmen and govern-
ment statisticians.

Although crime and shadow 
 economic activities have long been 
a fact of life—and are now increas-
ing around the world—almost all 
 societies try to control their growth, 
because a prospering shadow 
economy makes official statistics 
(on unemployment, official labor 
force, income, consumption) unreli-
able. Policies and programs that are 
framed on the basis of  unreliable 
statistics may be inappropriate and 
self-defeating. . . .

Also called the underground, 
 informal, or parallel economy, the 
shadow economy includes not only 
illegal activities but also unreported 
income from the production of le-
gal goods and services, either from 

monetary or barter transactions. 
Hence, the shadow economy com-
prises all economic activities that 
would generally be taxable were they 
reported to the tax authorities.

TABLE 1 Shadow Economy as 
Percent of Official GDP, 1988–2000

Country Group   Percent of GDP

Developing 35–44

Transition 21–30

OECD 14–16

The ranges reflect the different es-
timation methods used by different 
sources.

Estimating the size of the shadow 
economy is difficult. After all, peo-
ple engaged in underground activi-
ties do their best to avoid detection. 
But policymakers and government 
administrators need information 
about how many people are active in 
the shadow economy, how often un-
derground activities occur, and the 
size of these activities, so that they 
can make appropriate decisions on 
resource allocation.

Table 1 shows average esti-
mates for the three main country 
groups— developing countries, tran-
sition economies, and 21 advanced 
economies, the last all members 
of  the Organi zation for Economic 

Cooperation and Development 
(OECD). The comparisons among 
countries remain somewhat crude 
because they are based on different 
estimation methods.

Countries with relatively low tax 
rates, fewer laws and regulations, and 
a well-established rule of law tend to 
have smaller shadow economies.

Macroeconomic and microeco-
nomic modeling studies based on data 
for several countries suggest that the 
major driving forces behind the size 
and growth of the shadow economy 
are an increasing burden of tax and 
social security payments, combined 
with rising restrictions in the  official 
labor market. Wage rates in the of-
ficial economy also play a role. . . .

Shadow economies tend to be 
smaller in countries where govern-
ment institutions are strong and ef-
ficient. Indeed, some studies have 
found that it is not higher taxes 
per se that increase the size of the 
shadow economy, but ineffectual 
and discretionary application of 
the tax system and regulations by 
governments.

Source: Friedrich Schneider with 
Dominik Enste, Hiding in the Shadows: 
The Growth of the Underground Economy, 
Economic Issues, No. 30, International 
Monetary Fund, March 2002.

International Monetary Fund March 2002

Hiding in the Shadows: The Growth of the 
Underground Economy

Economically
Speaking
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Commentary

In this chapter, we learned about different measures 
of macroeconomic performance. It is important to 
have accurate measures in order to formulate appro-

priate policy. Bad data on economic performance could 
result in policymakers attempting to fix problems that 
don’t really exist or failing to address problems that have 
not been identified. However, it is not easy to measure 
the performance of an economy. This article indicates a 
particular type of problem that exists in every economy: 
the underground economy.

The presence of  a large and active underground 
economy means that the official GDP figure is missing 
much of the economic activity that occurs. As indicated 
in the article, this is more than just illegal activity, like 
dealing in illicit drugs. Perfectly legal activities that are 
conducted “off the books” are also missed in the official 

GDP accounting. So if  a carpenter performs work for 
someone, is paid in cash, and never reports the transac-
tion as income to be taxed, this activity is part of the 
underground economy. Although the carpenter was en-
gaged in productive activity, it will not be counted, and 
so the official GDP measure will underestimate the true 
amount of production undertaken in a year.

This article serves as a reminder that, although govern-
ment officials may do the best job they can of counting eco-
nomic activity, they will never be able to count everything. 
As shown in Table 1 of the article, the problems are worse 
for developing countries and those countries that are in 
transition from socialism than for the industrial countries 
(referred to as OECD countries in the table). Yet even in the 
industrial countries, it is estimated that between 14 and 16 
percent of GDP takes place in the underground economy.



In Chapter 5, you learned that gross domestic product equals the sum of consumption, 

investment, government spending, and net exports (GDP = C + I + G + X ). Net exports 

(X ) are one key measure of a nation’s transactions with other countries, a principal link 

between a nation’s GDP and developments in the rest of the world. In this chapter, we 

extend the macroeconomic accounting framework to include more detail on a nation’s 

international transactions. This extension is known as balance of payments accounting.

International transactions have grown rapidly in recent years as the economies of the 

world have become increasingly interrelated. Improvements in transportation and com-

munication, and global markets for goods and services, have created a community of 

world economies. Products made in one country are sold in the world market, where they 

compete against products from other nations. Europeans purchase stocks listed on the 

New York Stock Exchange; Americans purchase bonds issued in Japan.

1  |  How do individuals of one nation trade money 
with individuals of another nation?

2  |  How do changes in exchange rates affect 
international trade?

3  |  How do nations record their transactions with 
the rest of the world?

Fundamental Questions

An Introduction to the Foreign 
Exchange Market and the Balance of 

Payments

© Jochen Tack/imagebroker.net/PhotoLibrary 
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■ 1. The Foreign Exchange Market
Foreign exchange is foreign money, including paper money and bank deposits 
like checking accounts, that are denominated in foreign currency. When someone 
with U.S. dollars wants to trade those dollars for Japanese yen, the trade takes 
place in the foreign exchange market, a global market in which people trade one 
currency for another. Many financial markets are located in a specific geographic 
location. For instance, the New York Stock Exchange is a specific location in 
New York City where stocks are bought and sold. The Commodity Exchange is 
a specific location in New York City where contracts to deliver agricultural and 
metal commodities are bought and sold. The foreign exchange market is not in a 
single geographic location, however. Trading occurs all over the world, electroni-
cally and by telephone. Most of the activity involves large banks in New York, 
London, and other financial centers. A foreign exchange trader at Citigroup in 
New York can buy or sell currencies with a trader at Barclays Bank in London by 
calling the other trader on the telephone or exchanging computer messages.

Only tourism and a few other transactions in the foreign exchange market 
involve an actual movement of currency. The great majority of transactions in-
volve the buying and selling of bank deposits denominated in foreign currency. 
A bank deposit can be a checking account that a firm or individual writes checks 

1  |  How do individuals 
of one nation trade 
money with individuals 
of another nation?

foreign exchange: 
currency and bank deposits 
that are denominated in 
foreign money

foreign exchange market:  
a global market in which 
people trade one currency 
for another

Different countries use different monies. When goods and services are 

exchanged across international borders, national monies also are traded. To 

make buying and selling decisions in the global marketplace, people must be 

able to compare prices across countries, to compare prices quoted in Japanese 

yen with those quoted in Mexican pesos. This chapter begins with a look at how 

national monies are priced and traded in the foreign exchange market.

Because different countries use 

different currencies, international 

business requires the exchange of 

monies in the foreign exchange 

market.
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against to make payments to others, or it can be an interest-earning savings ac-
count with no check-writing privileges. Currency notes, like dollar bills, are used 
in a relatively small fraction of transactions. When a large corporation or a gov-
ernment buys foreign currency, it buys a bank deposit denominated in the foreign 
currency. Still, all exchanges in the market require that monies have a price.

1.a. Exchange Rates
An exchange rate is the price of  one country’s money in terms of  another 
country’s money. Exchange rates are needed to compare prices quoted in two 
different currencies. Suppose a shirt that has been manufactured in Canada 
sells for 20 U.S. dollars in Seattle, Washington, and for 25 Canadian dollars in 
Vancouver, British Columbia. Where would you get the better buy? Unless you 
know the exchange rate between U.S. and Canadian dollars, you can’t tell. The 
exchange rate allows you to convert the foreign currency price into its domestic 
currency equivalent, which then can be compared to the domestic price.

Table 1 lists exchange rates for February 25, 2009. The rates are quoted in U.S. 
dollars per unit of foreign currency in the second column, and in units of foreign 
currency per U.S. dollar in the last column. For instance, the Canadian dollar was 
selling for $.8011, or about 80 U.S. cents. The same day, the U.S. dollar was selling 
for 1.2490 Canadian dollars (1 U.S. dollar would buy 1.2490 Canadian dollars).

If  you know the price of a currency in U.S. dollars, you can find the price of 
the U.S. dollar in that currency by taking the reciprocal. To find the reciprocal 
of a number, write it as a fraction and then turn the fraction upside down. Let’s 
say that 1 British pound sells for 2 U.S. dollars. In fraction form, 2 is 2/1. The 

exchange rate: the price of 
one country’s money in terms 
of another country’s money

TABLE 1 Exchange Rates, February 25, 2009

 U.S.$ Currency
 per per
Country Currency U.S.$

Argentina (peso) .2825 3.5475

Australia (dollar) .6453 1.5503

Britain (pound) 1.4502 .6898

Canada (dollar) .8011 1.2490

China (renminbi) .1464 6.8485

Israel (shekel) .2403 4.1704

Japan (yen) .00105 95.55

Mexico (peso) .0671 14.9249

New Zealand (dollar) .5107 1.9599

Russia (ruble) .0279 36.0698

Singapore (dollar) .6543 1.5286

Switzerland (franc) .8589 1.1645

EU (euro) 1.2750 .7843

Note: The second column lists U.S. dollars per unit of foreign currency, or how much one unit of foreign 
currency is worth in U.S. dollars. On this day, you could get about 80 U.S. cents for 1 Canadian dollar. The 
third column lists units of foreign currency per U.S. dollar, or how much 1 U.S. dollar is worth in foreign cur-
rency. On the same day, you could get about 1.25 Canadian dollars for 1 U.S. dollar.
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Active Trading Around
the World

Global Business Insight

New York
London Frankfurt

Tokyo

Foreign exchange
dealing times: GMT

THong Kong

Singapore

Close
0900

Singapore

Hong Kong

Frankfurt

Open
0700

Close
1500

New York

Open
1200

Close
2000

London
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0800

Close
1600

Close
0800

It is often said that the foreign exchange market never 
closes, since trading can take place in different parts 
of the world as time passes. However, people in each 
region tend to work certain normal business hours, and 
so each major foreign exchange trading location has 
fairly regular hours during which active trading occurs. 
The figure below shows the normal hours of active 
trading in each major trading region. The times are 
in Greenwich Mean Time, or GMT, which is the time 
in London. For instance, we see that active trading 
in London opens at 0800. This is 8 A.M. in London. 
Active trading stops in London at 1600, which is 4 P.M. 
in London. (In many parts of the world, a 24-hour clock 
registers time from 0000 to 1200 in the morning, where 
1200 is noon. Then in the afternoon, time starts to count 
up from 1200. So 1 P.M. is 1300, 2 P.M. is 1400, and so on.)

The figure shows trading in New York as opening 
at 1200, or noon in London. Eastern time in the United 

States is 5 hours behind London time (as seen by the 
−5 for that region of the world at the bottom of the 
figure), so that when it is noon in London, it is 5 hours 
earlier, or 7 A.M., in New York. Note that active trading 
in London closes at 1600 and active trading in New 
York opens at 1200, so London and New York trading 
overlap for 4 hours each day. Similarly, the figure shows 
that trading in New York also overlaps with trading 
in Frankfurt, Germany. However, there is no overlap 
of trading in North America with trading in Asia, as 
Asian trading centers open after trading has ended 
in North America and close before trading begins 
in North America. There is a short overlap of Asian 
trading with European trading. This figure reminds us 
that the world of foreign exchange trading, and that 
of business in general, tends to be conducted during 
regular business hours in each region.
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TABLE 2 International Currency Symbols, Selected Countries

Country Currency ISO Symbol

Australia Dollar AUD

Canada Dollar CAD

China Yuan CNY

Denmark Krone DKK

India Rupee INR

Iran Rial IRR

Japan Yen JPY

Kuwait Dinar KWD

Mexico Peso MXN

Norway Krone NOK

Russia Ruble RUB

Saudi Arabia Riyal SAR

Singapore Dollar SGD

South Africa Rand ZAR

Sweden Krona SEK

Switzerland Franc CHF

United Kingdom Pound GBP

United States Dollar USD

Venezuela Bolivar VEB

European Union Euro EUR

reciprocal of 2/1 is 1/2, or .5. So 1 U.S. dollar sells for .5 British pound. The 
table shows that the actual dollar price of the pound was 1.7705. The reciprocal 
exchange rate—the number of pounds per dollar—is .5648 (1/1.7705), which 
was the pound price of 1 dollar that day.

Let’s go back to comparing the price of the Canadian shirt in Seattle and 
in Vancouver. The International Standards Organization (ISO) symbol for the 
U.S. dollar is USD. The symbol for the Canadian dollar is CAD. (Table 2 lists 
the symbols for a number of currencies.) The shirt sells for USD20 in Seattle 
and CAD25 in Vancouver. Suppose the exchange rate between the U.S. dollar 
and the Canadian dollar is .8. This means that CAD1 costs .8 U.S. dollar, or 
80 U.S. cents. To find the domestic currency value of a foreign currency price, 
multiply the foreign currency price by the exchange rate:

Domestic currency value � foreign currency price � exchange rate

In our example, the U.S. dollar is the domestic currency:

U.S. dollar value � CAD25 � .8 � USD20

If  we multiply the price of the shirt in Canadian dollars (CAD25) by the 
exchange rate (.8), we find the U.S. dollar value ($20). After adjusting for the ex-
change rate, then, we can see that the shirt sells for the same price in both countries 
when the price is measured in a single currency.

The euro is the common currency of the following western European countries: 
Austria, Belgium, Finland, France, Germany, Greece, Ireland, Italy, Luxembourg, 
Malta, Netherlands, Portugal, Slovakia, Slovenia, and Spain. The Global Business 
Insight “The Euro” provides more discussion.

Find the reciprocal of a 
number by writing it as a 
fraction and then turning the 
fraction upside down. In other 
words, make the numerator 
the denominator and the 
denominator the numerator.
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1.b.  Exchange Rate Changes and 
International Trade

Because exchange rates determine the domestic currency value of foreign goods, 
changes in those rates affect the demand for and supply of goods traded inter-
nationally. Suppose the price of the shirt in Seattle and in Vancouver remains 
the same, but the exchange rate changes from .8 to .9 U.S. dollar per Canadian 
dollar. What happens? The U.S. dollar price of the shirt in Vancouver increases. 
At the new rate, the shirt that sells for CAD25 in Vancouver costs a U.S. buyer 
USD22.50 (CAD25 � .9).

A rise in the value of a currency is called appreciation. In our example, as the 
exchange rate moves from USD.8 � CAD1 to USD.9 � CAD1, the Canadian 
dollar appreciates against the U.S. dollar. As a country’s currency appreciates, 
international demand for its products falls, other things equal.

Suppose the exchange rate in our example moves from USD.8 � CAD1 to 
USD.7 � CAD1. Now the shirt that sells for CAD25 in Vancouver costs a U.S. 
buyer USD17.50 (CAD25 � .7). In this case, the Canadian dollar has depreci-
ated in value relative to the U.S. dollar. As a country’s currency depreciates, its 
goods sell for lower prices in other countries and the demand for its products 
increases, other things equal.

When the Canadian dollar is appreciating against the U.S. dollar, the U.S. dollar 
must be depreciating against the Canadian dollar. For instance, when the exchange 
rate between the U.S. dollar and the Canadian dollar moves from USD.8 � CAD1 to 
USD.9 � CAD1, the reciprocal exchange rate—the rate  between the Canadian  dollar 
and the U.S. dollar—moves from CAD1.25 � USD1 (1/.8 � 1.25) to CAD1.11 � 
USD1 (1/.9 � 1.11). At the same time that Canadian goods are becoming more 
 expensive to U.S. buyers, U.S. goods are becoming cheaper to Canadian buyers.

The Euro

The euro began trading in January 1999 and for more than 
three years circulated jointly with the national currencies of 
the original 12 countries that adopted the euro. The former 
currencies of these countries are the Austrian schilling, 
Belgian franc, Finnish markka, French franc, German mark, 
Greek drachma, Irish pound, Italian lira, Luxembourg franc, 
Netherlands guilder, Portuguese escudo, and Spanish 
peseta. Prior to the beginning of the euro, the value of 
each of the “legacy currencies” of the euro area was 
fixed in terms of the euro. For instance, 1 euro was equal 
to 40.3399 Belgian francs or 1.95583 German marks. In 
February 2002, the former monies of each of the euro-area 
countries were withdrawn from circulation, and now only 
the euro is used in the 12-country area.

Euro coins are available in the following denominations: 
1, 2, 5, 10, 20, and 50 cents and 1 and 2 euro. One side 

of each coin has an image that is common in all euroland 
countries. The other side has a design that is individualized 
for each country. For instance, a 2-euro coin has a common 
side with a big number 2 placed over a map of Europe. 
But the reverse side differs across countries. In Germany, 
the 2-euro coin has an eagle surrounded by a ring of stars, 
while in Spain, the 2-euro coin has a portrait of the Spanish 
king, Carlos I. However, even though each country can 
issue its own coins, the coins are all usable in any euroland 
country. You could receive French coins in Paris and then 
spend them in Rome. Euro currency or banknotes are 
available in the following denominations: 5, 10, 20, 50, 
100, 200, and 500 euro. The paper money is identical in all 
countries.

Global Business Insight

A currency appreciates in 
value when its value rises in 
relation to another currency.

A currency depreciates in 
value when its value falls in 
relation to another currency.

2  |  How do changes in 
exchange rates affect 
international trade?
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■ 2. The Balance of Payments
The U.S. economy does not operate in a vacuum. It affects and is affected by 
the economies of other nations. This point is brought home to Americans when 
newspaper headlines announce a large trade deficit and politicians denounce 
foreign countries for running trade surpluses against the United States. In such 
times, it seems as if  everywhere there is talk of the balance of payments.

The balance of payments is a record of a country’s trade in goods, services, and 
financial assets with the rest of the world. This record is divided into  categories, 
or accounts, that summarize the nation’s international economic transactions. 
For  example, one category measures transactions in merchandise; another mea-
sures transactions involving financial assets (bank deposits, bonds, stocks, loans). 
Balance of payments data are reported quarterly for most developed countries.

Once we understand the various definitions of the balance of payments, there 
remains the issue of why we should care. One important reason is that balance of 
payments issues are often hot political topics. One cannot make sense of the politi-
cal debate without an understanding of balance of payments basics. For instance, 
the United States is said to have a large deficit in its merchandise trade with the rest 
of the world. Is this bad? Some politicians will argue that a large trade deficit calls 
for government action, as it is harmful for a nation to buy more from than it sells to 
the rest of the world. The economics of the balance of payments allows us to judge 
the value of such arguments. Some policymakers, labor leaders, and business people 
will argue that it is bad if a country has a trade deficit with another single country. 
For instance, if the United States has a trade deficit with Japan, it is common to 
hear calls for policy aimed at eliminating this bilateral trade deficit. Once again, an 
understanding of the economics of the trade deficit allows a proper evaluation of 
calls for policies aimed at eliminating bilateral trade imbalances. We will encounter 
references to policy issues related to the balance of payments in later chapters.

2.a. Accounting for International Transactions
The balance of payments is an accounting statement known as a balance sheet. 
A balance sheet is based on double-entry bookkeeping, a system in which every 
transaction is recorded in at least two accounts. We do not need to know the 
details of  accounting rules to understand the balance of  payments. We can 
simply think of  transactions bringing money into a country as being posi-
tive numbers that are recorded as credits and transactions taking money out 
of a country as being negative numbers that are recorded as debits. Double-
entry bookkeeping requires that the debit and credit entries for any transaction 
must balance. Suppose a U.S. tractor manufacturer sells a $50,000 tractor to 

double-entry 
bookkeeping: a system of 
accounting in which every 
transaction is recorded in at 
least two accounts

1.  The foreign exchange market is a global market in which foreign money, 
largely bank deposits, is bought and sold.

2.  An exchange rate is the price of one money in terms of another.

3.  Foreign demand for domestic goods decreases as the domestic currency 
appreciates and increases as the domestic currency depreciates.

R E C A P

balance of payments: a 
record of a country’s trade 
in goods, services, and 
financial assets with the rest 
of the world

1  |   How do nations record 
their transactions with 
the rest of the world?

In later chapters we look more closely at how changes in exchange rates 
 affect international trade and at how governments use exchange rates to 
change their net exports.
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a resident of France. This transaction would have a positive effect on the U.S. 
balance of trade in merchandise. If  a U.S. resident bought a $500 bicycle from 
a Japanese firm, this would have a negative effect on the U.S. balance of trade 
in merchandise. Of course, people buy and sell things other than merchandise. 
The classification of  international transactions into major accounts is now 
considered.

2.b. Balance of Payments Accounts
The balance of payments uses several different accounts to classify transactions 
(see Table 3). The current account is the sum of the balances in the merchandise, 
services, income, and unilateral transfers accounts.

Merchandise This account records all transactions involving goods. The ex-
ports of goods by the United States are merchandise credits, bringing money 
into the United States; its imports of foreign goods are merchandise debits, tak-
ing money out of the United States. When exports (or credits) exceed imports 
(or debits), the merchandise account shows a surplus. When imports exceed 
exports, the account shows a deficit. The balance in the merchandise account is 
frequently referred to as the balance of trade.

In the third quarter of 2008, the merchandise account in the U.S. balance 
of payments showed a deficit of $214,710 million. This means that the mer-
chandise credits created by U.S. exports were $214,710 million less than the 
merchandise debits created by U.S. imports. In other words, the United States 
bought more goods from other nations than it sold to them.

Services This account measures trade involving services. It includes travel and 
tourism, royalties, transportation costs, and insurance premiums. In Table 3, the 
balance on the services account was a $38,175 million surplus.

Income Both investment income and employee compensation are included here. 
The income earned from investments in foreign countries is a credit; the income 
paid on foreign-owned investments in the United States is a debit. Investment 
 income is the return on a special kind of service: It is the value of services provided 
by capital in foreign countries. Compensation earned by U.S. workers abroad is a 
credit. Compensation earned by foreign workers in the United States is a debit. In 
Table 3, there is a surplus of $38,175 million in the income account.

Unilateral Transfers In a unilateral transfer, one party gives something but gets 
nothing in return. Gifts and retirement pensions are forms of unilateral transfers. 

TABLE 3 Simplified U.S. Balance of Payments, 2008 Third Quarter (million dollars)

Account Net Balance

Merchandise −$214,710

Services $38,175

Income $30,835

Unilateral transfers −$28,390

Current account −$174,091

Financial account $116,187

Statistical discrepancy −$39,487

Source: Data from Bureau of Economic Analysis.

current account: the sum 
of the merchandise, services, 
income, and unilateral 
transfers accounts in the 
balance of payments

surplus: in a balance of 
payments account, the 
amount by which credits 
exceed debits

deficit: in a balance of 
payments account, the 
amount by which debits 
exceed credits

balance of trade: the 
balance in the merchandise 
account in a nation’s 
balance of payments
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For instance, if  a farmworker in El Centro, California, sends money to his family 
in Guaymas, Mexico, this is a unilateral transfer from the United States to Mexico. 
In Table 3, the unilateral transfers balance is a deficit of $28,390 million.

The current account is a useful measure of international transactions because it 
contains all of the activities involving goods and services. The financial account is 
where trade involving financial assets and international investment is recorded. In 
the third quarter of 2008, the current account showed a deficit of $174,091 million. 
This means that U.S. imports of merchandise, services, investment income, and 
unilateral transfers were $174,091 million greater than exports of these items.

If  we draw a line in the balance of payments under the current account, then 
all entries below the line relate to financing the movement of  merchandise, 
services, investment income, and unilateral transfers into and out of  the country. 
Credits to the financial account reflect foreign purchases of  U.S. financial assets 
or real property like land and buildings, and debits reflect U.S. purchases of 
foreign financial assets and real property. In Table 3, the U.S. financial account 
showed a surplus of  $116,187 million.

The statistical discrepancy account, the last account listed in Table 3, could 
be called omissions and errors. The government cannot accurately measure 
all transactions that take place. Some international shipments of goods and 
services go uncounted or are miscounted, as do some international flows of 
financial assets. The statistical discrepancy account is used to correct for these 
omissions and errors. In Table 3, measured credits were less than measured 
debits, so the statistical discrepancy was $39,487 million.

Over all of the balance of payments accounts, the sum of credits must equal 
the sum of debits. The bottom line—the net balance—must be zero. It cannot 
show a surplus or a deficit. When people talk about a surplus or a deficit in the 
balance of payments, they are actually talking about a surplus or a deficit in 
one of the balance of payments accounts. The balance of payments itself, by 
definition, is always in balance, a function of double-entry bookkeeping.

2.c.  The Current Account and the 
Financial Account

The current account reflects the movement of goods and services into and out 
of a country. The financial account reflects the flow of financial assets into 
and out of a country. In Table 3, the current account shows a deficit balance 
of $174,091 million. Remember that the balance of payments must balance. If  
there is a deficit in the current account, there must be a surplus in the financial 
account that exactly offsets that deficit.

What is important here is not the bookkeeping process, the concept that 
the balance of payments must balance, but rather the meaning of deficits and 
surpluses in the current and financial accounts. These deficits and surpluses tell 
us whether a country is a net borrower from or lender to the rest of the world. A 
deficit in the current account means that a country is running a net surplus in its 
financial account. And it signals that a country is a net borrower from the rest of 
the world. A country that is running a current account deficit must borrow from 
abroad an amount sufficient to finance that deficit. A financial account surplus 
is achieved by selling more bonds and other debts of the domestic country to 
the rest of the world than the country buys from the rest of the world.

In Chapter 5, we learned that the value of a nation’s output, GDP, is equal 
to the sum of consumption, investment, government spending, and net exports, 
or GDP � C � I � G � X. We could rewrite this equation in terms of X as 
X � GDP � C � I � G. The X in total spending is net exports involving trade 

financial account: the 
record in the balance of 
payments of the flow of 
financial assets into and out 
of a country
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FIGURE 1 The U.S. Current Account Balance

The current account of the balance of payments is the sum of the balances in the 
merchandise, services, income, and unilateral transfers accounts. The United States 
experienced very large current account deficits in the 1980s and again more recently.
Source: Bureau of Economic Analysis.
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in goods and services. As can be seen in Table 3, this is the largest component 
of the current account. Thus, a country that is running a current account deficit 
will have a negative X. Since X � GDP � C � I � G, one can see that negative 
net exports or a current account deficit is consistent with domestic spending 
being in excess of domestic production. A country that is running a current 
account deficit is spending more than it produces. Such a country must borrow 
to cover this difference between production and spending.

Figure 1 shows the annual current account balance in the United States. The 
United States experienced large current account deficits in the 1980s and then again 
from the mid-1990s to the present. These deficits indicate that the United States 
consumed more than it produced. This means that the United States sold financial 
assets to and borrowed large amounts of money from foreign residents to finance its 
current account deficits. This large amount of foreign borrowing made the United 
States the largest debtor in the world. A net debtor owes more to the rest of the 
world than it is owed; a net creditor is owed more than it owes. The United States 
was an international net creditor from the end of World War I until the mid-1980s. 
The country financed its large current account deficits in the 1980s by borrowing 
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1  | How do individuals of one nation trade money with 
individuals of another nation?

 •  Foreign exchange is currency and bank deposits 
that are denominated in foreign currency. §1

 •  The foreign exchange market is a global market in 
which people trade one currency for another. §1

 •  Exchange rates, the price of one country’s money in 
terms of another country’s money, are necessary to 
compare prices quoted in different currencies. §1.a

 •  The value of a good in a domestic currency equals the 
foreign currency price times the exchange rate. §1.a

2  | How do changes in exchange rates affect international 
trade?

 •  When a domestic currency appreciates, domestic 
goods become more expensive to foreigners, and 
foreign goods become cheaper to domestic resi-
dents. §1.b

 •  When a domestic currency depreciates, domestic 
goods become cheaper to foreigners, and foreign 
goods become more expensive to domestic resi-
dents. §1.b

3  | How do nations record their transactions with the 
rest of the world?

 •  The balance of  payments is a record of  a nation’s 
transactions with the rest of  the world. §2

 •  The balance of  payments is based on double-entry 
bookkeeping. §2.a

 •  Credits record activities that bring payments into a 
country; debits record activities that take payments 
out of a country. §2.a

 •  The current account is the sum of the balances in 
the merchandise, services, income, and unilateral 
transfers accounts. §2.b

 •  In a balance of payments account, a surplus is the 
amount by which credits exceed debits, and a deficit 
is the amount by which debits exceed credits. §2.b

 •  The financial account reflects the transactions nec-
essary to finance the movement of  merchandise, 
services, income, and unilateral transfers into and 
out of  the country. §2.b

 •  The net balance in the balance of payments must 
be zero. §2.b

 •  A deficit in the current account must be offset by 
a surplus in the financial account. §2.c

 •  A country that shows a deficit in its current 
 account (or a surplus in its financial account) is a 
net borrower. §2.c

SUMMARY

1. The balance of payments is a record of a nation’s international transactions.

2. Double-entry bookkeeping requires that every transaction be entered in at 
least two accounts, so that credits and debits are balanced.

3. In the balance of payments, credits record activities that represent payments 
into the country, and debits record activities that represent payments out 
of the country.

4. The current account is the sum of the balances in the merchandise, services, 
income, and unilateral transfers accounts.

5. A surplus exists when credits exceed debits; a deficit exists when credits are 
less than debits.

6. The financial account is where the transactions necessary to finance the move-
ment of merchandise, services, income, and unilateral transfers into and 
out of the country are recorded.

7. The net balance in the balance of payments must be zero.

R E C A P

from the rest of the world. As a result of this accumulated borrowing, in 1985 the 
United States became an international net debtor for the first time in almost 70 years. 
Since that time, the net debtor status of the United States has grown steadily.
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You can find further practice tests in the Online Quiz at www.cengage.com/economics/boyes.

 1.  What is the price of 1 U.S. dollar in terms of each 
of the following currencies, given the following ex-
change rates?
a.  1 euro = $.90
b.  1 Chinese yuan = $.12
c.  1 Israeli shekel = $.30
d.  1 Kuwaiti dinar = $3.20

 2.  A bicycle manufactured in the United States costs $100. 
Using the exchange rates listed in Table 1, what would 
the bicycle cost in each of the following countries?
a.  Argentina
b.  Britain
c.  Canada

 3.  The U.S. dollar price of a Swedish krona changes 
from $.1572 to $.1730.
a.  Has the dollar depreciated or appreciated against 

the krona?
b.  Has the krona appreciated or depreciated against 

the dollar?

Use the information in the following table on 
Mexico’s 2007 international transactions to 
answer exercises 4–6 (the amounts are the U.S. 
dollar values in millions):

Merchandise exports $271,594

Merchandise imports $281,649

Services exports  $17,512

Services imports  $23,784

Income receipts   $7,972

Income payments  $26,036

Unilateral transfers  $24,197

 4.  What is the balance of trade?

 5. What is the current account?

 6. Did Mexico become a larger international net debtor 
during 2007?

 7. How reasonable is it for every country to follow 
policies aimed at increasing net exports?

 8. How did the United States become the world’s larg-
est debtor nation in the 1980s?

 9. If  the U.S. dollar appreciated against the Japanese 
yen, what would you expect to happen to U.S. net 
exports to Japan?

 10. Suppose the U.S. dollar price of a British pound is 
$1.50; the dollar price of a euro is $1; a hotel room 
in London, England, costs 120 British pounds; and a 
comparable hotel room in Hanover, Germany, costs 
200 euro.
a.  Which hotel room is cheaper for a U.S. tourist?
b.  What is the exchange rate between the euro and 

the British pound?

 11. Many residents of the United States send money 
to relatives living in other countries. For instance, a 
Salvadoran farmworker who is temporarily working 
in San Diego, California, sends money back to his 
family in El Salvador. How are such transactions re-
corded in the balance of payments? Are they debits 
or credits?

 12. Suppose the U.S. dollar price of the Canadian dol-
lar is $.75. How many Canadian dollars will it take 
to buy a set of dishes selling for $60 in Detroit, 
Michigan?

 13. Why is it true that if  the dollar depreciates against 
the yen, the yen must appreciate against the dollar?

 14. Why does the balance of payments contain an ac-
count called “statistical discrepancy”?

 15. Use the national income identity GDP = C + I + 
G + X to explain what a current account deficit 
(negative net exports) means in terms of domestic 
spending, production, and borrowing.

EXERCISES

KEY TERMS

foreign exchange §1

foreign exchange market §1

exchange rate §1.a

balance of payments §2

double-entry bookkeeping §2.a

current account §2.b

surplus §2.b

deficit §2.b

balance of trade §2.b

financial account §2.b

www.cengage.com/economics/boyes
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Economically
Speaking

Channel-hopping shoppers 
are taking advantage of the 
weak pound and flocking to 

London to snap up famous French 
brands,  retailers said today.

Chanel, Chloe and Louis Vuitton 
goods are proving most popular 
with the French shoppers, according 
to Selfridges.

The department store, which has 
a flagship shop in Oxford Street, said 
trade from France soared by 70 per cent 
in January and February compared 

with the same months last year. The 
trend held for shoppers from other 
countries using the euro, with trade 
growing by more than 40 per cent.

The pound’s weakness means 
European customers can make 
big savings on purchases such 
as designers handbags, with a 
Chanel quilted leather bag costing 
the equivalent of  £1,780 in Paris 
available at Selfridges for £1,525.

Euro shoppers are also snapping 
up British brands, with sales of 

Vivienne Westwood handbags up 
more than 50 per cent this year.

Selfridges’ buying director, Anne 
Pitcher, said: “European customers 
have clearly resolved not to give up 
on life’s uplifting luxuries and are 
coming to London to get them at 
the best possible price.”

Mark Blunden

Source: From www.thisisLondon.co.uk/
standard, March 23, 2009.

French Cross Channel to Buy
Chanel in London

London Evening Standard  March 23, 2009

www.thisisLondon.co.uk/
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Commentary

Why were French shoppers traveling to London 
to shop? The article says that it has to do with 
a weak British pound. There are two elements 

 involved in determining the price of an internationally 
traded good: the price in terms of the home currency 
of the country in which the good is produced and the 
exchange rate. With constant pound prices of goods in 
London, if  the British pound depreciates in value against 
the euro, British goods will become cheaper to French 
buyers, as emphasized in the article.

If  one examines how the euro value of a pound has 
changed in recent times, it is easy to see how the price 
of goods in London has changed for French residents. 

In early 2007, 1 pound was worth about 1.50 euros. But 
by early 2009, a pound was only worth about 1.05 euros. 
So if  the prices of  goods and services in London did 
not change at all, the prices of London goods to French 
shoppers fell by about a third. A luxury purse that sells 
for 1,000 pounds in London would have cost a French 
shopper about 1,500 euros in 2007 but fell in price to 
about 1,050 euros by 2009.

This brief  article reminds us of how interdependent 
countries are. The story of the increase in French shop-
pers in London in 2009 is a good example of how the 
exchange rate between currencies is one of the key vari-
ables linking countries together.



If you were graduating from college today, what would your job prospects be? In 1932, 

they would have been bleak. A large number of people were out of work (about one in 

four workers), and a large number of firms had laid off workers or gone out of business. At 

any given time, job opportunities depend not only on the individual’s ability and experi-

ence, but also on the current state of the economy.

Economies follow cycles of activity: Periods of expansion, in which output and employ-

ment increase, are followed by periods of contraction, in which output and employment de-

crease. For instance, during the expansionary period of the 1990s and 2000, only 4 percent 

of U.S. workers had no job by 2000. But during the period of contraction of 1981–1982, 9.5 

percent of U.S. workers had no job. When the economy is growing, the demand for goods 

and services tends to increase. To produce those goods and services, fi rms hire more work-

ers. Economic expansion also has an impact on infl ation: As the demand for goods and 

services goes up, the prices of those goods and services also tend to rise. By 2000, follow-

ing several years of economic growth, consumer prices in the United States were rising by 

about 3 percent a year. During periods of contraction, when more people are out of work, 

demand for goods and services tends to fall, and there is less pressure for rising prices. 

Fundamental Questions

Unemployment and Inflation

1  | What is a business cycle?

2  |  How is the unemployment rate defined and 
measured?

3  | What is the cost of unemployed resources?

4  | What is inflation?

5  | Why is inflation a problem?

© Sharon Day/Shutterstock

Chapter 7
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 During the period of the Great Depression in the 1930s in the United States, consumer 

prices fell by more than 5 percent in 1933. Both price increases and the fraction of workers 

without jobs are affected by business cycles in fairly regular ways. But their effects on indi-

vidual standards of living, income, and purchasing power are much less predictable.

Why do certain events move in tandem? What are the links between unemployment 

and infl ation? What causes the business cycle to behave as it does? What effect does 

government activity have on the business cycle—and on unemployment and infl ation? 

Who is harmed by rising unemployment and infl ation? Who benefi ts? Macroeconomics 

attempts to answer all of these questions.

■ 1. Business Cycles
In this chapter, we describe the business cycle and examine measures of un-
employment and inflation. We talk about the ways in which the business cycle, 
unemployment, and inflation are related. And we describe their effects on the 
participants in the economy.

The most widely used measure of a nation’s output is gross domestic product. 
When we examine the value of real GDP over time, we find periods in which it 
rises and other periods in which it falls.

1.a. Definitions
This pattern—real GDP rising, then falling—is called a business cycle. The pat-
tern occurs over and over again, but as Figure 1 shows, the pattern over time is 
anything but regular. Historically, the duration of business cycles and the rate at 
which real GDP rises or falls (indicated by the steepness of the line in Figure 1) 
vary considerably.

business cycle: 
fluctuations in the economy 
between growth (expressed 
in rising real GDP) and 
stagnation (expressed in 
falling real GDP)

1  |  What is a business 
cycle?
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As real income falls, living 

standards go down. This 

1937 photo of a Depression-

era breadline indicates the 

paradox of the world’s richest 

nation, as emphasized on the 

billboard in the background, 

having to offer public support 

to feed able-bodied workers 

who were out of work due to 

the severity of the business-

cycle downturn.
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The shaded areas represent periods of economic contraction (recession). The table lists the dates of business-cycle peaks and 
troughs. The peak dates indicate when contractions began; the trough dates, when expansions began.
Source: Data from Bureau of Economic Analysis; (www.bea.gov/bea/an/nipaguid.pdf ).
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Looking at Figure 1, it is clear that the U.S. economy has experienced up-and-
down swings in the years since 1959. Still, real GDP has grown at an average rate 
of approximately 3 percent per year over the long run. While it is important to 
recognize that periods of economic growth, or prosperity, are followed by periods 
of contraction, or recession, it is also important to recognize the presence of long-
term economic growth despite the presence of periodic recessions. In the long run, 
the economy produces more goods and services. The long-run growth in the econ-
omy depends on the growth in productive resources, like land, labor, and capital, 
along with technological advance. Technological change increases the productivity 
of resources so that output increases even with a fixed amount of inputs.

Figure 2 shows how real GDP behaves over a hypothetical business cycle and 
identifies the stages of the cycle. The vertical axis on the graph measures the level of 
real GDP; the horizontal axis measures time in years. In year 1, real GDP is growing; 
the economy is in the expansion phase, or boom period, of the business cycle. Growth 
continues until the peak is reached, in year 2. Real GDP begins to fall during the 
 contraction phase of the cycle, which continues until year 4. The trough marks the 

recession: a period in 
which real GDP falls

www.bea.gov/bea/an/nipaguid.pdf
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end of the contraction and the start of a new expansion. Even though the economy 
is subject to periodic ups and downs, real GDP, the measure of a nation’s output, has 
risen over the long term, as illustrated by the upward-sloping line labeled Trend.

If  an economy is growing over time, why do economists worry about busi-
ness  cycles? Economists try to understand the causes of business cycles so that 
they can learn how to moderate or avoid recessions and their harmful effects on 
standards of living.

1.b. Historical Record
The official dating of recessions in the United States is the responsibility of the 
National Bureau of Economic Research (NBER), an independent research orga-
nization. The NBER has identified the shaded areas in the graph in Figure 1 as 
recessions and the unshaded areas as expansions. Recessions are periods between 
cyclical peaks and the troughs that follow them. Expansions are periods between 
cyclical troughs and the peaks that follow them. There have been 14 recessions 
since 1929. The most severe was the period between 1929 and 1933, called the 
Great Depression. During this period, national output fell by 25 percent. A 
depression is a prolonged period of severe economic contraction. The fact that 
people speak of “the Depression” when they talk about the recession that began 
in 1929 indicates the severity of that contraction relative to others in recent expe-
rience. There was widespread suffering during the Depression. Many people were 
jobless and homeless, and many firms went bankrupt.

The NBER defines a recession as “a period of significant decline in total 
output, income, employment, and trade, usually lasting from six months to a 
year, and marked by widespread contractions in many sectors of the economy.” 
People sometimes say that a recession is defined by two consecutive quarters of 
declining real GDP. This informal idea of what constitutes a recession seems to 
be consistent with the past recessions experienced by the United States, as every 
recession through the 1990s has had at least two quarters of falling real GDP. 
However, this is not the official definition of a recession. The business cycle dat-
ing committee of the NBER generally focuses on monthly data. Close attention 
is paid to the following monthly data series: employment, real personal income 
less transfer payments, the volume of sales of the manufacturing and wholesale–
retail sectors adjusted for price changes, and industrial production. The focus is 
not on real GDP, because it is measured only quarterly and does not permit the 
identification of the month in which business-cycle turning points occur.

depression: a severe, 
prolonged economic 
contraction

The Business CycleFIGURE 2

The business cycle contains four phases: the expansion (boom), when real GDP is increas-
ing; the peak, which marks the end of an expansion and the beginning of a contraction; the 
contraction (recession), when real GDP is falling; and the trough, which marks the end of a 
contraction and the beginning of an expansion.
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On November 28, 2008, the NBER Business Cycle Dating Committee met 
and determined that December 2007 was the most recent business-cycle peak. 
It always takes some time for the committee that dates business cycles to have 
enough evidence to be convinced that the data have identified the turning point 
in the business cycle. For instance, in determining the end of the previous reces-
sion, it wasn’t until July 17, 2003, that the NBER announced the recession had 
ended in November 2001. It took more than 1.5 years to identify the trough that 
marked the end of the prior recent recession. At the time this edition of the text 
went to press, the U.S. was still in recession, but of course, we will not find out 
the date of the end of the recession until well after the fact.

1.c. Indicators
We have been talking about the business cycle in terms of real GDP. There are a 
number of other variables that move in a fairly regular manner over the business 
cycle. These variables are classified into three categories—leading indicators, coin-
cident indicators, and lagging indicators—depending on whether they move up or 
down before, at the same time as, or following a change in real GDP (see Table 1).

Leading indicators generally change before real GDP changes. As a result, 
economists use them to forecast changes in output. Looking at Table 1, it is 
easy to see how some of these leading indicators could be used to forecast future 
output. For instance, new building permits signal new construction. If  the num-
ber of new permits issued goes up, economists can expect the amount of new 
construction to increase. Similarly, if  manufacturers receive more new orders, 
economists can expect more goods to be produced.

Leading indicators are not infallible, however. The link between them and future 
output can be tenuous. For example, leading indicators may fall one month and 
then rise the next, although real output rises steadily. Economists want to see several 
consecutive months of a new direction in the leading indicators  before forecasting a 
change in output. Short-run movements in the indicators can be very misleading.

Coincident indicators are economic variables that tend to change at the same time 
as real output changes. For example, as real output increases, economists expect to 
see employment and sales rise. The coincident indicators listed in Table 1 have dem-
onstrated a strong tendency over time to change along with changes in real GDP.

leading indicator: a 
variable that changes before 
real output changes

coincident indicator: a 
variable that changes at the 
same time as real output 
changes

TABLE 1 Indicators of the Business Cycle

Leading Indicators

Average workweek New building permits

Unemployment claims Delivery times of goods

Manufacturers’ new orders Interest rate spread

Stock prices Money supply

New plant and equipment orders Consumer expectations

Coincident Indicators Lagging Indicators

Payroll employment Labor cost per unit of output

Industrial production Inventories to sales ratio

Personal income Unemployment duration

Manufacturing and trade sales Consumer credit to personal income ratio

 Outstanding commercial loans 

 Prime interest rate 

 Inflation rate for services
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The final group of  variables listed in Table 1, lagging indicators, do not 
change in value until after the value of real GDP has changed. For instance, as 
output increases, jobs are created and more workers are hired. It makes sense, 
then, to expect the duration of unemployment (the average length of time that 
workers are unemployed) to fall. The duration of unemployment is a lagging 
indicator. Similarly, the inflation rate for services (which measures how prices 
for things like dry cleaners, veterinarians, and other services change) tends to 
change after real GDP changes. Lagging indicators are used along with leading 
and coincident indicators to identify the peaks and troughs in business cycles.

lagging indicator: a 
variable that changes after 
real output changes

1. The business cycle is a recurring pattern of rising and falling real GDP.

2. Although all economies move through periods of expansion and contrac-
tion, the duration of the periods of expansion and recession varies.

3.  Real GDP is not the only variable affected by business cycles; leading, lag-
ging, and coincident indicators also show the effects of economic expan-
sion and contraction.

■ 2. Unemployment
Recurring periods of prosperity and recession are reflected in the nation’s la-
bor markets. In fact, this is what makes understanding the business cycle so 
important. If  business cycles signified only a little more or a little less profit for 
businesses, governments would not be so anxious to forecast or to control their 
swings. It is the human costs of lost jobs and incomes—the inability to maintain 
standards of living—that make an understanding of business cycles and of the 
factors that affect unemployment so important.

2.a. Definition and Measurement
The unemployment rate is the percentage of the labor force that is not working. 
The rate is calculated by dividing the number of people who are unemployed by 
the number of people in the labor force:

Unemployment rate � number unemployed
number in labor force

This ratio seems simple enough, but there are several subtle issues at work 
here. First, the unemployment rate does not measure the percentage of the total 
population that is not working; it measures the percentage of the labor force 
that is not working. Who is in the labor force? Obviously, everybody who is em-
ployed is part of the labor force. But only some of those who are not currently 
employed are counted in the labor force.

The Bureau of Labor Statistics of the Department of Labor compiles labor 
data each month based on an extensive survey of U.S. households. All U.S. 
 residents are potential members of the labor force. The Labor Department ar-
rives at the size of the actual labor force by using this formula:

Labor force � all U.S. residents
minus residents under 16 years of age

minus institutionalized adults
minus adults not looking for work

unemployment rate: the 
percentage of the labor 
force that is not working

2  |  How is the 
unemployment 
rate defined and 
measured?

You are in the labor force if 
you are working or actively 
seeking work.

R E C A P
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So the labor force includes those adults (an adult being someone 16 or older) 
who are currently employed or actively seeking work. It is relatively simple to see 
to it that children and institutionalized adults (for instance, those in prison or in 
long-term care facilities) are not counted in the labor force. It is more difficult to 
identify and accurately measure adults who are not actively looking for work.

A person is actively seeking work if  he or she is available to work, has looked 
for work in the past 4 weeks, is waiting for a recall after being laid off, or is start-
ing a job within 30 days. Those who are not working and who meet these criteria 
are considered unemployed.

2.b. Interpreting the Unemployment Rate
Is the unemployment rate an accurate measure? The fact that the rate does not 
 include those who are not actively looking for work is not necessarily a fail-
ing. Many people who are not actively looking for work—homemakers, older 
citizens, and students, for example—have made a decision not to work—to do 
housework, to retire, or to stay in school. These people rightly are not counted 
among the unemployed.

But there are people missing from the unemployment statistics who are not 
working and are not looking for work yet would take a job if  one were offered. 
Discouraged workers have looked for work in the past year but have given up 
looking for work because they believe that no one will hire them. These individu-
als are ignored by the official unemployment rate, even though they are able to 
work and may have spent a long time looking for work. Estimates of the number 
of  discouraged workers indicate that in January 2006, 1.6 million people were not 
counted in the labor force yet claimed that they were available for work. Of this 
group, 25 percent, or 396,000 people, were considered to be discouraged workers. 
It is clear that the reported unemployment rate underestimates the true burden 
of unemployment in the economy because it ignores discouraged workers.

Discouraged workers are one source of hidden unemployment; underem-
ployment is another. Underemployment is the underutilization of workers, em-
ploying them in tasks that do not fully utilize their productive potential; this 

discouraged workers: 
workers who have stopped 
looking for work because 
they believe that no one will 
offer them a job

underemployment: the 
employment of workers in 
jobs that do not utilize their 
productive potential

Agricultural harvests, like 

this one in Mexico, create 

seasonal fluctuations in the 

employment of labor. During 

the harvest period, workers 

are hired to help out. When 

the harvest has ended, many 

of these workers will be 

temporarily unemployed until 

the next crop requires their 

labor.
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includes part-time workers who would prefer full-time employment. Even if  
every worker has a job, substantial underemployment leaves the economy pro-
ducing less than its potential GDP.

The effect of discouraged workers and underemployment is to produce an un-
employment rate that understates actual unemployment. In contrast, the effect 
of the underground economy is to produce a rate that overstates actual unemploy-
ment. A sizable number of the officially unemployed are actually working. The 
unemployed construction worker who plays in a band at night may not report 
that activity because he or she wants to avoid paying taxes on his or her earnings 
as a musician. This person is officially unemployed but has a source of income. 
Many officially unemployed individuals have an alternative source of income. 
This means that official statistics overstate the true magnitude of unemploy-
ment. The larger the underground economy, the greater this overstatement.

We have identified two factors, discouraged workers and underemployment, that 
cause the official unemployment rate to underestimate true unemployment. Another 
factor, the underground economy, causes the official rate to overestimate the true 
rate of unemployment. There is no reason to expect these factors to cancel one 
 another out, and there is no way to know for sure which is most important. The point 
is to remember what the official data on unemployment do and do not measure.

2.c. Types of Unemployment
Economists have identified four basic types of unemployment:

Seasonal unemployment A product of regular, recurring changes in the hiring 
needs of certain industries on a monthly or seasonal basis
Frictional unemployment A product of the short-term movement of workers 
between jobs and of first-time job seekers
Structural unemployment A product of  technological change and other 
changes in the structure of the economy
Cyclical unemployment A product of business-cycle fluctuations 

In certain industries, labor needs fluctuate throughout the year. When local 
crops are harvested, farms need lots of workers; the rest of the year, they do not. 
(Migrant farmworkers move from one region to another, following the harvests, 
to avoid seasonal unemployment.) Ski resort towns like Park City, Utah, are 
booming during the ski season, when employment peaks, but need fewer work-
ers during the rest of the year. In the nation as a whole, the Christmas season 
is a time of peak employment and low unemployment rates. To avoid confusing 
seasonal fluctuations in unemployment with other sources of unemployment, 
unemployment data are seasonally adjusted.

Frictional and structural unemployment exist in any dynamic economy. For 
 individual workers, frictional unemployment is short term in nature. Workers 
quit one job and soon find another; students graduate and soon find a job. 
This kind of unemployment cannot be eliminated in a free society. In fact, it is 
a sign of  efficiency in an economy when workers try to increase their income 
or improve their working conditions by leaving one job for another. Frictional 
unemployment is often called search unemployment because workers take time 
to search for a job after quitting a job or leaving school.

Frictional unemployment is short term; structural unemployment, on the other 
hand, can be long term. Workers who are displaced by technological change (assembly 
line workers who have been replaced by machines, for example) or by a permanent 
reduction in the demand for an industry’s output (cigar makers who have been laid off  
because of a decrease in demand for tobacco) may not have the necessary skills to main-
tain their level of income in another industry. Rather than accept a much lower salary, 

Activity in the underground 
economy is not included in 
official statistics.

Frictional and structural 
unemployment are always 
present in a dynamic economy.
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these  workers tend to prolong their job search. Eventually they either adjust their expec-
tations to the realities of the job market or enter the pool of discouraged workers.

Structural unemployment is very difficult for those who are unemployed. But for 
society as a whole, the technological advances that cause structural unemployment 
raise living standards by giving consumers a greater variety of goods at lower cost.

Cyclical unemployment is a result of the business cycle. When a recession occurs, 
cyclical unemployment increases, and when growth occurs, cyclical unemployment 
decreases. It is also a primary focus of macroeconomic policy. Economists believe 
that a greater understanding of business cycles and their causes may enable them 
to find ways to smooth out those cycles and swings in unemployment. Much of the 
analysis in future chapters is related to macroeconomic policy aimed at minimizing 
business-cycle fluctuations. In addition to macroeconomic policy aimed at moder-
ating cyclical unemployment, other policy measures—for example, job training and 
counseling—are being used to reduce frictional and structural unemployment.

2.d. Costs of Unemployment
The cost of unemployment is more than the obvious loss of income and status 
suffered by the individual who is not working. In a broader sense, society as a 
whole loses when resources are unemployed. Unemployed workers produce no 
output. So an economy with unemployment will operate inside its production 
possibilities curve rather than on the curve. Economists measure this lost out-
put in terms of the GDP gap:

GDP gap = potential real GDP − actual real GDP

Potential real GDP is the level of output produced when nonlabor resources are 
fully utilized and unemployment is at its natural rate. The natural rate of  unemployment 
is the unemployment rate that would exist in the absence of  cyclical unemployment, 
so it includes seasonal, frictional, and structural unemployment. The natural rate 
of unemployment is not fixed; it can change over time. For  instance, some econo-
mists believe that the natural rate of unemployment has risen in  recent decades, a 
product of the influx of baby boomers and women into the labor force. As more 
workers move into the labor force (begin looking for jobs), frictional  unemployment 
increases, raising the natural rate of unemployment. The  natural rate of unemploy-
ment is sometimes called the “nonaccelerating inflation rate of  unemployment,” or 
NAIRU. The idea is that there would be upward pressure on wages and prices in a 
tight labor market in which the unemployment rate fell  below the NAIRU. We will 
see macroeconomic models of this phenomenon in later chapters.

Potential real GDP measures what we are capable of producing at the natural 
rate of unemployment. If  we compute potential real GDP and then subtract 
actual real GDP, we have a measure of the output lost as a result of unemploy-
ment, or the cost of unemployment.

The GDP gap in the United States from 1960 to 2008 is shown in Figure 3. 
The gap widens during recessions and narrows during expansions. As the gap 
widens (as the output that is not produced increases), there are fewer goods and 
services available, and living standards are lower than they would be at the natu-
ral rate of unemployment. Figure 3(b) is a graph of the gap between potential 
and real GDP, taken from Figure 3(a). During the strong expansion of the late 
1990s and more recently, the gap went to zero.

Until recently, economists used the term full employment instead of natural rate 
of unemployment. Today the term full employment is rarely used because it may 
be interpreted as implying a zero unemployment rate. If frictional and structural 
unemployment are always present, zero unemployment is impossible; there must 
always be unemployed resources in an economy. Natural rate of unemployment 

potential real GDP: 
the output produced 
at the natural rate of 
unemployment

natural rate of 
unemployment: the 
unemployment rate that 
would exist in the absence 
of cyclical unemployment

Cyclical unemployment is a 
product of recession.

3  |  What is the cost of 
unemployed resources?

Because frictional and 
structural unemployment 
are always present, the 
term full employment is 
misleading. Today economists 
use the term natural rate of 
unemployment instead.
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The GDP GapFIGURE 3

The GDP gap is the difference between what the economy can produce at the natural rate 
of unemployment (potential GDP) and actual output (actual GDP). When the unemployment 
rate is higher than the natural rate, actual GDP is less than potential GDP. The gap between 
potential and actual real GDP is a cost associated with unemployment. Recession years are 
shaded to highlight how the gap widens around recessions.
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describes the labor market when the economy is producing what it realistically 
can produce in the absence of cyclical unemployment.

What is the natural rate of unemployment in the United States? In the 1950s 
and 1960s, economists generally agreed on 4 percent. By the 1970s, the agreed-
upon rate had gone up to 5 percent. In the early 1980s, many economists placed 
the natural rate of unemployment in the United States at 6 to 7 percent. By the 
late 1980s, some had revised their thinking, placing the rate back at 5 percent. 
In the late 1990s, one could have said that 4 percent was correct. In fact, econo-
mists do not know exactly what the natural rate of unemployment is. It varies 
over time within a range from around 4 percent to around 7 percent. It will also 
vary across countries, as labor markets and macroeconomic policies differ.

2.e. The Record of Unemployment
Unemployment rates in the United States from 1960 to 2008 are listed in Table 2. 
Over this period, the unemployment rate for all workers reached a low of 3.5 percent 

Unemployment Rate, Civilian Workers1

By Gender By Race

 Year

All
Civilian
Workers Males Females

Both
Sexes 16–19

Years White

Black or
African

American
Asian
(NSA)

Hispanic  or
Latino

1960 5.5 5.4 5.9 14.7 5.0 — — —

1961 6.7 6.4 7.2 16.8 6.0 — — —

1962 5.5 5.2 6.2 14.7 4.9 — — —

1963 5.7 5.2 6.5 17.2 5.0 — — —

1964 5.2 4.6 6.2 16.2 4.6 — — —

1965 4.5 4.0 5.5 14.8 4.1 — — —

1966 3.8 3.2 4.8 12.8 3.4 — — —

1967 3.8 3.1 5.2 12.9 3.4 — — —

1968 3.6 2.9 4.8 12.7 3.2 — — —

1969 3.5 2.8 4.7 12.2 3.1 — — —

1970 4.9 4.4 5.9 15.3 4.5 — — —

1971 5.9 5.3 6.9 16.9 5.4 — — —

1972 5.6 5.0 6.6 16.2 5.1 10.4 — —

1973 4.9 4.2 6.0 14.5 4.3 9.4 — 7.5

1974 5.6 4.9 6.7 16.0 5.0 10.5 — 8.1

1975 8.5 7.9 9.3 19.9 7.8 14.8 — 12.2

1976 7.7 7.1 8.6 19.0 7.0 14.0 — 11.5

1977 7.1 6.3 8.2 17.8 6.2 14.0 — 10.1

1978 6.1 5.3 7.2 16.4 5.2 12.8 — 9.1

1979 5.8 5.1 6.8 16.1 5.1 12.3 — 8.3

1980 7.1 6.9 7.4 17.8 6.3 14.3 — 10.1

1981 7.6 7.4 7.9 19.6 6.7 15.6 — 10.4

TABLE 2 Unemployment Rates in the United States

(Continuted)
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1982 9.7 9.9 9.4 23.2 8.6 18.9 — 13.8

1983 9.6 9.9 9.2 22.4 8.4 19.5 — 13.7

1984 7.5 7.4 7.6 18.9 6.5 15.9 — 10.7

1985 7.2 7.0 7.4 18.6 6.2 15.1 — 10.5

1986 7.0 6.9 7.1 18.3 6.0 14.5 — 10.6

1987 6.2 6.2 6.2 16.9 5.3 13.0 — 8.8

1988 5.5 5.5 5.6 15.3 4.7 11.7 — 8.2

1989 5.3 5.2 5.4 15.0 4.5 11.4 — 8.0

1990 5.6 5.7 5.5 15.5 4.8 11.4 — 8.2

1991 6.8 7.2 6.4 18.7 6.1 12.5 — 10.0

1992 7.5 7.9 7.0 20.1 6.6 14.2 — 11.6

1993 6.9 7.2 6.6 19.0 6.1 13.0 — 10.8

1994 6.1 6.2 6.0 17.6 5.3 11.5 — 9.9

1995 5.6 5.6 5.6 17.3 4.9 10.4 — 9.3

1996 5.4 5.4 5.4 16.7 4.7 10.5 — 8.9

1997 4.9 4.9 5.0 16.0 4.2 10.0 — 7.7

1998 4.5 4.4 4.6 14.6 3.9 8.9 — 7.2

1999 4.2 4.1 4.3 13.9 3.7 8.0 — 6.4

2000 4.0 3.9 4.1 13.1 3.5 7.6 3.6 5.7

2001 4.7 4.8 4.7 14.7 4.2 8.6 4.5 6.6

2002 5.8 5.9 5.6 16.5 5.1 10.2 5.9 7.5

2003 6.0 6.3 5.7 17.5 5.2 10.8 6.0 7.7

2004 5.5 5.6 5.4 17.0 4.8 10.4 4.4 7.0

2005 5.1 5.1 5.1 16.6 4.4 10.0 4.0 6.0

2006 4.6 4.6 4.6 15.4 4.0 8.9 3.0 5.2

2007 4.6 4.7 4.5 15.7 4.1 8.3 3.2 5.6

2008 5.8 6.1 5.4 — 5.5 11.4 4.1 7.6
1 Unemployed as a percentage of the civilian labor force in the group specified.
Source: Bureau of Labor Statistics; http://data.bls.gov/.

TABLE 2 Unemployment Rates in the United States (Continued)

in 1969 and a high of 9.7 percent in 1982. The table shows some general trends in 
the incidence of unemployment across different demographic groups:

Teenagers have the highest unemployment rates in the economy. This 
makes sense because teenagers are the least-skilled segment of  the labor 
force.

Whites have lower unemployment rates than nonwhites. Discrimination 
plays a role here. To the extent that discrimination extends beyond hiring 
practices and job opportunities for minority workers to the education 
that is necessary to prepare students to enter the work force, minority 
workers will have fewer opportunities for employment. The quality of 
education provided in many schools with large minority populations may 
not be as good as that provided in schools with large white  populations. 
Equal opportunity programs and legislation are aimed at rectifying this 
inequality.

http://data.bls.gov/


144 Part Two   Macroeconomic Basics 

Although exact comparisons across countries are difficult to make because 
different countries measure unemployment in different ways, it is interesting 
to look at the reported unemployment rates of different countries. Table 3 lists 
unemployment rates for seven major industrial nations. The rates have been 
adjusted to match the U.S. definition of unemployment as closely as possible.

Knowing their limitations, we can still identify some important trends from the 
data in Table 3. In the early 1980s, both U.S. and European unemployment rates in-
creased substantially. But in the mid-1980s, when U.S. unemployment began to fall, 
European unemployment remained high. The issue of high unemployment rates in 
Europe has become a major topic of discussion at international summit meetings 
and is addressed in the Global Business Insight “High Unemployment in Europe.” 

TABLE 3 Unemployment Rates in Major Industrial Countries

Civilian Unemployment Rate (percent)

Year United  States  Canada Japan France Germany Italy United  Kingdom

1980 7.1 7.3 2.0 6.5 2.8 4.4 6.9

1981 7.6 7.3 2.2 7.6 4.0 4.9 9.7

1982 9.7 10.7 2.4 8.3 5.6 5.4 10.8

1983 9.6 11.6 2.7 8.6 6.9 5.9 11.5

1984 7.5 10.9 2.8 10.0 7.1 5.9 11.8

1985 7.2 10.2 2.7 10.5 7.2 6.0 11.4

1986 7.0 9.3 2.8 10.6 6.6 7.5 11.4

1987 6.2 8.4 2.9 10.8 6.3 7.9 10.5

1988 5.5 7.4 2.5 10.3 6.3 7.9 8.6

1989 5.3 7.1 2.3 9.6 5.7 7.8 7.3

1990 5.6 7.7 2.1 8.6 5.0 7.0 7.1

1991 6.8 9.8 2.1 9.1 5.6 6.9 9.5

1992  7.5 10.6 2.2 10.0 6.7 7.3 10.2

1993 6.9 10.8 2.5 11.3 8.0 9.8 10.4

1994 6.1 9.6 2.9 11.9 8.5 10.7 9.5

1995 5.6 8.6 3.2 11.3 8.2 11.3 8.7

1996 5.4 8.8 3.4 11.8 9.0 11.3 8.1

1997 4.9 8.4 3.4 11.7 9.9 11.4 7.0

1998 4.5 7.7 4.1 11.2 9.3 11.5 6.3

1999 4.2 7.0 4.7 10.5 8.5 11.0  6.0

2000 4.0 6.1 4.8 9.1 7.8  10.2   5.5

2001 4.7 6.5 5.1 8.4 7.9 9.2 5.1

2002 5.8 7.0 5.4 8.8 8.6 8.7 5.2

2003 6.0 6.9 5.3 9.2 9.3 8.5 5.0

2004 5.5 6.4 4.8 9.6 10.3 8.1 4.8

2005 5.1 6.0 4.5 9.6 11.2 7.8 4.9

2006 4.6 5.5 4.2 9.5 10.4 6.9 5.5

2007 4.6 5.3 3.9 8.6 8.7 6.2 5.4

Source: Economic Report of the President, 2009.
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Sources: Stephen Nickell, “A Picture of European Unemployment: Success and Failure,” speech given to CESifo Conference in Munich, 
December 2002, and Lars Ljungqvist and Thomas Sargent, “The European Unemployment Dilemma,” Journal of Political Economy, 
1998. 

High Unemployment in Europe

The data in Table 3 indicate that European countries 
tend to have higher unemployment rates than other 
industrial countries. This is not true for all European 
countries, but it is certainly true for the biggest: France, 
Germany, Italy, and Spain. One factor that contributes 
to the higher unemployment rates in these countries 
is government policy with regard to the labor market. 
Countries that have policies that encourage unemploy-
ment should be expected to have more unemployed 
workers. In a recent speech, a British scholar gave his 
analysis of why Europe has such high unemployment. 
One story he told illustrates how government policy 
aimed at protecting citizens against unemployment can 
create the very unemployment that is the focus of its 
concern. In Italy, laws require parents to support their 
adult children who do not work, even if the children are 
entirely capable of working. The story goes as follows:

The Italian Court of Cessation ruled that a professor 
at Naples University, separated from his family, must 
continue to pay his 30-year-old son €775 per month 
until he can find himself suitable employment. This 
despite the fact that the son owns a house and 
 possesses an investment trust fund worth €450,000. 
The judges said that an adult son who refused 
work that did not reflect his training, abilities and 
personal interests could not be held to blame. In 
particular the judges said, “You cannot blame a 
young person, particularly from a well-off family, 
who refuses a job that does not fit his aspirations.” 
By contrast, under UK law, a separated father 
would only have to support his children until they 
 completed full-time education. (Nickell, 2002.)

The government requirement that parents support 
unemployed adult children encourages those children 
to remain unemployed.

Among men of prime working age (age 25–54), 
there are more who are inactive and not participating 
in the labor force than there are who are unemployed. 

The majority of these men are receiving benefits from 
the government, claiming disability or illness. In the 
1970s, there were many fewer disabled or ill workers 
as a fraction of the population. But as social benefits 
were increased and the eligibility rules were relaxed, the 
number of people claiming to suffer from such prob-
lems increased also. The unfortunate truth of human 
nature is that when you provide better support for those 
who truly need help, there will be more and more who 
do not truly need it, yet claim a need. The experience of 
Denmark is instructive in this regard. Denmark has gen-
erous unemployment benefits. But in the 1990s, Danish 
eligibility requirements were tightened, creating greater 
incentives for the unemployed to look for work. Danish 
unemployment rates fell dramatically as a result.

Yet another factor contributing to higher unemploy-
ment rates in some countries is restrictions on the ability 
of firms to terminate workers and the requirement that 
firms pay high separation costs to workers whom they do 
fire. The more difficult it is for firms to adjust their labor 
force in the face of economic fluctuations, the less likely 
firms are to hire new workers. If you own a business and 
your sales increase, you are likely to hire extra employ-
ees to meet the increased demand for your product. 
However, you cannot be sure that your sales will be 
permanently higher, so you would be very conservative 
about hiring new workers if you would have to pay termi-
nated workers a large amount of money if your sales fell 
and you needed to lay off some of your employees. Such 
labor market rigidities, aimed at protecting workers from 
losing their jobs, create incentives against hiring, so that 
those who would like to work cannot get hired.

The lesson from large European countries is that 
government policies aimed at protecting workers from 
unemployment may create a bigger unemployment 
problem. Thus, the costs imposed on the economy in the 
form of taxes and reduced labor market flexibility may ex-
ceed the benefits to those who keep their jobs or receive 
unemployment compensation because of the programs.

Global Business Insight
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The inflexibility of labor markets in Europe is a factor that makes the European 
economies more prone to slow growth. Japanese unemployment rates, like those in 
Europe, were much lower than U.S. and Canadian rates in the 1980s. However, by 
the late 1990s, Japanese rates began to approach those of the United States.

1. The unemployment rate is the number of people unemployed as a 
percentage of the labor force.

2. To be in the labor force, one must either have or be looking for a job.

3. Through its failure to include discouraged workers and the output lost 
because of underemployment, the unemployment rate understates real 
unemployment in the United States.

4. Through its failure to include activity in the underground economy, the 
U.S. unemployment rate overstates actual unemployment.

5. Unemployment data are adjusted to eliminate seasonal fluctuations.

6. Frictional and structural unemployment are always present in a dynamic 
economy.

7. Cyclical unemployment is a product of recession; it can be moderated by 
controlling the period of contraction in the business cycle.

8. Economists measure the cost of unemployment in terms of lost output.

9. Unemployment data show that women generally have higher unemploy-
ment rates than men, that teenagers have the highest unemployment rates 
in the economy, and that blacks and other minority groups have higher 
unemployment rates than whites.

■ 3. Inflation
Inflation is a sustained rise in the average level of prices. Notice the word sus-
tained. Inflation does not mean a short-term increase in prices; it means that 
prices are rising over a prolonged period of time. Inflation is measured by the 
percentage change in price level. The inflation rate in the United States was 0.1 
percent in 2008. This means that, on average, the level of prices was almost un-
changed over the year. Such low inflation is what one typically expects during a 
recession when spending falls.

3.a. Absolute versus Relative Price Changes
In the modern economy, over any given period, some prices rise faster than 
others. To evaluate the rate of inflation in a country, then, economists must 
know what is happening to prices on average. Here it is important to distinguish 
between absolute and relative price changes.

Let’s look at an example using the prices of fish and beef:

inflation: a sustained rise in 
the average level of prices

4  |  What is inflation?

5  |  Why is inflation a 
problem?

  Year 1 Year 2

1 pound of fish $1 $2
1 pound of beef $2 $4

R E C A P
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In year 1, beef is twice as expensive as fish. This is the price of beef relative to the 
price of fish. In year 2, beef is still twice as expensive as fish. The relative prices have 
not changed between years 1 and 2. What has changed? The prices of both beef 
and fish have doubled. The absolute levels of all prices have gone up, but because 
they have increased by the same percentage, the relative prices are unchanged.

Inflation measures changes in absolute prices. In our example, all prices dou-
bled, so the inflation rate is 100 percent. There was a 100 percent increase in the 
prices of beef and fish. In reality, inflation does not take place evenly through-
out the economy. Prices of some goods rise faster than others, which means that 
relative prices are changing at the same time that absolute prices are rising. The 
measured inflation rate records the average change in absolute prices.

3.b. Effects of Inflation
To understand the effects of inflation, you have to understand what happens to 
the value of money in an inflationary period. The real value of money is what 
it can buy, its purchasing power:

Real value of $1 � 
$1

price level

The higher the price level, the lower the real value (or purchasing power) of 
the dollar. For instance, suppose an economy had only one good—milk. If  a 
glass of milk sold for $.50, then $1 would buy two glasses of milk. If  the price of 
milk rose to $1, then a dollar would buy only one glass of milk. The purchasing 
power, or real value, of money falls as prices rise.

Table 4 lists the real value of the dollar in selected years from 1946 to 2008. 
The price level in each year is measured relative to the average level of prices 
over the 1982–1984 period. For instance, the 1946 value, .195, means that prices 
in 1946 were, on average, only 19.5 percent of prices in the 1982–1984 period. 
Notice that as prices go up, the purchasing power of the dollar falls. In 1946, a 
dollar bought five times as much as it bought in the early 1980s. The value 5.13 
means that one could buy 5.13 times as many goods and services with a dollar 
in 1946 as one could buy in 1982–1984.

Prices have risen steadily in recent decades. By 2008, they had risen to more than 
100 percent above the average level of prices in the 1982–1984 period. Consequently, 
the purchasing power of a 2008 dollar was lower. In 2008, $1 bought just 49 percent 
of the goods and services that one could buy with a dollar in 1982–1984.

If prices and nominal income rise by the same percentage, it might seem that 
inflation is not a problem. It doesn’t matter if it takes twice as many dollars to buy 
fish and beef now than it did before if we have twice as many dollars of income 
available to buy the products. Obviously, inflation is very much a problem when a 
household’s nominal income rises at a slower rate than prices. Inflation hurts those 
households whose income does not keep up with the prices of the goods they buy.

In the 1970s, the rate of inflation in the United States rose to near-record 
levels. Many workers believed that their incomes were lagging behind the rate 
of inflation, so they negotiated cost-of-living raises in their wage contracts. The 
typical cost-of living raise ties salary to changes in the consumer price index. 
If  the CPI rises 8 percent during a year, workers receive an 8 percent raise plus 
compensation for experience or productivity increases. As the U.S. rate of infla-
tion fell during the 1980s, concern about cost-of-living raises subsided as well.

It is important to distinguish between expected and unexpected inflation. 
Unexpectedly high inflation redistributes income away from those who receive 
fixed incomes (like creditors who receive debt repayments of  a fixed amount 

The purchasing power of a 
dollar is the amount of goods 
and services it can buy.

Unexpectedly high inflation 
redistributes income away 
from those who receive fixed 
incomes and toward those 
who make fixed expenditures.
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of dollars per month) and toward those who make fixed expenditures (like 
debtors who make fixed debt repayments per month). For example, consider a 
simple loan agreement:

Maria borrows $100 from Ali, promising to repay the loan in one year at 10 
percent interest. One year from now, Maria will pay Ali $110—principal of 
$100 plus interest of $10 (10 percent of $100, or $10).

When Maria and Ali agree to the terms of the loan, they do so with some 
expected rate of inflation in mind. Suppose they both expect 5 percent inflation 
over the year. In other words, they expect that one year from now, it will take 5 
percent more money to buy goods than it does now. Ali will need $105 to buy 
what $100 buys today. Because Ali will receive $110 for the principal and inter-
est on the loan, he will gain purchasing power. However, if  the inflation rate 
over the year turns out to be surprisingly high—say, 15 percent—then Ali will 
need $115 to buy what $100 buys today. He will lose purchasing power if  he 
makes a loan at a 10 percent rate of interest.

Economists distinguish between nominal and real interest rates when analyz-
ing economic behavior. The nominal interest rate is the observed interest rate 
in the market and includes the effect of inflation. The real interest rate is the 
nominal interest rate minus the rate of inflation:

Real interest rate � nominal interest rate � rate of inflation

nominal interest rate: the 
observed interest rate in 
the market

real interest rate: the 
nominal interest rate minus 
the rate of inflation

TABLE 4 The Real Value of a Dollar

 Average Purchasing Power
Year Price Level Power of a Dollar

1946 0.195 5.13

1950 0.241 4.15

1954 0.269 3.72

1958 0.289 3.46

1962 0.302 3.31

1966 0.324 3.09

1970 0.388 2.58

1974 0.493 2.03

1978 0.652 1.53

1982 0.965 1.04

1986 1.096 0.91

1990 1.307 0.77

1994 1.482 0.67

1998 1.63 0.61

2002 1.809 0.55

2006 2.016 0.50

2008 2.153 0.46
1 Measured by the consumer price index as given at http://data.bls.gov/cgi-bin/surveymost.
2 Found by taking the reciprocal of the consumer price index (1/CPI).

Real interest rates are lower 
than expected when inflation 
is higher than expected.

http://data.bls.gov/cgi-bin/surveymost
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If  Ali charges Maria a 10 percent nominal interest rate and the inflation rate is 
5 percent, the real interest rate is 5 percent (10% � 5% � 5%). This means that 
Ali will earn a positive real return from the loan. However, if  the inflation rate 
is 10 percent, the real return from a nominal interest rate of 10 percent is zero 
(10% � 10% � 0). The interest that Ali will receive from the loan will just com-
pensate him for the rise in prices; he will not realize an increase in purchasing 
power. If  the inflation rate is higher than the nominal interest rate, then the 
real interest rate is negative—the lender will lose purchasing power by making 
the loan.

Now you can see how unexpected inflation redistributes income. Borrowers 
and creditors agree to loan terms based on what they expect the rate of inflation 
to be over the period of the loan. If  the actual rate of inflation turns out to be 
different from what was expected, then the real interest rate paid by the borrower 
and received by the lender will be different from what was expected. If  Ali and 
Maria both expect a 5 percent inflation rate and agree to a 10 percent nominal 
interest rate for the loan, then they both expect a real interest rate of 5 percent 
(10% � 5% � 5%) to be paid on the loan. If  the actual inflation rate turns out 
to be greater than 5 percent, then the real interest rate will be less than expected. 
Maria will get to borrow Ali’s money at a lower real cost than she expected, and 
Ali will earn a lower real return than he expected. Unexpectedly high inflation 
hurts creditors and benefits borrowers because it lowers real interest rates.

Figure 4 shows the real interest rates on U.S. Treasury bills from 1970 through 
2008. You can see a pronounced pattern in the graph. In the late 1970s, there 
was a period of negative real interest rates, followed by high positive real rates 
in the 1980s. The evidence suggests that nominal interest rates did not rise fast 
enough in the 1970s to offset high inflation. This was a time of severe strain for 

The Real Interest Rate on U.S. Treasury Bills

The real interest rate is the difference between the nominal interest rate (the interest rate  actually observed) and the rate of 
inflation over the life of the bond. The figure shows the real interest rate in June and December for each year. For instance, in 
the first observation, for June 1970, a six-month Treasury bill paid the holder 6.91 percent interest. This is the nominal rate of 
interest. To find the real rate of interest on the bond, we subtract the rate of inflation that existed over the six months of the 
bond’s life (June to December 1970), which was 5.17 percent. The difference between the nominal interest rate (6.91 percent) 
and the rate of inflation (5.17 percent) is the real interest rate, 1.74 percent. Notice that real interest rates were negative 
 during most of the 1970s and then turned highly positive (by historical standards) in the early 1980s.
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many creditors, including savings and loan associations and banks. These firms 
had lent funds at fixed nominal rates of interest. When those rates of interest 
turned out to be lower than the rate of inflation, the financial institutions suf-
fered significant losses. In the early 1980s, the inflation rate dropped sharply. 
Because nominal interest rates did not drop nearly as fast as the rate of infla-
tion, real interest rates were high. In this period, many debtors were hurt by the 
high costs of borrowing to finance business or household expenditures.

Unexpected inflation affects more than the two parties to a loan. Any con-
tract calling for fixed payments over some long-term period changes in value as 
the rate of inflation changes. For instance, a long-term contract that provides 
union members with 5 percent raises each year for five years gives the workers 
more purchasing power if  inflation is low than if  it is high. Similarly, a contract 
to sell a product at a fixed price over a long-term period will change in value as 
inflation changes. Suppose a lumber company promises to supply a builder with 
lumber at a fixed price for a two-year period. If  the rate of inflation in one year 
turns out to be higher than expected, the lumber company will end up selling the 
lumber for less profit than it had planned. Inflation raises the lumber company’s 
costs. Usually the company would raise its prices to compensate for the higher 
costs. Because the company contracted to sell its goods to the builder at a fixed 
price, however, the builder benefits at the lumber company’s expense. Again, 
unexpectedly high inflation redistributes real income or purchasing power away 
from those receiving fixed payments to those making fixed payments.

One response to the effects of unexpected inflation is to allow prices, wages, 
or interest rates to vary with the rate of  inflation. Labor unions sometimes 
negotiate cost-of-living adjustments as part of new wage contracts. Financial 
institutions offer variable interest rates on home mortgages to reflect current 
market conditions. Any contract can be written to adjust dollar amounts over 
time as the rate of inflation changes.

3.c. Types of Inflation
Economists often classify inflation according to the source of the inflationary 
 pressure. The most straightforward method defines inflation in terms of pres-
sure from the demand side of the market or the supply side of the market:

Demand-pull inflation Increases in total spending that are not offset by 
 increases in the supply of goods and services and so cause the average level 
of prices to rise

Cost-push inflation Increases in production costs that cause firms to raise 
prices to avoid losses 

Sometimes inflation is blamed on “too many dollars chasing too few goods.” 
This is a roundabout way of  saying that the inflation stems from demand pres-
sures. Because demand-pull inflation is a product of  increased spending, it is 
more likely to occur in an economy that is producing at maximum capacity. 
If  resources are fully employed, it may not be possible in the short run to 
increase output to meet increased demand. The result: Existing goods and 
services are rationed by rising prices.

Some economists claim that the rising prices in the late 1960s were a product 
of demand-pull inflation. They believe that increased government spending for 
the Vietnam War caused the level of U.S. prices to rise.

Cost-push inflation can occur in any economy, whatever its output. If  prices 
go up because the costs of resources are rising, the rate of inflation can go up 
regardless of demand. For example, some economists argue that the inflation 
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in the United States in the 1970s was largely the result of rising oil prices. This 
means that decreases in the oil supply (a shift to the left in the supply curve) 
brought about higher oil prices. Because oil is so important in the production of 
many goods, higher oil prices led to increases in prices throughout the economy. 
Cost-push inflation stems from changes in the supply side of the market.

Cost-push inflation is sometimes attributed to profit-push or wage-push pres-
sures. Profit-push pressures are created by suppliers who want to increase their 
profit margins by raising prices faster than their costs increase. Wage-push pres-
sures are created by labor unions and workers who are able to increase their 
wages faster than their productivity. There have been times when “greedy” busi-
nesses and unions have been blamed for periods of inflation in the United States. 
The problem with these “theories” is that people have always wanted to improve 
their economic status and always will. In this sense, people have always been 
greedy. But inflation has not always been a problem. Were people less greedy 
in the early 1980s, when inflation was low, than they were in the late 1970s, when 
inflation was high? Obviously, we have to look for other reasons to explain infla-
tion. We discuss some of those reasons in later chapters.

3.d. The Inflationary Record
Many of  our students, having always lived with inflation, are surprised to 
learn that it is a relatively new problem for the United States. From 1789, 
when the U.S. Constitution was ratified, until 1940, there was no particular 
trend in the general price level. At times prices rose, and at times they fell. 
The average level of  prices in 1940 was approximately the same as it was in 
the late eighteenth century.

Since 1940, prices in the United States have gone up markedly. The price level 
today is eight times what it was in 1940. But the rate of growth has varied.

Annual rates of inflation for several industrial and developing nations in 
2007 are shown in Table 5. Look at the diversity across countries: Rates range 
from deflations of −0.6 percent in Japan to 27.9 percent inflation in high-infla-
tion nations like Tajikistan.

Hyperinflation is an extremely high rate of inflation. In most cases, hyperinfla-
tion eventually makes a country’s currency worthless and leads to the introduc-
tion of a new money. Argentina experienced hyperinflation in the 1980s. People 
had to carry large stacks of currency for small purchases. Cash registers and cal-
culators ran out of digits as prices reached ridiculously high levels. After years of 
high inflation, Argentina replaced the old peso with the peso Argentino in June 
1983. The government set the value of 1 peso Argentino equal to 10,000 old pesos 
(striking four zeros from all prices). A product that had sold for 10,000 old pesos 
before the reform sold for 1 new peso after. But Argentina did not follow up its 
monetary reform with a noninflationary change in economic policy. In 1984 and 
1985, the inflation rate exceeded 600 percent each year. As a result, in June 1985, 
the government again introduced a new currency, the austral, setting its value at 
1,000 pesos Argentino. However, the economic policy associated with the intro-
duction of the austral lowered the inflation rate only temporarily. By 1988, the 
inflation rate was over 300 percent, and in 1989 the inflation rate was over 3,000 
percent. The rapid rise in prices associated with the austral resulted in the intro-
duction of yet another currency, again named the peso Argentino, in January 
1992, with a value equal to 10,000 australes. This new peso was fixed at a value of 
1 peso per 1 U.S. dollar, and this exchange rate lasted for about 10 years because 
of reasonably stable inflation in Argentina. In late 2001, Argentina experienced 
another financial crisis brought on by large government budget deficits; the fixed 

hyperinflation: an 
extremely high rate of 
inflation
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rate of exchange between the peso and the dollar ended, but the peso remained 
the currency of Argentina.

The most dramatic hyperinflation in recent years, and one of  the most 
dramatic ever, occurred in Zimbabwe in 2007–2008. Although the government 
was not forthcoming about inflation data, research1 indicates that the price index 
rose from a value of 1.00 in January 2007 to 853,000,000,000,000,000,000,000 
by mid-November 2008, when the price level was doubling every 24 hours. As 
prices rose, the government issued larger and larger units of paper money as 
people had to carry huge stacks of old currency to buy anything. A 100 trillion 
Zimbabwe dollar bill was issued in January 2009. Then in the same month, 
the government sanctioned the use of U.S. dollars as a substitute currency in 
Zimbabwe as the local currency had become essentially worthless.

Table 6 provides data on the other recent cases of hyperinflation. The Zimbabwe 
episode lasted 26 months until the U.S. dollar was sanctioned as a substitute 
currency. The hyperinflation episodes in Table 6 range in duration from only 
3 months in Turkmenistan, when prices rose by 291 percent, to 58 months in 

1 Steve H. Hanke, “R.I.P. Zimbabwe Dollar,” www.cato.org/zimbabwe.

TABLE 5 Rates of Inflation for Selected Countries, 2007

Country Inflation Rate (percent)

Selected Industrial

Canada 2.2

Germany 1.8

Italy 2.8

Japan −0.6

United Kingdom 2.6

United States 2.7

Selected Developing

Botswana 8.4

Brazil 4.5

Egypt 10.5

Hong Kong, China 2.7

India 4.3

Israel −0.2

Mexico 3.2

Philippines 2.7

Poland 3

South Africa 8.1

Tajikistan 27.9

Zambia 9.4

Note: Data are average annual percentage changes in the GDP price index as reported by the World 
Bank; http://web.worldbank.org/WBSITE/EXTERNAL/DATASTATISTICS/.

http://web.worldbank.org/WBSITE/EXTERNAL/DATASTATISTICS/.
www.cato.org/zimbabwe
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Nicaragua, when prices rose an astounding 11,895,866,143 percent. Hyperinflation 
is often associated with crises that lead to new governments, new economic policies, 
and new monies that replace the essentially worthless old money.

In later chapters, we will see how high rates of inflation generally are caused 
by rapid growth of the money supply. When a central government wants to 
spend more than it is capable of funding through taxation or borrowing, it sim-
ply issues money to finance its budget deficit. As the money supply increases 
faster than the demand to hold it, spending increases and prices go up.

TABLE 6 Recent Hyperinflations

  Months Cumulative
Country Dates Duration Inflation (percent)

Angola Dec. 94–Jun. 96 19 62,445

Argentina May 89–Mar. 90 11 15,167

Armenia Oct. 93–Dec. 94 15 34,158

Azerbaijan Dec. 92–Dec. 94 25 41,742

Bolivia Apr. 84–Sep. 85 18 97,282

Brazil Dec. 89–Mar. 90 4 693

Congo, Dem. Rep. Nov. 93–Sep. 94 11 69,502

Georgia Sep. 93–Sep. 94 13 76,219

Nicaragua Jun. 86–Mar. 91 58 11,895,866,143

Serbia Feb. 93–Jan. 94 12 156,312,790

Tajikistan Aug. 93–Dec. 93 9 3,636

Turkmenistan Nov. 95–Jan. 96 3 291

Ukraine Apr. 91–Nov. 94 44 1, 864,715

Source: Stanley Fischer, Ratna Sahay, and Carlos A. Vegh, “Modern Hyper- and High Inflations,” Journal 
of Economic Literature, September 2002, pp. 837–880.

1. Inflation is a sustained rise in the average level of prices.

2. The higher the price level, the lower the real value (purchasing power) of 
money.

3. Unexpectedly high inflation redistributes income away from those who 
receive fixed-dollar payments (like creditors) and toward those who make 
fixed-dollar payments (like debtors).

4. The real interest rate is the nominal interest rate minus the rate of 
inflation.

5. Demand-pull inflation is a product of increased spending; cost-push 
inflation reflects increased production costs.

6. Hyperinflation is a very high rate of inflation that often results in the 
introduction of a new currency.

R E C A P
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1  | What is a business cycle?

 •  Business cycles are recurring changes in real GDP, 
in which expansion is followed by contraction. §1.a

 •  The four stages of  the business cycle are expan-
sion (boom), peak, contraction (recession), and 
trough. §1.a

 •  Leading, coincident, and lagging indicators are vari-
ables that change in relation to changes in output. §1.c

2  | How is the unemployment rate defined and 
measured?

 •  The unemployment rate is the percentage of the 
labor force that is not working. §2.a

 •  To be in the U.S. labor force, an individual must be 
working or actively seeking work. §2.a

 •  Unemployment can be classified as seasonal, fric-
tional, structural, or cyclical. §2.c

 •  Frictional and structural unemployment are always 
present in a dynamic economy; cyclical unemploy-
ment is a product of recession. §2.c

3  | What is the cost of unemployed resources?

 •  The GDP gap measures the output lost because of 
unemployment. §2.d

4  | What is inflation?

 •  Inflation is a sustained rise in the average level of 
prices. §3

 •  The higher the level of prices, the lower the pur-
chasing power of money. §3.b

5  | Why is inflation a problem?

 •  Inflation becomes a problem when income rises at a 
slower rate than prices. §3.b

 •  Unexpectedly high inflation hurts those who receive 
fixed-dollar payments (like creditors) and benefits 
those who make fixed-dollar payments (like debtors). 
§3.b

 •  Inflation can stem from demand-pull or cost-push 
pressures. §3.c

 •  Hyperinflation—an extremely high rate of inflation—
can force a country to introduce a new currency. §3.d

SUMMARY

KEY TERMS

business cycle §1.a

recession §1.a

depression §1.b

leading indicator §1.c

coincident indicator §1.c

lagging indicator §1.c

unemployment rate §2.a

discouraged workers §2.b

underemployment §2.b

potential real GDP §2.d

natural rate of unemployment §2.d

inflation §3

nominal interest rate §3.b

real interest rate §3.b

hyperinflation §3.d

 1. What is the labor force? Do you believe that the 
U.S. government’s definition of  the labor force is a 
good one—that it includes all the people it should 
include? Explain your answer.

 2. List the reasons why the official unemployment rate 
may not reflect the true social burden of unemploy-
ment. Explain whether the official numbers overstate 
or understate true unemployment in light of each 
reason you discuss.

 3. Suppose you are able-bodied and intelligent, but 
lazy. You’d rather sit home and watch television than 
work, even though you know you could find an ac-
ceptable job if  you looked.
a. Are you officially unemployed?
b. Are you a discouraged worker?

 4. Can government do anything to reduce the number 
of people in the following categories? If  so, what?
a. Frictionally unemployed
b. Structurally unemployed
c. Cyclically unemployed

 5. Does the GDP gap measure all of the costs of unem-
ployment? Why or why not?

 6. Why do teenagers have the highest unemployment 
rate in the economy?

 7.  Suppose you are currently earning $10 an hour. If the 
inflation rate over the current year is 10 percent and 
your firm provides a cost-of-living raise based on the 
rate of inflation, what would you expect to earn after 
your raise? If the cost-of-living raise is always granted 

EXERCISES
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You can find further practice tests in the Online Quiz at www.cengage.com/economics/boyes.

on the basis of the past year’s inflation, is your nomi-
nal income really keeping up with the cost of living?

 8.  Write an equation that defines the real interest rate. 
Use the equation to explain why unexpectedly high in-
flation redistributes income from creditors to debtors.

 9. Many home mortgages in recent years have been 
made with variable interest rates. Typically, the in-
terest rate is adjusted once a year on the basis of 
current interest rates on government bonds. How do 
variable interest rate loans protect creditors from the 
effects of unexpected inflation?

 10.  The word cycle suggests a regular, recurring pattern 
of activity. Is there a regular pattern to the business 
cycle? Support your answer by examining the dura-
tion (number of months) of each expansion and 
contraction in Figure 1.

 11. Using the list of leading indicators in Table 1, write 
a brief  paragraph explaining why each variable 
changes before real output changes. In other words, 
provide an economic reason why each indicator is 
expected to lead the business cycle.

 12. Suppose 500 people were surveyed, and of those 500, 
450 were working full time. Of the 50 not working, 
10 were full-time college students, 20 were retired, 5 
were under 16 years of age, 5 had stopped looking 
for work because they believed there were no jobs for 
them, and 10 were actively looking for work.
a. How many of the 500 surveyed are in the labor 

force?
b. What is the unemployment rate among the 500 

surveyed people?

 13. Consider the following price information:

Year 1 Year 2

Cup of coffee $  .50 $1.00

Glass of milk $1.00 $2.00

a. Based on the information given, what was the in-
flation rate between year 1 and year 2?

b. What happened to the price of coffee relative to 
that of milk between year 1 and year 2?

 14. Use a supply and demand diagram to illustrate:

a. Cost-push inflation caused by a labor union suc-
cessfully negotiating for a higher wage

b. Demand-pull inflation caused by an increase in de-
mand for domestic products from foreign buyers.

 15. During the Bolivian hyperinflation in the 1980s, 
Bolivians used U.S. dollars as a substitute for the 
domestic currency (the peso) for many transactions. 
Explain how the value of money is affected by hy-
perinflation and the incentives to use a low-inflation 
currency like the dollar as a substitute for a high-
inflation currency like the Bolivian peso.

 16. Suppose the government raises the benefits avail-
able to unemployed workers and then discovers 
that the number of  unemployed workers has in-
creased substantially, although there has been no 
other change in the economy. How can government 
policies aimed at helping the unemployed actually 
create more unemployment?

www.cengage.com/economics/boyes
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San Diego Union-Tribune  December 8, 2008

Older Workers and the Recession

Last week’s triple dose of grim 
employment news stirred 
memories of the early 1980s. 

Made official on Monday, the cur-
rent recession has already out-
lasted any downturn since 1982. . . . 
Friday’s sock to the solar plexus? 
The economy lost 533,000 jobs last 
month, the largest monthly decline 
since 1974.

It gets worse. For older workers, 
this recession is unprecedented. Last 
month, 298,000 Americans ages 65 
and older were unemployed, 50 per-
cent more than when the recession 
began a year ago.

During previous downturns, 
relatively few older Americans were 
counted as unemployed. Although 
many lost their jobs, they generally 
retired instead of looking for work. 
During the severe 1981–82 reces-
sion, seniors’ unemployment rate 
grew by just 0.8 percentage points—
only about one-fourth the increase 
for prime-age workers (25 to 54).

Today, however, seniors are nearly 
as likely as their juniors to join unem-
ployment lines, because pink-slipped 

seniors can no longer afford to put 
their feet up. Shrinking Social Security 
benefits, traditional pension plans, 
and 401(k) balances combine with 
soaring health care costs to force them 
to keep pounding the pavement.

Rising medical expenses, which 
consume 15 percent of older people’s 
budgets, can also jinx retirement. 
And only one in three large private 
employers offers retiree health ben-
efits to supplement Medicare, com-
pared with two in three in the 1980s. 
Meanwhile, Medicare’s new drug 
benefit has barely dented seniors’ 
out-of-pocket spending.

Whipsawed by these trends, it’s no 
surprise that three in 10 Americans 
ages 65 to 69 were working or job-
hunting in 2007, up from two in 10 in 
1982. Paychecks provided nearly one-
fifth of this group’s income in 2006.

The stock market shed about half  
its value over the past 14 months, 
destroying $2.8 trillion in 401(k) 
and individual retirement accounts 
and intensifying pressure on seniors 
to work. Older Americans have been 
hit hardest because those 50 and 

older hold nearly three-quarters of 
these assets. (During the 1981–82 
recession, the S&P 500 index fell by 
only 6 percent.)

California should do more to 
help. Other states already train  career 
center staff  on the special challenges 
older workers face, certify employers 
friendly to mature workers, develop 
the entrepreneurial skills of  older 
dislocated workers, and create Web 
sites for older job-seekers.

It’s also time for a federal stimu-
lus package committing billions of 
 dollars to rebuilding our crumbling 
infrastructure. That’s a sure way to 
create jobs, some of them for seniors.

Budgets are tight. But investing 
in getting willing-and-able seniors 
back to work would boost the na-
tion’s output, spur spending, get the 
economy back on track and ease the 
recession’s toll on our oldest work-
ers, most of whom have done their 
bit for their families and the econ-
omy for decades.

Richard W. Johnson, The Urban 
Institute

Economically
Speaking
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Commentary

The article says that the recession in 2008 had cre-
ated many more unemployed older workers than 
in prior recessions. Partly, this is because people 

retired at earlier ages in past decades but now, due to 
longer life expectancy as well as delayed and smaller re-
tirement benefits, older workers remain in the labor force 
seeking jobs. Should we expect older workers to have 
an easier or tougher time finding a job than younger 
workers? What does economics have to say about why 
older workers might find it harder to find new jobs than 
younger workers? The answer lies in the type of knowl-
edge that workers possess that may make them attractive 
to certain employers.

Many newly unemployed workers have worked for 
many years and have earned higher salaries than they can 
expect to earn in other jobs. This, of course, is the prob-
lem. If  they could simply find another job that offered 
them comparable pay, they would not be so devastated 
by the prospect of losing their jobs. This raises an inter-
esting question: If  someone is highly valued at one firm 
and paid accordingly, why isn’t that person as valuable 
to other companies who could now hire her or him? In 
fact, laid-off  workers with successful job histories at one 
firm are often unable to meet entry-level requirements at 
other jobs.

We can better understand the causes of the plight of 
many laid-off  industrial workers if  we consider the de-
terminants of people’s wages. Economic theory suggests 
that people’s wages are tied to the amount they contribute 
to their firm, which implies that people’s wages increase 
with their skills. We can think of two broad categories 
of skills: general skills that make people valuable to any 

firm, and more specialized skills that make people valu-
able to certain firms. Examples of general skills include 
welding, bookkeeping, and an ability to manage people. 
Skills that are useful to only one firm are those that are 
specifically tied to the product or structure of that firm. 
Specific knowledge of this second type is not transfer-
able to other firms.

People who work in a particular firm for an extended 
period learn both general skills that make them valu-
able to any similar company and specific skills that make 
them valuable to their company only. Experienced work-
ers who are seeking new jobs must possess or else learn 
general skills that make them attractive in an economy 
with rapid technological change.

The distinction between general and firm-specific 
skills suggests why the workers who are least likely to 
benefit from retraining are those within a few years of 
retirement. Older workers who must undergo on-the-job 
training will not be able to use their new firm-specific 
skills for as many years as younger workers will. It is not 
worthwhile for firms to hire and train workers who are 
near retirement.

Structural change is an integral part of a dynamic, 
growing economy. Dislocations are probably inevitable 
when large-scale structural change occurs, and these 
dislocations benefit some people while hurting others. 
Although retraining helps mitigate some of the effects 
of the upheaval that accompanies structural change, un-
fortunately it cannot solve all the problems that arise. 
For the economy as a whole, such change is necessary. 
Unfortunately, some people are always harmed when the 
economy undergoes structural change.



Macroeconomic Equilibrium:
Aggregate Demand and Supply

1  | What factors affect aggregate demand?

2  |  What causes the aggregate demand curve to 
shift?

3  | What factors affect aggregate supply?

4  |  Why does the short-run aggregate supply curve 
become steeper as real GDP increases?

5  |  Why is the long-run aggregate supply curve 
vertical?

6  |  What causes the aggregate supply curve to 
shift?

7  |  What determines the equilibrium price level and 
real GDP?

Fundamental Questions

Total output and income in the United States have grown over time. Each generation has 

experienced a higher standard of living than the previous generation. Yet, as we learned 

in the chapter titled “Unemployment and Inflation,” economic growth has not been 

steady. Economies go through periods of expansion followed by periods of contraction 

or recession, and such business cycles have major impacts on people’s lives, incomes, 

and living standards.

Economic stagnation and recession throw many, often those who are already relatively 

poor, out of their jobs and into real poverty. Economic growth increases the number of 

jobs and draws people out of poverty and into the mainstream of economic progress. 

To understand why economies grow and why they go through cycles, we must discover 

why fi rms decide to produce more or less and why buyers decide to buy more or less. 

The approach we take is similar to the approach we followed in the fi rst fi ve chapters of 

the text, using demand and supply curves. In the chapter titled “Markets, Demand and 
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Supply, and the Price System” and the chapter titled “The Market System and the Private 

and Public Sectors,” we derived demand and supply curves and used them to examine 

questions involving the equilibrium price and quantities demanded and supplied of a 

single good or service. This simple yet powerful microeconomic technique of analysis has 

a macroeconomic counterpart: aggregate demand and aggregate supply, which are used 

to determine an equilibrium price level and quantity of goods and services produced for 

the entire economy. In this chapter we shall use aggregate demand and supply curves to 

illustrate the causes of business cycles and economic growth.

■  1.  Aggregate Demand, Aggregate 
Supply, and Business Cycles 

What causes economic growth and business cycles? We can provide some an-
swers to this important question using aggregate demand (AD) and aggregate 
supply (AS) curves. Suppose we represent the economy with a simple demand 
and supply diagram, as shown in Figure 1. Aggregate demand represents the 
total spending in the economy at alternative price levels. Aggregate supply rep-
resents the total output of the economy at alternative price levels. To understand 
the causes of business cycles and inflation, we must understand how aggregate 
demand and aggregate supply cause the equilibrium price level and real GDP, 
the nation’s output of goods and services, to change. The intersection between 
the AD and AS curves defines the equilibrium level of real GDP and level of 
prices. The equilibrium price level is Pe, and the equilibrium level of real GDP is 
Ye. This price and output level represents the level of prices and output for some 
particular period of time, say 2010. Once that equilibrium is established, there is 
no tendency for prices and output to change until changes occur in either the ag-
gregate demand curve or the aggregate supply curve. Let’s first consider a change 
in aggregate demand and then look at a change in aggregate supply.

Technology advance shifts 

the aggregate supply curve 

outward and increases output. 

An example of a technological 

advance that has increased 

efficiency in the airline industry 

is the self check-in kiosk. This 

allows the airlines to lower 

costs, as customers do not 

require an airline employee for 

assistance.
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1.a. Aggregate Demand and Business Cycles
An increase in aggregate demand is illustrated by a shift of the AD curve to the 
right, like the shift from AD1 to AD2 in Figure 2. This represents a situation in 
which buyers are buying more at every price level. The shift causes the equilibrium 
level of real GDP to rise from Ye1 to Ye2, illustrating the expansionary phase of the 

Aggregate Demand and Aggregate Supply EquilibriumFIGURE 1

The equilibrium price level and real GDP are determined by the intersection of the AD and 
AS curves.
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FIGURE 2 Effects of a Change in Aggregate Demand

If aggregate demand increases from AD1 to AD2, the equilibrium price level increases 
to Pe2 and the equilibrium level of real GDP rises to Ye2. If aggregate demand decreases 
from AD1 to AD3, the equilibrium price level falls to Pe3 and the equilibrium level of real 
GDP drops to Ye3.
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FIGURE 3 Effects of a Change in Aggregate Supply

If aggregate supply increases from AS1 to AS2, the equilibrium price level falls from Pe1 
to Pe2 and the equilibrium level of real GDP rises to Ye2. If aggregate supply decreases 
from AS1 to AS3, the equilibrium price level rises to Pe3 and the equilibrium level of real 
GDP falls to Ye3.
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business cycle. As output rises, unemployment decreases. The increase in aggregate 
demand also leads to a higher price level, as shown by the change in the price level 
from Pe1 to Pe2. The increase in the price level represents an example of demand-
pull inflation, which is inflation caused by increasing demand for output.

If  aggregate demand falls, like the shift from AD1 to AD3, then there is a lower 
equilibrium level of real GDP, Ye3. In this case, buyers are buying less at every 
price level. The drop in real GDP caused by lower demand would represent an 
economic slowdown or a recession when output falls and unemployment rises.

1.b. Aggregate Supply and Business Cycles
Changes in aggregate supply can also cause business cycles. Figure 3 illustrates 
what happens when aggregate supply changes. An increase in aggregate supply is 
illustrated by the shift from AS1 to AS2, leading to an increase in the equilibrium 
level of real GDP from Ye1 to Ye2. An increase in aggregate supply comes about 
when firms produce more at every price level. Such an increase could result from 
an improvement in technology or a decrease in the costs of production.

If  aggregate supply decreases, as in the shift from AS1 to AS3, then the equi-
librium level of real GDP would fall to Ye3 and the equilibrium price level would 
increase from Pe1 to Pe3. A decrease in aggregate supply could be caused by 
higher production costs that lead producers to raise their prices. This is an ex-
ample of cost-push inflation—where the price level rises as a result of increased 
costs of production and the associated decrease in aggregate supply.

1.c. A Look Ahead
Business cycles result from changes in aggregate demand, from changes in aggregate 
supply, and from changes in both AD and AS. The degree to which real GDP declines 
during a recession or increases during an expansion depends on the amount by which 

demand-pull inflation: 
inflation caused by 
increasing demand for 
output

cost-push inflation: 
inflation caused by rising 
costs of production
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■   2.  Factors That Influence 
Aggregate Demand

Aggregate demand is the relation between aggregate expenditures, or total spend-
ing, and the price level. Aggregate expenditures are the sum of the expenditures 
of each sector of the economy: households (consumption), business firms (invest-
ment), government, and the rest of the world (net exports). Each sector of the econ-
omy has different reasons for spending; for instance, household spending depends 
heavily on household income, whereas business spending depends on the profits 
that businesses expect to earn. Because each sector of the economy has a different 
reason for the amount of spending it undertakes, aggregate spending depends on 
all of these reasons. To understand aggregate demand, therefore, requires that we 
look at the factors that influence the expenditures of each sector of the economy.

2.a. Consumption
How much households spend depends on their income, their wealth, expecta-
tions about future prices and incomes, demographics like the age distribution 
of the population, and taxes.

•  Income: If  current income rises, households purchase more goods and 
services.

•  Wealth: Wealth is different from income. It is the value of the assets owned 
by a household, including homes, cars, bank deposits, stocks, and bonds. 
An increase in household wealth will increase consumption.

•  Expectations: Expectations regarding future changes in income or wealth 
can affect consumption today. If households expect a recession and worry 
about job loss, consumption tends to fall. On the other hand, if  households 
become more optimistic regarding future increases in income and wealth, 
consumption rises today.

the AD and/or AS curves shift. The degree to which an expansion produces output 
growth or increased inflation depends on the shapes of the AD and AS curves. We need 
to consider why the curves have the shapes they do, and what causes them to shift.

The comparison we made earlier, between aggregate demand, aggregate sup-
ply, and their microeconomic counterparts, the supply and demand curves, is 
only superficial. As we examine the aggregate demand and supply curves, you 
will see that the reasons underlying the shapes and movements of AD and AS 
are in fact quite different from those explaining the shapes and movements of 
the supply and demand curves.

R E C A P
1. Aggregate demand (AD) represents the total spending in the economy at 

alternative price levels.

2. Aggregate supply (AS) represents the total output of the economy at 
alternative price levels.

3. The intersection between the AD and AS curves defines the equilibrium 
level of real GDP and the level of prices.

4. Business cycles result from changes in AD and/or AS.

1  |  What factors affect 
aggregate demand?
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•  Demographics: Demographic change can affect consumption in several 
different ways. Population growth is generally associated with higher con-
sumption for an economy. Younger households and older households gen-
erally consume more and save less than middle-aged households. Therefore, 
as the age distribution of a nation changes, so will consumption.

•  Taxes: Higher taxes will lower the disposable income of households and 
decrease consumption, while lower taxes will raise disposable income and 
increase consumption. Government policy may change taxes and thereby 
bring about a change in consumption.

2.b. Investment
Investment is business spending on capital goods and inventories. In general, 
investment depends on the expected profitability of such spending, so any fac-
tor that could affect profitability will be a determinant of investment. Factors 
affecting the expected profitability of business projects include the interest rate, 
technology, the cost of capital goods, and capacity utilization.

•  Interest rate: Investment is negatively related to the interest rate. The in-
terest rate is the cost of borrowed funds. The greater the cost of borrow-
ing, other things being equal, the fewer the investment projects that offer 
sufficient profit to be undertaken. As the interest rate falls, investment is 
stimulated, as the cost of financing the investment is lowered.

•  Technology: New production technology stimulates investment spending, 
as firms are forced to adopt new production methods to stay competitive.

•  Cost of capital goods: If  machines and equipment purchased by firms rise 
in price, then the higher costs associated with investment will lower profit-
ability, and investment will fall.

•  Capacity utilization: The more excess capacity (unused capital goods) there 
is available, the more firms can expand production without purchasing new 
capital goods, and the lower investment will be. As firms approach full capac-
ity, more investment spending will be required to expand output further.

2.c. Government Spending
Government spending may be set by government authorities independent of 
current income or other determinants of aggregate expenditures.

2.d. Net Exports
Net exports are equal to exports minus imports. We assume that exports are 
determined by conditions in the rest of the world, such as foreign income, tastes, 
prices, exchange rates, and government policy. Imports are determined by simi-
lar domestic factors.

•  Income: As domestic income rises and consumption rises, some of this con-
sumption includes goods produced in other countries. Therefore, as domestic 
income rises, imports rise and net exports fall. Similarly, as foreign income 
rises, foreign residents buy more domestic goods, and net exports rise.

•  Prices: Other things being equal, higher (lower) foreign prices make do-
mestic goods relatively cheaper (more expensive) and increase (decrease) 
net exports. Higher (lower) domestic prices make domestic goods relatively 
more expensive (cheaper) and decrease (increase) net exports.
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•  Exchange rates: Other things being equal, a depreciation of the domestic 
currency on the foreign exchange market will make domestic goods cheaper 
to foreign buyers and make foreign goods more expensive to domestic buy-
ers, so that net exports will rise. An appreciation of the domestic currency 
will have just the opposite effects.

•  Government policy: Net exports may fall if  foreign governments restrict the 
entry of domestic goods into their countries, reducing domestic exports. If  
the domestic government restricts imports into the domestic economy, net 
exports may rise.

2.e. Aggregate Expenditures
You can see how aggregate expenditures, the sum of all spending on U.S. goods and 
services, must depend on prices, income, and all of the other determinants discussed 
in the previous sections. As with the demand curve for a specific good or service, 
we want to classify the factors that influence spending into the price and the non-
price determinants for the aggregate demand curves. The components of aggregate 
expenditures that change as the price level changes will lead to movements along 
the aggregate demand curve—changes in quantity demanded—whereas changes in 
aggregate expenditures caused by nonprice effects will cause shifts of the aggregate 
demand curve—changes in aggregate demand. In the following section, we look 
first at the price effects, or movements along an aggregate demand curve. Following 
that discussion, we focus on the nonprice determinants of aggregate demand.

R E C A P
1. Aggregate expenditures are the sum of consumption, investment, 

government spending, and net exports.

2. Consumption depends on household income, wealth, expectations, 
demographics, and taxation.

3. Investment depends on the interest rate, technology, the cost of capital 
goods, and capacity utilization.

4. Government spending is determined independent of current income.

5. Net exports depend on foreign and domestic incomes, prices, government 
policies, and exchange rates.

■   3. The Aggregate Demand Curve
When we examined the demand curves in Chapter 3, we divided our study 
into two parts: the movement along the curve—changes in quantity demand-
ed—and the shifts of  the curve—changes in demand. We take the same ap-
proach here in examining aggregate demand. We first look at the movements 
along the aggregate demand curve caused by changes in the price level. We 
then turn to the nonprice determinants of  aggregate demand that cause shifts 
in the curve.

3.a.  Why the Aggregate Demand Curve 
Slopes Downward

Aggregate demand curves are downward sloping just like the demand curves for 
individual goods that were shown in Chapter 3, although for different reasons. 
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Along the demand curve for an individual good, the price of that good changes 
while the prices of all other goods remain constant. This means that the good 
in question becomes relatively more or less expensive compared to all other 
goods in the economy. Consumers tend to substitute a less expensive good for 
a more expensive good. The effect of this substitution is an inverse relationship 
between price and quantity demanded. As the price of a good rises, the quantity 
demanded falls. For the economy as a whole, however, it is not a substitution of 
a less expensive good for a more expensive good that causes the demand curve 
to slope down. Instead, the aggregate quantity demanded, or total spending, 
will change as the price level changes as a result of the wealth effect, the interest 
rate effect, and the international trade effect of a price-level change on aggre-
gate expenditures. We will discuss each of these effects in turn.

3.a.1. The Wealth Effect Individuals and businesses own money, stocks, 
bonds, and other financial assets. The purchasing power of  these assets is the 
quantity of  goods and services for which the assets can be exchanged. When 
the level of  prices falls, the purchasing power of  these assets increases, allow-
ing households and businesses to purchase more. When prices go up, the pur-
chasing power of  financial assets falls, causing households and businesses to 
spend less. This is the wealth effect (sometimes called the real-balance effect) 
of  a price change: a change in the real value of  wealth that causes spending to 
change when the level of  prices changes. Real values are values that have been 
adjusted for price-level changes. Here real value means “purchasing power.” 
When the price level changes, the purchasing power of  financial assets also 
changes. When prices rise, the real value of  assets and wealth falls, and ag-
gregate expenditures tend to fall. When prices fall, the real value of  assets and 
wealth rises, and aggregate expenditures tend to rise.

3.a.2. The Interest Rate Effect When the price level rises, the purchasing 
power of each dollar falls, which means that more money is required to buy any 
particular quantity of goods and services (see Figure 4). Suppose that a family 
of three needs $100 each week to buy food. If  the price level doubles, the same 
quantity of food costs $200. The household must have twice as much money 
to buy the same amount of food. Conversely, when prices fall, the family needs 
less money to buy food because the purchasing power of each dollar is greater.

When prices go up, people need more money. So they sell their other finan-
cial assets, such as bonds, to get that money. The increase in the supply of bonds 
lowers bond prices and raises interest rates. Since bonds typically pay fixed-
dollar interest payments each year, as the price of a bond varies, the interest 
rate (or yield) will change. For instance, suppose you pay $1,000 for a bond that 
pays $100 a year in interest. The interest rate on this bond is found by dividing 
the annual interest payment by the bond price, or $100/$1,000 � 10 percent. If the 
price of the bond falls to $900, then the interest rate is equal to the annual interest 
payment (which remains fixed at $100 for the life of the bond) divided by the new 
price of $900: $100/$900 � 11 percent. When bond prices fall, interest rates rise, 
and when bond prices rise, interest rates fall.

If  people want more money and they sell some of their bond holdings to raise 
the money, bond prices will fall and interest rates will rise. The rise in interest 
rates is necessary to sell the larger quantity of bonds, but it causes investment 
expenditures to fall, which causes aggregate expenditures to fall.

When prices fall, people need less money to purchase the same quantity of 
goods. So they use their money holdings to buy bonds and other financial as-
sets. The increased demand for bonds increases bond prices and causes inter-
est rates to fall. Lower interest rates increase investment expenditures, thereby 
pushing aggregate expenditures up.

wealth effect: a change in 
the real value of wealth that 
causes spending to change 
when the level of prices 
changes

When the price level 
changes, the purchasing 
power of financial assets 
changes.
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Figure 4 shows the interest rate effect, the relationship among the price level, 
interest rates, and aggregate expenditures. As the price level rises, interest rates 
rise and aggregate expenditures fall. As the price level falls, interest rates fall and 
 aggregate expenditures rise.

3.a.3. The International Trade Effect The third channel through which a 
price-level change affects the quantity of goods and services demanded is called 
the international trade effect. A change in the level of domestic prices can cause 
net exports to change. If  domestic prices rise while foreign prices and the foreign 
exchange rate remain constant, domestic goods become more expensive in rela-
tion to foreign goods.

Suppose the United States sells oranges to Japan. If  the oranges sell for $1 
per pound and the yen-dollar exchange rate is 100 yen � $1, a pound of U.S. 
oranges costs a Japanese buyer 100 yen. What happens if  the level of prices in 
the United States goes up 10 percent? All prices, including the price of oranges, 
increase 10 percent. Oranges in the United States sell for $1.10 a pound after 
the price increase. If  the exchange rate is still 100 yen � $1, a pound of oranges 
now costs the Japanese buyer 110 yen (100 � 1.10). If  the prices of oranges 
from other countries do not change, some Japanese buyers may buy oranges 
from those countries instead of from the United States. The increase in the level 
of U.S. prices makes U.S. goods more expensive relative to foreign goods and 
causes U.S. net exports to fall; a decrease in the level of U.S. prices makes U.S. 
goods cheaper in relation to foreign goods, which increases U.S. net exports.

interest rate effect: a 
change in interest rates 
that causes investment 
and therefore aggregate 
expenditures to change as 
the level of prices changes

international trade 
effect: a change in 
aggregate expenditures 
resulting from a change in 
the domestic price level 
that changes the price of 
domestic goods relative to 
that of foreign goods

FIGURE 4 The Interest Rate Effect of Price-Level Changes on Aggregate Expenditures
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When the price of  domestic goods increases in relation to the price of 
foreign goods, net exports fall, causing aggregate expenditures to fall. When 
the price of  domestic goods falls in relation to the price of  foreign goods, net 
exports rise, causing aggregate expenditures to rise. The international trade 
effect of  a change in the level of  domestic prices causes aggregate expenditures 
to change in the  opposite direction.

3.a.4. The Sum of the Price-Level Effects The aggregate demand curve 
(AD) shows how the equilibrium level of expenditures for the economy’s output 
changes as the price level changes. In other words, the curve shows the amount 
that people spend at different price levels.

Figure 5 displays the typical shape of the AD curve. The price level is plotted 
on the vertical axis, and real GDP is plotted on the horizontal axis. Suppose 
that initially the economy is at point A, with prices at P0. At this point, spending 
equals $500. If  prices fall to P1, expenditures equal $700 and the economy is at 
point C. If  prices rise from P0 to P2, expenditures equal $300 at point B.

Because aggregate expenditures increase when the price level decreases and 
decrease when the price level increases, the aggregate demand curve slopes 
down. The aggregate demand curve is drawn with the price level for the entire 
economy on the vertical axis. A price-level change here means that, on average, 
all prices in the economy change; there is no relative price change among domes-
tic goods. The negative slope of the aggregate demand curve is a product of the 
wealth effect, the interest rate effect, and the international trade effect.

A lower domestic price level increases consumption (the wealth effect), in-
vestment (the interest rate effect), and net exports (the international trade ef-
fect). As the price level drops, aggregate expenditures rise.

A higher domestic price level reduces consumption (the wealth effect), investment 
(the interest rate effect), and net exports (the international trade effect). As prices 
rise, aggregate expenditures fall. These price effects are summarized in Figure 6.

aggregate demand 
curve: a curve that shows 
the different equilibrium 
levels of expenditures on 
domestic output at different 
levels of prices

FIGURE 5 The Aggregate Demand Curve

The aggregate demand curve (AD) shows the level of expenditures at different price 
levels. At price level P0, expenditures are $500; at P1, they are $700; and at P2, they are 
$300.
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3.b.  Changes in Aggregate Demand: 
Nonprice Determinants

The aggregate demand curve shows the level of aggregate expenditures at alter-
native price levels. We draw the curve by varying the price level and finding out 
what the resulting total expenditures are, holding all other things constant. As 
those “other things”—the nonprice determinants of aggregate demand—change, 
the aggregate demand curve shifts. The nonprice determinants of aggregate de-
mand include all of the factors covered in the discussion of the components of 
expenditures—income, wealth, demographics, expectations, taxes, the interest 
rate (interest rates can change for reasons other than price-level changes), the 
cost of capital goods, capacity utilization, foreign income and price levels, ex-
change rates, and government policy. A change in any one of these can cause the 

2  |  What causes the 
aggregate demand 
curve to shift?

FIGURE 6 Why the Aggregate Demand Curve Slopes Downward
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AD curve to shift. In the discussions that follow, we will focus particularly on 
the effects of expectations, foreign income, and price levels; we will also mention 
government policy, which will be examined in detail in the chapter titled “Fiscal 
Policy.” Figure 7 summarizes these effects, which are discussed next.

3.b.1. Expectations Consumption and business spending are affected by ex-
pectations. Consumption is sensitive to people’s expectations of  future income, 
prices, and wealth. For example, when people expect the economy to do well 
in the future, they increase their consumption today at every price level. This 
is reflected in a shift of  the aggregate demand curve to the right, from AD0 to 
AD1, as shown in Figure 8. When aggregate demand increases, aggregate ex-
penditures increase at every price level.

On the other hand, if  people expect a recession in the near future, they 
tend to reduce their consumption and increase their saving in order to protect 

FIGURE 7 Nonprice Determinants: Changes in Aggregate Demand
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themselves against a greater likelihood of  losing a job or a forced cutback 
in hours worked. As consumption drops, aggregate demand decreases. The 
AD curve shifts to the left, from AD0 to AD2. At every price level along AD2, 
planned expenditures are less than they are along AD0.

Expectations also play an important role in investment decisions. Before un-
dertaking a particular project, businesses forecast the likely revenues and costs 
associated with that project. When the profit outlook is good—say, a tax cut 
is on the horizon—investment and therefore aggregate demand increase. When 
profits are expected to fall, investment and aggregate demand decrease.

3.b.2. Foreign Income and Price Levels When foreign income increases, so 
does foreign spending. Some of this increased spending is for goods produced 
in the domestic economy. As domestic exports increase, aggregate demand rises. 
Lower foreign income has just the opposite effect. As foreign income falls, for-
eign spending falls, including foreign spending on the exports of the domestic 
economy. Lower foreign income, then, causes domestic net exports and domes-
tic aggregate demand to fall.

If  foreign prices rise in relation to domestic prices, domestic goods become 
less expensive relative to foreign goods, and domestic net exports increase. This 
means that aggregate demand rises, or the aggregate demand curve shifts right, 
as the level of foreign prices rises. Conversely, when the level of foreign prices 
falls, domestic goods become more expensive relative to foreign goods, causing 
domestic net  exports and aggregate demand to fall.

Let’s go back to the market for oranges. Suppose U.S. growers compete with 
Brazilian growers for the Japanese orange market. If  the level of prices in Brazil 
rises while the level of prices in the United States remains stable, the price of 
Brazilian oranges to the Japanese buyer rises in relation to the price of U.S. 

FIGURE 8 Shifting the Aggregate Demand Curve

As aggregate demand increases, the AD curve shifts to the right, like the shift from AD0 to 
AD1. At every price level, the quantity of output demanded increases. As aggregate demand 
falls, the AD curve shifts to the left, like the shift from AD0 to AD2. At every price level, the 
quantity of output demanded falls.
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oranges. What happens? Exports of U.S. oranges to Japan should rise, while 
exports of Brazilian oranges to Japan should fall.1

3.b.3. Government Policy One of the goals of macroeconomic policy is to 
achieve economic growth without inflation. For GDP to increase, either AD or 
AS would have to change. Government economic policy can cause the aggregate 
demand curve to shift. An increase in government spending or a decrease in 
taxes will increase aggregate demand; a decrease in government spending or an 
increase in taxes will decrease aggregate demand. We devote an entire chapter 
to fiscal policy, an examination of the effect of taxes and government spending 
on aggregate demand. In another chapter, on monetary policy, we describe how 
changes in the money supply can cause the aggregate demand curve to shift.

■   4. Aggregate Supply
The aggregate supply curve shows the quantity of real GDP produced at dif-
ferent price levels. The aggregate supply curve (AS ) looks like the supply curve 
for an individual good, but, as with aggregate demand and the microeconomic 
demand curve, different factors are at work. The positive relationship between 
price and quantity supplied of an individual good is based on the change in the 
price of that good relative to the prices of all other goods. As the price of a single 
good rises relative to the prices of other goods, sellers are willing to offer more 
of the good for sale. With aggregate supply, on the other hand, we are analyzing 
how the amount of all goods and services produced changes as the level of prices 
changes. The direct relationship between prices and national output is explained 
by the effect of changing prices on profits, not by relative price changes.

4.a.  Why the Aggregate Supply Curve 
Slopes Upward

Along the aggregate supply curve, everything is held fixed except the price level 
and the output. The price level is the price of output. The prices of resources—
that is, the costs of production (wages, rent, and interest)—are assumed to be 
constant, at least for a short time following a change in the price level.

aggregate supply 
curve: a curve that shows 
the amount of real GDP 
produced at different price 
levels

1 This assumes no change in exchange rates. If  the Brazilian currency were to depreciate in 
value as Brazilian prices rose, then the cheaper exchange rate would at least partially offset 
the higher price and reduce the impact of the price change on exports.

R E C A P
1. The aggregate demand curve shows the level of aggregate expenditures at 

 different price levels.

2. Aggregate expenditures are the sum of consumption, investment, 
government spending, and net exports.

3. The wealth effect, the interest rate effect, and the international trade effect 
are three reasons why the aggregate demand curve slopes down. These 
effects  explain movements along a given AD curve.

4. The aggregate demand curve shifts with changes in the nonprice determi-
nants of aggregate demand: expectations, foreign income and price levels, 
and  government policy.

3  |  What factors affect 
aggregate supply?
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If the price level rises while the costs of production remain fixed, business prof-
its go up. As profits rise, firms are willing to produce more output. As the price 
level rises, then, the quantity of output that firms are willing to supply increases. 
The result is the positively sloped aggregate supply curve shown in Figure 9.

As the price level rises from P0 to P1 in Figure 9, real GDP increases from 
$300 to $500. The higher the price level, the higher are profits, everything else 
held constant, and the greater is the quantity of output produced in the econ-
omy. Conversely, as the price level falls, the quantity of output produced falls.

4.b.  Short-Run versus Long-Run 
Aggregate Supply

The curve in Figure 9 is a short-run aggregate supply curve because the costs of 
production are held constant. Although production costs may not rise immedi-
ately when the price level rises, eventually they will. Labor will demand higher 
wages to compensate for the higher cost of living; suppliers will charge more for 
materials. The positive slope of the AS curve, then, is a short-run phenomenon. 
How short is the short run? It is the period of time over which production costs 
remain constant. (In the long run, all costs change or are variable.) For the 
economy as a whole, the short run can be months or, at most, a few years.

4.b.1. Short-Run Aggregate Supply Curve Figure 9 represents the general 
shape of the short-run aggregate supply curve. In Figure 10, you see a more 
realistic version of the same curve—its steepness varies. The steepness of the 
aggregate supply curve depends on the ability and willingness of producers to 
respond to price-level changes in the short run. Figure 10 shows the typical 
shape of the short-run aggregate supply curve.

FIGURE 9 Aggregate Supply

The aggregate supply curve shows the amount of real GDP produced at different price levels. 
The AS curve slopes up, indicating that the higher the price level, the greater the quantity of 
output produced.
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The upward-sloping aggregate supply curve occurs when the price level must rise to 
induce further increases in output. The curve gets steeper as real GDP increases, since 
the closer the economy comes to the capacity level of output, the less output will rise in 
response to higher prices as more and more firms reach their maximum level of output in 
the short run.

FIGURE 10 The Shape of the Short-Run Aggregate Supply Curve
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Notice that as the level of real GDP increases in Figure 10, the AS curve 
becomes steeper. This is because each increase in output requires firms to hire 
more and more resources, until eventually full capacity is reached in some areas 
of the economy, resources are fully employed, and some firms reach maximum 
output. At this point, increases in the price level bring about smaller and smaller 
increases in output from firms as a whole. The short-run aggregate supply curve 
becomes increasingly steep as the economy approaches maximum output.

4.b.2. Long-Run Aggregate Supply Curve Aggregate supply in the short run 
is different from aggregate supply in the long run (see Figure 11). That difference 
stems from the fact that in the long run, quantities and costs of resources are not 
fixed. Over time, contracts expire, and wages and other resource costs adjust to 
current conditions. The increased flexibility of resource costs in the long run has 
costs rising and falling with the price level and changes the shape of the aggregate 
supply curve. Lack of information about economic conditions in the short run 
also contributes to the inflexibility of resource prices as compared to the long run. 
The Economic Insight “How Lack of Information in the Short Run Affects Wages 
in the Long Run” shows why this is true for labor, as well as for other resources.

The long-run aggregate supply curve (LRAS ) is viewed by most economists as 
being a vertical line at the potential level of real GDP or output (Yp), as shown 
in Figure 11. Remember that the potential level of real GDP is the income level 
that is produced in the absence of any cyclical unemployment, or when the natu-
ral rate of unemployment exists. In the long run, wages and other resource costs 
fully adjust to price changes. The short-run AS curve slopes upward because we 
assume that the costs of production, particularly wages, do not change to offset 
changing prices. In the short run, then, higher prices increase producers’ profits 

long-run aggregate 
supply curve (LRAS ):  a 
vertical line at the potential 
level of real GDP

5  |  Why is the long-run 
aggregate supply 
curve vertical?
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How Lack of Information in the Short Run 
Affects Wages in the Long Run

Workers do not have perfect information. In other words, 
they do not know everything that occurs. This lack of infor-
mation includes information about the price level. If work-
ers form incorrect expectations regarding the price level 
in the short run, they may be willing to work for a different 
wage in the short run than in the long run. For example, if 
workers thought that the infl ation rate would be 3 percent 
over the next year, they would want a smaller wage raise 
than if they believed that the infl ation rate would be 
6 percent. If, in fact, they base their wage negotiations on 
3 percent infl ation and accept a wage based on that infl a-
tion rate, but it turns out that the price level has increased 
by 6 percent, workers will then seek higher wages. In the 
long run, wages will refl ect price-level changes.

If it cost nothing to obtain information, everyone 
who was interested would always know the current 

economic conditions. However, since there are costs 
of obtaining and understanding information about 
the economy, people will make mistakes in the short 
run. Both managers and employees make mistakes as 
a result of lack of information. Such mistakes are not 
caused by stupidity but by ignorance—ignorance of 
future as well as current economic conditions. In the 
long run, mistakes about the price level are recog-
nized, and wages adjust to the known price level.

We now have two reasons why wages will be more 
flexible in the long run than in the short run: long-term 
contracts and lack of information in the short run. The 
same arguments could be made for other resources as 
well. For these two reasons, the short-run aggregate 
supply curve is generally upward sloping because 
 resource prices are relatively fixed in the short run.

FIGURE 11 The Shape of the Long-Run Aggregate Supply Curve

In the long run, the AS curve is a vertical line at the potential level of real GDP, which indi-
cates that there is no relationship between price-level changes and the quantity of output 
produced.
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The aggregate supply curve shifts with changes in resource prices, technology, and expectations. 
When aggregate supply increases, the curve shifts to the right, like the shift from AS0 to AS1, so 
that at every price level more is being produced. When aggregate supply falls, the curve shifts to 
the left, like the shift from AS0 to AS2, so that at every price level less is being produced.

FIGURE 12 Changes in Aggregate Supply
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and stimulate production. In the long run, however, because the costs of pro-
duction adjust completely to the change in prices, neither profits nor production 
increases. What we find here are higher wages and other costs of production to 
match the higher level of prices.

4.c.  Changes in Aggregate Supply: Nonprice 
Determinants

The aggregate supply curve is drawn with everything but the price level and real 
GDP held constant. There are several things that can change and cause the ag-
gregate supply curve to shift. The shift from AS0 to AS1 in Figure 12 represents 
an increase in aggregate supply. The AS1 curve lies to the right of AS0, which 
means that at every price level, production is higher on AS1 than on AS0. The 
shift from AS0 to AS2 represents a decrease in aggregate supply. The AS2 curve 
lies to the left of AS0, which means that at every price level, production along 
AS2 is less than that along AS0. The nonprice determinants of aggregate supply 
are resource prices, technology, and expectations. Figure 13 summarizes the 
nonprice determinants of aggregate supply, discussed in detail next.

4.c.1. Resource Prices When the price of output changes, the costs of pro-
duction do not change immediately. At first, then, a change in profits induces a 
change in production. Costs eventually change in response to the change in prices 
and production, and when they do, the aggregate supply curve shifts. When the 
cost of resources —labor, capital goods, and materials—falls, the aggregate sup-
ply curve shifts to the right, from AS0 to AS1 in Figure 12. This means that firms 

6  |  What causes the 
aggregate supply 
curve to shift?
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are willing to produce more output at any given price level. When the cost of 
resources goes up, profits fall and the aggregate supply curve shifts to the left, 
from AS0 to AS2. Here, at any given level of price, firms produce less output.

Remember that the vertical axis of the aggregate supply graph represents 
the price level for all goods and services produced in the economy. Only those 
changes in resource prices that raise the costs of production across the economy 
have an impact on the aggregate supply curve. For example, oil is an important 
raw material. If  a new source of oil is discovered, the price of oil falls and ag-
gregate supply increases. However, if  oil-exporting countries restrict oil sup-
plies and the price of oil increases substantially, aggregate supply decreases, a 
situation that occurred in the 1970s when OPEC reduced the supply of oil (see 
the Global Business Insight “Oil and Aggregate Supply”). If  the price of only 
one minor resource were to change, then aggregate supply would be unlikely to 
change. For instance, if  the price of land in Las Cruces, New Mexico, increased, 
we would not expect the U.S. aggregate supply curve to be affected.

4.c.2. Technology Technological innovations allow businesses to increase the pro-
ductivity of their existing resources. As new technology is adopted, the amount of 
output that can be produced by each unit of input increases, moving the aggregate 
supply curve to the right. For example, personal computers and word-processing 

FIGURE 13 Determinants of Aggregate Supply Shift the AS Curve
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Oil and Aggregate Supply

It seems that every few years there are big fl uctuations 
in oil prices that lead to much talk about high oil prices 
leading to a fall in GDP for oil-importing countries. 
What is the link between oil prices and real GDP? A look 
back to recent history helps develop our understanding 
of this link.

In 1973 and 1974, and again in 1979 and 1980, the 
Organization of Petroleum Exporting Countries (OPEC) 
reduced the supply of oil, driving the price of oil up dra-
matically. For example, the price of Saudi Arabian crude 
oil more than tripled between 1973 and 1974, and more 
than doubled between 1979 and 1980. Researchers esti-
mate that the rapid jump in oil prices reduced output by 
17 percent in Japan, by 7 percent in the United States, 
and by 1.9 percent in Germany.*

Oil is an important resource in many industries. 
When the price of oil increases as a result of restricted 
oil output, aggregate supply falls. You can see this in 
the graph shown at the right. When the price of oil goes 
up, the aggregate supply curve falls from AS1 to AS2. 
When aggregate supply falls, the equilibrium level of 
real GDP (the intersection of the AS curve and the AD 
curve) falls from Y1 to Y2.

Higher oil prices caused by restricted oil output 
would decrease not only short-run aggregate supply 
and current equilibrium real GDP, as shown in the graph, 
but also potential equilibrium income at the natural 
rate of unemployment. Unless other factors change to 
contribute to economic growth, the higher resource (oil) 
price reduces the productive capacity of the economy.

There is evidence that fluctuations in oil prices have 
less effect on the economy today than they did in the 
past.† The amount of energy that goes into producing 
a dollar of GDP has declined over time so that oil plays 
a less important role in determining aggregate supply 
today than in the 1970s and earlier. This means that any 

* These estimates were taken from Robert H. Rasche and John A. Tatom, “Energy Price Shocks, Aggregate Supply, and Monetary 
Policy: The Theory and the International Evidence,” Carnegie-Rochester Conference Series on Public Policy, Vol. 14, eds. Karl Brunner 
and Allan H. Meltzer (North-Holland, 1981), pp. 9–93.
† See Stephen P. A. Brown and Mine K. Yücel, “Oil Prices and the Economy,” Federal Reserve Bank of Dallas, Southwest Economy, 
July–August 2000.
‡ See Christopher J. Neely, “Will Oil Prices Choke Growth,” Federal Reserve Bank of St. Louis, International Economic Trends, July 2004. 

given change in oil prices today will be associated with 
smaller shifts in the AS curve than in earlier decades.

While we have focused on the AS curve and oil 
prices, more recently, the AD curve has entered the 
discussion. Unlike earlier episodes, where oil price rises 
were the result of restricting the supply of oil, in the mid-
2000s, the price of oil was being driven higher by rising 
demand—in particularly from China and the United 
States.‡ The recession of 2008 showed that oil prices can 
drop just as dramatically due to demand shifts as in the 
earlier supply-driven episodes once supply increased. 
As spending fell during the recession, oil prices fell 
sharply from over $140 per barrel in July 2008, to $90 by 
September, and then to less than $40 by December.
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software have allowed secretaries to produce much more output in a day than type-
writers allowed.

4.c.3. Expectations To understand how expectations can affect aggregate 
supply, consider the case of labor contracts. Manufacturing workers typically 
contract for a nominal wage based on what they and their employers expect the 
future level of prices to be. Because wages typically are set for at least a year, any 
unexpected increase in the price level during the year lowers real wages. Firms 
receive higher prices for their output, but the cost of labor stays the same. So 
profits and production go up.

If  wages rise in anticipation of higher prices but prices do not go up, the 
cost of labor rises. Higher real wages caused by expectations of higher prices 
reduce current profits and production, moving the aggregate supply curve to 
the left. Other things being equal, anticipated higher prices cause aggregate 
supply to decrease; conversely, anticipated lower prices cause aggregate supply 
to increase. In this sense, expectations of price-level changes that shift aggregate 
supply actually bring about price-level changes.

4.c.4. Economic Growth: Long-Run Aggregate Supply Shifts The vertical 
long-run aggregate supply curve, as shown in Figure 11, does not mean that the 
economy is forever fixed at the current level of potential real gross domestic 
product. Over time, as new technologies are developed and the quantity and 
quality of  resources increase, potential output also increases, shifting both 
the short- and the long-run aggregate supply curves to the right. Figure 14 
shows long-run economic growth by the shift in the aggregate supply curve from 
LRAS to LRAS1. The movement of the long-run aggregate supply curve to the 
right reflects the increase in potential real GDP from Yp to Yp1. Even though 
the price level has no effect on the level of output in the long run, changes in the 
determinants of the supply of real output in the economy do.

FIGURE 14 Shifting the Long-Run Aggregate Supply Curve

Changes in technology and the availability and quality of resources can shift the LRAS curve. 
For instance, a new technology that increases productivity would move the curve to the right, 
from LRAS to LRAS1.
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R E C A P
1. The aggregate supply curve shows the quantity of output (real GDP) 

produced at different price levels.

2. The aggregate supply curve slopes up because, everything else held 
constant, higher prices increase producers’ profits, creating an incentive to 
increase output.

3. The aggregate supply curve shifts with changes in resource prices, technol-
ogy, and expectations. These are nonprice determinants of aggregate supply.

4. The short-run aggregate supply curve is upward sloping, showing that 
 increases in production are accompanied by higher prices.

5. The long-run aggregate supply curve is vertical at potential real GDP 
because, eventually, wages and the costs of other resources adjust fully to 
price-level changes.

■   5.  Aggregate Demand and 
 Supply Equilibrium 

Now that we have defined the aggregate demand and aggregate supply curves 
separately, we can put them together to determine the equilibrium price level and 
real GDP.

5.a. Short-Run Equilibrium
Figure 15 shows the level of  equilibrium in a hypothetical economy. Initially, 
the economy is in equilibrium at point 1, where AD1 and AS1 intersect. At 
this point, the equilibrium price level is P1, and the equilibrium real GDP 
is $500. At price level P1, the amount of  output demanded is equal to the 
amount supplied. Suppose aggregate demand increases from AD1 to AD2. In 
the short run, aggregate supply does not change, so the new equilibrium is 
at the intersection of  the new aggregate demand curve, AD2, and the same 
aggregate supply curve, AS1, at point 2. The new equilibrium price level is P2, 
and the new equilibrium real GDP is $600. Note that in the short run, the 
equilibrium point on the short-run aggregate supply curve can lie to the right 
of  the long-run aggregate supply curve (LRAS). This is because the LRAS 
represents the potential level of  real GDP, not the capacity level. It is possible 
to produce more than the potential level of  real GDP in the short run if  the 
unemployment rate falls below the natural rate of  unemployment.

5.b. Long-Run Equilibrium
Point 2 is not a permanent equilibrium because aggregate supply decreases to 
AS2 once the costs of production rise in response to higher prices. Final equilib-
rium is at point 3, where the price level is P3 and real GDP is $500. Notice that 
equilibrium real GDP here is the same as the initial equilibrium at point 1. Points 
1 and 3 both lie along the long-run aggregate supply curve (LRAS ). The initial 
shock to or change in the economy was an increase in aggregate demand. The 
change in aggregate expenditures initially led to higher output and higher prices. 

7  |  What determines the 
equilibrium price level 
and real GDP?

An increase in aggregate 
demand increases real GDP 
only temporarily.
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Over time, however, as resource costs rise and profit falls, output falls back to 
its original value.

We are not saying that the level of output never changes. The long-run ag-
gregate supply curve shifts as technology changes and new supplies of resources 
are obtained. But the output change that results from a change in aggregate 
demand is a temporary, or short-run, phenomenon. The price level eventually 
adjusts, and output eventually returns to the potential level.

FIGURE 15 Aggregate Demand and Supply Equilibrium

The equilibrium price level and real GDP is at the intersection of the AD and AS curves. 
Initially, equilibrium occurs at point 1, where the AD1 and AS1 curves intersect. Here the price 
level is P1 and real GDP is $500. If aggregate demand increases, moving from AD1 to AD2, in 
the short run there is a new equilibrium at point 2, where AD2 intersects AS1. The price level 
rises to P2, and the equilibrium level of real GDP increases to $600. Over time, as wages and 
the costs of other resources rise in response to higher prices, aggregate supply falls, moving 
AS1 to AS2. Final equilibrium occurs at point 3, where the AS2 curve intersects the AD2 curve. 
The price level rises to P3, but the equilibrium level of real GDP returns to its initial level, 
$500. In the long run, there is no relationship between prices and the equilibrium level of real 
GDP because the costs of resources adjust to changes in the level of prices.
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1. The equilibrium price level and real GDP are at the point where the 

aggregate demand and aggregate supply curves intersect.

2. In the short run, a shift in aggregate demand establishes a temporary 
equilibrium along the short-run aggregate supply curve.

3. In the long run, the short-run aggregate supply curve shifts so that changes 
in aggregate demand affect only the price level, not the equilibrium level 
of output or real GDP.
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1  | What factors affect aggregate demand?

 •  Aggregate demand is the relation between aggre-
gate expenditures and the price level. §2

 •  Aggregate demand is the sum of consumption, in-
vestment, government spending, and net exports at 
alternative price levels. §2.a, 2.b, 2.c, 2.d

 •  Aggregate expenditures change with changes in 
the price level because of  the wealth effect, the 
interest rate effect, and the international trade 
effect. These cause a movement along the AD 
curve. §3.a.1, 3.a.2, 3.a.3

2  | What causes the aggregate demand curve to shift?

 •  The aggregate demand (AD) curve shows the level 
of  expenditures for real GDP at different price 
levels. §3.a.4

 •  Because expenditures and prices move in opposite 
directions, the AD curve is negatively sloped. 
§3.a.4

 •  The nonprice determinants of aggregate demand 
include expectations, foreign income and price lev-
els, and government policy. §3.b.1, 3.b.2, 3.b.3

3  | What factors affect aggregate supply?

 •  The aggregate supply curve shows the quantity of 
real GDP produced at different price levels. §4

 •  Movements along the AS curve are caused by 
changes in price. Shifts in the curve are caused by 
the determinants of AS. §4.c

4  | Why does the short-run aggregate supply curve 
become steeper as real GDP increases?

 •  As real GDP rises and the economy pushes closer 
to capacity output, the level of prices must rise to 
induce increased production. §4.b.1

5  | Why is the long-run aggregate supply curve vertical?

 •  The long-run aggregate supply curve is a vertical 
line at the potential level of real GDP. The shape of 
the curve indicates that higher prices have no effect 
on output when an economy is producing at poten-
tial real GDP. §4.b.2

6  | What causes the aggregate supply curve to shift?

 •  The nonprice determinants of aggregate supply 
are resource prices, technology, and expectations. 
§4.c.1, 4.c.2, 4.c.3

7  | What determines the equilibrium price level and real 
GDP?

 •  The equilibrium price level and real GDP are at the 
intersection of the aggregate demand and aggregate 
supply curves. §5.a

 •  In the short run, a shift in aggregate demand estab-
lishes a new, but temporary, equilibrium along the 
short-run aggregate supply curve. §5.a

 •  In the long run, the short-run aggregate supply 
curve shifts so that changes in aggregate demand 
determine the price level, but not the equilibrium 
level of output or real GDP. §5.b

SUMMARY

KEY TERMS

demand-pull inflation §1.a

cost-push inflation §1.b

wealth effect §3.a.1

interest rate effect §3.a.2

international trade effect §3.a.3

aggregate demand curve §3.a.4

aggregate supply curve §4

long-run aggregate supply curve 
(LRAS) §4.b.2

EXERCISES

 1.  How is the aggregate demand curve different from 
the demand curve for a single good, like hamburgers?

 2.  Why does the aggregate demand curve slope down-
ward? Give real-world examples of the three effects 
that explain the slope of the curve.

 3.  How does an increase in foreign income affect do-
mestic aggregate expenditures and demand? Draw a 
diagram to illustrate your answer.

 4.  How does a decrease in foreign price levels affect 
domestic aggregate expenditures and demand? Draw 
a diagram to illustrate your answer.

 5.  How is the aggregate supply curve different from the 
supply curve for a single good, like pizza?

 6.  There are several determinants of aggregate supply 
that can cause the aggregate supply curve to shift.
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a.  Describe those determinants and give an example 
of a change in each.

b.  Draw and label an aggregate supply diagram that il-
lustrates the effect of the change in each determinant.

 7.  Draw a short-run aggregate supply curve that gets 
steeper as real GDP rises.
a.  Explain why the curve has this shape.
b.  Now draw a long-run aggregate supply curve that 

intersects a short-run AS curve. What is the rela-
tionship between short-run AS and long-run AS?

 8.  Draw and carefully label an aggregate demand and 
supply diagram with initial equilibrium at P

0 and Y0.
a.  Using the diagram, explain what happens when 

aggregate demand falls.
b.  How is the short run different from the long run?

 9.  Draw an aggregate demand and supply diagram for 
Japan. In the diagram, show how each of the follow-
ing affects aggregate demand and supply.
a.  The U.S. gross domestic product falls.
b.  The level of prices in Korea falls.
c.  Labor receives a large wage increase.
d.  Economists predict higher prices next year.

 10.  If  the long-run aggregate supply curve gives the level 
of potential real GDP, how can the short-run aggre-
gate supply curve ever lie to the right of the long-run 
aggregate supply curve?

 11.  What will happen to the equilibrium price level and 
real GDP if:
a.  Aggregate demand and aggregate supply both 

increase?
b.  Aggregate demand increases and aggregate supply 

decreases?
c.  Aggregate demand and aggregate supply both 

decrease?

d.  Aggregate demand decreases and aggregate sup-
ply increases?

 12.  During the Great Depression, the U.S. economy ex-
perienced a falling price level and declining real GDP. 
Using an aggregate demand and aggregate supply 
diagram, illustrate and explain how this could occur.

 13.  Suppose aggregate demand increases, causing an 
increase in real GDP but no change in the price level. 
Using an aggregate demand and aggregate supply 
diagram, illustrate and explain how this could occur.

 14.  Suppose aggregate demand increases, causing an 
increase in the price level but no change in real GDP. 
Using an aggregate demand and aggregate supply 
diagram, illustrate and explain how this could occur.

 15.  Use an aggregate demand and aggregate supply dia-
gram to illustrate and explain how each of the fol-
lowing will affect the equilibrium price level and real 
GDP:
a.  Consumers expect a recession.
b.  Foreign income rises.
c.  Foreign price levels fall.
d.  Government spending increases.
e.  Workers expect higher future inflation and negoti-

ate higher wages now.
f.  Technological improvements increase productivity.

 16.  In the boom years of the late 1990s, it was often said 
that rapidly increasing stock prices were responsible 
for much of the rapid growth of real GDP. Explain 
how this could be true, using aggregate demand and 
aggregate supply analysis.

 17.  Suppose you read in the newspaper that rising oil 
prices would contribute to a global recession. Use 
aggregate demand and supply analysis to explain 
how high oil prices could reduce real GDP.

You can find further practice tests in the Online Quiz at www.cengage.com/economics/boyes.

www.cengage.com/economics/boyes
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Economically
Speaking

The Conference Board Con-
sumer Confidence Index, 
which had decreased moder-

ately in January, declined in February, 
reaching yet another all-time low. 
The Index now stands at 25.0 (1985 
= 100), down from 37.4 in January. 
The Present Situation Index de-
clined to 21.2 from 29.7 last month. 
The Expectations Index decreased to 
27.5 from 42.5 in January.

The Consumer Confidence Sur-
vey is based on a representative sam-
ple of 5,000 U.S. households. . . .

Says Lynn Franco, Director of 
The Conference Board Consumer 
Research Center: “The Consumer 
Confidence Index, which was rela-
tively flat in January, reached yet 
another all-time low in February 
(Index began in 1967). The decline in 
the Present Situation Index, driven 
by worsening business conditions 
and a rapidly deteriorating job mar-
ket, suggests that overall economic 
conditions have weakened even 

further this quarter. Looking ahead, 
increasing concerns about business 
conditions, employment and earn-
ings have further sapped confidence 
and driven expectations to their low-
est level ever. In addition, inflation 
expectations, which had been easing 
over the past several months, have 
moderately picked up. All in all, not 
only do consumers feel overall eco-
nomic conditions have grown more 
dire, but just as disconcerting, they 
anticipate no improvement in condi-
tions over the next six months.”

Consumers’ appraisal of  over-
all current conditions, which was 
already bleak, worsened further. 
Those claiming business conditions 
are “bad” rose to 51.1 percent from 
47.9 percent, while those saying busi-
ness conditions are “good” edged up 
to 6.8 percent from 6.5 percent last 
month. Consumers’ assessment of 
the labor market turned considerably 
more pessimistic in February. Those 
saying jobs are “hard to get” increased 

to 47.8 percent from 41.1 percent in 
January, while those stating jobs are 
“plentiful” fell to 4.4 percent from 
7.1 percent.

Consumers’ short-term outlook 
turned significantly more negative 
this month. Consumers anticipat-
ing business conditions will worsen 
over the next six months increased 
to 40.5 percent from 31.1 percent, 
while those expecting conditions 
to improve declined to 8.7 percent 
from 12.8 percent in January.

The employment outlook was 
also much grimmer. The percentage 
of  consumers expecting fewer jobs 
in the months ahead increased to 
47.3 percent from 36.9 percent, while 
those expecting more jobs declined 
to 7.1 percent from 9.1 percent. The 
proportion of consumers expecting 
an increase in their incomes declined 
to 7.6 percent from 10.3 percent.

Source: February 2009 Consumer 
Confidence SurveyTM The Conference 
Board.

The Conference Board Consumer Confidence 
Index Plummets Further in February

The Conference Board  February 24, 2009
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Commentary

Why would a business firm want to receive 
reports regarding consumer confidence in the 
U.S. economy? The answer lies in the role of 

expectations as a determinant of  consumption spend-
ing and therefore aggregate demand. If  households are 
confident that incomes will rise and prosperous times 
are ahead, they are much more likely to spend more than 
if  they expect a recession. By monitoring consumer con-
fidence in the economy, we can better understand con-
sumer spending. Since consumption accounts for about 
two-thirds of GDP, changes in household spending can 
play a big role in business-cycle fluctuations.

In terms of aggregate demand and supply analysis, 
if  households are more optimistic about the economy’s 
performance, then the aggregate demand curve should 
shift to the right, like the shift from AD0 to AD1 in the ac-
companying figure. This would increase the equilibrium 
level of real GDP from Y0 to Y1. If  households are less 
optimistic about the economy’s performance, then the 
aggregate demand curve should shift to the left, like the 
shift from AD0 to AD2. This would decrease the equilib-
rium level of real GDP from Y0 to Y2.

Because of  the implications of  shifts in consumer 
confidence for business-cycle fluctuations, government 
officials, along with businesspeople, watch the consumer 
 confidence measures to maintain a sense of what is hap-
pening in the typical household. The two best-known 
surveys, the University of  Michigan and Conference 
Board surveys, ask questions like: “Six months from now, 

do you think business conditions will be better, the same, 
or worse?” “Would you say that you are better off  or 
worse off financially than you were a year ago?” The an-
swers to these questions and others are used as inputs in 
constructing an index of consumer confidence so that the 
press typically reports only how the overall index changes 
rather than the responses to any particular question.

Although the popular consumer confidence indexes 
fluctuate up and down every month, researchers have 
found that the monthly fluctuations are not very use-
ful in predicting consumption or GDP. However, major 
shifts in the indexes or several months of rising or fall-
ing indexes may provide an early signal of forthcoming 
changes in consumption and GDP.
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Chapter 9

Aggregate Expenditures

1  | How are consumption and saving related?

2  | What are the determinants of consumption?

3  | What are the determinants of investment?

4  |  What are the determinants of government 
spending?

5  | What are the determinants of net exports?

6  | What is the aggregate expenditures function?

Fundamental Questions

To understand why real GDP, unemployment, and inflation rise and fall over time, we must 

know what causes the aggregate demand and aggregate supply curves to shift. We can-

not understand why the U.S. economy has experienced 11 recessions since 1945 or why 

in the 1990s and 2000s, we witnessed the longest peacetime business-cycle expansion in 

modern times unless we understand why the AD and AS curves shift. In this chapter, we 

examine in more detail the demand side of the economy.

 In the chapter titled “Macroeconomic Equilibrium: Aggregate Demand and Supply,” 

we discussed how the price level affects aggregate expenditures through the interest 

rate, international trade, and wealth effects. This chapter examines the nonprice determi-

nants of spending and shifts in aggregate demand in greater detail and assumes that the 

price level is fixed. This assumption means that the aggregate supply curve is a horizontal 

line at the fixed-price level. This approach was used by John Maynard Keynes, who ana-

lyzed the macro economy during the Great Depression. 

© Dmitrijs Dmitrijevs/Shutterstock
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A fixed-price level, as shown in Figure 1, suggests a situation in which unem-
ployment and excess capacity exist. Firms can hire from this pool of unemployed 
labor and increase their output at no extra cost and without any pressure on the 
price level. It is not surprising that Keynes would rely on such a model at a time 
when he was surrounded by mass unemployment. He was more interested in the 
determination of income and output than in the problem of inflation.

With a horizontal AS curve, as shown in Figure 1, the location of the AD 
curve will determine the equilibrium level of real GDP, Ye. If  we understand 
what determines aggregate demand—consumption, investment, government 
spending, and net exports—we will understand what determines real GDP.

We begin our detailed examination of aggregate expenditures by discussing 
consumption, which accounts for approximately 70 percent of  total expen-
ditures in the U.S. economy. We then look at investment (16 percent of total 
expenditures), government spending (19 percent of total expenditures), and net 
exports (−5 percent of total expenditures).

■   1. Consumption and Saving
Households can do three things with their income: They can spend it for the 
consumption of goods and services, they can save it, or they can pay taxes with 
it. Disposable income is what is left after taxes have been paid. It is the sum of 
consumption and saving:

Disposable income � consumption � saving

or

Yd � C � S

Disposable income is the income that households actually have available for 
spending after taxes. Whatever disposable income is not spent is saved.

The Keynesian assumption that the price level is fixed requires a horizontal aggregate supply 
curve. In this case, aggregate demand will determine the equilibrium level of real GDP.

The Fixed-Price Keynesian ModelFIGURE 1
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Why are we talking about saving, which is not a component of total spend-
ing, in a chapter that sets out to discuss the components of total spending? 
Saving is simply “not consuming”; it is impossible to separate the incentives to 
save from the incentives to consume.

1.a. Saving and Savings
Before we go on, it is necessary to understand the difference between saving 
and savings. Saving occurs over a unit of time—a week, a month, a year. For 
instance, you might save $10 a week or $40 a month. Saving is a flow con-
cept. Savings are an amount accumulated at a particular point in time—today, 
December 31, or your 65th birthday. For example, you might have savings of 
$2,500 on December 31. Savings are a stock concept.

Like saving, GDP and its components are flow concepts. They are mea-
sured by the year or quarter of the year. Consumption, investment, government 
spending, and net exports are also flows. Each of them is an amount spent over 
a period of time.

1.b. The Consumption and Saving Functions
The primary determinant of the level of consumption over any given period is the 
level of disposable income. The higher the disposable income, the more households 
are willing and able to spend. This relationship between disposable income and 
consumption is called the consumption function. Figure 2 contains the consump-
tion function for the United States over the long-run period from 1990 to 2005. 
For each year in this period, the values of disposable income and consumption are 
plotted in the figure. Note that Figure 2 also contains a 45-degree line. (A  45-degree 
line makes a graph easier to read because every point on the line represents 
the same value on both axes.) This line splits the area of the figure in half and shows 
all points at which the value of disposable income and the value of consumption 
are equal. Since the actual consumption function lies below the 45-degree line, it 
can be seen that consumption is less than disposable income—but not much less.

consumption function: 
the relationship between 
disposable income and 
consumption

Saving occurs over a unit of 
time; it is a flow concept.

Savings are an amount 
accumulated at a point 
in time; they are a stock 
concept.

Consumption spending is 

the largest component of 

aggregate expenditures. 

Households in 

Chichicastenango, Guatemala, 

come to the produce market 

shown here to purchase food. 

Their expenditures on food will 

be counted in the consumption 

and the GDP of Guatemala. If 

the households decide to save 

less and spend more, then, 

other things being equal, the 

higher consumption will raise 

the GDP of Guatemala.
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The consumption function in Figure 2 is a long-run consumption function. 
In the short run, like this year, the relationship between consumption and dis-
posable income may be much flatter than that shown in Figure 2. We now turn 
to a deeper analysis of  the consumption function to better understand this 
important relationship.

To focus on the relationship between income and consumption, we draw a 
new graph, Figure 3, with income on the horizontal axis and consumption on 
the vertical axis. Figure 3(a) shows a hypothetical consumption function. In this 
economy, when disposable income is zero, consumption is $30. As disposable 
income rises, consumption rises. For instance, when disposable income is $100, 
consumption is $100.

We use C to represent consumption and Yd to represent disposable income. The 
line labeled C in Figure 3(a) is the consumption function: It represents the relation-
ship between disposable income and consumption. The other line in the figure cre-
ates a 45-degree angle with either axis. In Figure 3(a), as in Figure 2, the 45-degree 
line shows all the points where consumption equals disposable income.

The level of  disposable income at which all disposable income is being 
spent occurs at the point where the consumption function (line C ) crosses 
the  45-degree line. In the graph, C equals Yd when disposable income is $100. 
Consumers save a fraction of any disposable income above $100. You can see 
this in the graph. Saving occurs at any level of disposable income at which the 
consumption function lies below the 45-degree line (at which consumption is 
less than disposable income). The amount of saving is measured by the vertical 
distance between the 45-degree line and the consumption function. If  dispos-
able income is $600, consumption is $450 and saving is $150.

The figure shows the long-run consumption function for the United States. The 45-degree 
line shows all points at which consumption and disposable income are equal. Note that 
the actual consumption function lies only slightly below the 45-degree line. This indicates 
that consumption is less than disposable income but not much less.
Source: www.bea.gov.

FIGURE 2 Consumption and Disposable Income, 1990–2008
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Figure 3(a) shows that consumption is a positive function of disposable income: It goes up as disposable income rises. 
The line labeled C � Yd forms a 45-degree angle at the origin. It shows all points where consumption equals disposable 
income. The point at which the consumption function (line C) crosses the 45-degree line—where disposable income mea-
sures $100—is the point at which consumption equals disposable income. At lower levels of disposable income, consump-
tion is greater than disposable income; at higher levels, consumption is less than disposable income. Figure 3(b) shows 
the saving function. Saving equals disposable income minus consumption. When consumption equals disposable income, 
saving is 0. At higher levels of disposable income, we find positive saving; at lower levels, we find negative saving, or 
dissaving.

FIGURE 3 Disposable Income Consumption and Saving in a Hypothetical Economy
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The saving function is the relationship between disposable income and saving. 
Figure 3(b) plots the saving function (S). When the level of disposable income 
is at $100, consumption equals disposable income, so saving is zero. As dispos-
able income increases beyond $100, saving goes up. In Figure 3(a), saving is the 
vertical distance between the 45-degree line and the consumption function. In 
Figure 3(b), we can read the level of saving directly from the saving function.

Notice that at relatively low levels of disposable income, consumption exceeds 
disposable income. How can consumption be greater than disposable income? 
When a household spends more than it earns in income, the household must finance 
the spending above income by borrowing or using savings. This is called dissaving. 
In Figure 3(a), dissaving occurs at levels of disposable income between 0 and 
$100, where the consumption function lies above the 45-degree line. Dissaving, 
like  saving, is measured by the vertical distance between the 45-degree line and 
the consumption function, but dissaving occurs when the consumption function 
lies above the 45-degree line. In Figure 3(b), dissaving occurs when the saving 
function (line S) lies below the disposable income axis, at disposable income 
levels between zero and $100. For example, when disposable income is $0, dis-
saving (negative saving) is −$30.

Both the consumption function and the saving function have positive slopes: 
As disposable income rises, consumption and saving increase. Consumption 
and saving, then, are positive functions of disposable income. Notice that when 
disposable income equals zero, consumption is still positive.

There is a level of  consumption, called autonomous consumption, that does 
not depend on income. (Autonomous here means “independent of income.”) 
In Figure 3(a), consumption equals $30 when disposable income equals zero. 
This $30 is autonomous consumption; it does not depend on income but will 
vary with the nonincome determinants of consumption that will soon be in-
troduced. The intercept of the consumption function (the value of C when Yd 
equals zero) measures the amount of autonomous consumption. The intercept 
in Figure 3(a) is $30, which means that autonomous consumption in this ex-
ample is $30.

1.c. Marginal Propensity to Consume and Save
Total consumption equals autonomous consumption plus the spending that 
depends on income. As disposable income rises, consumption rises. This rela-
tionship between change in disposable income and change in consumption is 
the marginal propensity to consume (MPC). The MPC measures change in con-
sumption as a proportion of the change in disposable income.

MPC � change in consumption
change in disposable income

In Table 1, columns 1 and 2 list the consumption function data used in Figure 3. 
The marginal propensity to consume is shown in column 4. In our example, each 
time that disposable income changes by $100, consumption changes by $70. This 
means that consumers spend 70 percent of any extra income that they receive.

MPC � $70
$100

 �.70

The MPC tells us what fractional change in income is used for consumption. 
Themarginal propensity to save (MPS) defines the relationship between change 

saving function: the 
relationship between 
disposable income and 
saving

dissaving: spending 
financed by borrowing or 
using savings

autonomous 
consumption: 
consumption that is 
independent of income

marginal propensity 
to consume (MPC): the 
change in consumption as a 
proportion of the change in 
disposable income

marginal propensity to 
save (MPS ): the change 
in saving as a proportion of 
the change in disposable 
income
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in saving and change in disposable income. It is the change in saving divided by 
the change in disposable income:

MPC � 
change in consumption

change in disposable income

The MPS in Table 1 is a constant 30 percent at all levels of income. Each time 
that disposable income changes by $100, saving changes by $30:

MPC � 
$70
$100

 �.30
The MPC and the MPS will always be constant at all levels of disposable 

income in our examples.
Because disposable income will be either consumed or saved, the marginal 

propensity to consume plus the marginal propensity to save must total 1:

MPC � MPS � 1

The percentage of additional income that is not consumed must be saved. If con-
sumers spend 70 percent of any extra income, they save 30 percent of that income.

The MPC and the MPS determine the rate of consumption and saving as dis-
posable income changes. The MPC is the slope of the consumption function; the 
MPS is the slope of the saving function. Remember that the slope of a line mea-
sures the change along the vertical axis that corresponds to a change along the 
horizontal axis, the rise over the run (see the Appendix to Chapter 1). In the case 
of the consumption function, the slope is the change in consumption (the change 
on the vertical axis) divided by the change in disposable income (the change on 
the horizontal axis):

Slope of consumption function � 
change in consumption

change in disposable income

   � MPC

The higher the MPC, the greater the fraction of any additional disposable in-
come that consumers will spend. At an MPC of .70, consumers spend 70 percent 

TABLE 1 Marginal Propensity to Consume and to Save

Disposable
Income (Yd )

Consumption
(C )

Saving
(S)

Marginal
Propensity

to Consume
(MPC )

Marginal
Propensity

to Save
(MPS)

$0 $30 �$30 — —

$100 $100 $0 .70 .30

$200 $170 $30 .70 .30

$300 $240 $60 .70 .30

$400 $310 $90 .70 .30

$500 $380 $120 .70 .30

$600 $450 $150 .70 .30

$700 $520 $180 .70 .30

The slope of the consumption 
function is the same as the 
MPC; the slope of the saving 
function is the same as the 
MPS.
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of any change in disposable income; at an MPC of .85, consumers want to spend 
85 percent of any change in disposable income. The size of the MPC shows up 
graphically as the steepness of the consumption function. The consumption func-
tion with an MPC of .85 is a steeper line than the one drawn in Figure 3(a). In 
general, the steeper the consumption function, the larger the MPC. If the MPC is 
less than .70, the consumption function will be flatter than the one in the figure.

The slope of the saving function is the MPS:

Slope of saving function � 
change in saving

change indisposable income

 � MPS

In general, the steeper the saving function, the greater the slope and the 
greater the MPS.

Figure 4(a) shows three consumption functions. Since all three consumption 
functions have the same intercept, autonomous consumption is the same for all. 
But each consumption function in Figure 4(a) has a different slope. Line C1 has 
an MPC of .70. A larger MPC, .80, produces a steeper consumption function 
(line C2). A smaller MPC, .60, produces a flatter consumption function (line C3). 
The saving functions that correspond to these consumption functions are shown 
in Figure 4(b). Function S1, with an MPS of .30, corresponds to consumption 
function C1, with an MPC of .70 (remember: MPS = 1 − MPC). Function S2 
corresponds to C2, and S3 corresponds to C3. The higher the MPC (the steeper 
the consumption function), the lower the MPS (the flatter the saving function). 
If  people spend a greater fraction of extra income, they save a smaller fraction.

1.d. Average Propensity to Consume and Save
Suppose our interest is not in the proportion of change in disposable income 
that is consumed or saved, but in the proportion of disposable income that is 
consumed or saved. For this, we must know the average propensity to consume 
and the average propensity to save.

The average propensity to consume (APC ) is the proportion of disposable 
income that is spent for consumption:

APC � consumption/disposable income

or

 APS � 
C
Yd

The average propensity to save (APS) is the proportion of disposable income 
that is saved:

APC � 
saving

disposable income

or

 APS � 
S

Yd
Table 2 uses the consumption and saving data plotted in Figure 3. The APC and 

APS are shown in columns 4 and 5. When disposable income is $100, consump-
tion is also $100, so the ratio of consumption to disposable income (C/Yd) equals 
1 ($100/$100). At this point, saving equals 0, so the ratio of saving to disposable 
income (S/Yd ) also equals $0 ($0/$100). We really do not have to compute the APS 

average propensity to 
consume (APC ): the 
proportion of disposable 
income spent for 
consumption

average propensity to 
save (APS ): the proportion 
of disposable income saved
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The MPC is the slope of the consumption function. The greater the MPC, the steeper 
the consumption function. The MPS is the slope of the saving function. The greater the 
MPS, the steeper the saving function. Because the sum of the MPC and the MPS is 1, 
the greater the MPC, the smaller the MPS. The steeper the consumption function, then, 
the flatter the saving function.

FIGURE 4 Marginal Propensity to Consume and Save

(a) Three Consumption Functions
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because we already know the APC. There are only two things that can be done with 
disposable income: spend it or save it. The percentage of income spent plus the per-
centage saved must add up to 100 percent of disposable income. This means that

APC + APS = 1

If the APC equals 1, then the APS must equal 0.
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When disposable income equals $600, consumption equals $450, so the APC 
equals .75 ($450/$600) and the APS equals .25 ($150/$600). As always, the APC 
plus the APS equals 1. If  households are spending 75 percent of their dispos-
able income, they must be saving 25 percent.

Notice in Table 2 that the APC falls as disposable income rises. This is because 
households spend only part of any change in income. In Figure 3(a), the consump-
tion function rises more slowly than the 45-degree line. (Remember that consump-
tion equals disposable income along the 45-degree line.) The consumption function 
tells us, then, that consumption rises as disposable income rises, but not by as much 
as disposable income rises. Because households spend a smaller fraction of dispos-
able income as that income rises, they must be saving a larger fraction. You can 
see this in Table 2, where the APS rises as disposable income rises. At low levels of 
income, the APS is negative, a product of dissaving (we are dividing negative saving 
by disposable income). As disposable income rises, saving rises as a percentage of 
disposable income; this means that the APS is increasing.

1.e. Determinants of Consumption
Disposable income is an important determinant of household spending. But 
disposable income is not the only factor that influences consumption. Wealth, 
expectations, demographics, and taxation (taxation effects will be considered in 
the chapter titled “Fiscal Policy”) are other determinants of consumption.

1.e.1. Disposable Income Household income is the primary determinant 
of consumption, which is why the consumption function is drawn with dispos-
able income on the horizontal axis. Household income is usually measured as 
current disposable income. By current we mean income that is received in the 
current period—the current period could be today, this month, this year, or 
whatever period we are discussing. Past income and future income certainly can 
affect household spending, but they do so through household wealth or expec-
tations, not through income. Disposable income is after-tax income.

The two-dimensional graphs we have been using relate consumption only 
to current disposable income. A change in consumption caused by a change in 
disposable income is shown by movement along the consumption function. The 
effects of other variables are shown by shifting the intercept of the consump-
tion function up and down as the values of these other variables change. All 
variables except disposable income change autonomous consumption.

2  |  What are the 
determinants of 
consumption?

TABLE 2 Average Propensity to Consume and to Save

Disposable
Income (Yd )

Consumption
(C )

Saving
(S)

Average Propensity
to Consume (APC)

Average Propensity
to Save (APS )

 $0  $30  $30 — —

$100 $100  $0 1                  0

$200 $170  $30 0.85 0.15

$300 $240  $60 0.80 0.20

$400 $310  $90 0.78 0.22

$500 $380 $120 0.76 0.24

$600 $450 $150 0.75 0.25

$700 $520 $180 0.74 0.26
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Changes in taxes will affect disposable income. If we assume that there are no 
taxes, then Yd equals Y, and consumption (and other expenditures) may be drawn 
as a function of real GDP rather than disposable income. The chapter titled “Fiscal 
Policy” is devoted to an analysis of government fiscal policy, including taxation. 
As a result, we put off our discussion of tax effects until then; this allows us to sim-
plify our analysis of aggregate expenditures. The discussion of the components of 
aggregate expenditures in the remainder of this chapter and in later chapters will 
be related graphically to pretax real GDP rather than to disposable income.

1.e.2. Wealth Wealth is the value of all the assets owned by a household. Wealth 
is a stock variable; it includes homes, cars, checking and savings accounts, and 
stocks and bonds, as well as the value of income expected in the future. As house-
hold wealth increases, households have more resources available for spending, so 
consumption increases at every level of real GDP. You can see this in Figure 5(a) 
as a shift of the consumption function from C to C1. The autonomous increase 
in consumption shifts the intercept of the consumption function from $60 to 
$100, so consumption increases by $40 at every level of real GDP. If households 
spend more of their current income as their wealth increases, they save less. You 
can see this as the downward shift of the saving function in Figure 5(b), from S 
to S1. The higher level of wealth has households more willing to dissave at each 
income level than before. Dissaving now occurs at any level of income below 
$500. During the long expansionary period of the 1990s, stock price increases 
made many households much wealthier and stimulated consumption.

A decrease in wealth has just the opposite effect. For instance, during the 
2008 recession, property values in most areas of the United States declined. 
Household wealth declined as the value of real estate fell, and spending fell as a 
result. Here you would see an autonomous drop in consumption, like the shift 
from C to C2, and an autonomous increase in saving, like the shift from S to 
S2. Now at every level of real GDP, households spend $40 less than before and 
save $40 more. The intercept of the consumption function is $20, not $60, and 
the intercept of the saving function is −$20, not −$60. The new consumption 
function parallels the old one; the curves are the same vertical distance apart 
at every level of income. So consumption is $40 lower at every level of income. 
Similarly, the saving functions are parallel because saving is $40 greater at every 
level of real GDP along S2 compared to S.

1.e.3. Expectations Another important determinant of consumption is con-
sumer expectations about future income, prices, and wealth. When consumers ex-
pect a recession, when they are worried about losing their jobs or facing cutbacks in 
hours worked, they tend to spend less and save more. This means an autonomous 
decrease in consumption and increase in saving, like the shift from C to C2 and 
from S to S2 in Figure 5. Conversely, when consumers are optimistic, we find an 
autonomous increase in consumption and decrease in saving, like the shift from C 
to C1 and from S to S1 in Figure 5.

Expectations are subjective opinions; they are difficult to observe and mea-
sure. This creates problems for economists trying to analyze the effect of expec-
tations on consumption. The Conference Board surveys households to construct 
its Consumer Confidence Index, a measure of consumer opinion regarding the 
outlook for the economy. Economists follow the index in order to predict how 
consumer spending will change. Since consumption is the largest component of 
GDP, changes in consumption have important implications for business cycles.

Clearly the Consumer Confidence Index is not always a reliable indicator 
of expansion or recession. Still, economists’ increasing use of this and other 
measures to better understand fluctuations in consumption underscores the im-
portance of consumer expectations in the economy (see the Economic Insight 
“Permanent Income, Life Cycles, and Consumption”).

wealth: the value of 
all assets owned by a 
household
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Autonomous consumption is the amount of consumption that exists when real GDP is 0. 
It is the intercept of the consumption function. The shift from C to C1 is an autonomous 
increase in consumption of $40; it moves the intercept of the consumption function from 
$60 to $100. The shift from C to C2 is an autonomous decrease in consumption of $40; it 
moves the intercept of the consumption function from $60 to $20. Autonomous saving 
is the amount of saving that exists when real GDP is 0. This is the intercept of the saving 
function. The shift from S to S1 is an autonomous decrease in saving of $40; it moves the in-
tercept of the saving function from −$60 to −$100. The shift from S to S2 is an autonomous 
increase in saving of $40; it moves the intercept of the saving function from −$60 to −$20. 
Because disposable income minus consumption equals saving, an autonomous increase in 
consumption is associated with an autonomous decrease in saving, and an autonomous 
decrease in consumption is associated with an autonomous increase in saving.

FIGURE 5 Autonomous Shifts in Consumption and in Saving

(a) Autonomous Shifts in Consumption
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Permanent Income, Life Cycles, and 
Consumption

Studies of the consumption function over a long period 
of time fi nd a function like the one labeled CL in the 
graph, as we saw earlier in Figure 2. This function has a 
marginal propensity to consume of .90 and an intercept 
of 0. Consumption functions studied over a shorter 
period of time have lower MPCs and positive intercepts, 
like the function CS in the graph, with an MPC of .60. 
How do we reconcile these two functions?

Economists offer two related explanations for the 
difference between long-run and short-run consump-
tion behavior: the permanent income hypothesis and 
the life-cycle hypothesis. The fundamental idea is that 
people consume on the basis of their idea of what their 
long-run or permanent level of income is. A substantial 
increase in income this month does not affect consump-
tion much in the short run unless it is perceived as a 
permanent increase.

Let’s use point 1 on the graph as our starting point. 
Here disposable income is $50,000 and consumption 
is $45,000. Now suppose household income rises to 
$60,000. Initially consumption increases by 60 percent, 
the short-run MPC. The household moves from point 
1 to point 2 along the short-run consumption function 
(CS). The short-run consumption function has a lower 
MPC than the long-run consumption function because 
households do not completely adjust their spending 
and saving habits with short-run fluctuations in income. 

Once the household is convinced that $60,000 is a per-
manent level of income, it moves from point 2 to point 
3 along the long-run consumption function. At point 3, 
consumption has increased by 90 percent, the long-run 
MPC. In the long run, households adjust fully to changes 
in income; in the short run, a fluctuation in income does 
not cause as large a fluctuation in consumption.

When income falls below the permanent income level, 
the household is willing to dissave or borrow to support 
its normal level of consumption. When income rises above 
the permanent income level, the household saves at a 
higher rate than the long-run MPS. The lower MPC in the 
short run works to smooth out consumption in the long 
run. The household does not adjust current consumption 
with every up and down movement in household income.

To maintain a steady rate of consumption over time, 
households follow a pattern of saving over the life cycle. 
Saving is low when current income is low relative to 
permanent income (during school years, periods of un-
employment, or retirement). Saving is high when current 
income is high relative to the lifetime average, typically 
during middle age.

In the long run, households adjust fully to changes in 
income. In the short run, in order to smooth consumption 
over time, they do not. This explains both the difference 
between the long-run and short-run consumption func-
tions and the stability of consumption over time.
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■ 2. Investment 
Investment is business spending on capital goods and inventories. It is the most 
variable component of total spending. In this section of the chapter, we take 
a look at the determinants of investment and see why investment changes so 
much over the business cycle.

2.a. Autonomous Investment
In order to simplify our analysis of real GDP in the next chapter, we assume that 
investment is autonomous, that it is independent of current real GDP. This does 
not mean that we assume that investment is fixed at a constant amount. There are 
several factors that cause investment to change, but we assume that current real 
GDP is not one of them.

As a function of real GDP, autonomous investment is drawn as a horizon-
tal line. This means that investment remains constant as real GDP changes. 

1. It is impossible to separate incentives to save from incentives to consume.

2. Saving is a flow variable; savings is a stock variable.

3. Dissaving is spending financed by borrowing or using savings.

4. The marginal propensity to consume measures change in consumption 
as a proportion of change in disposable income.

5. The marginal propensity to save measures change in saving as a 
proportion of change in disposable income.

6. The MPC plus the MPS must equal 1.

7. Change in the MPC changes the slope of the consumption function; 
change in the MPS changes the slope of the saving function.

8. The average propensity to consume measures that portion of disposable 
 income spent for consumption.

9. The average propensity to save measures that portion of disposable income 
saved.

10. The sum of the APC and the APS must equal 1.

11. The determinants of consumption include income, wealth, expectations, 
 demographics, and taxation.

12. A change in consumption caused by a change in disposable income is 
shown by movement along the consumption function.

13. Changes in wealth, expectations, or population change autonomous 
consumption, which is shown as a shift of the consumption function.

1.e.4. Demographics Other things being equal, economists expect the level of 
consumption to rise with increases in population. The focus here is on both the 
number of people in the economy and the composition of that population. The 
size of the population affects the position of the consumption function; the age of 
the population affects the slope of the consumption function. The greater the size 
of the population, other things equal, the higher the intercept of the consumption 
function. With regard to the effect of age composition on the economy, young 
households typically are accumulating durable consumer goods (refrigerators, 
washing machines, automobiles); they have higher MPCs than older households.

R E C A P
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In Figure 6, the investment function (the horizontal line labeled I ) indicates 
that investment equals $50 at every level of real GDP. As the determinants of 
investment change, the investment function shifts autonomously. As investment 
increases, the function shifts upward (for example, from I to I1); as investment 
decreases, the function shifts downward (from I to I2).

2.b. Determinants of Investment
Investment is business spending on capital goods and inventories. Capital goods 
are the buildings and equipment that businesses need to produce their products. 
Inventories are final goods that have not been sold. Inventories can be planned 
or unplanned. For example, in the fall, a retail department store wants to have 
enough sizes and styles of the new clothing lines to attract customers. Without a 
good-sized inventory, sales will suffer. The goods it buys are planned inventory, 
based on expected sales. But come February, the store wants to have as few fall 
clothes left unsold as possible. Goods that have not been sold at this stage are 
unplanned inventory. They are a sign that sales were not as good as expected and 
that too much was purchased last year.

Both types of inventories—planned and unplanned—are called investment. 
But only planned investment—capital purchases plus planned inventories—is 
combined with planned consumer, government, and foreign-sector spending to 
determine the equilibrium level of aggregate expenditures, as we will see in the next 
chapter. Unplanned investment and unwanted inventories do not affect the equi-
librium. They are simply the leftovers of what has recently gone on in the economy. 
What economists are interested in are the determinants of planned investment.

2.b.1. The Interest Rate Business investment is made in the hopes of earning 
profits. The greater the expected profit, the greater the investment. A primary 
determinant of whether an investment opportunity will be profitable is the rate 
of interest. The interest rate is the cost of borrowed funds. Much of business 

3  |  What are the 
determinants of 
investment?

FIGURE 6 Investment as a Function of Income

Investment is assumed to be autonomous. Because it is independent of current real 
GDP, it is drawn as a horizontal line. An autonomous increase in investment shifts the 
function upward, from I to I1. An increase could be the product of lower interest rates, 
optimism in business about future sales and revenues, technological change, an invest-
ment tax credit that lowers the cost of capital goods, or a need to expand capacity 
because of a lack of available productive resources. An autonomous decrease in invest-
ment moves the function down, from I to I2. The same factors that cause investment to 
rise can also cause it to fall when they move in the opposite direction.

In
ve

stm
en

t (
I) 

(d
ol

la
rs

)

Real GDP (Y )

60

I

I2

I1

50

40

0

Investment Has
Increased

Investment Has
Decreased



200 Part Two   Macroeconomic Basics

spending is financed by borrowing. As the rate of interest goes up, fewer invest-
ment projects offer enough profit to warrant undertaking them. In other words, 
the higher the interest rate, the lower the rate of investment. As the interest rate 
falls, opportunities for greater profits increase and investment rises.

Let’s look at a simple example. A firm can acquire a machine for $100 that 
will yield $120 in output. Whether the firm is willing to undertake the invest-
ment  depends on whether it will earn a sufficient return on its investment. The 
return on an investment is the profit from the investment divided by its cost.

If  the firm has to borrow $100 to make the investment, it will have to pay 
interest to the lender. Suppose the lender charges 10 percent interest. The firm 
will have to pay 10 percent of $100, or $10, interest. This raises the cost of the 
investment to $110, the $100 cost of the machine plus the $10 interest. The 
firm’s return on the investment is 9 percent:

Return on investment � ($120 − $110)/$110

  � .09

As the interest rate rises, the firm’s cost of borrowing also rises, and the return 
on investment falls. When the interest rate is 20 percent, the firm must pay $20 in 
interest, so the total cost of the investment is $120. Here the return is 0 ([$120 − 
$120]/$120). The higher interest rate reduces the return on the investment and 
discourages investment spending.

As the interest rate falls, the firm’s cost of borrowing falls and the return on the 
investment rises. If  the interest rate is 5 percent, the firm must pay $5 in interest. 
The total cost of the investment is $105, and the return is 14 percent ([$120 − 
$105]/$105). The lower interest rate increases the return on the investment and 
 encourages investment spending.

2.b.2. Profit Expectations Firms undertake investment in the expectation of 
earning a profit. Obviously, they cannot know exactly how much profit they will 
earn. So they use forecasts of revenues and costs to decide on an appropriate level 
of investment. It is their expected rate of return that actually determines their level 
of investment.

Many factors affect expectations of profit and, therefore, change the level of 
investment. Among them are new firms entering the market; political change; 
new laws, taxes, or subsidies from government; and the overall economic health 
of the country or the world as measured by gross domestic product.

2.b.3. Other Determinants of Investment Everything that might affect 
a firm’s expected rate of return determines its level of investment. But three 
factors—technological change, the cost of capital goods, and capacity utiliza-
tion—warrant special attention.

Technological Change Technological change is often a driving force behind 
new investment. New products or processes can be crucial to remaining com-
petitive in an industry. The computer industry, for example, is driven by tech-
nological change. As faster and larger-capacity memory chips are developed, 
computer manufacturers must utilize them in order to stay competitive.

The impact of technology on investment spending is not new. For example, 
the invention of the cotton gin stimulated investment spending in the early 1800s, 
and the introduction of the gasoline-powered tractor in 1905 created an agri-
cultural investment boom in the early 1900s. More recently, the development 
of integrated circuits stimulated investment spending in the electronics industry.

One measure of the importance of technology is the commitment to research 
and development. Data on spending for research and development across coun-
tries are listed in Table 3. The data indicate that rich countries tend to spend a 
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greater percentage of GDP on research and development, rely less on govern-
ment financing of research and development, and have a greater fraction of the 
workforce employed in research positions.

A commitment to research and development is a sign of the technological 
progress that marks the industrial nations. The industrial nations are the coun-
tries in which new technology generally originates. New technology developed 
in any country tends to stimulate investment spending across all nations, as 
firms in similar industries are forced to adopt new production methods to keep 
up with their competition.

Cost of Capital Goods The cost of  capital goods also affects investment 
spending. As capital goods become more expensive, the rate of return on in-
vestment in them drops and the amount of investment falls. One factor that 
can cause the cost of capital goods to change sharply is government tax policy. 
The U.S. government has enacted and then removed investment tax credits 
several times in the past. These credits allow firms to deduct part of the cost of 
investment from their tax bill. When the cost of investment drops, investment 
increases. When the cost of investment increases, the level of investment falls.

Capacity Utilization If  its existing capital stock is being used heavily, a firm 
has an incentive to buy more. But if  much of its capital stock is standing idle, 
the firm has little incentive to increase that stock. Economists sometimes refer 
to the productive capacity of the economy as the amount of output that can be 
produced by businesses. In fact, the Federal Reserve constructs a measure of ca-
pacity utilization that indicates how close the economy is to capacity output.

Figure 7 plots the rate of capacity utilization in the U.S. economy. Between 
1975 and 2009, U.S. industry operated at a high rate of 85 percent of capacity in 
1979 and at a low rate of 73.9 percent of capacity in the recession year of 1982. 
We never expect to see 100 percent of capacity utilized for the same reasons 
that we never expect to see zero unemployment. There are always capital goods 
that are temporarily unused, just as there is frictional unemployment of labor, 

TABLE 3 Research and Development Expenditures as a Percentage of GDP, 2008

  % Government Researchers per
 % of GDP Financed  1,000 Workers

Australia 1.8 44.4 8.4

Canada 2.0 34.5 7.8

Finland 3.5 25.7 16.6

France 2.1 38.4 8.2

Germany 2.5 31.1 7.2

Italy 1.1 50.8 3.4

Japan 3.3 17.7 11.0

Mexico 0.5 59.1 1.2

Poland 0.6 62.7 4.5

Turkey 0.8 50.6 1.9

United Kingdom 1.8 31.3 5.9

United States 2.6 31.2 9.7

Source: Data from OECD Factbook, OECD, 2008.
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and there are always capital goods that are obsolete because of technological 
change, similar to the case of structural unemployment of labor.

When the economy is utilizing its capacity at a high rate, there is pressure to 
increase the production of capital goods and expand productive capacity. When ca-
pacity utilization is low—when factories and machines are sitting idle—investment 
tends to fall.

2.c. Volatility
We said that investment is the most variable component of total spending. What 
role do the determinants of investment play in that volatility?

Interest rates fluctuate widely. They are much more variable than income. 
Interest rates are a very important determinant of investment. Clearly the fact 
that they are so variable contributes to the variability of investment.

Expectations are subjective judgments about the future. Expectations can and often 
do change suddenly with new information. A rumor of a technological breakthrough, 
a speech by the president or a powerful member of Congress, even a revised weather 
forecast can cause firms to reexamine their thinking about the expected profitability 
of an investment. In developing economies, the protection of private property rights 
can have a large impact on investment spending. If a business expects a change in 
government policy to increase the likelihood of the government’s expropriating its 
property, obviously it is not going to undertake new investments. Conversely, if a firm 
believes that the government will protect private property and encourage the accumu-
lation of wealth, it will increase its investment spending. The fact that expectations are 
subject to large and frequent swings contributes to the volatility of investment.

Technological change proceeds very unevenly, making it difficult to forecast. 
Historically we find large increases in investment when a new technology is first 
developed and decreases in investment once the new technology is in place. This 
causes investment to move up and down unevenly through time.

FIGURE 7 Capacity Utilization Rates for Total U.S. Industry

The Federal Reserve estimates the rate at which capacity is utilized in U.S. industry. The 
higher the rate, the greater the pressure for investment to expand productive capacity.
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Changes in tax policy occur infrequently, but they can create large incentives 
to invest or not to invest. Tax laws in the United States have swung back and 
forth on whether to offer an investment tax credit. A credit was first introduced 
in 1962. It was repealed in 1969, then readopted in 1971, and later revised in 
1975, 1976, and 1981. In 1986, the investment tax credit was repealed again. 
Each of these changes had an impact on the cost of capital goods and contrib-
uted to the volatility of investment.

Finally, investment generally rises and falls with the rate of  capacity utiliza-
tion over the business cycle. As capacity utilization rises, some firms must add 
more factories and machines in order to continue increasing their output and 
avoid reaching their maximum output level. As capacity utilization fluctuates, 
so will investment.

1. As a function of real GDP, autonomous investment is drawn as a horizon-
tal line.

2. The primary determinants of investment are the interest rate and profit ex-
pectations. Technological change, the cost of capital goods, and the rate of 
capacity utilization have an enormous impact on those expectations.

3. Investment fluctuates widely over the business cycle because the determi-
nants of investment are so variable.

■   3. Government Spending
Government spending on goods and services is the second largest component of 
aggregate expenditures in the United States. In later chapters, we examine the 
behavior of government in detail. Here we focus on how the government sec-
tor fits into the aggregate expenditures–income relationship. We assume that 
government spending is set by government authorities at whatever level they 
choose, independent of current income. In other words, we assume that govern-
ment spending, like investment, is autonomous.

Figure 8 depicts government expenditures as a function of real GDP. The 
function, labeled G, is a horizontal line. If  government officials increase govern-
ment expenditures, the function shifts upward, parallel to the original curve, by 
an amount equal to the increase in expenditures (for example, from G to G1). 
If  government expenditures are reduced, the function shifts downward by an 
amount equal to the drop in expenditures (for example, from G to G2).

■   4. Net Exports
The last component of aggregate expenditures is net exports, or spending by 
the international sector. Net exports equal a country’s exports of goods and 
services (what it sells to the rest of the world) minus its imports of goods and 
services (what it buys from the rest of the world). When net exports are positive, 
there is a surplus in the merchandise and services accounts. When net exports 
are negative, there is a deficit. The United States has had a net exports deficit 

4  |  What are the 
determinants of 
government 
spending?

5  |  What are the 
determinants of net 
exports?

R E C A P
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since 1975. This is a relatively new phenomenon; the country had run surpluses 
throughout the post–World War II era until that time.

4.a. Exports
We assume that exports are autonomous. There are many factors that deter-
mine the actual value of exports, among them foreign income, tastes, prices, 
government trade restrictions, and exchange rates. But we assume that exports 
are not affected by current domestic income. You see this in the second column 
of Table 4, where exports are $50 at each level of real GDP.

TABLE 4 Hypothetical Export and Import Schedule

Real GDP Exports Imports Net Exports

$0 $50 $0 $50

$100 $50 $10 $40

$200 $50 $20 $30

$300 $50 $30 $20

$400 $50 $40 $10

$500 $50 $50 $0

$600 $50 $60 �$10

$700 $50 $70 �$20

FIGURE 8 Government Expenditures as a Function of Real GDP

Government spending is assumed to be autonomous and set by government policy. The gov-
ernment spending function is the horizontal line labeled G. Autonomous increases in govern-
ment spending move the function upward (for example, from G to G1); decreases move the 
function downward (for example, from G to G2).

G
ov

er
nm

en
t E

xp
en

di
tu

re
s 

(G
 )

Real GDP

G1

G

G2

Government Expenditures
Have Increased

Government Expenditures
Have Decreased



Chapter 9   Aggregate Expenditures 205

As foreign income increases, foreign consumption rises—including con-
sumption of  goods produced in other countries—so domestic exports increase 
at every level of  domestic real GDP. Decreases in foreign income lower domes-
tic exports at every level of  domestic real GDP. Similarly, changes in tastes or 
government restrictions on international trade or exchange rates can cause the 
level of  exports to shift autonomously. When tastes favor domestic goods, ex-
ports go up. When tastes change, exports go down. When foreign governments 
impose restrictions on international trade, domestic exports fall. When restric-
tions are lowered, exports rise. Finally, as discussed in the chapter titled “An 
Introduction to the Foreign Exchange Market and the Balance of  Payments,” 
when the domestic currency depreciates on the foreign exchange market, mak-
ing domestic goods cheaper in foreign countries, exports rise. When the do-
mestic currency appreciates on the foreign exchange market, making domestic 
goods more expensive in foreign countries, exports fall.

4.b. Imports
Domestic purchases from the rest of the world (imports) are also determined by 
tastes, trade restrictions, and exchange rates. Here domestic income plays a role, 
too. The greater domestic real GDP, the greater domestic imports. The import 
data in Table 4 show imports increasing with real GDP. When real GDP is 0, 
autonomous imports equal $0. As real GDP increases, imports increase.

We measure the sensitivity of changes in imports to changes in real GDP by the 
marginal propensity to import. The marginal propensity to import (MPI ) is the pro-
portion of any extra income spent on imports:

MPI � 
change in import
change in income

In Table 4, the MPI is .10, or 10 percent. Every time income changes by $100, 
imports change by $10.

How do other factors—tastes, government trade restrictions, and exchange 
rates—affect imports? When domestic tastes favor foreign goods, imports rise. 
When they do not, imports fall. When the domestic government tightens restric-
tions on international trade, imports fall. When those restrictions are loosened, 
imports rise. Finally, when the domestic currency depreciates on the foreign 
exchange market, making foreign goods more expensive to domestic residents, 
imports fall. And when the domestic currency appreciates on the foreign ex-
change market, lowering the price of foreign goods, imports rise.

4.c. The Net Export Function
In our hypothetical economy in Table 4, net exports are listed in the last column. 
They are the difference between exports and imports. Because imports rise with 
domestic income, the higher that income is, the lower net exports are.

The net exports function, labeled X, is shown in Figure 9. The downward 
slope of  the function (given by the MPI) indicates that net exports fall as real 
GDP increases. Net exports are the only component of  aggregate expendi-
tures that can take on a negative value (saving can be negative, but it is not 
part of  spending). Negative net exports mean that the domestic economy is 
importing more than it exports. The net exports function shifts with changes 
in foreign income, prices, tastes, government trade restrictions, and exchange 
rates. For example, as foreign income increases, domestic exports increase and 
the net exports function shifts upward.

marginal propensity to 
import (MPI):  the change 
in imports as a proportion of 
the change in income

The higher domestic income 
is, the lower net exports are.
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FIGURE 9 Net Exports as a Function of Real GDP

The net exports function is the downward-sloping line labeled X. Because exports are auton-
omous and imports increase with income, net exports fall as domestic real GDP rises. Notice 
that net exports can be positive or negative.
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■   5.  The Aggregate Expenditures 
Function 

The aggregate, or total, expenditures function is the sum of the individual func-
tions for each component of planned spending. Aggregate expenditures (AE) 
equal consumption (C), plus investment (I ), plus government spending (G), plus 
net exports (X ):

AE � C � I � G � X

5.a. Aggregate Expenditures Table and Function
The table in Figure 10 lists aggregate expenditures data for a hypothetical econ-
omy. Real GDP is in the first column; the individual components of aggregate 

6  |  What is the aggregate 
expenditures function?

1. Net exports equal a country’s exports minus its imports.

2. Exports are determined by foreign income, tastes, government trade re-
strictions, and exchange rates; they are independent of domestic real GDP.

3. Imports are a positive function of domestic real GDP; they also depend on 
tastes, domestic government trade restrictions, and exchange rates.

4. The marginal propensity to import measures the change in imports as a 
proportion of the change in domestic income.

5. Net exports fall as domestic real GDP rises.

R E C A P
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To find the aggregate expenditures function, we begin with the consumption function 
(labeled C) and add the investment function (I), to create the C � I function. We then 
add the government spending function (G) to find the C � I � G function. Notice that 
the C, C � I, and C � I � G functions are all parallel. They have the same slope because 
investment and government spending are assumed to be autonomous. Because I and G 
do not change with income, the slope of the C � I and C � I � G functions is equal to 
the slope of the consumption function (the MPC). Net exports are added to the C � I � G 
function to find the aggregate expenditures function, C � I � G � X. The aggregate 
expenditures function has a smaller slope than the other functions because the slope of 
the net exports function is negative.

FIGURE 10 The Aggregate Expenditures Function

 (1) (2) (3) (4) (5) (6)
 Y C I G X AE

 $0 $30 $50 $70 $50 $200

$100 $100 $50 $70 $40 $260

$200 $170 $50 $70 $30 $320

$300 $240 $50 $70 $20 $380

$400 $310 $50 $70 $10 $440

$500 $380 $50 $70 $0 $500

$600 $450 $50 $70 �$10 $560

$700 $520 $50 $70 �$20 $620
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expenditures are in columns 2 through 5. Aggregate expenditures, listed in col-
umn 6, are the sum of the components at each level of income.

The aggregate expenditures function (AE) can be derived graphically by sum-
ming the individual expenditure functions (Figure 10) in a vertical direction. We 
begin with the consumption function (C ) and then add autonomous investment, 
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$50, to the consumption function at every level of income to arrive at the C � I 
function. To this we add constant government spending, $70, at every level of in-
come to find the C � I � G function. Finally, we add the net exports function to 
find C � I � G � X, or the AE function.

Notice that the C, C � I, and C � I � G functions are all parallel. They all 
have the same slope, which is determined by the MPC. This is because I and G are 
 autonomous. The AE function has a smaller slope than the other functions because 
the slope of the net exports function is negative. By adding the X function to the 
C � I � G function, we are decreasing the slope of the AE function; the C � I � 
G � X function has a smaller, flatter slope than the C � I � G function.

The X function increases spending for levels of real GDP below $500 and 
decreases spending for levels of real GDP above $500. At $500, net exports 
equal 0 (see column 5). Because domestic imports increase as domestic income 
increases, net exports fall as income rises. At incomes above $500, net exports 
are negative, so aggregate expenditures are less than C � I � G.

5.b. The Next Step
Though we have also been using aggregate demand to refer to total spending, 
you can see from Figure 10 that the aggregate expenditures line slopes up, 
whereas the aggregate demand curve you saw in Figure 1 slopes down. In the 
next chapter we will explore the formal relationship between these two related 
concepts, when we go about determining the equilibrium level of real GDP us-
ing the AE function.

The concept of  macroeconomic equilibrium points out the key role that 
aggregate expenditures play in determining output and income. As you will 
see, the equilibrium level of real GDP is that level toward which the economy 
automatically tends to move. Once that equilibrium is established, there is no 
tendency for real GDP to change unless a change in autonomous expenditures 
occurs. If  aggregate expenditures rise, then the equilibrium level of real GDP 
rises. If  aggregate expenditures fall, then the equilibrium level of real GDP falls. 
Such shifts in the AE function are associated with shifts in C, I, G, or X.

1. Aggregate expenditures are the sum of planned consumption, planned 
investment, planned government spending, and planned net exports at 
every level of real GDP.

2. Assuming that I and G are autonomous, the C, C � I, and C � I � G 
functions are parallel lines.

3. Net exports increase aggregate expenditures at relatively low levels of 
domestic real GDP and decrease aggregate expenditures at relatively high 
levels of domestic real GDP.

1  | How are consumption and saving related?

 •  Consumption and saving are the components of 
 disposable income; they are determined by the 
same variables. §1

 •  Dissaving occurs when consumption exceeds 
 income. §1.b

 •  The marginal propensity to consume (MPC) is 
change in consumption divided by change in 
 disposable income; the marginal propensity to 
save (MPS) is change in saving divided by change 
in  disposable income. §1.c

SUMMARY

R E C A P
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consumption function §1.b

saving function §1.b

dissaving §1.b

autonomous consumption §1.b

marginal propensity to consume 
(MPC) §1.c

marginal propensity to save (MPS) 
§1.c

average propensity to consume 
(APC) §1.d

average propensity to save (APS) 
§1.d

wealth §1.e.2

marginal propensity to import 
(MPI) §4.b

 1. Why do we study the consumption and saving func-
tions together?

 2. Explain the difference between a flow variable and 
a stock variable. Classify each of  the following as 

a stock or a flow: income, wealth, saving, savings, 
consumption, investment, government expenditures, 
net exports, GDP.

 3. Fill in the blanks in the following table:

EXERCISES

Income Consumption Saving MPC MPS APC APS

$1,000  $400 .60

$2,000  $900 $1,100

$3,000 $1,400 .50

$4,000 $2,100

 •  The average propensity to consume (APC) is 
consumption divided by disposable income; the 
average propensity to save (APS) is saving divided by 
disposable income. §1.d

2  | What are the determinants of consumption?

 •  The determinants of consumption are income, 
wealth, expectations, demographics, and taxation. 
§1.e.1, 1.e.2, 1.e.3, 1.e.4

3  | What are the determinants of investment?

 •  Investment is assumed to be autonomous, 
independent of current income. §2.a

 •  The determinants of investment are the interest 
rate, profit expectations, technological change, the 
cost of capital goods, and the rate at which capac-
ity is utilized. §2.b.1, 2.b.2, 2.b.3

 •  Firms use the expected return on investment to de-
termine the expected profitability of an investment 
project. §2.b.1

 •  Investment is highly variable over the business 
cycle because the determinants of investment are 
themselves so variable. §2.c

4  | What are the determinants of government 
spending?

 •  Government spending is set by government 
authorities at whatever level they choose. §3

5  | What are the determinants of net exports?

 •  Net exports are the difference between what a 
country exports and what it imports; both exports 
and imports are a product of foreign or domestic 
income, tastes, foreign and domestic government 
trade restrictions, and exchange rates. §4.a, 4.b

 •  Because imports rise with domestic income, the 
higher that income is, the lower net exports are. 
§4.c

6  | What is the aggregate expenditures function?

 •  The aggregate expenditures function is the sum of 
the individual functions for each component of 
spending. §5

 •  The slope of the aggregate expenditures function 
is flatter than that of the consumption function 
because it includes the net exports function, which 
has a negative slope. §5.a

Chapter 9   Aggregate Expenditures 209
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 4. Why is consumption so much more stable over the 
business cycle than investment? In formulating your 
answer, discuss household behavior as well as busi-
ness behavior.

 5. Assuming investment is autonomous, draw an in-
vestment function with income on the horizontal 
axis. Show how the function shifts if:
a. The interest rate falls.
b. An investment tax credit is repealed by Congress.
c. A new president is expected to be a strong advo-

cate of probusiness policies.
d. There is a great deal of excess capacity in the 

economy.

 6. Use the following table to answer these questions:

Y C I G X

$500 $500 $10 $20 $60

$600 $590 $10 $20 $40

$700 $680 $10 $20 $20
$800 $770 $10 $20 $0
$900 $860 $10 $20 �$20

$1,000 $950 $10 $20  
�$40

a. What is the MPC?
b. What is the MPS?
c. What is the MPI?
d. What is the level of aggregate expenditures at each 

level of income?
e. Graph the aggregate expenditures function.

 7. Based on the table in exercise 6, what is the linear 
equation for each of the following functions?
a. Consumption
b. Investment
c. Net exports
d. Aggregate expenditures

 8. Is the AE function the same thing as a demand 
curve? Why or why not?

 9. What is the level of  saving if:
a. Disposable income is $500 and consumption is 

$450?
b. Disposable income is $1,200 and the APS is .9?
c. The MPC equals .9, disposable income rises from 

$800 to $900, and saving is originally $120 when 
income equals $800?

 10. What is the marginal propensity to consume if:
a. Consumption increases by $75 when disposable 

income rises by $100?
b. Consumption falls by $50 when disposable income 

falls by $100?
c. Saving equals $20 when disposable income equals 

$100 and saving equals $40 when disposable in-
come equals $300?

 11. How can the APC fall as income rises if  the MPC 
is constant?

 12. Why would economies with older populations tend 
to have consumption functions with greater slopes?

 13. Draw a diagram and illustrate the effects of the follow-
ing on the net exports function for the United States:
a. The French government imposes restrictions on 

French imports of U.S. goods.
b. The U.S. national income rises.
c. Foreign income falls.
d. The dollar depreciates on the foreign exchange 

market.

 14. Why is the slope of  the C + I + G function different 
from the slope of  the C + I + G + X function?

 15. Suppose the consumption function is C = $200 + 
0.8Y.
a. What is the amount of autonomous consumption?
b. What is the marginal propensity to consume?
c. What would consumption equal when real GDP 

equals $1,000?

 16. Explain why the consumption function is flatter in 
the short run than in the long run. Draw a diagram 
to  illustrate your answer.

You can find further practice tests in the Online Quiz at www.cengage.com/economics/boyes.

www.cengage.com/economics/boyes
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The U.S. goods and services 
deficit decreased in 2008, ac-
cording to the U.S. Bureau 

of Economic Analysis and the U.S. 
Census Bureau. The deficit decreased 
from $700.3 billion in 2007 to $681.1 
billion in 2008, as exports increased 
more than imports. As a percentage 
of U.S. gross domestic product, the 
goods and services deficit was 4.8 per-
cent in 2008, down from 5.1 percent 
in 2007.

Exports
Exports of  goods and services in-
creased $190.1 billion in 2008 to 
$1,835.8 billion. Goods exports in-
creased $142.9 billion, and services 
exports increased $47.2 billion.

•  The largest increases in goods 
exports were in industrial sup-
plies and materials ($14.9 bil-
lion), which includes items such 

as business, professional, and 
technical services, insurance 
and financial services, and travel 
($13.8 billion). 

Imports
Imports of  goods and services in-
creased $170.9 billion in 2008 to 
$2,516.9 billion. Goods imports in-
creased $144.3 billion, and services 
imports increased $26.6 billion.

•  The largest increase in goods im-
ports was in industrial supplies 
and materials ($140.7 billion). A 
decrease in automotive vehicles, 
parts, and engines ($25.4 billion) 
was partly offsetting.

•  The largest increases in services 
imports were in other private 
services ($8.7 billion) and other 
transportation ($4.8 billion), 
which includes freight and port 
services.

Goods by Geographic Area

•  The goods deficit with Canada 
increased from $68.2 billion in 
2007 to $74.2 billion in 2008. 
Exports increased $12.5 billion 
to $261.4 billion, while imports 
increased $18.5 billion to $335.6 
billion.

•  The goods deficit with China in-
creased from $256.2 billion in 2007 
to $266.3 billion in 2008. Exports 
increased $6.2 billion to $72.5 
 billion, while imports increased 
$16.3 billion to $337.8 billion.

•  The goods deficit with the 
European Union decreased from 
$107.2 billion in 2007 to $93.4 
billion in 2008. Exports increased 
$27.3 billion to $274.5 billion, 
while imports increased $13.5 
billion to $367.9 billion. 

Source: U.S. Department of Commerce.

2008 Trade Gap Is $681.1 Billion

Bureau of Economic Analysis  March 13, 2009

Economically
Speaking
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Commentary

In this chapter, we saw how net exports contribute to 
aggregate expenditures. Merchandise exports bring 
money from the rest of the world, and higher net ex-

ports mean greater aggregate expenditures. Merchandise 
imports involve outflows of money to foreign countries, 
and lower net exports mean lower aggregate expenditures.

We saw in the chapter that higher domestic real GDP 
leads to higher imports and lower net exports. This arti-
cle points out that the U.S. net export deficit fell in 2008, 
a year of recession. As U.S. incomes fell, U.S. demand 
for foreign goods fell and the deficit with the rest of the 
world shrank. However, in a time of falling incomes, in-
ternational trade deficits become more politically sen-
sitive than in good times. Because of the effect of net 
exports on aggregate expenditures, we often hear argu-
ments for policies aimed at increasing exports and de-
creasing imports. Domestic residents are often resentful 
of foreign producers and blame foreign competitors for 
job losses in the home country. However, we must con-
sider the circumstances and then ask if  a policy aimed at 
increasing the national trade surplus (or decreasing the 
deficit) is really desirable.

Since one country’s export is another’s import, it is 
impossible for everyone to have a surplus—on a world-
wide basis, the total value of exports equals the total value 
of imports. If someone must always have a trade deficit 
when others have trade surpluses, is it necessarily true 

that surpluses are good and deficits bad so that one coun-
try is benefiting at another’s expense? In a sense, imports 
should be preferred to exports, since exports represent 
goods that are no longer available for domestic consump-
tion and will be consumed by foreign importers. In later 
chapters you will learn that the benefits of free international 
trade include more efficient production and increased 
 consumption. Furthermore, if  trade among nations is 
voluntary, it is difficult to argue that deficit countries are 
harmed while surplus countries benefit from trade.

In general, it is not obvious whether a country is bet-
ter or worse off  running merchandise surpluses rather 
than deficits. Consider the following simple example of 
a world with two countries, R and P. Country R is a rich 
creditor country that is growing rapidly and has a net 
exports deficit. Country P is a poor debtor country that 
is growing slowly and has positive net exports. Should 
we prefer living conditions in P to living conditions in R 
based solely on the knowledge that P has a net exports 
surplus and R has a net exports deficit? Although this 
is indeed a simplistic example, there are real-world ana-
logues of rich creditor countries with international trade 
deficits and poor debtor nations with international trade 
surpluses. The point is that you cannot analyze the bal-
ance of payments apart from other economic consider-
ations. Deficits are not inherently bad, nor are surpluses 
necessarily good.



Appendix to
Chapter 9

An Algebraic Model 
of Aggregate Expenditures

Aggregate expenditures (AE) equal consumption (C) plus investment (I ) plus 
government spending (G) plus net exports (X ). If  we can develop an equation 
for each component of spending, we can put them together in a single model.

Consumption The consumption function can be written in general form as

C � Ca � cYd

where Ca is autonomous consumption and c is the MPC. The consumption 
function for the data in the chapter titled “Aggregate Expenditures” is

C � $30 � .70Yd
as shown in Figure 1.

Saving The corresponding saving function is

S � �$30 � .30Yd
as illustrated in Figure 2.

Investment Investment is autonomous at Ia, which is equal to $50.
Government Spending Government spending is autonomous at Ga, which is 

equal to $70.
Net Exports Exports are autonomous at EXa and are equal to $50. Imports 

are given by the function

IM � IMa � imY

FIGURE 1 The Consumption Function
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where im is the MPI. Here, then,

IM � $0 � .10Y
Net exports equal exports minus imports, or

X � $50 � $0 � .10Y
� $50 � .10Y

as shown in Figure 3.
Aggregate Expenditures Summing the functions for the four components 

(and ignoring taxes, so that Yd equals Y) gives

 AE � Ca � cY � Ia � Ga � EXa � IMa � imY
� $30 � .70Y � $50 � $70 � $50 � $0 � .10Y

 � $200 � .60Y

as shown in Figure 4.
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FIGURE 2 The Saving Function

FIGURE 3 The Net Exports Function
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In the Appendix to Chapter 10, we use the algebraic model of aggregate ex-
penditures presented here to solve for the equilibrium level of real GDP.

FIGURE 4 The Aggregate Expenditures Function
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Chapter 10

 1  |  What does equilibrium mean in 
macroeconomics?

2  |  How do aggregate expenditures affect income, 
or real GDP?

3  |  What are the leakages from and injectins into 
spending?

4  |  Why does equilibrium real GDP change by a 
multiple of a change in autonomous expenditures?

5  | What is the spending multiplier?

6  |  What is the relationship between the GDP gap 
and the recessionary gap?

7  |  How does international trade affect the size of 
the multiplier?

8  |  Why does the aggregate expenditures curve 
shift with changes in the price level?

 Fundamental Questions

Income and Expenditures Equilibrium

What determines the level of income and expenditures, or real GDP? In the chapter 

titled “Macroeconomic Equilibrium: Aggregate Demand and Supply,” we used aggre-

gate demand and aggregate supply to answer this question. Then, in the chapter titled 

“Aggregate Expenditures,” we developed the components of aggregate expenditures 

in more detail to provide the foundation for an additional approach to answering the ques-

tion “What determines the level of real GDP?” If you know the answer to this question, you 

are well on your way to understanding business cycles. Sometimes real GDP is growing 

and jobs are relatively easy to find; at other times real GDP is falling and large numbers of 

people are out of work. Macroeconomists use several models to analyze the causes of busi-

ness cycles. Underlying all of these models is the concept of macroeconomic equilibrium.

Equilibrium here means what it did when we talked about supply and demand: a point 

of balance, a point from which there is no tendency to move. In macroeconomics, 

Chapter 10
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equilibrium is the level of income and expenditures that the economy tends to move 

toward and remain at until autonomous spending changes.

Economists have not always agreed on how an economy reaches equilibrium or on the 

forces that move an economy from one equilibrium to another. This last issue formed the ba-

sis of economic debate during the Great Depression of the 1930s. Before the 1930s, econo-

mists generally believed that the economy was always at or moving toward an equilibrium 

consistent with a high level of employed resources. The British economist John Maynard 

Keynes did not agree. He believed that an economy can come to rest at a level of real GDP 

that is too low to provide employment for all those who desire it. He also believed that cer-

tain actions are necessary to ensure that the economy rises to a level of real GDP consistent 

with a high level of employment. In particular, Keynes argued that government must inter-

vene in the economy in a big way (see the Economic Insight “John Maynard Keynes”).

To understand the debate that began during the 1930s and continues on various fronts 

today, it is necessary to understand the Keynesian view of how equilibrium real GDP is 

determined. This is our focus here. We have seen in the chapter titled “Macroeconomic 

Equilibrium: Aggregate Demand and Supply” that the aggregate demand and supply 

model of macroeconomic equilibrium allows the price level to fl uctuate as the equilibrium 

level of real GDP changed. The Keynesian income-expenditures model assumes that the 

price level is fi xed. It emphasizes aggregate expenditures without explicitly considering 

the supply side of the economy. This is why we considered the components of spending 

in detail in the chapter titled “Aggregate Expenditures”—to provide a foundation for the 

analysis in this chapter. The Keynesian model may be viewed as a special fi xed-price case 

of the aggregate demand and aggregate supply model. In later chapters, we examine 

the relationship between equilibrium and the level of employed resources and the effect 

of government policy on both of these elements.

Net exports equal exports 

minus imports. These papayas 

being washed in Tapapulcha, 

Mexico, will be shipped to the 

United States. Once sold to 

a U.S. importer, the papayas 

represent Mexican exports and 

contribute to increased GDP in 

Mexico by means of higher net 

exports.
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■ 1.  Equilibrium Income 
and Expenditures

Equilibrium is a point from which there is no tendency to move. People do not 
change their behavior when everything is consistent with what they expect. 
However, when plans and reality do not match, people adjust their behavior 
to make them match. Determining a nation’s equilibrium level of income and 
expenditures is the process of defining the level of income and expenditures at 
which plans and reality are the same.

1.a. Expenditures and Income
We use the aggregate expenditures function described at the end of the chapter 
titled “Aggregate Expenditures” to demonstrate how equilibrium is determined. 
Keep in mind that the aggregate expenditures function represents planned ex-
penditures at different levels of  income, or real GDP. We focus on planned 
expenditures because they represent the amount that households, firms, govern-
ment, and the foreign sector expect to spend.

Actual expenditures always equal income and output because they reflect 
changes in inventories. That is, inventories automatically raise or lower invest-
ment expenditures so that actual spending equals income, which equals output, 
which equals real GDP. However, aggregate expenditures (which are planned 
spending) may not equal real GDP. What happens when planned spending and 
real GDP are not equal?

1  |  What does 
equilibrium mean in 
macroeconomics?

2  |  How do aggregate 
expenditures affect 
income, or real GDP?

John Maynard Keynes

John Maynard Keynes (pronounced “canes”) is con-
sidered by many to be the greatest economist of the 
twentieth century. His major work, The General Theory 
of Employment, Interest, and Money, had a profound 
impact on macroeconomics, both thought and policy. 
Keynes was born in Cambridge, England, on June 5, 
1883. He studied economics at Cambridge University, 
where he became a lecturer in economics in 1908. 
During World War I, Keynes worked for the British 
treasury. At the end of the war, he was the treasury’s 
representative at the Versailles Peace Conference. He 
resigned from the British delegation at the conference 
to protest the harsh terms being imposed on the de-
feated countries. His resignation and the publication of 
Economic Consequences of the Peace (1919) made him 
an international celebrity.

In 1936, Keynes published The General Theory. It was a 
time of world recession (it has been estimated that around 
one-quarter of the U.S. labor force was unemployed at 
the height of the Depression), and policymakers were 
searching for ways to explain the persistent unemploy-
ment. In the book, Keynes suggested that an economy 
could be at equilibrium at less than potential GDP. More 
important, he argued that government policy could be 
altered to end recession. His analysis emphasized aggre-
gate expenditures. If private expenditures were not suf-
ficient to create equilibrium at potential GDP, government 
expenditures could be increased to stimulate income and 
output. This was a startling concept. Most economists of 
the time believed that government should not take an ac-
tive role in the economy. With his General Theory, Keynes 
started a “revolution” in macroeconomics.

Economic Insight
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When planned spending on goods and services exceeds the current value of 
output, the production of goods and services increases. Because output equals 
income, the level of real GDP also increases. This is the situation for all income 
levels below $500 in Figure 1. At these levels, total spending is greater than real 
GDP, which means that more goods and services are being purchased than are 
being produced. The only way this can happen is for goods produced in the past 
to be sold. When planned spending is greater than real GDP, business invento-
ries fall. This change in inventories offsets the excess of planned expenditures 
over real GDP, so that actual expenditures (including the unplanned change in 
inventories) equal real GDP. You can see this in column 7 of the table in Figure 1, 
where the change in inventories offsets the excess of aggregate expenditures over 
real GDP (the difference between columns 6 and 1).

    (4) (5) (6) (7) 
 (1) (2) (3) Government Net Aggregate Unplanned (8)
 Real GDP Consumption Investment Spending Exports Expenditures Change in Change in
 (Y ) (C ) (I ) (G) (X) (AE ) Inventories Real GDP

 $0 $30 $50 $70 $50 $200 �$200 Increase

 $100 $100 $50 $70 $40 $260 �$160 Increase

 $200 $170 $50 $70 $30 $320 �$120 Increase

 $300 $240 $50 $70 $20 $380 �$80 Increase

 $400 $310 $50 $70 $10 $440 �$40 Increase

 $500 $380 $50 $70 $0 $500 $0 No change

 $600 $450 $50 $70 �$10 $560 $40 Decrease

 $700 $520 $50 $70 �$20 $620 $80 Decrease

FIGURE 1 The Equilibrium Level of Real GDP

Macroeconomic equilibrium occurs where aggregate expenditures (AE) equal real GDP (Y). In the graph it is the point where the 
AE line crosses the 45-degree line, where expenditures and real GDP both equal $500. When aggregate expenditures exceed 
real GDP (as they do at a real GDP level of $400, for example), real GDP rises to the equilibrium level. When aggregate expen-
ditures are less than real GDP (as they are at a real GDP level of $600, for example), real GDP falls back to the equilibrium level.
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What happens when inventories fall? As inventories fall, manufacturers in-
crease production to meet the demand for products. The increased production 
raises the level of  real GDP. When aggregate expenditures exceed real GDP, real 
GDP rises.

At real GDP levels above $500 in the table, aggregate expenditures are less 
than income. As a result, inventories are accumulating above planned levels—
more goods and services are being produced than are being purchased. As 
inventories rise, businesses begin to reduce the quantity of output they pro-
duce. The unplanned increase in inventories is counted as a form of investment 
spending so that actual expenditures equal real GDP. For example, when real 
GDP is $600, aggregate expenditures are only $560. The $40 of goods that are 
produced but not sold are measured as inventory investment. The $560 of ag-
gregate expenditures plus the $40 of unplanned inventories equal $600, the level 
of real GDP. As inventories increase, firms cut production; this causes real GDP 
to fall. When aggregate expenditures are less than real GDP, real GDP falls.

There is only one level of real GDP in the table in Figure 1 at which real GDP 
does not change. When real GDP is $500, aggregate expenditures equal $500. 
The equilibrium level of real GDP (or output) is that point at which aggregate 
expenditures equal real GDP (or output).

When aggregate expenditures equal real GDP, planned spending equals the 
output produced and the income generated from producing that output. As long 
as planned spending is consistent with real GDP, real GDP does not change. But 
if  planned spending is higher or lower than real GDP, real GDP does change. 
Equilibrium is that point at which planned spending and real GDP are equal.

The graph in Figure 1 illustrates equilibrium. The 45-degree line shows all pos-
sible points where aggregate expenditures (measured on the vertical axis) equal real 
GDP (measured on the horizontal axis). The equilibrium level of real GDP, then, 
is simply the point where the aggregate expenditures line (AE) crosses the 45-degree 
line. In the figure, equilibrium occurs where real GDP and expenditures are $500.

When the AE curve lies above the 45-degree line—for example, at a real 
GDP level of $400—aggregate expenditures are greater than real GDP. What 
happens? Real GDP rises to the equilibrium level, where it tends to stay. When 
the AE curve lies below the 45-degree line—at a real GDP level of $600, for 
example—aggregate expenditures are less than real GDP; this pushes real GDP 
down. Once real GDP falls to the equilibrium level ($500 in our example), it 
tends to stay there.

1.b. Leakages and Injections
Equilibrium can be determined by using aggregate expenditures and real GDP, 
which represents income. Another way to determine equilibrium involves leak-
ages from and injections into the income stream, the circular flow of income 
and expenditures.

Leakages reduce autonomous aggregate expenditures. There are three leakages 
in the stream from domestic income to spending: saving, taxes, and imports.

•  The more households save, the less they spend. An increase in autonomous 
saving means a decrease in autonomous consumption, which could cause 
the equilibrium level of real GDP to fall (see the Economic Insight “The 
Paradox of Thrift”).

•  Taxes are an involuntary reduction in consumption. The government 
transfers income away from households. Higher taxes lower autonomous 
consumption, in the process lowering autonomous aggregate expenditures 
and the equilibrium level of real GDP.

When aggregate expenditures 
exceed real GDP, real GDP 
rises.

When aggregate expenditures 
are less than real GDP, real 
GDP falls.

The equilibrium level of real 
GDP is where aggregate 
expenditures equal real GDP.

3  |  What are the leakages 
from and injections 
into spending?

Saving, taxes, and imports 
are leakages that reduce 
autonomous aggregate 
expenditures.
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•  Imports are expenditures for foreign goods and services. They reduce ex-
penditures on domestic goods and services. An autonomous increase in 
imports reduces net exports, causing autonomous aggregate expenditures 
and the equilibrium level of real GDP to fall.

For equilibrium to occur, these leakages must be offset by corresponding 
injections of spending into the domestic economy through investment, govern-
ment spending, and exports.

•  Household saving generates funds that businesses can borrow and spend 
for investment purposes.

The Paradox of Thrift

People generally believe that saving is good and more 
saving is better. However, if every family increased its 
saving, the result could be less income for the economy 
as a whole. In fact, increased saving could actually lower 
savings for all households.

An increase in saving may provide an example of the 
paradox of thrift. A paradox is a true proposition that 
seems to contradict common beliefs. We believe that we 
will be better off if we increase our saving, but in the ag-
gregate, increased saving could cause the economy to 
be worse off. The paradox of thrift is a fallacy of compo-
sition: the assumption that what is true of a part is true of 
the whole. It often is unsafe to generalize from what true 
at the micro level to what is true at the macro level.

The graph illustrates the effect of higher saving. 
Initial equilibrium occurs where the S1 � T � IM curve 
intersects the I � G � EX curve, at an income of $500. 

Suppose saving increases by $20 at every level of income. 
The S1 � T � IM curve shifts up to the S2 � T � IM curve. 
A new equilibrium is established at an income level 
of $400. The higher rate of saving causes equilibrium 
income to fall by $100.

Notice that the graph is drawn with a constant I � 
G � EX line. If investment increases along with saving, 
equilibrium income will not necessarily fall. In fact, be-
cause saving is necessary before there can be any invest-
ment, we would expect a greater demand for investment 
funds to induce higher saving. If increased saving is used 
to fund investment expenditures, the economy should 
grow over time to higher and higher levels of income. 
Only if the increased saving is not injected back into the 
economy is there a paradox of thrift. The fact that gov-
ernments do not discourage saving suggests that the 
paradox of thrift generally is not a real-world problem.
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•   The taxes collected by government are used to finance government pur-
chases of goods and services.

•  Exports bring foreign expenditures into the domestic economy.

There is no reason to expect that each injection will match its correspond-
ing leakage—that investment will equal saving, that government spending will 
equal taxes, or that exports will equal imports. But for equilibrium to occur, 
total injections must equal total leakages.

Figure 2 shows how leakages and injections determine the equilibrium level 
of real GDP. Column 5 of the table lists the total leakages from aggregate ex-
penditures: saving (S) plus taxes (T ) plus imports (IM ). Saving and imports 
both increase when real GDP increases. We assume that there are no taxes, so 
the total amount of leakages (S � T � IM ) increases as real GDP increases.

Column 9 lists the injections at alternative income levels. Because investment (I ), 
government spending (G), and exports (EX ) are all autonomous, total injections 
(I � G � EX ) are constant at all levels of real GDP.

The equilibrium level of real 
GDP occurs where leakages 
equal injections.

(1)
Real 
GDP 
(Y )

(2)
Saving

(S)

(3)
Taxes

(T )

(4)
Imports

(IM)

(5)
Leakages

(S � T � IM )

(6)
Investment

(I)

(7)
Government

Spending
(G)

(8)
Exports

(EX )

(9)
Injections

(I � G � EX )

(10)
Change in
Real GDP

$0 $30 $0 $0 �$30 $50 $70 $50 $170 Increase

$100 $0 $0 $10 $10 $50 $70 $50 $170 Increase

$200 $30 $0 $20 $50 $50 $70 $50 $170 Increase

$300 $60 $0 $30 $90 $50 $70 $50 $170 Increase

$400 $90 $0 $40 $130 $50 $70 $50 $170 Increase

$500 $120 $0 $50 $170 $50 $70 $50 $170 No change

$600 $150 $0 $60 $210 $50 $70 $50 $170 Decrease

$700 $180 $0 $70 $250 $50 $70 $50 $170 Decrease
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FIGURE 2 Leakages, Injections, and Equilibrium Income

Leakages equal saving (S), taxes (T), and imports (IM). Injections equal investment (I), government spending (G), and exports 
(EX). Equilibrium is that point where leakages equal injections. In the graph, equilibrium is the point at which the S � T � IM 
curve intersects the I � G � EX curve, where real GDP (Y) equals $500. At lower levels of income, injections exceed leakages, 
so Y rises. At higher levels of income, leakages exceed injections, so Y falls.
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1. Equilibrium is a point from which there is no tendency to move.

2. When aggregate expenditures exceed real GDP, real GDP rises.

3. When aggregate expenditures are less than real GDP, real GDP falls.

4. Saving, taxes, and imports are leakages of planned spending from 
domestic aggregate expenditures.

5. Investment, government spending, and exports are injections of planned 
spending into domestic aggregate expenditures.

6. Equilibrium occurs at the level of real GDP at which aggregate expendi-
tures equal real GDP, and leakages equal injections.

To determine the equilibrium level of real GDP, we compare leakages with 
injections. When injections exceed leakages, planned spending is greater than cur-
rent income or output, so real GDP rises. In the table in Figure 2, this occurs for 
levels of real GDP under $500, so real GDP increases if it is under $500 (see the 
last column). When leakages exceed injections, planned spending is less than cur-
rent real GDP, so real GDP falls. In Figure 2, at all levels of real GDP above $500, 
real GDP falls. Only when leakages equal injections is the equilibrium level of real 
GDP established. When real GDP equals $500, both leakages and injections equal 
$170, so there is no pressure for real GDP to change. The equilibrium level of real 
GDP occurs where leakages (S � T � IM ) equal injections (I � G � EX ).

Figure 2 shows the interaction of leakages and injections graphically. The equi-
librium point is where the S � T � IM and I � G � EX curves intersect, at a real 
GDP level of $500. At higher levels of real GDP, leakages are greater than injec-
tions (the S � T � IM curve lies above the I � G � EX curve). When leakages are 
greater than injections, real GDP falls to the equilibrium point. At lower levels of 
income, injections are greater than leakages (the I � G � EX curve lies above the 
S � T � IM curve). Here real GDP rises until it reaches $500. Only at $500 is there 
no pressure for real GDP to change.

If  you compare Figures 1 and 2, you can see that it does not matter whether 
we use aggregate expenditures or leakages and injections—the equilibrium level 
of real GDP is the same.

■ 2.  Changes in Equilibrium Income 
and Expenditures

Equilibrium is a point from which there is no tendency to move. But in fact, the 
equilibrium level of real GDP does move. In the last section, we described how 
aggregate expenditures push real GDP, representing the economy’s income and 
output, up or down toward their level of equilibrium. Here we examine how 
changes in autonomous expenditures affect equilibrium. This becomes very 
important in understanding macroeconomic policy, the kinds of things that 
government can do to control the business cycle.

2.a. The Spending Multiplier
Remember that equilibrium is that point where aggregate expenditures equal 
real GDP. If  we increase autonomous expenditures, then we raise the equilib-
rium level of real GDP. But by how much? It seems logical to expect a  one-to-one 

4  |  Why does equilibrium 
real GDP change 
by a multiple of a 
change in autonomous 
expenditures?

5  |  What is the spending 
multiplier?

R E C A P
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ratio: If  autonomous spending increases by a dollar, equilibrium real GDP 
should increase by a dollar. Actually, equilibrium real GDP increases by more 
than a dollar. The change in autonomous expenditures is multiplied into a larger 
change in the equilibrium level of real GDP.

In the chapter titled “National Income Accounting,” we used a circular 
flow diagram to show the relationship of  expenditures to income. In that dia-
gram, we saw how one sector’s expenditures become another sector’s income. 
This concept helps explain the effect of  a change in autonomous expenditures 
on the equilibrium level of  income or real GDP. If  A’s autonomous spending 
increases, then B’s income rises. Then B spends part of  that income in the 
domestic economy (the rest is saved or used to buy foreign goods), generat-
ing new income for C. In turn, C spends part of  that income in the domestic 
economy, generating new income for D. And the rounds of  increased spend-
ing and income continue. All of  this is the product of  A’s initial autonomous 
increase in spending. And each round of  increased spending and income 
affects the equilibrium level of  income, or real GDP

Let’s look at an example, using Table 1. Suppose government spending goes 
up $20 to improve public parks. What happens to the equilibrium level of in-
come? The autonomous increase in government spending increases the income 
of park employees by $20. As the income of the park employees increases, 
so does their consumption. For example, let’s say they spend more money on 
hamburgers. In the process, they are increasing the income of the hamburger 
producers, who in turn increase their consumption.

Any change in autonomous 
expenditures is multiplied 
into a larger change in 
equilibrium real GDP.

The Spending Multiplier EffectTABLE 1

(1) 
Change in 

Income

(2) 
Change in 
Domestic 

Expenditures

(3) 
Change in 

Saving

(4) 
Change in 
Imports

Round 1 $20.00 $12.00 $6.00 $2.00

Round 2 12.00 7.20 3.60 1.20

Round 3 7.20 4.32 2.16 0.72

Round 4 4.32 2.59 1.30 0.43

. . . .

. . . .

. . . .

Totals $50.00 $30.00 $15.00 $5.00

Column 2 � column 1 � (MPC � MPI )

Column 3 � column 1 � MPS

Column 4 � column 1 � MPI

2.50

Multiplier � 

�

�

�

1
.4040

1
(.30 � .10)30 � .10)

1
MPS � MPIMPS � MPI
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Table 1 shows how a single change in spending generates further changes. 
Round 1 is the initial increase in government spending to improve public parks. 
That $20 expenditure increases the income of park employees by $20 (column 
1). As income increases, those components of aggregate expenditures that de-
pend on current income—consumption and net exports—also increase by some 
fraction of the $20.

Consumption changes by the marginal propensity to consume multiplied 
by the change in income; imports change by the marginal propensity to im-
port multiplied by the change in income. To find the total effect of  the initial 
change in spending, we must know the fraction of  any change in income that 
is spent in the domestic economy. In the hypothetical economy we have been 
using, the MPC is .70 and the MP1 is .10. This means that for each $1 of 
new income, consumption rises by $.70 and imports rise by $.10. Spending 
on domestic goods and services, then, rises by $.60. Because consumption is 
spending on domestic goods and services, and imports are spending on for-
eign goods and services, the percentage of  a change in income that is spent 
domestically is the difference between the MPC and the MPI. If  the MPC 
equals .70 and the MPI equals .10, then 60 percent of  any change in domestic 
income (MPC � MPI � .60) is spent on domestic goods and services.

In round 1 of Table 1, the initial increase in income of $20 induces an in-
crease in spending on domestic goods and services of $12 (.60 � $20). Out of 
the $20, $6 is saved, because the marginal propensity to save is .30 (1 � MPC). 
The other $2 is spent on imports (MPI � .10). The park employees receive $20 
more income. They spend $12 on hamburgers at a local restaurant, they save $6, 
and they spend $2 on imported coffee.

Only $12 of the workers’ new income is spent on goods produced in the do-
mestic economy, hamburgers. That $12 becomes income to the restaurant’s em-
ployees and owner. When their income increases by $12, they spend 60 percent 
of that income ($7.20) on domestic goods (round 2, column 2). The rest of the 
income is saved or spent on imports.

Each time income increases, expenditures increase. But the increase is smaller 
and smaller in each new round of spending. Why? Because 30 percent of each 
change in income is saved and another 10 percent is spent on imports. These 
are leakages out of the income stream. This means that just 60 percent of the 
change in income is spent and passed on to others in the domestic economy as 
income in the next round.

To find the total effect of the initial change in spending of $20, we could keep 
on computing the change in income and spending round after round, and then 
sum the total of all rounds. The change in income and spending never reaches 
zero, but it becomes infinitely small.

Fortunately, we do not have to compute the increases in spending round 
by round to find the total increase. If  we know the percentage of  additional 
income that “leaks” from domestic consumption at each round, we can deter-
mine the total change in income, or real GDP, by finding its reciprocal. This 
measure is called the spending multiplier. The leakages are that portion of  the 
change in income that is saved (the MPS ) and that proportion of  the change 
in income that is spent on imports (the MPI ).

Multiplier �
 

1
leakageseakages

                           � 
 

1
MPS � MPIMPS � MPI

spending multiplier: a 
measure of the change in 
equilibrium income or real 
GDP produced by a change 
in autonomous expenditures

The percentage of a change 
in income that is spent 
domestically is the difference 
between the MPC and the MPI.
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When the MPS is .30 and the MPI is .10, the multiplier equals 2.5 (1/.4). 
An  initial change in expenditures of $20 results in a total change in real GDP 
of $50, 2.5 times the original change in expenditures. The greater the leakages, 
the smaller the multiplier. When the MPS equals .35 and the MPI equals .15, 
the multiplier equals 2 (1/.50). The multiplier is smaller here because less new 
income is being spent in the domestic economy. The more people save, the 
smaller the expansionary effect on income of a change in spending. And the 
more people spend on imports, the smaller the expansionary effect on income 
of a change in spending. Notice that the multiplier would be larger in a closed 
economy, an economy that does not trade with the rest of the world. In that 
economy, because the MPI equals zero, the spending multiplier is simply equal 
to the reciprocal of the MPS.

2.b. The Spending Multiplier and Equilibrium
The spending multiplier is an extremely useful concept. It allows us to calculate 
how a change in autonomous expenditures affects real GDP. To better under-
stand how changes in spending can bring about changes in equilibrium income, 
or real GDP, let’s modify the example we used in Figure 1. In the table in Figure 
3, we have increased government spending to $110. The autonomous increase in 
government spending raises aggregate expenditures by $40 at every level of in-
come. Aggregate expenditures now equal real GDP at $600. The increase in gov-
ernment spending of $40 yields an increase in equilibrium real GDP of $100.

The graph in Figure 3 illustrates the multiplier effect and shows the change in 
equilibrium income when spending increases by $40. The original aggregate ex-
penditures curve, AE1, intersects the 45-degree line at a real GDP level of $500. 
A spending increase of $40 at every level of real GDP creates a new aggregate 
expenditures curve, AE2, which lies $40 above the original curve. The curve AE2 
is parallel to AE1 because the increase is in autonomous spending. The new 
curve, AE2, intersects the 45-degree line at an income of $600.

In the chapter titled “Unemployment and Inflation,” we introduced the 
concept of  the natural rate of  unemployment—the unemployment rate that 
exists in the absence of  cyclical unemployment. When the economy operates 
at the natural rate of  unemployment, the corresponding level of  output (and 
income) is called potential real GDP. However, equilibrium does not neces-
sarily occur at potential real GDP. Equilibrium occurs at any level of  real 
GDP at which planned expenditures equal real GDP. Suppose that equilib-
rium real GDP is not at the level of  potential real GDP and that government 
policymakers make the achievement of  potential real GDP an important 
goal. In this case, government policy is addressed toward closing the GDP 
gap, the difference between potential real GDP and actual real GDP. The 
nature of  that policy depends on the value of  the multiplier.

If  we know the size of the GDP gap and we know the size of the spending 
multiplier, we can determine by how much spending needs to change in order 
to yield equilibrium at potential real GDP. Remember that the GDP gap equals 
potential real GDP minus actual real GDP:

GDP gap = potential real GDP − actual real GDP

When real GDP is less than potential real GDP, the GDP gap is the amount 
by which GDP must rise to reach its potential. Suppose potential real GDP is 
$500, but the economy is in equilibrium at $300. The GDP must rise by $200 to 
reach potential real GDP. How much must spending rise? If  we know the size of 
the spending multiplier, we simply divide the spending multiplier into the GDP 

6  |  What is the 
relationship between 
the GDP gap and the 
recessionary gap?
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gap to determine how much spending must rise to achieve equilibrium at poten-
tial real GDP. This required change in spending is called the recessionary gap:

Recessionary gap � spending multiplier
GDP gap

spending multiplier

Figure 4 shows an economy in which equilibrium real GDP (Ye) is less than 
potential real GDP (Yp). The difference between the two—the GDP gap—is 
$200. It is the horizontal distance between equilibrium real GDP and potential 
real GDP. The amount by which spending must rise in order for real GDP to 

recessionary gap: the 
increase in expenditures 
required to reach potential 
GDP

A Change in Equilibrium Expenditures and IncomeFIGURE 3

A change in aggregate expenditures (AE) causes a change in equilibrium real GDP ( Y). Initially equilibrium is $500, the 
point at which the AE1 curve intersects the 45-degree line. If autonomous expenditures increase by $40, the aggregate 
expenditures curve shifts up to AE2. The new curve intersects the 45-degree line at a new equilibrium level of real GDP, 
$600. An increase in autonomous expenditures of $40, then, causes equilibrium real GDP to increase by $100.
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$400 $310 $50 $110 $10 $480 �$80 Increase

$500 $380 $50 $110 $0 $540 �$40 Increase
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$700 $520 $50 $110 �$20 $660 $40 Decrease
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reach a new equilibrium level of $500 is measured by the recessionary gap. The 
recessionary gap is the vertical distance between the aggregate expenditures 
curve and the 45-degree line at the potential real GDP level.

The recessionary gap in Figure 4 is $80:

Recessionary gap � 2.5
$200
2.5

                          � $80

With a spending multiplier of 2.5, if aggregate expenditures rise by $80, equilib-
rium income rises by the $200 necessary to close the GDP gap. Government policy 
may be addressed to closing the gap, as an increase in government expenditures of 
$80 would move the economy to the potential level of real GDP in this example.

2.c. Real-World Complications
Our definition of the spending multiplier,

1
MPS � MPIMPS � MPI

is a simplification of reality. Often other factors besides the MPS and MPI deter-
mine the actual multiplier in an economy. If prices rise when spending increases, 
the spending multiplier will not be as large as shown here. Also, taxes (which are 

7  |  How does international 
trade affect the size of 
the multiplier?

The GDP Gap and the Recessionary GapFIGURE 4

In the graph, the GDP gap is $200, the difference between potential real GDP ( Yp) of $500 
and equilibrium real GDP (Ye) of $300. The GDP gap tells us that equilibrium real GDP must 
rise by $200 to reach equilibrium at the potential level of real GDP. The recessionary gap 
indicates the amount that autonomous expenditures must rise to close the GDP gap. The 
recessionary gap is the vertical distance between the 45-degree line and the AE curve at the 
potential level of real GDP, or $80. If autonomous expenditures are increased by $80, the AE 
curve will move up, intersecting with the 45-degree line at $500.
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ignored until the chapter titled “Fiscal Policy”) will reduce the size of the multi-
plier. Another factor is the treatment of imports. We have assumed that whatever 
is spent on imports is permanently lost to the domestic economy. For a country 
whose imports are a small fraction of the exports of its trading partners, this is 
a realistic assumption. But for a country whose imports are very important in 
determining the volume of exports of the rest of the world, this simple spending 
multiplier understates the true multiplier effect. To see why, let’s examine how 
U.S. imports affect income in the rest of the world.

2.c.1. Foreign Repercussions of Domestic Imports When a resident of the 
United States buys goods from another country, that purchase becomes income 
to foreign residents. If  Mike in Miami buys coral jewelry from Victor in the 
Dominican Republic, Mike’s purchase increases Victor’s income. So the import 
of jewelry into the United States increases income in the Dominican Republic.

Imports purchased by one country can have a large effect on the level of in-
come in other countries. For instance, Canada and Mexico are very dependent on 
sales to the United States, since about 80 percent of their exports go to the United 
States. South Africa, on the other hand, sells about 5 percent of its total exports to 
U.S. buyers. If U.S. imports from South Africa doubled, the effect on total South 
African exports and income would be small. But if imports from Canada or Mexico 
doubled, the effect on those countries’ exports and income would be substantial.

Imports into the United States play a key role in determining the real GDP of the 
major U.S. trading partners. This is important because foreign income is a determi-
nant of U.S. exports. As that income rises, U.S. exports rise (see the chapter titled 
“Aggregate Expenditures”). That is, foreign imports increase with foreign income, 
and some of those imports come from the United States. And, of course, when for-
eign spending on U.S. goods increases, national income in the United States rises.

The simple spending multiplier understates the true multiplier effects of in-
creases in autonomous expenditures because of the foreign repercussions of do-
mestic spending. Some spending on imports comes back to the domestic economy 
in the form of exports. This means that the chain of spending can be different from 
that assumed in the simple spending multiplier. Figure 5 illustrates the difference.

Figure 5(a) shows the sequence of spending when there are no foreign repercus-
sions from domestic imports. In this case, domestic spending rises, which causes 
domestic income, or real GDP, to rise. Higher domestic real GDP leads to increased 
spending on imports as well as further increases in domestic spending, which induce 
further increases in real GDP, and so on, as the multiplier process works itself out. 
Notice, however, that the imports are simply a leakage from the spending stream.

In Figure 5(b), the sequence of expenditures includes the foreign repercussions of 
domestic imports. As before, increases in domestic spending cause domestic income, 
or real GDP, to rise; this, in turn, leads to more domestic spending as well as greater 
domestic imports. Now, however, the greater imports increase foreign income, or real 
GDP, which increases foreign imports of goods produced in the domestic economy. 
As domestic exports rise, domestic real GDP rises. This is a more realistic view of 
how spending and income interact to create interdependencies among nations.

The diagrams in Figure 5 show why the multiplier effect is higher with foreign 
repercussions than without. Rather than complicate the multiplier definition, 
we continue to use the simple spending multiplier. But remember that (hold-
ing prices constant and ignoring taxes) our definition underestimates the true 
magnitude of the multiplier’s effects in open economies. In fact, the foreign 
repercussions of domestic imports help explain the similarity in business cycles 
across countries. When the United States is booming, the economies of other 
countries that depend on exports to the U.S. market also boom. When the 
United States is in recession, income in these other countries tends to fall. 
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The Sequence of ExpendituresFIGURE 5

If there are no foreign repercussions from changes in domestic income or real GDP, the simple spending multiplier holds. 
Increases in domestic spending increase domestic income or real GDP, which causes domestic spending—including 
 spending on foreign goods—to rise further. Here higher expenditures on domestic imports do not have any effect on 
 domestic exports to foreign countries.

If there are foreign repercussions from changes in domestic real GDP, the simple spending multiplier underestimates the 
actual effect of a change in autonomous expenditures on the equilibrium level of real GDP. As Figure 5(b) shows, increases 
in domestic spending increase domestic income, or real GDP, which causes domestic spending—including spending on 
foreign goods—to rise further. Here higher spending on foreign goods causes foreign real GDP to rise, and with it, spend-
ing on domestic exports. Higher domestic exports stimulate domestic real GDP further. The actual multiplier effect of an 
increase in domestic spending, then, is larger than it is when domestic imports have no effect on domestic exports.

Increase in Domestic
Spending

(a) Without Foreign Repercussions

Increase in Domestic
Real GDP

Domestic Imports
Rise

Increase in Domestic
Spending

(b) With Foreign Repercussions

Increase in Domestic
Real GDP

Domestic Exports to
Foreign Countries
Rise

Domestic Imports
Rise

Increase in Foreign
Real GDP

2.c.2. Multiplier Estimates Many private and public organizations have de-
veloped models that are used to analyze current economic developments and to 
forecast future ones. A large number of these models include foreign repercus-
sions. From these models, we get a sense of just how much the simple multiplier 
can vary from the true multiplier.

An increase in U.S. autonomous expenditures has a multiplier of about 0.8. This 
means that if autonomous government expenditures increased by $25, U.S. equi-
librium GDP would be $20 higher after one year. A multiplier less than 1 suggests 
important “leakages” in the operation of the economy. One such leakage stems from 
the openness of the U.S. economy. Thus, when there is an expansionary fiscal policy 
in the United States, the GDP of other countries is increased because some of that 
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spending is on U.S. imports from the rest of the world. Estimates of spending multi-
pliers indicate that the equilibrium level of GDP for the industrial countries taken as 
a whole increases by 0.4 times the change in U.S. expenditures. For developing coun-
tries, the multiplier effect is smaller, at 0.1. So increases in U.S. government spending 
have a bigger impact on the GDP of other industrial countries than on the GDP of 
developing countries. Because trade between industrial countries is much larger than 
the trade between industrial countries and developing countries, it is not surprising 
that increases in spending in one industrial country, like the United States, have a 
bigger impact on other industrial countries than on developing countries.

The multiplier examples we use in this chapter show autonomous government 
spending changing. It is important to realize that the multiplier effects apply to 
any change in autonomous expenditures in any sector of the economy.

1. Any change in autonomous expenditures is multiplied into a larger change 
in the equilibrium level of real GDP.

2. The multiplier measures the change in equilibrium real GDP produced by 
a change in autonomous spending.

3. The multiplier equals

1
LeakagesLeakages

 � 
1

MPS � MPIMPS � MPI

4. The recessionary gap is the amount by which spending must increase in 
order to achieve equilibrium at potential real GDP. Graphically, it is mea-
sured by the vertical distance between the 45-degree line and the aggregate 
expenditures curve at potential real GDP.

5. The true spending multiplier may differ from the simple spending multi-
plier [1/(MPS � MPI )] because of the foreign repercussions of domestic 
spending. Price changes and taxes cause the simple spending multiplier to 
overestimate the true multiplier.

■ 3.  Aggregate Expenditures 
and Aggregate Demand

The approach to macroeconomic equilibrium presented in this chapter focuses 
on aggregate expenditures and income. It is called the Keynesian model. This 
model of  the economy can be very useful in explaining some real-world events, 
but it suffers from a serious drawback: It assumes that the supply of  goods and 
services in the economy always adjusts to aggregate expenditures, that there is 
no need for price changes. The Keynesian model is a fixed-price model.

In the real world, we find that shortages of goods and services are often met by 
rising prices, not just increased production. We also find that when supply increases 
in the face of relatively constant demand, prices may fall. In other words, prices as 
well as production adjust to differences between demand and supply. We introduced 
price as a component of macroeconomic equilibrium in Chapter 8 in the aggregate 
demand and supply model. You may recall that aggregate expenditures represent 
demand when the price level is constant. This can be demonstrated by using the 

R E C A P
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income and expenditures approach developed in this chapter to derive the aggregate 
demand curve that was introduced in Chapter 8.

3.a.  Aggregate Expenditures and 
Changing Price Levels

As discussed in Chapter 8, the AE curve will shift with changes in the price level be-
cause of the wealth effect, the interest rate effect, and the international trade effect. 
Wealth is one of the nonincome determinants of consumption. Households hold part 
of their wealth in financial assets like money and bonds. As the price level falls, the 
purchasing power of money rises and aggregate expenditures increase. As the price 
level rises, the purchasing power of money falls and aggregate expenditures fall.

The interest rate is a determinant of investment spending. As the price level 
changes, interest rates may change as households and business firms change 
their demand for money. The change in interest rates will then affect investment 
spending. For instance, when the price level rises, more money is needed to buy 
any given quantity of goods and services. To acquire more money, households 
and firms sell their nonmonetary financial assets, like bonds. The increased 
supply of bonds will tend to raise interest rates to attract buyers. The higher in-
terest rates will tend to lower investment spending and aggregate expenditures. 
Conversely, a lower price level will tend to be associated with lower interest 
rates, greater investment spending, and greater aggregate expenditures.

Net exports may change, causing aggregate expenditures to change, when the 
domestic price level changes. If  domestic prices rise while foreign prices and the 
exchange rate are constant, then domestic goods become more expensive rela-
tive to foreign goods, and net exports and aggregate expenditures tend to fall. 
If  domestic prices fall while foreign prices and the exchange rate are constant, 
then domestic goods become cheaper relative to foreign goods, and net exports 
and aggregate expenditures tend to rise.

3.b. Deriving the Aggregate Demand Curve
The aggregate demand curve (AD) shows how the equilibrium level of expenditures 
changes as the price level changes. In other words, the curve shows the amount that 
people spend at different price levels. Let’s use the example of Figure 6 to show how 
aggregate demand is derived from the shifting aggregate expenditures curve (AE).

The aggregate demand curve is derived from the AE curve. Figure 6(a) shows three 
AE curves, each drawn for a different price level. Suppose that the initial equilibrium 
occurs at point A on curve AE0 with prices at P0. At this point, equilibrium real GDP 
and expenditures are $500. If prices fall to P1, the AE curve shifts up to AE1. Here 
equilibrium is at point C, where real GDP equals $700. If prices rise from P0 to P2, the 
AE curve falls to AE2. Here equilibrium is at point B, where real GDP equals $300.

In Figure 6(b), price level is plotted on the vertical axis and real GDP is plot-
ted on the horizontal axis. A price-level change here means that, on average, all 
prices in the economy change. The negative slope of the aggregate demand curve 
results from the effect of changing prices on wealth, interest rates, and interna-
tional trade. If you move vertically down from points A, B, and C in Figure 6(a), 
you find corresponding points along the aggregate demand curve in Figure 6(b). 
The AD curve shows all of the combinations of price levels and corresponding 
equilibrium levels of real GDP and aggregate expenditures.

3.c. A Fixed-Price AD–AS Model
The Keynesian model of  fixed-price equilibrium may be considered a special 
case of  the aggregate demand and aggregate supply equilibrium. We can define 

8  |  Why does the 
aggregate 
expenditures curve 
shift with changes in 
the price level?
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Figure 6(a) shows how changes in the price level cause the AE curve to shift. The initial 
curve, AE0, is drawn at the initial level of prices, P0. On this curve, the equilibrium level of 
aggregate expenditures (where expenditures equal real GDP) is $500. If the price level falls 
to P1, autonomous expenditures increase, shifting the curve up to AE1, and moving the 
equilibrium level of aggregate expenditures to $700. If the price level rises to P2, autono-
mous expenditures fall, shifting the curve down to AE2 and moving the equilibrium level of 
aggregate expenditures to $300.

The aggregate demand curve (AD) in Figure 6(b) is derived from the aggregate expen-
ditures curves. The AD curve shows the equilibrium level of aggregate expenditures at 
different price levels. At price level P0, equilibrium aggregate expenditures are $500; at P1, 
they are $700; and at P2, they are $300.

Aggregate Expenditures and Aggregate DemandFIGURE 6
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1. As the price level rises (falls), aggregate expenditures fall (rise).

2. Aggregate demand is the equilibrium level of aggregate expenditures at 
 alternative price levels.

3. The Keynesian fixed-price model is represented by a horizontal aggregate 
 supply curve.

a horizontal segment of  the aggregate supply curve as the Keynesian region 
of  the curve. This represents an economy with substantial unemployment and 
excess capacity, so that real GDP and output may be increased without pres-
sure on the price level. Figure 7 illustrates this case.

In Figure 7, the aggregate supply curve is horizontal at price level Pe. 
Throughout the range of the AS curve, the price level is fixed. Suppose aggre-
gate expenditures increase for some reason other than a price-level change. For 
instance, consumers could expect their future incomes to rise, so they increase 
consumption now; or business firms could expect sales to rise in the future, 
so they increase investment spending now; or government spending rises to 
improve the national highway system; or foreign prices rise, and so net exports 
increase. If  aggregate expenditures rise as a result of something other than a 
domestic price-level change, then the aggregate demand curve shifts to the right, 
like the shift from AD1 to AD2 in Figure 7. This increase in AD causes real GDP 
to rise to Y2, yet the price level remains fixed at Pe.

Because the fixed-price model of  macroeconomic equilibrium requires a 
horizontal AS curve, many economists believe that this model is too restrictive 
and not representative of the modern economy. As a result, we will generally see 
the AD–AS model using upward-sloping AS curves so that price as well as real 
GDP fluctuates with shifts in aggregate demand.

A Fixed-Price AD–AS ModelFIGURE 7

If the AS curve is horizontal, then shifts in the AD curve will have no effect on the equilibrium 
level of prices but will change the equilibrium level of real GDP.
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KEY TERMS

spending multiplier §2.a recessionary gap §2.b

1  | What does equilibrium mean in macroeconomics?

 •  Macroeconomic equilibrium is the point at which 
 aggregate expenditures equal real GDP. §1.a

2  | How do aggregate expenditures affect income, or 
real GDP?

 •  When aggregate expenditures exceed income, or 
real GDP, real GDP rises; when they are less than 
real GDP, real GDP falls. §1.a

3  | What are the leakages from and injections into 
spending?

 •  Leakages are saving, taxes, and imports; injections 
are investment, government spending, and exports. 
§1.b

 •  Equilibrium real GDP occurs where leakages equal 
injections. §1.b

4  | Why does equilibrium real GDP change by a 
multiple of a change in autonomous expenditures?

 •  The effect of a change in autonomous spending is 
multiplied by a spiral of increased spending and 
income. §2.a

5  | What is the spending multiplier?

 •  The spending multiplier equals the reciprocal of the 
sum of the MPS and the MPI. §2.a

6  | What is the relationship between the GDP gap and 
the recessionary gap?

 •  The recessionary gap is the amount by which au-
tonomous expenditures must change to eliminate 
the GDP gap and reach potential GDP. §2.b

7  | How does international trade affect the size of the 
spending multiplier?

 •  The actual spending multiplier may be larger than 
the reciprocal of the sum of the MPS and the MPI 
because of the foreign repercussions of changes in 
domestic spending. §2.c.1

8  | Why does the aggregate expenditures curve shift 
with changes in the price level?

 •  The AE curve shifts with changes in the price level 
because of the wealth effect, the interest rate effect, 
and the international trade effect. §3.a

 •  The Keynesian model of fixed-price equilibrium is 
a special case of the AD and AS equilibrium. §3.c

SUMMARY

 1. Explain the role of inventories in keeping actual ex-
penditures equal to real GDP.

 2. Rework Figure 1 assuming a closed economy (net 
 exports equal zero at all levels of income). What 
is the equilibrium level of real GDP? What is the 
spending multiplier?

 3. Draw a graph representing a hypothetical economy. 
Carefully label the two axes, the S � T � IM curve, 
the I � G � EX curve, and the equilibrium level of 
real GDP. Illustrate the effect of an increase in the 
level of autonomous saving.

 4. Given the following information, what is the spend-
ing multiplier in each case?

a. MPC � .90, MPI � .10
b. MPC � .90, MPI � .30
c. MPC � .80, MPI � .30
d. MPC � .90, MPI � 0

 5. Draw a graph representing a hypothetical economy 
in a recession. Carefully label the two axes, the 
45-degree line, the AE curve, and the equilibrium 
level of real GDP. Indicate and label the GDP gap 
and the  recessionary gap.

EXERCISES
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You can find further practice tests in the Online Quiz at www.cengage.com/economics/boyes.

 6. Explain the effect of foreign repercussions on the 
value of the spending multiplier.

 7. Suppose the MPC is .80, the MPI is .10, and the in-
come tax rate is 10 percent. What is the multiplier in 
this economy?

Y C I G X

$100 $120 $20 $30 −$10

$300 $300 $20 $30 −$10

$500 $480 $20 $30 −$30

$700 $660 $20 $30 −$50

Use the information in the following table to do 
exercises 8–15:

 8. What is the MPC?

 9. What is the MPI?

 10. What is the MPS?

 11. What is the multiplier?

 12. What is the equilibrium level of real GDP?

 13. What is the value of autonomous consumption?

 14. If  government spending increases by $20, what is the 
new equilibrium level of real GDP?

 15. What are the equations for the consumption, net 
exports, and aggregate expenditures functions?

16. Derive the aggregate demand curve from an aggre-
gate expenditures diagram. Explain how aggregate 
demand relates to aggregate expenditures.

17. In the chapter titled “Macroeconomic Equilibrium: 
Aggregate Demand and Supply,” the aggregate sup-
ply (AS ) curve was upward sloping. Now, in this 
chapter, we have a flat AS curve. What are the im-
plications for equilibrium real GDP if  AD shifts by 
some amount and the AS curve is perfectly flat in 
one economy and upward sloping in another?

18. Why should the business cycles of Canada and 
Mexico be much like the U.S. business cycle, while 
those of South Africa and Turkey may differ 
from the U.S. pattern of economic expansion and 
contraction?

www.cengage.com/economics/boyes


237

Economically
Speaking

The North American Free 
Trade Agreement (NAFTA) 
revolutionized trade and in-

vestment in North America, help-
ing to unlock our region’s economic 
potential. . . . NAFTA has helped 
to stimulate economic growth and 
create higher-paying jobs across 
North America. It has also paved 
the way for greater market competi-
tion and enhanced choice and pur-
chasing power for North American 
consumers, families, farmers, and 
businesses.

Furthermore, NAFTA has pro-
vided North American businesses 
with better access to materials, tech-
nologies, investment capital, and tal-
ent available across North America. 

This has helped make our businesses 
more competitive, both within North 
America and around the world. 
With rapidly growing economies in 
Asia and South America challenging 
North America’s competitiveness, 
NAFTA remains key to sustained 
growth and prosperity in the region.

NAFTA has proven that trade 
liberalization plays an important 
role in promoting transparency, eco-
nomic growth, and legal certainty. 
In the face of increased global com-
petition, Canada, the United States, 
and Mexico will work to strengthen 
the competitiveness of  the North 
American region by continuing to 
pursue trade within the NAFTA 
region. . . .

Did you know?

•  Since NAFTA came into effect, 
trade among the NAFTA part-
ners has more than tripled, reach-
ing US$894.3 billion in 2007. 
Over that period, Canada–U.S. 
trade has more than doubled, 
while trade between Mexico and 
the U.S. has quadrupled. (C$ fig-
ure = $961 billion). 

•  Today, the NAFTA partners ex-
change about US$2.5 billion in 
goods on a daily basis with each 
other. That’s about US$10.2 mil-
lion per hour. (C$ figures = $2.6 
billion and $11 million).

Source: http:www.naftanow.org.

Results: North Americans Are Better
Off after 14 Years of NAFTA

Chart showing climbing trade in US$ 1993–2007; Canada–U.S., Canada–Mexico, 
U.S.–Mexico. 
Sources: U.S.: Department of Commerce (Bureau of Census); Canada: Statistics Canada; Mexico: 
Secretary of Economy.
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This article reemphasizes a main point made in 
this chapter: Countries are linked internationally, 
and so aggregate expenditure shifts in one coun-

try will have an impact on other nations. When other 
countries, like Mexico, sell goods to the United States, 
those exports increase Mexican GDP, since net exports 
is one of the components of GDP. Remembering that 
net exports increase with a country’s GDP, we should 
expect net exports to vary over the business cycle. Since 
U.S. imports vary with U.S. GDP, slower growth in the 
United States tends to reduce U.S. imports, leading to 
lower GDP in the countries that export to the United 
States. Conversely, when the U.S. economy is booming, 
U.S. imports from Mexico will rise and stimulate GDP 
growth in Mexico.

The article discusses how the economies of the United 
States and Mexico have become more highly synchro-
nized. As the U.S. experiences business-cycle fluctua-
tions, these fluctuations tend to be matched in Mexico.

The United States had a recession in 2008. Did the 
economies of the major trading partners of the United 

States have recessions around this time? There was a re-
cession in Canada that roughly coincided with the U.S. 
recession. However, in Europe, real GDP continued to 
grow for a while following the onset of the U.S. reces-
sion. This reflects the fact that the Canadian economy 
is much more integrated with that of the United States 
than European economies.

We should also expect Mexico to be greatly affected by 
U.S. business cycles, since about 85 percent of Mexican 
exports go to the United States. Australia, South Africa, 
Sweden, and Turkey are likely to have business cycles 
that are more independent of U.S. influences, since their 
exports to the United States as a share of their total ex-
ports are less than 10 percent.

 The international links between countries should 
grow over time as restrictions on international trade are 
removed and transportation and communication costs 
continue to fall. The future may be one in which national 
business  cycles are increasingly interdependent, and such 
interdependencies will have to be given greater emphasis 
in national policymaking.

Commentary



Appendix to
Chapter 10

Continuing the example we began in the Appendix to Chapter 9, if  we know the 
equation for each component of  aggregate expenditures (AE ), we can solve 
for the equilibrium level of real GDP (Y ) for the economy represented in Figure 
1 of the chapter:

C � $30 � .70Y
 I � $50
 G � $70

X � $50 � .10Y

Summing these components, we can find the aggregate expenditures 
function:

AE � $30 � .70Y � $50 � $70 � $50 � .10Y

 � $200 � .60Y
Given the AE function, we can solve for the equilibrium level of Y, where

  Y � AE
 � $200 � .60Y
 Y � .60Y � $200

.40Y � $200
.40Y/.40 � $200/.40

 Y � $500

The Spending Multiplier It is also possible to solve for the spending multi-
plier algebraically. We start by writing the general equations for each function, 
where Ca, Ia, Ga, EXa, and IMa represent autonomous consumption, investment, 
government spending, exports, and imports, respectively, and where c represents 
the MPC and im represents the MPI:

 C � Ca � cY
 I � Ia

 G � Ga

X � EXa � IMa � imY

Now we sum the individual equations for the components of aggregate ex-
penditures to get the aggregate expenditures function:

AE � C � I � G � X
 � Ca � cY � Ia � Ga � EXa � IMa � imY
 � (Ca � Ia � EXa � IMa) � cY � imY

An Algebraic Model of Income 
and Expenditures Equilibrium
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We know that aggregate expenditures equal income. So

Y � (Ca � Ia � Ga � EXa � IMa) � cY � imY

Solving for Y, we first gather all of the terms involving Y on the left side of 
the equation:

 Y [1 � (c � im)] � Ca � Ia � Ga � EXa � IMa

Next we divide each side of the equation by [1 � (c � im)] to get an equation 
for Y:

Y �
 

1
1 � (c � im)� (c � im)  

Ca � Ia � Ga � EXa � IMa

A change in autonomous expenditures causes Y to change by

1
1 � (c � im)� (c � im)

times the change in expenditures. Because c is the MPC and im is the MPI, the 
multiplier can be written

1
1 � (MPC � MPI )� (MPC � MPI )

or, since 1 � MPC � MPS, then 1 � (MPC � MPI) � MPS � MPI, and the 
spending multiplier equals

1
MPC � MPIMPC � MPI
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Chapter 11
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Fiscal Policy

1  | How can fiscal policy eliminate a GDP gap?

2  | How has U.S. fiscal policy changed over time?

3  | What are the effects of budget deficits?

4  | How does fiscal policy differ across countries?

Fundamental Questions

Macroeconomics plays a key role in national politics. When Jimmy Carter ran for the pres-

idency against Gerald Ford in 1976, he created a “misery index” to measure the state of 

the economy. The index was the sum of the inflation rate and the unemployment rate, 

and Carter showed that it had risen during Ford’s term in office. When Ronald Reagan 

challenged Carter in 1980, he used the misery index to show that inflation and unemploy-

ment had gone up during the Carter years as well. The implication is that presidents are 

responsible for the condition of the economy. If the inflation rate or the unemployment 

rate is relatively high coming into an election year, an incumbent president is open to criti-

cism by opponents. For instance, many people believe that George Bush was defeated 

by Bill Clinton in 1992 because of the recession that began in 1990—a recession that was 

not announced as having ended in March 1991 until after the election. Clinton’s 1992 

campaign made economic growth a focus of its attacks on Bush, and his 1996 campaign 

emphasized the strength of the economy.

In 1996, a healthy economy helped Clinton defeat Bob Dole. And in the election of 

2004, Bush supporters made economic growth a major focal point of their campaign 

against Kerry. More recently, Barack Obama’s successful campaign for president had eco-

nomic issues as a leading concern with the U.S. recession beginning in 2008. This was 
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more than just campaign rhetoric, however. By law the government is responsible for the 

macroeconomic health of the nation. The Employment Act of 1946 states:

It is the continuing policy and responsibility of the Federal Government to use 
all practical means consistent with its needs and obligations and other essential 
considerations of national policy to coordinate and utilize all its plans, functions, 
and resources for the purpose of creating and maintaining, in a manner calculated 
to foster and promote free competitive enterprise and the general welfare condi-
tions under which there will be afforded useful employment opportunities, includ-
ing self-employment for those able, willing, and seeking to work, and to promote 
maximum employment, production, and purchasing power.

Fiscal policy is one tool that government uses to guide the economy along an expan-

sionary path. In this chapter, we examine the role of fi scal policy—government spending 

and taxation—in determining the equilibrium level of income. Then we review the bud-

get process and the history of fi scal policy in the United States. Finally, we describe the 

difference in fi scal policy between industrial and developing countries.

■ 1.  Fiscal Policy and Aggregate 
Demand

The GDP gap is the difference between potential real GDP and the equilibrium 
level of real GDP. If  the government wants to close the GDP gap so that the 
equilibrium level of real GDP reaches its potential, it must use fiscal policy to 
alter aggregate expenditures and cause the aggregate demand curve to shift. 

Fiscal policy is the government’s policy with respect to spending and taxation. 
Since aggregate demand includes consumption, investment, net exports, and 
government spending, government spending on goods and services has a direct 

1  |  How can fiscal policy 
eliminate a GDP gap? 

Fiscal policy includes government 

spending on the provision of 

goods and services as well as 

infrastructure. In this photo, 

workers create mud bricks in the 

desert. The bricks will be used 

in infrastructure construction 

projects. Such activities are often 

provided by government and 

funded by taxpayers.
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effect on the level of aggregate demand. Taxes affect aggregate demand indirectly 
by changing the disposable income of households, which alters consumption.

1.a. Shifting the Aggregate Demand Curve
Changes in government spending and taxes shift the aggregate demand curve. 
Remember that the aggregate demand curve represents combinations of equi-
librium aggregate expenditures and alternative price levels. An increase in gov-
ernment spending or a decrease in taxes raises the level of expenditures at every 
level of prices and moves the aggregate demand curve to the right.

Figure 1 shows the increase in aggregate demand that would result from an 
increase in government spending or a decrease in taxes. Only if  the aggregate 

By varying the level of 
government spending, 
policymakers can affect the 
level of real GDP.

FIGURE 1 Eliminating the Recessionary Gap: Higher Prices Mean Greater Spending
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When aggregate demand increases from AD to AD1 in Figure 1(a), equilibrium real GDP 
increases by the full amount of the shift in demand. This is because the aggregate supply 
curve is horizontal over the area of the shift in aggregate demand. In Figure 1(b), in order for 
equilibrium real GDP to rise from Ye to Yp, aggregate demand must shift by more than it does 
in Figure 1(a). In reality, the aggregate supply curve begins to slope up before potential real 
GDP ( Yp) is reached, as shown in Figure 1(b) of the figure.
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supply curve is horizontal do prices remain fixed as aggregate demand increases. 
In Figure 1(a), equilibrium occurs along the horizontal segment (the Keynesian 
region) of the AS curve. If  government spending increases and the price level 
remains constant, aggregate demand shifts from AD to AD1; it increases by the 
horizontal distance from point A to point B. Once aggregate demand shifts, the 
AD1 and AS curves intersect at potential real GDP, Yp.

But Figure 1(a) is not realistic. The AS curve is not likely to be horizontal 
all the way to the level of potential real GDP; it should begin sloping up well 
before Yp. And once the economy reaches the capacity level of output, the AS 
curve should become a vertical line, as shown in Figure 1(b).

If  the AS curve slopes up before reaching the potential real GDP level, as it 
does in Figure 1(b), expenditures have to go up by more than the amount sug-
gested in Figure 1(a) for the economy to reach Yp. Why? Because when prices 
rise, the effect of  spending on real GDP is reduced. This effect is shown in 
Figure 1(b). To increase the equilibrium level of real GDP from Ye to Yp, aggre-
gate demand must shift by the amount from point A to point C, a larger increase 
than that shown in Figure 1(a), where the price level is fixed.

1.b. Multiplier Effects
Changes in government spending may have an effect on real GDP that is a mul-
tiple of the original change in government spending; a $1 change in government 
spending may increase real GDP by more than $1. This is because the original 
$1 of expenditure is spent over and over again in the economy as it passes from 
person to person. The government spending multiplier measures the multiple 
by which an increase in government spending increases real GDP. Similarly, a 
change in taxes may have an effect on real GDP that is a multiple of the original 
change in taxes. (The appendix to this chapter provides an algebraic analysis of 
the government spending and tax multipliers.)

If  the price level rises as real GDP increases, the multiplier effects of any given 
change in aggregate demand are smaller than they would be if  the price level re-
mained constant. In addition to changes in the price level modifying the effect of 
government spending and taxes on real GDP, there are other factors that affect 
how much real GDP will change following a change in government spending. 
One such factor is how the government pays for, or finances, its spending.

Government spending must be financed by some combination of taxing, 
borrowing, and creating money:

Government spending � taxes � change in government debt � change in
 government-issued money

In the chapter titled “Monetary Policy,” we discuss the effect of financing 
government spending by creating money. As you will see, this source of govern-
ment financing is relied on heavily in some developing countries. Here we talk 
about the financing problem that is relevant for industrial countries: how taxes 
and government debt can modify the expansionary effect of government spend-
ing on national income.

1.c.  Government Spending Financed 
by Tax Increases

Suppose that government spending rises by $100 billion and that this expenditure 
is financed by a tax increase of $100 billion. Such a “balanced-budget” change in 
fiscal policy will cause equilibrium real GDP to rise. This is because government 

If the price level rises as real 
GDP increases, the multiplier 
effects of any given change 
in aggregate expenditures 
are smaller than they would 
be if the price level remained 
constant.
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spending increases aggregate expenditures directly, but higher taxes lower aggre-
gate expenditures indirectly through consumption spending. For instance, if taxes 
increase by $100, consumers will not cut their spending by $100, but will cut it by 
some fraction, say 9/10, of the increase. If consumers spend 90 percent of a change 
in their disposable income, then a tax increase of $100 would lower consumption 
by $90. So the net effect of raising government spending and taxes by the same 
amount is an increase in aggregate demand, illustrated in Figure 2 as the shift from 
AD to AD1. However, it may be incorrect to assume that the only thing that changes 
is aggregate demand. An increase in taxes may also affect aggregate supply.

Aggregate supply measures the output that producers offer for sale at dif-
ferent levels of prices. When taxes go up, workers have less incentive to work 
because their after-tax income is lower. The cost of taking a day off  or extend-
ing a vacation for a few extra days is less than it is when taxes are lower and 
after-tax income is higher. When taxes go up, then, output can fall, causing the 
aggregate supply curve to shift to the left. Such supply-side effects of taxes have 
been emphasized by the so-called supply-side economists, as discussed in the 
Economic Insight “Supply-Side Economics and the Laffer Curve.”

Figure 2 shows the possible effects of an increase in government spending 
 financed by taxes. The economy is initially in equilibrium at point A, with prices at 
P1 and real GDP at Y1. The increase in government spending shifts the aggregate 
demand curve from AD to AD1. If this were the only change, the economy would 
be in equilibrium at point B. But if the increase in taxes reduces output, the aggre-
gate supply curve moves back from AS to AS1, and output does not expand all the 
way to Yp. The decrease in aggregate supply creates a new equilibrium at point C. 
Here real GDP is at Y2 (less than Yp), and the price level is P3 (higher than P2).

FIGURE 2 The Effect of Taxation on Aggregate Supply
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An increase in government spending shifts the aggregate demand curve from AD to AD1, 
moving equilibrium from point A to point B, and equilibrium real GDP from Y1 to Yp. If higher 
taxes reduce the incentive to work, aggregate supply could fall from AS to AS1, moving 
 equilibrium to point C and equilibrium real GDP to Y2, a level below potential real GDP.
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The standard analysis of government spending and taxation assumes that ag-
gregate supply is not affected by the change in fiscal policy, leading us to expect 
a greater change in real GDP than may actually occur. If  tax changes do affect 
aggregate supply, the expansionary effects of government spending financed by 
tax increases are moderated. The actual magnitude of this effect is the subject 
of debate among economists. Most argue that the evidence in the United States 
indicates that tax increases have a fairly small effect on aggregate supply.

1.d.  Government Spending Financed by 
Borrowing

The standard multiplier analysis of government spending does not differentiate 
among the different methods of financing that spending. Yet you just saw how 

Supply-Side Economics and 
the Laffer Curve

Economic Insight

The large budget deficits incurred by the U.S. gov-
ernment in the 1980s were in part a product of lower 
tax rates engineered by the Reagan administration. 
President Reagan’s economic team took office in 
January 1981 hoping that lower taxes would stimulate 
the supply of goods and services to a level that would 
raise tax revenues, even though tax rates as a percent-
age of income had been cut. These arguments were 
repeated in 1995 by members of Congress pushing for 
tax-rate cuts. This emphasis on greater incentives to 
produce created by lower taxes has come to be known 
as supply-side economics.

The most widely publicized element of supply-side 
economics was the Laffer curve. The curve is drawn with 
the tax rate on the vertical axis and tax revenue on the 
horizontal axis. When the rate of taxation is zero, there 
is no tax revenue. As the tax rate increases, tax revenue 
increases up to a point. The assumption here is that 
there is some rate of taxation that is so high that it dis-
courages productive activity. Once this rate is reached, 
tax revenue begins to fall as the rate of taxation goes 
up. In the graph, tax revenue is maximized at Rmax with a 
tax rate of t percent. Any increase in the rate of taxation 
above t percent produces lower tax revenues. In the 
extreme case—a 100 percent tax rate—no one is willing 
to work because the government taxes away all income.

Critics of the supply-side tax cuts proposed by the 
Reagan administration argued that lower taxes would 
increase the budget deficit. Supply-side advocates 

insisted that if the United States were in the backward-
bending region of the Laffer curve (above t percent in 
the graph), tax cuts would actually raise, not lower, tax 
revenue. The evidence following the tax cuts indicates 
that the tax cuts did, however, contribute to a larger 
budget deficit, implying that the United States was not 
on the backward-bending portion of the Laffer curve.
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taxation can offset at least part of the expansionary effect of higher govern-
ment spending. Borrowing to finance government spending can also limit the 
increase in aggregate demand.

A government borrows funds by selling bonds to the public. These bonds 
represent debt that must be repaid at a future date. Debt is, in a way, a kind of 
substitute for current taxes. Instead of increasing current taxes to finance higher 
spending, the government borrows the savings of households and businesses. 
Of course, the debt will mature and have to be repaid. This means that taxes 
will have to be higher in the future in order to provide the government with the 
funds to pay off  the debt.

Current government borrowing, then, implies higher future taxes. This can 
limit the expansionary effect of increased government spending. If  households 
and businesses take higher future taxes into account, they tend to save more 
today so that they will be able to pay those taxes in the future. And as saving 
today increases, consumption today falls.

The idea that current government borrowing can reduce current nongov-
ernment expenditures was suggested originally by the early-nineteenth-century 
English economist David Ricardo. Ricardo recognized that government borrow-
ing could function like increased current taxes, reducing current household and 
business expenditures. Ricardian equivalence is the principle that government 
spending activities financed by taxation and those financed by borrowing have 
the same effect on the economy. If Ricardian equivalence holds, it doesn’t mat-
ter whether the government raises taxes or borrows more to finance increased 
spending. The effect is the same: Private-sector spending falls by the same 
amount today, and this drop in private spending will at least partially offset the 
expansionary effect of government spending on real GDP. Just how much pri-
vate spending drops (and how far to the left the aggregate demand curve shifts) 
depends on the degree to which current saving increases in response to expected 
higher taxes. The less that people respond to the future tax liabilities arising from 
current government debt, the smaller the reduction in private spending.

There is substantial disagreement among economists over the extent to which 
current government borrowing acts like an increase in taxes. Some argue that it 
makes no difference whether the government raises current taxes or borrows. 
Others insist that the public does not base current spending on future tax liabili-
ties. If the first group is correct, we would expect government spending financed by 
borrowing to have a smaller effect than if the second group is correct. Research on 
this issue continues, with most economists questioning the relevance of Ricardian 
equivalence and a small but influential group arguing its importance.

1.e. Crowding Out
Expansionary fiscal policy can crowd out private-sector spending; that is, an 
increase in government spending can reduce consumption and investment. 
Crowding out is usually discussed in the context of government spending  financed 
by borrowing rather than by taxes. We have just seen how future taxes can cause 
consumption to fall today, but investment can also be affected. Increases in gov-
ernment borrowing drive up interest rates. As interest rates go up, investment 
falls. This sort of indirect crowding out works through the bond market. The U.S 
government borrows by selling Treasury bonds or bills. Because the government is 
not a profit-making institution, it does not have to earn a profitable return on the 
money it raises by selling bonds. A corporation does, however. When interest rates 
rise, fewer corporations offer new bonds to raise investment funds because the 
cost of repaying the bond debt may exceed the rate of return on the investment.

Ricardian equivalence holds 
if taxation and government 
borrowing both have the 
same effect on spending in 
the private sector.

crowding out:  a drop in 
consumption or investment 
spending caused by 
government spending
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Crowding out, like Ricardian equivalence, is important in principle, but econ-
omists have never demonstrated conclusively that its effects can substantially 
alter spending in the private sector. Still, you should be aware of the possibility 
in order to understand the potential shortcomings of changes in government 
spending and taxation.

■ 2. Fiscal Policy in the United States 
Our discussion of fiscal policy assumes that this policy is made at the federal 
level. In the modern economy, this is a reasonable assumption. This was not the 
case before the 1930s, however. Before the Depression, the federal government 
limited its activities largely to national defense and foreign policy and left other 
areas of  government policy to the individual states. With the growth in the 
importance of the federal government in fiscal policy has come a growth in the 
role of the federal budget process.

When one is talking about the federal budget, the monetary amounts of the 
various categories of expenditures are so huge that they are often difficult to 
comprehend. But if  you were to divide up the annual budget by the number of 
individual taxpayers, you’d come up with an average individual statement that 
might make more sense, as shown in the Economic Insight “The Taxpayer’s 
Federal Government Credit Card Statement.”

The federal budget is determined as much by politics as by economics. 
Politicians respond to different groups of voters by supporting different govern-
ment programs, regardless of the needed fiscal policy. It is the political response 
to constituents that tends to drive up federal budget deficits (the difference be-
tween government expenditures and tax revenues), not the need for expansion-
ary fiscal policy. As a result, deficits have become commonplace.

2.a. The Historical Record
The U.S. government has grown dramatically since the early part of the century. 
Figure 3 shows federal revenues and expenditures over time. Note that expenditures 

R E C A P

1. Fiscal policy refers to government spending and taxation.

2. By increasing spending or cutting taxes, a government can close the 
GDP gap.

3. If  government spending and taxes increase by the same amount, 
equilibrium real GDP rises.

4.  If  a tax increase affects aggregate supply, then a balanced-budget change 
in fiscal policy will have a smaller expansionary effect on equilibrium real 
GDP than otherwise.

5. Current government borrowing reduces current spending in the private sec-
tor if  people increase current saving in order to pay future tax liabilities.

6.  Ricardian equivalence holds when taxation and government borrowing 
have the same effect on current spending in the private sector.

7.  Increased government borrowing can crowd private borrowers out of the 
bond market so that investment falls.

2  |  How has U.S. fiscal 
policy changed over 
time?
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were lower than revenues in the 1998–2001 period. Figure 4 places the growth of 
government in perspective by plotting U.S. government spending as a percentage 
of gross domestic product over time. Before the Great Depression, federal spend-
ing was approximately 3 percent of the GDP; by the end of the Depression, it had 
risen to about 10 percent. The ratio of spending to GDP reached its peak during 
World War II, when federal spending hit 44 percent of the GDP. After the war, 
the ratio fell dramatically and then slowly increased to a peak of about 24 percent 
in 1983. In recent years, the ratio has been around 20 percent.

Fiscal policy has two components: discretionary fiscal policy and automatic 
stabilizers. Discretionary fiscal policy refers to changes in government spending 
and taxation that are aimed at achieving a policy goal. Automatic stabilizers are 
elements of fiscal policy that automatically change in value as national income 
changes. Figures 3 and 4 suggest that government spending is dominated by 
growth over time. But there is no indication here of discretionary changes in fiscal 
policy, changes in government spending and taxation that are aimed at meeting 
specific policy goals. Perhaps a better way to evaluate the fiscal policy record is in 
terms of the budget deficit. Government expenditures can rise, but the effect on 
aggregate demand could be offset by a simultaneous increase in taxes so that there 
is no expansionary effect on the equilibrium level of national income. By looking at 

The Taxpayer’s Federal Government Credit 
Card Statement

Economic Insight

Suppose the U.S. government’s expenditures and 
revenues were accounted for annually to each individual 

income taxpayer like a credit card statement. For 2008, 
the statement would look like the accompanying table.

Statement for 2008 Budget Year 

Previous balance $32,695.45

New purchases

Defense  $3,983.11

Social Security  $3,974.02

Medicare  $2,957.14

Medicaid  $1,472.07

Other  $6,983.11

Total Spending $19,369.48

Payments received

Individual income and social security taxes  $7,439.61

Corporate income taxes  $1,975.97

Other  $6,975.97

Total payments $16,391.56

Finance charge  $1,616.23

New balance due $37,679.87

automatic stabilizer:  an 
element of fiscal policy that 
changes automatically as 
income changes

discretionary fiscal 
policy:  chages in 
goverment spending and 
taxation that are aimed at 
achieving a policy goal
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the deficit, we see the combined spending and tax policy results, which are missing 
if only government expenditures are considered.

Figure 5 illustrates the pattern of the U.S. federal deficit and the deficit as a per-
centage of GDP over time. Figure 5(a) shows that the United States ran close to 
a balanced budget for much of the 1950s and 1960s. There were large deficits as-
sociated with financing World War II, and then large deficits resulting from fiscal 
policy decisions in recent decades. However, from 1998 to 2001, the first surpluses 
since 1969 were recorded. Figure 5(b) shows that the deficit as a percentage of 
GDP was much larger during World War II than it was in the 1980s and 1990s.

Historically, aside from wartime, budget deficits increase the most during re-
cessions. When real GDP falls, tax revenues go down, and government spending 
on unemployment and welfare benefits goes up. These are examples of automatic 
stabilizers in action. As income falls, taxes fall and personal benefit  payments 

Revenues are total revenues of the U.S. government in each fiscal year. Expenditures are 
total spending of the U.S. government in each fiscal year. The difference between the two 
curves equals the U.S. budget deficit (when expenditures exceed revenues) or surplus 
(when revenues exceed expenditures).
Source: Data are drawn from Economic Report of the President, 2009.

FIGURE 3 U.S. Government Revenues and Expenditures
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FIGURE 4 U.S. Government Expenditures as a Percentage of Gross Domestic Product

U.S. federal government spending as a percentage of the GDP reached a high of 44 percent 
in 1943 and 1944. Discounting wartime spending and cutbacks after the war, you can see 
the upward trend in U.S. government spending, which constituted a larger and larger share 
of the GDP until the early 1980s.

Pe
rc

en
ta

ge
 o

f G
D

P

Year
0 '35 '40 '45 '50 '55 '60 '65 '75'70 '00 '05 '10'80 '90'85

45

42

39

36

33

30

27

24

21

18

15

12

9

6

3

'95

FIGURE 5 The U.S. Deficit

(a) Federal Surplus (+) or Deficit (–)

Bu
dg

et
 S

ur
pl

us
 o

r 
D

ef
ic

it 
(b

ill
io

ns
 o

f d
ol

la
rs

)

–200

–250

–150

–100

–50

0

50

'40 '50 '60 '70
Year

'80'45 '55 '65 '75 '85 '90 '00 '05 '10

100

150

200

250

(b) Federal Deficit as a Percent of GDP
(absolute value of deficit)

2
4
6

0

8
10
12
14
16
18
20
22
24
26
28
30

–300

–400

–500

–350

–450

'95 '40 '50 '60 '70 '80'45 '55 '65 '75 '85 '90 '00 '05 '10'95
Year

D
ef

ic
it 

as
 P

er
ce

nt
 o

f G
D

P 
(p

er
ce

nt
)

As Figure 5(a) shows, since 1940 the U.S. government has rarely shown a surplus. For much of the 1950s and 1960s, the 
United States was close to a balanced budget. Figure 5(b) shows the federal deficit as a percentage of GDP. The deficits 
 during the 1950s and 1960s generally were small. The early 1980s were a time of rapid growth in the federal budget deficit, 
and this is reflected in the growth of the deficit as a percentage of GDP.
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rise to partially offset the effect of the drop in income. The rapid growth of 
the deficit in the 1980s involved more than the recessions in 1980 and 1982, 
however. The economy grew rapidly after the 1982 recession ended, but so did 
the fiscal deficit. The increase in the deficit was the product of a rapid increase 
in government spending to fund new programs and enlarge existing programs 
while taxes were held constant. In the late 1990s, the deficit decreased. This was 
the result of surprisingly large tax revenue gains, generated by strong economic 
growth, combined with only moderate government spending increases. The 
deficit is unlikely to fall significantly in the next few years, however, as govern-
ment spending for defense and homeland security rises.

2.b. Deficits and the National Debt
The large federal deficits of the 1980s and 1990s led many observers to question 
whether a deficit can harm the economy. Figure 5 shows how the fiscal deficit has 
changed over time. One major implication of a large deficit is the resulting increase 
in the national debt, the total stock of government bonds outstanding. Table 1 lists 
data on the debt of the United States. Notice that the total debt doubled between 
1981 ($994.8 billion) and 1986 ($2,120.6 billion), and then doubled again between 

3  |  What are the effects of 
budget deficits?

TABLE 1 Debt of the U.S. Government (Dollar Amounts in Billions)

     (5)
     Interest/
  (2) (3) (4) Government
 (1) Total Debt/GDP Net Spending
 Year Debt (percent) Interest (percent)

 1958 $279.7 63 $5.6 6.8

 1960 $290.5 57 $6.9 7.5

 1962 $302.9 55 $6.9 6.5

 1964 $316.1 50 $8.2 6.9

 1966 $328.5 44 $9.4 7.0

 1968 $368.7 43 $11.1 6.2

 1970 $380.9 39 $14.4 7.4

 1972 $435.9 38 $15.5 6.7

 1974 $483.9 34 $21.4 8.0

 1976 $629.0 37 $26.7 7.3

 1978 $776.6 36 $35.4 7.9

 1980 $909.1 34 $52.5 9.1

 1981 $994.8 34 $68.8 10.5

 1982 $1,137.3 36 $85.0 11.6

 1983 $1,371.7 41 $89.8 11.2

 1984 $1,564.7 42 $111.1 13.2

 1985 $1,817.5 46 $129.5 13.6

 1986 $2,120.6 50 $136.0 13.7

 1987 $2,396.1 53 $138.7 13.8

 1988 $2,601.3 54 $151.8 14.3

 1989 $2,868.0 55 $169.3 14.8

 1990 $3,206.6 56 $184.2 14.7
(Continued)
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1986 and 1993. Column 3 shows debt as a percentage of GDP. In the late 1990s, 
the debt was falling as a percentage of GDP. During World War II, the debt was 
greater than the GDP for five years. Despite the talk of “unprecedented” federal 
deficits in the 1980s and 1990s, clearly the ratio of the debt to GDP was by no 
means unprecedented.

We have not yet answered the question of whether deficits are bad. To do so, 
we have to consider their potential effects.

2.b.1. Deficits, Interest Rates, and Investment Because government defi-
cits mean government borrowing and debt, many economists argue that deficits 
raise interest rates as lenders require a higher interest rate to induce them to hold 
more government debt. Increased government borrowing raises interest rates; 
this, in turn, can depress investment. (Remember that as interest rates rise, the rate 
of return on investment drops, along with the incentive to invest.) What happens 
when government borrowing crowds out private investment? Lower investment 
means fewer capital goods in the future. So deficits lower the level of output in the 
economy, both today and in the future. In this sense, deficits are potentially bad.

2.b.2. Deficits and International Trade If government deficits raise real inter-
est rates (the nominal interest rate minus the expected inflation rate), they also 
may have an effect on international trade. A higher real return on U.S. securities 
makes those securities more attractive to foreign investors. As the foreign demand 
for U.S. securities increases, so does the demand for U.S. dollars in exchange for 
Japanese yen, British pounds, and other foreign currencies. As the demand for 
dollars increases, the dollar appreciates in value on the foreign exchange market. 
This means that the dollar becomes more expensive to foreigners, while foreign 
currency becomes cheaper to U.S. residents. This kind of change in the exchange 

Through their effects on 
investment, deficits can 
lower the level of output in 
the economy.

 1991 $3,598.5 61 $194.5 14.7

 1992 $4,002.1 65 $199.4 14.4

 1993 $4,351.4 67 $198.8 14.1

 1994 $4,643.7 66 $203.0 13.9

 1995 $4,921.0 66 $232.2 15.3

 1996 $5,181.9 66 $241.1 15.5

 1997 $5,369.7 65 $244.0 15.2

 1998 $5,478.7 63 $241.2 14.6

 1999 $5,606.1 57 $229.7 13.5

 2000 $5,628.7 57 $222.9 12.5

 2001 $5,769.9 57 $206.2 11.1

 2002 $6,198.4 59 $171.0 8.5

 2003 $6,760.0 63 $153.1 7.1

 2004 $7,354.7 64 $160.2 7.0

 2005 $7,905.3 64 $184.0 7.4

 2006 $8,451.4 64 $226.6 8.5

 2007 $8,950.7 65 $237.1 8.7

 2008 $9,623.4 67 $248.9 8.4

 2009 $10,438.4 70 $228.0 7.3

TABLE 1 Debt of the U.S. Government (Dollar Amounts in Billions) (Continued)
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rate encourages U.S. residents to buy more foreign goods and encourages foreign 
residents to buy fewer U.S. goods. Ultimately, then, as deficits and government 
debt increase, U.S. net exports tend to fall. Such foreign trade effects are another 
potentially bad effect of deficits.

2.b.3. Interest Payments on the National Debt The national debt is the stock 
of government bonds outstanding. It is the product of past and current budget defi-
cits. As the size of the debt increases, the amount of interest that must be paid on the 
debt tends to rise. Column 4 of Table 1 lists the amount of interest paid on the debt; 
column 5 lists the interest as a percentage of government expenditures. The numbers 
in both columns have risen steadily over time and only recently started to drop.

The increase in the interest cost of the national debt is an aspect of fiscal 
deficits that worries some people. However, to the extent that U.S. citizens hold 
government bonds, we owe the debt to ourselves. The tax liability of funding the 
interest payments is offset by the interest income that bondholders earn. In this 
case there is no net change in national wealth when the national debt changes.

Of course, we do not owe the national debt just to ourselves. The United States is the 
world’s largest national financial market, and many U.S. securities, including govern-
ment bonds, are held by foreign residents. Today, foreign holdings of the U.S. national 
debt amount to about 28 percent of the outstanding debt. Because the tax liability for 
paying the interest on the debt falls on U.S. taxpayers, the greater the payments made 
to foreigners, the lower the wealth of U.S. residents, other things being equal.

Other things are not equal, however. To understand the real impact of foreign 
holdings on the economy, we have to evaluate what the economy would have 
been like if  the debt had not been sold to foreign investors. If  the foreign sav-
ings placed in U.S. bonds allowed the United States to increase investment and 
its productive capacity beyond what would have been possible in the absence of 
foreign lending, then the country could very well be better off  for having sold 
government bonds to foreigners. The presence of foreign funds may keep inter-
est rates lower than they would otherwise be, preventing the substantial crowd-
ing out associated with an increase in the national debt.

So while deficits are potentially bad as a result of the crowding out of invest-
ment, larger trade deficits with the rest of the world, and greater interest costs 
of the debt, we cannot generally say that all deficits are bad. It depends on what 
benefit the deficit provides. If  the deficit spending allowed for greater produc-
tivity than would have occurred otherwise, the benefits may outweigh the costs.  
The financial crisis of 2008 provides a great example: Fiscal policy around the 
world involved governments increasing spending dramatically so that budget 
deficits increased substantially. However, the thinking was that the cost of not 
having government stimulate the economy would have been a much worse reces-
sion with many more people unemployed and incomes falling even more, so that 
the benefits of the deficits were widely thought to outweigh the costs.

2.c. Automatic Stabilizers
We have largely been talking about discretionary fiscal policy, the changes in gov-
ernment spending and taxing that policymakers make consciously. Automatic 
stabilizers are the elements of fiscal policy that change automatically as income 
changes. Automatic stabilizers partially offset changes in income: As income 
falls, automatic stabilizers increase spending; as income rises, automatic sta-
bilizers decrease spending. Any program that responds to fluctuations in the 
business cycle in a way that moderates the effect of those fluctuations is an auto-
matic stabilizer. Examples are progressive income taxes and transfer payments.

In our examples of tax changes, we have been using lump-sum taxes—taxes that are 
a flat dollar amount regardless of income. However, income taxes are determined as a 
percentage of income. In the United States, the federal income tax is a progressive tax: 

progressive tax: a tax 
whose rate rises as income 
rises
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As income rises, so does the rate of taxation. A person with a very low income 
pays no income tax, while a person with a high income can pay more than a 
third of that income in taxes. Countries use different rates of taxation on in-
come. Taxes can be regressive (the tax rate falls as income rises) or proportional 
(the tax rate is constant as income rises) as well as progressive. But most coun-
tries, including the United States, use a progressive tax, with the percentage of 
income paid as taxes rising as taxable income rises.

Progressive income taxes act as an automatic stabilizer. As income falls, 
so does the average tax rate. Suppose a household earning $60,000 must pay 
30 percent of its income ($18,000) in taxes, leaving 70 percent of its income 
($42,000) for spending. If  that household’s income drops to $40,000 and the tax 
rate falls to 25 percent, the household has 75 percent of its income ($30,000) 
available for spending. But if  the tax rate is 30 percent at all levels of income, the 
household earning $40,000 would have only 70 percent of its income ($28,000) 
to spend. By allowing a greater percentage of earned income to be spent, pro-
gressive taxes help offset the effect of lower income on spending.

All industrial countries have progressive federal income tax systems. For in-
stance, the tax rate in Japan starts at 5 percent for low-income households and rises 
to a maximum of 40 percent for high-income households. In the United States, in-
dividual income tax rates start at 10 percent and rise to a maximum of 35 percent. 
In the U.K. tax system, rates rise from 10 percent to 50 percent, while tax rates in 
Germany rise from 15 to 45 percent and those in France, from 5.5 to 40 percent.

A transfer payment is a payment to one person that is funded by taxing others. 
Food stamps, welfare benefits, and unemployment benefits are all government 
transfer payments: Current taxpayers provide the funds to pay those who qual-
ify for the programs. Transfer payments that use income to establish eligibility 
act as automatic stabilizers. In a recession, as income falls, more people qualify 
for food stamps or welfare benefits, raising the level of transfer payments.

Unemployment insurance is also an automatic stabilizer. As unemployment 
rises, more workers receive unemployment benefits. Unemployment benefits tend 
to rise in a recession and fall during an expansion. This countercyclical pattern of 
benefit payments offsets the effect of business-cycle fluctuations on consumption.

transfer payment:  
a payment to one person 
that is funded by taxing 
others

R E C A P

1.  Fiscal policy in the United States is a product of the budget process.

2.  Federal spending in the United States has grown rapidly over time, from 
just 3 percent of GDP before the Great Depression to about 20 percent of 
GDP today.

3.  Government budget deficits can hurt the economy through their effect on 
interest rates and private investment, net exports, and the tax burden on 
current and future taxpayers.

4.  Automatic stabilizers are government programs that are already in place 
and that respond automatically to fluctuations in the business cycle, 
moderating the effect of those fluctuations.

■ 3. Fiscal Policy in Different Countries 
A country’s fiscal policy reflects its philosophy toward government spending 
and taxation. In this section we present comparative data that demonstrate the 
variety of fiscal policies in the world.

4  |  How does fiscal policy 
differ across countries?
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3.a. Government Spending
Our discussion up to this point has centered on U.S. fiscal policy. But fiscal policy 
and the role of government in the economy can be very different across countries. 
Government has played an increasingly larger role in the major industrial coun-
tries over time. Table 2 shows how government spending has gone up as a per-
centage of output in five industrial nations. In every case, government spending 
accounted for a larger percentage of output in 2008 than it did 100 years earlier. 
For instance, in 1880, government spending was only 6 percent of the GNP in 
Sweden. By 1929 it had risen to 8 percent, and by 2008, to 26 percent.

Historically, in industrial countries, the growth of government spending has 
been matched by growth in revenues. But in the 1960s, government spending 
began to grow faster than revenues, creating increasingly larger debtor nations.

Developing countries have not shown the uniform growth in government 
spending found in industrial countries. In fact, in some developing countries 
(for instance, Chile, the Dominican Republic, and Peru), government spending 
is a smaller percentage of  GDP today than it was 20 years ago. And we find a 
greater variation in the role of  government in developing countries.

One important difference between the typical developed country and the 
typical developing country is that government plays a larger role in investment 
spending in the developing country. One reason for this difference is that state-
owned enterprises account for a larger percentage of economic activity in devel-
oping countries than they do in developed countries. Also, developing countries 
usually rely more on government rather than the private sector to build their 
infrastructure—schools, roads, hospitals—than do developed countries.

How a government spends its money is a function of its income. Here we 
find differences not only between industrial and developing countries, but also 
among developing countries. Figure 6 reports central government spending for 
the United States, an industrial country, and a large developing country: China.

This figure clearly illustrates the relative importance of social welfare spend-
ing in industrial and developing countries. Although standards of living are 
lowest in the poorest countries, these countries do not have the resources to 
spend on social services (education, health, housing, social security, welfare). 
The United States spends 43 percent of its budget on social security, health, and 
education programs. China spends 31 percent of its budget on these programs, 
and that is substantially more than most developing countries. 

3.b. Taxation
There are two different types of taxes: direct taxes (on individuals and firms) 
and indirect taxes (on goods and services). Figure 7 compares the importance 

Government spending 
has grown over time as 
a  fraction of GNP in all 
 industrial countries.

TABLE 2

Year France Germany Sweden United Kingdom United States

1880 15 10*  6 10  8

1929 19 31  8 24 10

2008 23 18 26 21 16

*1881.
Source: Data are drawn from World Bank, World Development Report 1996 and 2006 and OECD.
StatExtracts.

Share of Government Spending in GNP in Selected Industrial 
Countries, 1880, 1929, and 2004 (Percent)
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Central Government Spending by Functional CategoryFIGURE 6

The charts show the pattern of government spending in an industrial country, the United States, and a low-income develop-
ing country, China. Social programs (education, health, and social security) account for 43 percent of federal government 
expenditures in the United States, but only 31 percent in China.
Source: Data are drawn from International Monetary Fund, Government Finance Statistics Yearbook, 2008.

Education
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Other
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R E C A P

1.  Over time, government spending has become more important in industrial 
countries.

2.  Governments in developing countries typically play a larger role in investment 
spending in their economies than do the governments of developed countries.

of different sources of central government tax revenue for an industrial coun-
try, the United States, and a developing country, China. The most obvious 
difference is that personal income taxes are much more important in industrial 
countries than in developing countries. Why? Because personal taxes are hard 
to collect in agricultural nations, where a large percentage of household produc-
tion is for personal consumption. Taxes on businesses are easier to collect and 
thus are more important in developing countries.

That industrial countries are better able to afford social programs is reflected 
in the great disparity in social security taxes between industrial countries and 
developing countries. With so many workers living near the subsistence level in 
the poorest countries, their governments simply cannot tax workers for retire-
ment and health security programs.

Figure 7 also shows that taxes on international trade are very important in 
developing countries. Because goods arriving or leaving a country must pass 
through customs inspection, export and import taxes are relatively easy to col-
lect compared to income taxes. In general, developing countries depend more 
heavily on indirect taxes on goods and services than do developed countries.

Figure 7 lists “Goods and Services” taxes. Of these, 65 percent are value-
added taxes (VATs) for industrial countries, while 61 percent of  developing 
country commodity taxes come from value-added taxes. A value-added tax is 
an indirect tax imposed on each sale at each stage of production. Each seller 
from the first stage of production on collects the VAT from the buyer, then 
deducts any VATs it has paid in buying its inputs. The difference is remitted to 
the government. From time to time, Congress has debated the merits of a VAT 
in the United States, but it has never approved this kind of tax. The Global 
Business Insight “Value-Added Tax” provides further discussion.

value-added tax (VAT):  a 
general sales tax collected 
at each stage of production
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Central Government Tax Composition by Income GroupFIGURE 7

When we group countries by income level, the importance of different sources of tax rev-
enue is obvious. Domestic income taxes account for 46 percent of government revenue in 
the United States  and just 7 percent in China. Business income taxes are more important 
in  developing countries like China. Social security taxes are a major source of government 
revenue in industrial countries; they are less important in developing countries, which  cannot 
afford social programs. International trade taxes represent just 1 percent of tax revenues in 
industrial countries like the United States; in China, 17 percent of tax revenue comes from 
international trade taxes and developing countries rely heavily on these taxes. 
(Note: Percentages do not total 100 because of rounding.)
Source: Data are drawn from Government Finance Statistics, 2008.

China

U.S.

Goods and Services 3%Business Income 11%
Other 2%

Social Security 35%Individual Income 46%

International Trade 1%

Other 22%

Individual Income 7%Business Income 22%

International Trade 17%
Goods and Services 32%

Individual Income
International Trade

Business Income

Other

Goods and Services

Social Security

3.  Developing countries depend more on indirect taxes on goods and services 
as a source of revenue than on direct taxes on individuals and businesses.

4.  Value-added taxes are general sales taxes that are collected at every stage 
of production.
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1  | How can fiscal policy eliminate a GDP gap?

 •  A GDP gap can be closed by increasing government 
spending or by cutting taxes. §1

 •  Government spending affects aggregate expendi-
tures directly; taxes affect aggregate expenditures 
indirectly through their effect on consumption. §1

 •  Aggregate expenditures must rise to bring equilib-
rium real GDP up to potential real GDP to eliminate 
the GDP gap. §1

 •  An increase in government spending that is 
matched by an increase in taxes raises equilibrium 
spending and real GDP. §1.c

SUMMARY

Global Business Insight

Text not available due to copyright restrictions



KEY TERMS

crowding out §1.e

discretionary fiscal policy §2.b

automatic stabilizer §2.b

progressive tax §2.d

transfer payment §2.d

value-added tax (VAT) §3.b

 1. What is the role of aggregate demand in eliminating 
the GDP gap? How does the slope of the AS curve 
affect the fiscal policy actions necessary to eliminate 
the GDP gap?

  2. What is the “government budget constraint”? In 
other words, what are the sources of financing gov-
ernment spending?

 3. In what ways are government deficits harmful to the 
economy?

 4. Define and give three examples of automatic stabilizers.

 5. Briefly describe the major differences between fiscal 
policy in industrial countries and that in developing 
countries.

 6. Why will real GDP tend to rise when government 
spending and taxes rise by the same amount?

 7. How can a larger government fiscal deficit cause a 
larger international trade deficit?

 8. Why do government budget deficits grow during 
recessions?

 9. Taxes can be progressive, regressive, or proportional. 
Define each, and briefly offer an argument for why 
income taxes are usually progressive.

 10. What is a value-added tax (VAT), and what is an ad-
vantage of such a tax relative to an income tax?

The following exercises are based on the appendix to this 
chapter.

Answer exercises 11–14 on the basis of the following infor-
mation. Assume that equilibrium real GDP is $800 billion, 
potential real GDP is $900 billion, the MPC is .80, and 
the MPI is .40.

 11. What is the size of the GDP gap?

 12. How much must government spending increase to 
eliminate the GDP gap?

 13. How much must taxes fall to eliminate the GDP gap?

 14. If  government spending and taxes both change by 
the same amount, how much must they change to 
eliminate the recessionary gap?

15. Suppose the MPC is .90 and the MPI is .10. If  gov-
ernment expenditures go up $100 billion while taxes 
fall $10 billion, what happens to the equilibrium 
level of real GDP?

Use the following equations for exercises 16–18.

 C � $100 � .8Y

 I � $200

 G � $250

 X � $100 � .2Y

 16. What is the equilibrium level of real GDP?

 17. What is the new equilibrium level of real GDP if  
government spending increases by $100?

 18. What is the new equilibrium level of real GDP if gov-
ernment spending and taxes both increase by $100?

EXERCISES

You can find further practice tests in the Online Quiz at www.cengage.com/economics/boyes.

 •  If  the public expects to pay higher taxes as a result 
of government borrowing, then the expansionary 
effects of government deficits may be reduced. §1.d

 •  Government borrowing can crowd out private 
spending by raising interest rates and reducing in-
vestments. §1.e

2  | How has U.S. fiscal policy changed over time?

 •  Federal government spending in the United States 
has increased from just 3 percent of the GDP be-
fore the Great Depression to around 20 percent of 
the GDP today. §2.a

 •  Fiscal policy has two components: discretionary 
fiscal policy and automatic stabilizers. §2.b

3  | What are the effects of budget deficits?

 •  Budget deficits, through their effects on interest 
rates, international trade, and the national debt, 
can reduce investment, output, net exports, and na-
tional wealth. §2.b.1, 2.b.2, 2.b.3

 •  Progressive taxes and transfer payments are auto-
matic stabilizers, elements of fiscal policy that change 
automatically as national income changes. §2.c

4  | How does fiscal policy differ across countries?

 •  Industrial countries spend a much larger percent-
age of their government budget for social programs 
than developing countries do. §3.a

 •  Industrial countries depend more on direct taxes 
and less on indirect taxes than developing countries 
do. §3.b
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Commission Assesses Stability Programmes of 
France, Greece, Ireland, Netherlands, Portugal 

and Spain
European Union February 22, 2006

Having examined their up-
dated stability programmes, 
the European Commission 

finds that overall Spain and Ireland 
have sound budgetary strategies and 
can be considered as providing good 
examples of fiscal policies in compli-
ance with the Stability and Growth 
Pact. The Netherlands is also ex-
pected to respect its medium-term 
budgetary objective throughout 
the programme period after having 
made major adjustments in the past 
two years, which should be built on 
to maintain a strong budgetary po-
sition also in 2006 and thereafter, 
particularly in view of  the better-

than-expected budgetary results for 
2005 and stronger growth in 2006. 
Greece, France and Portugal, which 
are subject to the excessive deficit 
procedure, present strategies that, if  
successful, would enable them to put 
their finances on a sound footing in 
the medium term although, in the 
case of France and Portugal, further 
efforts seem needed, and Greece is 
still struggling with statistical revi-
sions, which might somewhat affect 
the otherwise significant reduction 
of its deficit.

“All six countries have set them-
selves medium-term objectives for 
their public finances that are in line 

with the revised Stability and Growth 
Pact. Spain and Ireland continue to 
present a winning combination of 
strong growth and fiscal discipline. 
The Netherlands show that deter-
mined action can ensure a rapid and 
lasting correction of fiscal imbal-
ances. These examples should encour-
age other countries, such as Greece, 
France and Portugal, to pursue 
their efforts to bring their public fi-
nances in order,” said Economic and 
Monetary Affairs Commissioner 
Joaquín Almunia.

Source: © European Communities, 
1995–2006.

Economically
Speaking
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Government budget deficits are a global concern. 
While we usually think in terms of internal politi-
cal and economic pressures on a nation to keep its 

government budget from generating large and unsustain-
able deficits, the article discusses the case of the European 
Union (EU), where member countries face multinational 
pressure to comply with the EU stability pact. When the 
euro was in the planning stage, it was decided that every 
country that wanted to use the euro as its currency would 
have to have a stable, sustainable fiscal policy. The EU 
created the stability pact to explicitly state the limits on 
national governments’ flexibility with regard to debt and 
deficits. The stability pact requires all euroland countries 
to maintain budget deficits of less than 3 percent of GDP 
and government debt of less than 60 percent of GDP. 
At the time this article was written, Greece, France, and 
Portugal exceeded the 3 percent deficit limit and were un-
der pressure from the EU to reform their fiscal policies.

For the countries that share the same currency, the euro, 
it makes sense that they maintain similar fiscal policies in 
order to maintain a stable value for the euro against exter-
nal currencies like the dollar. However, should other coun-
tries that have their own national money, like the United 
States or Japan, worry about maintaining a small deficit?

You may have heard arguments concerning the effects 
of a budget deficit that proceed by means of an analogy 
between the government’s budget and a family’s budget. 
Just as a family cannot spend more than it earns, so the 
argument goes, the government cannot follow this prac-
tice without bringing itself  to ruin. The problem with 
this analogy is that the government has the ability to 
raise money through taxes and bond sales, options that 
are not open to a family.

A more appropriate analogy is to compare the gov-
ernment’s budget to that of a large corporation. Large 
corporations run persistent deficits that are never paid 

back. Instead, when corporate debt comes due, the cor-
porations “roll over” their debt by selling new debt. They 
are able to do this because they use their debt to finance 
investment that enables them to increase their worth. To 
the extent that the government is investing in projects 
like road repairs and building the nation’sinfrastructure, 
it is increasing the productive capacity of the economy, 
which widens the tax base and increases potential future 
tax receipts.

There are, of course, legitimate problems associated 
with a budget deficit. The government has two options 
if  it cannot pay for its expenditures with tax receipts. 
One method of financing the budget deficit is by creating 
money. This is an unattractive option because it leads to 
inflation. Another method is to borrow funds by selling 
government bonds. A problem with this option is that 
the government must compete with private investment for 
scarce loanable funds. Unless saving increases at the same 
time, interest rates rise and government borrowing crowds 
out private investment. This results in a lower capital stock 
and diminished prospects for future economic growth.

So while the euroland countries face pressure, and 
potential fines, from the European Union if  they exceed 
the limits of the stability pact, there are pressures from 
financial markets on all countries. The financial markets 
punish those countries that have excessive budget defi-
cits. A country with big budget deficits will find its inter-
est rates rising as investors buying the bonds sold by a 
country that borrows ever larger amounts of money will 
demand a higher and higher return. Those countries that 
resort to printing money to finance a budget deficit end 
up with higher and higher inflation rates. Such a policy 
has brought down more than one government in the past. 
Good government, as measured by careful management 
of the budget, is rewarded with good economic condi-
tions (other things equal) and political survival.

Commentary



An Algebraic Examination of 
the Balanced-Budget Change 

in Fiscal Policy

Appendix to
Chapter 11

In the Chapter 10 example, because the MPS equals .30 and the MPI equals 
.10, the spending multiplier equals 2.5:

What would happen if  government spending and taxes went up by the same 
amount?

We can analyze such a change by expanding the analysis begun in the ap-
pendix to Chapter 10.

The spending multiplier is the simple multiplier defined in Chapter 10:

When government spending increases by $20, the equilibrium level of real 
GDP increases by 2.5 times $20, or $50.

We also can define a tax multiplier, a measure of the effect of a change in 
taxes on equilibrium real GDP. Because a percentage of any change in income 
is saved and spent on imports, we know that a tax cut increases expenditures 
by less than the amount of the cut. The percentage of the tax cut that actually 
is spent is the marginal propensity to consume (MPC  � MPI ). If  consumers 
save 30 percent of any extra income, they spend 70 percent, the MPC. But the 
domestic economy does not realize 70 percent of the extra income because 10 
percent of the extra income is spent on imports. The percentage of any extra in-
come that actually is spent at home is the MPC minus the MPI. In our example, 
60 percent (.70 − .10) of any extra income is spent in the domestic economy.

With this information, we can define the tax multiplier like this:

263

Spending muliplier �

Spending muliplier �

� 2.5�

�

1
MPS � MPI

1
MPS � MPI

1
.40

1
MPS � MPI

1
.30 � .10

Tax multiplier � �(MPC � MPI)
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In our example, the tax multiplier is −1.5:

 � �(.60) (2.5) � �1.5

A tax cut increases equilibrium real GDP by 1.5 times the amount of the cut. 
Notice that the tax multiplier is always a negative number because a change in 
taxes moves income and expenditures in the opposite direction. Higher taxes 
lower income and expenditures; lower taxes raise income and expenditures.

Now that we have reviewed the spending and tax multipliers, we can exam-
ine the effect of a balanced-budget change in fiscal policy, where government 
spending and taxes change by the same amount. To simplify the analysis, we 
assume that taxes are lump-sum taxes (taxpayers must pay a certain amount of 
dollars as tax) rather than income taxes (where the tax rises with income). We 
can use the algebraic model presented in the appendix to Chapter 10 to illustrate 
the effect of a balanced-budget change in government spending. Here are the 
model equations.

 C � $30 � .70Y

 I � $50

 G � $70

 X � $50 � .10Y

Solving for the equilibrium level of Y (as we did in the appendix to Chapter 
10), Y equals $500, where Y equals aggregate expenditures.

Now suppose that G increases by $10 and that this increase is funded by taxes 
of $10. The increase in G changes autonomous government spending to $80. The 
increase in taxes affects the levels of C and X. The new model equations are

 C � $30 � .70(Y � $10) � $23 � .70Y

 X � $50 � .10(Y � $10) � $51 � .10Y

Using the new G, C, and X functions, we can find the new equilibrium level 
of real GDP by setting Y equal to AE (C � I � G � X ):

 Y � C � I � G � X

 Y � $23 � .70Y � $50 � $80 � $51 � .10Y

 Y � $204 � .60Y

 Y � .60Y � $204

 .40Y � $204

 Y � $510

Increasing government spending and taxes by $10 each raises the equilibrium 
level of  real GDP by $10. A balanced-budget increase in G increases Y by the 
change in G. If  government spending and taxes both fall by the same amount, 
then real GDP will also fall by an amount equal to the change in government 
spending and taxes.

Tax multiplier � �(.70 � .10) 1
.30 � .10



1  | What is money?

2  | How is the U.S. money supply defined?

3  |  How do countries pay for international 
transactions?

4  | Why are banks considered intermediaries?

5  |  How does international banking differ from 
domestic banking?

6  | How do banks create money?

Fundamental Questions

Money and Banking

Up to this point, we have been talking about aggregate expenditures, aggregate de-

mand and supply, and fiscal policy without explicitly discussing money. Yet money is used 

by every sector of the economy in all nations and plays a crucial role in every economy. 

In this chapter, we discuss what money is, how the quantity of money is determined, and 

the role of banks in determining this quantity. In the next chapter, we examine the role of 

money in the aggregate demand and supply model.

As you will see in the next two chapters, the quantity of money has a major impact 

on interest rates, infl ation, and the amount of spending in the economy. Thus, money is 

important for macroeconomic policymaking, and government offi cials use both monetary 

and fi scal policy to infl uence the equilibrium level of real GDP and prices.

Banks and the banking system also play key roles, both at home and abroad, in the de-

termination of the amount of money in circulation and the movement of money between 

nations. After we defi ne money and its functions, we look at the banking system. We be-

gin with banking in the United States, and then discuss international banking. Someone 

once joked that banks follow the rule of 3-6-3: They borrow at 3 percent interest, lend at 

6 percent interest, and close at 3 P.M. If those days ever existed, clearly they no longer do 

Chapter 12
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1  |   What is money?

money: anything that is 
generally acceptable to 
sellers in exchange for 
goods and services

liquid asset: an asset that 
can easily be exchanged for 
goods and services

today. The banking industry in the United States and the rest of the world has undergone 

tremendous change in recent years. New technology and government deregulation are 

allowing banks to respond to changing economic conditions in ways that were unthinkable 

only a few years ago, and these changes have had dramatic effects on the economy.

■ 1.What Is Money?
Money is anything that is generally acceptable to sellers in exchange for goods 
and services. The cash in your wallet can be used to buy groceries or a movie 
ticket. You simply present your cash to the cashier, who readily accepts it. If  you 
wanted to use your car to buy groceries or a movie ticket, the exchange would 
be more complicated. You would probably have to sell the car before you could 
use it to buy other goods and services. Cars are seldom exchanged directly for 
goods and services (except for other cars). Because cars are not a generally ac-
ceptable means of paying for other goods and services, we don’t consider them 
to be money. Money is the most liquid asset. A liquid asset is an asset that can 
easily be exchanged for goods and services. Cash is a liquid asset; a car is not. 
How liquid must an asset be before we consider it money? To answer this ques-
tion, we must first consider the functions of money.

1.a. Functions of Money
Money serves four basic functions: It is a medium of exchange, a unit of account, a 
store of value, and a standard of deferred payment. Not all monies serve all of these 
functions equally well, as will be apparent in the following discussion. But to be 
money, an item must perform enough of these functions to induce people to use it.

1.a.1. Medium of Exchange Money is a medium of exchange; it is given in ex-
change for goods and services. Sellers willingly accept money as payment for the 
products and services that they produce. Without money, we would have to resort 
to barter, the direct exchange of goods and services for other goods and services.

For a barter system to work, there must be a double coincidence of wants. 
Suppose Bill is a carpenter and Jane is a plumber. In a monetary economy, when 
Bill needs plumbing repairs in his home, he simply pays Jane for the repairs, 
using money. Because everyone wants money, money is an acceptable means 
of payment. In a barter economy, Bill must offer his services as a carpenter in 
exchange for Jane’s work. If  Jane does not want any carpentry work done, Bill 
and Jane cannot enter into a mutually beneficial transaction. Bill has to find a 
person who can do what he wants and who also wants what he can do—there 
must be a double coincidence of wants.

The example of Bill and Jane illustrates the fact that barter is a lot less ef-
ficient than using money. This means that the cost of a transaction in a barter 
economy is higher than the cost of a transaction in a monetary economy.

The people of Yap Island highly value, and thus accept as their medium of ex-
change, giant stones. In most cultures, however, money must be portable in order to 
be an effective medium of exchange—a property that the stone money of Yap Island 
clearly lacks. Another important property of money is divisibility. Money must be 
measurable in both small units (for low-value goods and services) and large units 
(for high-value goods and services). Yap stone money is not divisible, so it is not a 
good medium of exchange for the majority of goods that are bought and sold.

1.a.2. Unit of Account Money is a unit of account: We price goods and services in 
terms of money. This common unit of measurement allows us to compare relative 

The use of money as a 
medium of exchange lowers 
transaction costs.
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values easily. If whole-wheat bread sells for a dollar a loaf and white bread sells for 
50 cents, we know that whole-wheat bread is twice as expensive as white bread.

Using money as a unit of account is efficient. It reduces the costs of gathering 
information on what things are worth. The use of money as a unit of account 
lowers information costs relative to barter. In a barter economy, people con-
stantly have to evaluate the worth of the goods and services being offered. When 
money prices are placed on goods and services, their relative value is obvious.

1.a.3. Store of Value Money functions as a store of value or purchasing 
power. If you are paid today, you do not have to hurry out to spend your money. 
It will still have value next week or next month. Some monies retain their value 
better than others. In colonial New England, both fish and furs served as money. 
But because fish does not store as well as furs, its usefulness as a store of value 
was limited. An important property of a money is its durability, its ability to 
retain its value over time.

Inflation plays a major role in determining the effectiveness of a money as a 
store of value. The higher the rate of inflation, the faster the purchasing power 
of money falls. In high-inflation countries, workers spend their pay as fast as 
possible because the purchasing power of their money is falling rapidly. It makes 
no sense to hold on to a money that is quickly losing value. In countries where 
the domestic money does not serve as a good store of value, it ceases to fulfill 
this function of money, and people begin to use something else as money, like the 
currency of another nation. For instance, U.S. dollars have long been a favorite 
store of value in Latin American countries that have experienced high inflation. 
This phenomenon—currency substitution—has been documented in Argentina, 
Bolivia, Mexico, and other countries during times of high inflation.

1.a.4. Standard of Deferred Payment Finally, money is a standard of de-
ferred payment. Debt obligations are written in terms of money values. If you have 
a credit card bill that is due in 30 days, the value you owe is stated in monetary 
units—for example, dollars in the United States and yen in Japan. We use money 
values to state amounts of debt, and we use money to pay our debts.

We should make a distinction here between money and credit. Money is what 
we use to pay for goods and services. Credit is available savings that are lent to 
borrowers to spend. If you use your Visa or MasterCard to buy a shirt, you are 
not buying the shirt with your money. You are taking out a loan from the bank 
that issued the credit card in order to buy the shirt. Credit and money are differ-
ent. Money is an asset, something you own. Credit is debt, something you owe.

1.b. The U.S. Money Supply
The quantity of money that is available for spending is an important determinant 
of many key macroeconomic variables, since changes in the money supply affect 
interest rates, inflation, and other indicators of economic health. When econo-
mists measure the money supply, they measure spendable assets. Identifying those 
assets, however, can be difficult. Although it would seem that all bank deposits are 
money, some bank deposits are held for spending, while others are held for saving. 
In defining the money supply, then, economists must differentiate among assets on 
the basis of their liquidity and the likelihood of their being used for spending.

The problem of distinguishing among assets has produced more than one 
definition of the money supply. Today in the United States, the Federal Reserve 
uses M1 and M2.1 Economists and policymakers use both definitions to evaluate 

The use of money as a unit of 
account lowers information 
costs.

credit: available savings 
that are lent to borrowers to 
spend

currency substitution: 
the use of foreign money 
as a substitute for domestic 
money when the domestic 
economy has a high rate of 
inflation

2  |  How is the U.S. money 
supply defined?

1 Until March 2006, the Federal Reserve also published a broader measure of the money supply 
known as M3.
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the availability of funds for spending. Although economists have tried to iden-
tify a single measure that best influences the business cycle and changes in inter-
est rates and inflation, research indicates that different definitions work better 
to explain changes in macroeconomic variables at different times.

1.b.1. M1 Money Supply The narrowest and most liquid measure of  the 
money supply is the M1 money supply, or financial assets that are immediately 
available for spending. This definition emphasizes the use of money as a me-
dium of exchange. The M1 money supply consists of currency held by the non-
bank public, traveler’s checks, demand deposits, and other checkable deposits. 
Demand deposits and other checkable deposits are transactions accounts; they 
can be used to make direct payments to a third party.

Surveys find that families use their checking account for about 30 percent of 
purchases. Cash transactions account for about 44 percent of purchases.

The components of the M1 money supply are used for about 74 percent of 
family purchases. This is one reason why the M1 money supply may be a useful 
variable in formulating macroeconomic policy.

• Currency includes coins and paper money in circulation (in the hands of 
the public). In 2009, currency represented 54 percent of the M1 money sup-
ply. A common misconception about currency today is that it is backed by 
gold or silver. This is not true. There is nothing backing the U.S. dollar except 
the confidence of the public. This kind of monetary system is called a fidu-
ciary monetary system. Fiduciary comes from the Latin fiducia, which means 
“trust.” Our monetary system is based on trust. As long as we believe that 
our money is an acceptable form of payment for goods and services, the sys-
tem works. It is not necessary for money to be backed by any precious object. 
As long as people believe that a money has value, it will serve as money.

The United States has not always operated under a fiduciary monetary sys-
tem.At one time, the U.S. government issued gold and silver coins and paper 
money that could be exchanged for silver. In 1967, Congress authorized the U.S. 
Treasury to stop redeeming “silver certificate” paper money for silver. Coins with 
an intrinsic value are known as commodity money; they have value as a commod-
ity in addition to their face value. The problem with commodity money is that as 
the value of the commodity increases, the money stops being circulated. People 
hoard coins when their commodity value exceeds their face value. For example, 
no one would take an old $20 gold piece to the grocery store to buy $20 worth of 
groceries because the gold is worth much more than $20 today.

The tendency to hoard money when its commodity value increases is called 
Gresham’s Law. Thomas Gresham was a successful businessman and financial 
adviser to Queen Elizabeth I. He insisted that if  two coins have the same face 
value but different intrinsic values—perhaps one coin is silver and the other 
brass—the cheaper coin will be used in exchange, while the more expensive coin 
will be hoarded. People sometimes state Gresham’s Law as “bad money drives 
out good money,” meaning that the money with the low commodity value will be 
used in exchange, while the money with the high commodity value will be driven 
out of hand-to-hand use and be hoarded.2

• Traveler’s checks. Outstanding U.S. dollar–denominated traveler’s checks 
issued by nonbank institutions are counted as part of the M1 money supply. 

M1 money supply: the 
financial assets that are the 
most liquid

transactions account: a 
checking account at a bank 
or other financial institution 
that can be drawn on to 
make payments

2Actually, Gresham was not the first to recognize that bad money drives out good money. A fourteenth-
century French theologian, Nicholas Oresme, made the same argument in his book A Treatise on the 
Origin, Nature, Law, and Alterations of Money, written almost 200 years before Gresham was born.

According to Gresham’s Law, 
bad money drives out good 
money.
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There are several nonbank issuers, among them American Express and 
Cook’s. (Traveler’s checks issued by banks are included in demand deposits. 
When a bank issues its own traveler’s checks, it deposits the amount paid by 
the purchaser in a special account that is used to redeem the checks. Because 
this amount is counted as part of demand deposits, it is not counted again as 
part of outstanding traveler’s checks.) Traveler’s checks account for less than 
1 percent of the M1 money supply.

• Demand deposits. Demand deposits are checking account deposits at a 
commercial bank. These deposits pay no interest. They are called demand de-
posits because the bank must pay the amount of the check immediately upon 
the demand of the depositor. Demand deposits accounted for 25 percent of 
the M1 money supply in 2009.

• Other checkable deposits. Until the 1980s, demand deposits were the only 
kind of  checking account. Today there are many different kinds of  check-
ing accounts, known as other checkable deposits (OCDs). These OCDs are 
accounts at financial institutions that pay interest and also give the deposi-
tor check-writing privileges. Among the OCDs included in the M1 money 
supply are the following:

• Negotiable orders of withdrawal (NOW) accounts are interest-bearing 
checking accounts offered by savings and loan institutions.

• Automatic transfer system (ATS) accounts are accounts at commercial 
banks that combine an interest-bearing savings account with a noninterest-
bearing checking account. The depositor keeps a small balance in the check-
ing account; any time the checking account balance is overdrawn, funds are 
automatically transferred from the savings account.

• Credit union share draft accounts are interest-bearing checking accounts 
that credit unions offer their members.

• Demand deposits at mutual savings banks are checking account deposits 
at nonprofit savings and loan organizations. Any profits after operating ex-
penses have been paid may be distributed to depositors.

1.b.2. M2 Money Supply The components of the M1 money supply are the 
most liquid assets, the assets that are most likely to be used for transactions. 
The M2 money supply is a broader definition of the money supply that includes 
assets in somewhat less liquid forms. The M2 money supply includes the M1 
money supply plus savings deposits, small-denomination time deposits, and bal-
ances in retail money market mutual funds.

• Savings deposits are accounts at banks and savings and loan associations 
that earn interest but offer no check-writing privileges.

• Small-denomination time deposits are often called certificates of deposit. 
Funds in these accounts must be deposited for a specified period of time. 
(Small means less than $100,000.)

• Retail money market mutual fund balances combine the deposits of many in-
dividuals and invest them in government Treasury bills and other short-term 
securities. Many money market mutual funds grant check-writing privileges 
but limit the size and number of checks.

Figure 1 summarizes the two definitions of the money supply.

M2 money supply: M1 
plus less liquid assets
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1.c. Global Money
So far we have discussed the money supply in a domestic context. Just as the 
United States uses dollars as its domestic money, every nation has its own mon-
etary unit of account. Japan has the yen, Mexico the peso, Canada the Canadian 
dollar, and so on. Since each nation uses a different money, how do countries 
pay for transactions that involve residents of other countries? As you saw in the 
chapter titled “An Introduction to the Foreign Exchange Market and the Balance 
of Payments,” the foreign exchange market links national monies together so that 
transactions can be made across national borders. If Sears in the United States 
buys a home entertainment system from Sony in Japan, Sears can exchange dol-
lars for yen in order to pay Sony in yen. The exchange rate between the dollar and 
the yen determines how many dollars are needed to purchase the required number 
of yen. For instance, if Sony wants 1,000,000 yen for the system and the exchange 
rate is ¥100 � $1, Sears needs $10,000 (1,000,000/100) to buy the yen.

Sales contracts between developed countries usually are written (invoiced) in the 
national currency of the exporter. To complete the transaction, the importer buys 

3  |  How do countries 
pay for international 
transactions?

FIGURE 1 The U.S. Money Supply: M1 and M2 (billions of dollars)
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the exporter’s currency on the foreign exchange market. Trade between develop-
ing and developed nations typically is invoiced in the currency of the developed 
country, whether the developed country is the exporter or the importer, because the 
currency of the developed country is usually more stable and more widely traded 
on the foreign exchange market than the currency of the developing country. As a 
result, the currencies of the major developed countries tend to dominate the inter-
national medium-of-exchange and unit-of-account functions of money.

1.c.1. International Reserve Currencies Governments hold monies as a 
temporary store of value until money is needed to settle international debts. At 
one time, gold was the primary international reserve asset, an asset used to settle 
debts between governments. Although gold still serves as an international re-
serve asset, its role is unimportant relative to that of currencies. Today national 
currencies function as international reserves. The currencies that are held for 
this purpose are called international reserve currencies.

Table 1 shows the importance of the major international reserve currencies 
over time. In the mid-1970s, the U.S. dollar made up almost 80 percent of inter-
national reserve holdings. By 1990, its share had fallen to less than 50 percent, 
but that share has risen again recently.

Prior to the euro, there was an artificial currency in Europe, the Euro pean
currency unit (ECU). The industrial nations of western Europe used ECUs to settle 
debts between them. The ECU was a composite currency; its value was an average of 
the values of several different national currencies: the Austrian schilling, the Belgian 
franc, the Danish krone, the Finnish markkaa, the French franc, the German 
mark, the Greek drachma, the Irish pound, the Italian lira, the Luxembourg franc, 
the Netherlands guilder, the Spanish peseta, and the Portuguese escudo (the U.K. 
pound was withdrawn from the system in September 1992).

The ECU was not an actual money but an accounting entry that was trans-
ferred between two parties. It was a step along the way to a new actual money, 
the euro, which replaced the ECU and circulates throughout the member coun-
tries as a real European money.

Another composite currency used in international financial transactions is the 
special drawing right (SDR). The value of the SDR is an average of the values of the 
currencies of the major industrial countries: the U.S. dollar, the euro, the Japanese 
yen, and the U.K. pound. This currency was created in 1970 by the International 
Monetary Fund, an international organization that oversees the monetary rela-
tionships among countries. The SDRs are an international reserve asset; they are 

The currencies of the major 
developed countries tend to 
dominate the international 
medium-of-exchange and unit-
of-account functions of money.

international reserve 
asset: an asset used to 
settle debts between 
governments

international reserve 
currency: a currency held 
by a government to settle 
international debts

special drawing right 
(SDR): a composite 
currency whose value is the 
average of the values of the 
U.S. dollar, the euro, the 
Japanese yen, and the U.K. 
pound

European currency unit 
(ECU): a unit of account 
formerly used by western 
European nations as their 
official reserve asset

composite currency: an 
artificial unit of account 
that is an average of the 
values of several national 
currencies

TABLE 1
International Reserve Currencies (Percentage Shares of National Currencies in Total Official Holdings 
of Foreign Exchange)

 U.S. Pound Deutsche French Japanese Swiss Netherlands Unspecified
Year Dollar Sterling Mark Franc Yen Franc Guilder Euro ECU Currencies

1976 78.8 1.0  8.7 1.5 1.9 2.1 0.8 — — 5.2

1980 56.6 2.5 12.8 1.5 3.7 2.8 1.1 — 16.4 2.7

1990 47.8 2.8 16.5 2.2 7.7 1.2 1.0 — 9.7 11.1

2000 70.5 2.8 — — 6.3 0.3 — 18.8 — 1.4

2004 65.9 3.3 — — 3.9 0.2 — 24.9 — 1.9

2008 64.0 4.0 — — 3.3 0.1 — 26.5 — 2.0

Source: Data are drawn from International Monetary Fund, Annual Report, various issues.
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used to settle international debts by transferring governments’ accounts held at the 
International Monetary Fund. We discuss the role of the International Monetary 
Fund in later chapters.

Prior to the actual introduction of  the euro, there was much discussion 
about its potential popularity as a reserve currency. In fact, some analysts 
were asserting that we should expect the euro to replace the U.S. dollar as the 
world’s dominant currency. As Table 1 shows, the euro is now the second most 
popular reserve currency, but it has a much lower share of  reserve currency 
use than the dollar does. The dominant world currency evolves over time as 
business firms and individuals find one currency more useful than another. 
Prior to the dominance of  the dollar, the British pound was the world’s most 
important reserve currency. As the U.S. economy grew in importance and U.S. 
financial markets developed to the huge size they now have, the growing use of 
the dollar emerged naturally as a result of  the large volume of  financial trans-
actions involving the United States. Perhaps over time, the euro will someday 
replace the dollar as the world’s dominant money.

■ 2. Banking
Commercial banks are financial institutions that offer deposits on which checks 
can be written. In the United States and most other countries, commercial 
banks are privately owned. Thrift institutions are financial institutions that 
historically offered just savings accounts, not checking accounts. Savings and 
loan associations, credit unions, and mutual savings banks are all thrift institu-
tions. Prior to 1980, the differences between commercial banks and thrift insti-
tutions were much greater than they are today. For example, only commercial 
banks could offer checking accounts, and those accounts earned no interest. 
The law also regulated maximum interest rates. In 1980, Congress passed the 
Depository Institutions Deregulation and Monetary Control Act, in part to 
stimulate competition among financial institutions. Now thrift institutions and 
even brokerage houses offer many of  the same services as commercial banks. In 

R E C A P
1. Money is the most liquid asset.

2. Money serves as a medium of exchange, a unit of account, a store of 
value, and a standard of deferred payment.

3. The use of money lowers transaction and information costs relative to barter.

4. To be used as money, an asset should be portable, divisible, and durable.

5. The M1 money supply is the most liquid definition of money and equals 
the sum of currency, travelers’ checks, demand deposits, and other 
checkable deposits.

6. The M2 money supply equals the sum of the M1 money supply, savings 
 deposits, small-denomination time deposits, and retail money market 
mutual fund balances.

7. International reserve currencies are held by governments to settle 
international debts.

8. Composite currencies have their value determined as an average of the 
values of several national currencies.
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1999, Congress passed the Gramm-Leach-Bliley Act, which allowed commercial 
banks to expand their business into other areas of finance, including insurance 
and selling securities. This permitted greater integration of financial products 
under one umbrella known as a financial holding company. During the financial 
crisis of 2008, some of these large banks suffered dramatically as a result of ag-
gressive risk-taking in financial products that turned out to be unsuccessful.

2.a. Financial Intermediaries
Both commercial banks and thrift institutions are financial intermediaries, middle-
men between savers and borrowers. Banks accept deposits from individuals and 
firms, then use those deposits to make loans to individuals and firms. The borrow-
ers are likely to be different individuals or firms from the depositors, although it is 
not uncommon for a household or business to be both a depositor and a borrower 
at the same institution. Of course, depositors and borrowers have very different 
interests. For instance, depositors typically prefer short-term deposits; they don’t 
want to tie up their money for a long time. Borrowers, on the other hand, usually 
want more time for repayment. Banks typically package short-term deposits into 
longer-term loans. To function as intermediaries, banks must serve the interests 
of both depositors and borrowers.

A bank is willing to serve as an intermediary because it hopes to earn a profit 
from this activity. It pays a lower interest rate on deposits than it charges on 
loans; the difference is a source of profit for the bank. Islamic banks are prohib-
ited by holy law from charging interest on loans; thus, they use a different sys-
tem for making a profit (see the Global Business Insight “Islamic Banking”).

2.b. U.S. Banking
2.b.1. Current Structure If  you add together all the pieces of the bar graph in 
Figure 2, you see that there were 99,161 depository institution offices operating 
in the United States in 2008. Roughly 85 percent of these offices were operated 
by banks and 15 percent by savings institutions.

Historically, U.S. banks were allowed to operate in just one state. In some states, 
banks could operate in only one location. This is known as unit banking. Today 
there are still many unit banks, but these are typically small community banks.

Over time, legal barriers have been reduced so that today almost all states permit 
entry to banks located out of state. In the future, banking is likely to be done on a 
national rather than a local scale. The growth of automated teller machines (ATMs) 
is a big step in this direction. The ATM networks give bank customers access to 
services over a much wider geographic area than any single bank’s branches cover. 
These international networks allow a bank customer from Dallas to withdraw cash 
in Seattle, Zurich, or almost anywhere in the world. Today more than one-fourth of 
ATM transactions occur at banks that are not the customer’s own bank.

2.b.2. Bank Failures Banking in the United States has had a colorful history 
of booms and panics. Banking is like any other business. Banks that are poorly 
managed can fail; banks that are properly managed tend to prosper. Regional 
economic conditions are also very important. In the mid-1980s, hundreds of 
banks in states with large oil industries, like Texas and Oklahoma, and in farming 
states, like Kansas and Nebraska, could not collect many of their loans as a result 
of falling oil and agricultural prices. Those states that were heavily dependent on 
the oil industry and on farming had significantly more banks fail than did other 
states. The problem was not so much bad management as it was a matter of un-
expectedly bad business conditions. The lesson here is simple: Commercial banks, 
like other profit-making enterprises, are not exempt from failure.

4  |  Why are banks 
considered 
intermediaries?
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At one time, a bank panic could close a bank. A bank panic occurs when deposi-
tors, fearing that a bank will close, rush to withdraw their funds. Banks keep only a 
fraction of their deposits on reserve, so bank panics often resulted in bank closings 
as depositors tried to withdraw more money than the banks had on hand on a given 
day. In the United States today, this is no longer true. The Federal Deposit Insurance 
Corporation (FDIC) was created in 1933. The FDIC is a federal agency that insures 
bank deposits in commercial banks so that depositors do not lose their deposits if  
a bank fails. FDIC insurance covers depositors against losses up to $250,000 in a 
bank account. Figure 3 shows the number of failed banks and the number without 
deposit insurance. In the 1930s, many of the banks that failed were not insured 
by the FDIC. In this environment, it made sense for depositors to worry about 
losing their money. In the 1980s, the number of bank failures increased dramati-
cally, but none of the failed banks were uninsured. Deposits in those banks were 

Islamic Banking

According to the Muslim holy book, the Koran, 
Islamic law prohibits interest charges on loans. Banks 
that operate under Islamic law still act as intermediaries 
between borrowers and lenders. However, they do not 
charge interest on loans or pay interest on deposits. 
Instead, they take a predetermined percentage of the 
borrowing firm’s profits until the loan is repaid, then 
share those profits with depositors.

Since the mid-1970s, over a hundred Islamic 
banks have opened, most of them in Arab nations. 
Deposits in these banks have grown rapidly. In fact, 
in some banks, deposits have grown faster than good 
loan  opportunities, forcing the banks to refuse new 
 deposits until their loan portfolio could grow to match 
the available deposits. One bank in Bahrain claimed 
that over 60 percent of deposits during its first two 
years in operation were made by people who had 
never made a bank deposit before. In addition to 
profit-sharing deposits, Islamic banks typically offer 
checking accounts, traveler’s checks, and trade-related 
services on a fee basis. 

Because the growth of deposits has usually exceeded 
the growth of local investment opportunities, Islamic 
banks have been lending money to traditional banks to 
fund investments that satisfy the moral and commercial 
needs of both, such as lending to private firms. These 

funds cannot be used to invest in interest-bearing se-
curities or in firms that deal in alcohol, pork, gambling, 
or arms. The growth of mutually profitable investment 
opportunities suggests that Islamic banks are meeting 
both the dictates of Muslim depositors and the profit-
ability requirements of modern banking.

The potential for expansion and profitability of 
Islamic financial services has led major banks to create 
units dedicated to providing Islamic banking services. 
In addition, there are stock mutual funds that screen 
firms for compliance with Islamic law before buying 
their stock. For instance, since most financial institu-
tions earn and pay large amounts of interest, such 
firms would tend to be excluded from an Islamic 
mutual fund.

The most popular instrument for financing Islamic 
investments is murabaha. This is essentially cost-plus 
 financing, where the financial institution purchases goods 
or services for a client and then, over time, is repaid an 
amount that equals the original cost plus an additional 
amount of profit. Such an arrangement is even used for 
financing mortgages on property in the United States. A 
financial institution will buy a property and then charge 
a client rent until the rent payments equal the purchase 
price plus some profit. After the full payment is received, 
the title to the property is passed to the client.

Global Business Insight

Sources: Peter Koh, “The Shari’ah Alternative,” Euromoney (October 2002). A good source of additional information is found on the 
website www.failaka.com/.

Federal Deposit 
Insurance Corporation 
(FDIC): a federal agency 
that insures deposits in 
commercial banks

www.failaka.com/
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There are many more banks and bank branches than there are savings institutions and 
 savings branches.
Source: Data are drawn from Federal Deposit Insurance Corporation, Statistics on Banking, www.fdic.gov.

U.S. Depository InstitutionsFIGURE 2
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protected by the federal government. Even though large banks have failed in recent 
times, the depositors have not lost their deposits. 

Figure 3 shows a rise in the number of bank failures associated with the fi-
nancial crisis of 2008 (which actually began in 2007). We see that from 0 bank 
failures in 2006, there were 3 in 2007, 30 in 2008, and 90 by September of 2009. 
The financial crisis resulted in many banks experiencing large losses on loans 
due to businesses and households who were unable to repay their debts. 

Deposit insurance exists today in most of the world’s countries. Africa is 
the only continent where deposit insurance is not found widely. Looking at the 
countries that are neighbors of the United States, Canada insures deposits up to 
100,000 Canadian dollars (worth about 85,000 U.S. dollars at the time this text 
was revised), while Mexico insures deposits up to 1,308,000 pesos (worth about 
100,000 U.S. dollars at the time this text was revised).

2.c. International Banking
Large banks today are truly transnational enterprises. International banks, 
like domestic banks, act as financial intermediaries, but they operate in a dif-
ferent legal environment. The laws regulating domestic banking in each nation 
are typically very restrictive, yet many nations allow international banking to 
operate largely unregulated. Because they are not hampered by regulations, 
international banks typically can offer depositors and borrowers better terms 
than could be negotiated at a domestic bank.

2.c.1. Eurocurrency Market Because of the competitive interest rates offered 
on loans and deposits, there is a large market for deposits and loans at inter-
national banks. For instance, a bank in London, Tokyo, or the Bahamas may 
accept deposits and make loans denominated in U.S. dollars. The international 
deposit and loan market often is called the Eurocurrency market, or offshore 
banking. In the Eurocurrency market, the currency used in a banking transac-
tion generally is not the domestic currency of the country in which the bank is 
located. (The prefix “Euro-” is misleading here. Although the market originated 
in Europe, today it is global and operates with different foreign currencies; it is in 
no way limited to European currencies or European banks.) There are deposits 
and loans in Eurodollars, Euroyen, Euroeuro, and any other major currency.

In those countries that allow offshore banking, we find two sets of banking 
rules: restrictive regulations for banking in the domestic market, and little or no 
regulation for offshore banking activities. Domestic banks are required to hold 
reserves against deposits and to carry deposit insurance, and they often face gov-
ernment-mandated credit or interest rate restrictions. The Eurocurrency market 
operates with few or no costly restrictions, and international banks generally pay 
lower taxes than domestic banks. Because offshore banks operate with lower costs, 
they are able to offer their customers better terms than domestic banks can.

Offshore banks are able to offer a higher rate on dollar deposits and a lower 
rate on dollar loans than their domestic competitors. Without these differences, 
the Eurodollar market probably would not exist because Eurodollar transac-
tions are riskier than domestic transactions in the United States as a result of 
the lack of government regulation and deposit insurance.

There are always risks involved in international banking. Funds are sub-
ject to control by both the country in which the bank is located and the 
country in whose currency the deposit or loan is denominated. Suppose a 
Canadian firm wants to withdraw funds from a U.S. dollar–denominated 
bank deposit in Hong Kong. This transaction is subject to control in Hong 
Kong. For example, the government may not allow foreign exchange to leave 
the country freely. It is also subject to U.S. control. If  the United States 

Eurocurrency market 
or offshore banking: 
the market for deposits 
and loans generally 
denominated in a currency 
other than the currency of 
the country in which the 
transaction occurs

5  |  How does international 
banking differ from 
domestic banking?

A bank panic occurs when 
depositors become frightened 
and rush to withdraw their 
funds.



Chapter 12   Money and Banking 277

reduces its outflow of  dollars, for instance, the Hong Kong bank may have 
difficulty paying the Canadian firm with U.S. dollars.

The Eurocurrency market exists for all of  the major international curren-
cies, but the value of  activity in Eurodollars dwarfs the rest. Eurodollars ac-
count for about 60 percent of  deposit and loan activity in the Eurocurrency 
market. This emphasizes the important role that the U.S. dollar plays in global 
finance. Even deposits and loans that do not involve a U.S. lender or borrower 
often are denominated in U.S. dollars.

2.c.2. International Banking Facilities The term offshore banking is some-
what misleading in the United States today. Prior to December 1981, U.S. banks 
were forced to process international deposits and loans through their offshore 
branches. Many of the branches in places like the Cayman Islands and the 
Bahamas were little more than “shells,” small offices with a telephone. Yet these 
branches allowed U.S. banks to avoid the reserve requirements and interest rate 
regulations that restricted domestic banking activities.

In December 1981, the Federal Reserve Board legalized international banking 
facilities (IBFs), allowing domestic banks to take part in international banking on 
U.S. soil. The IBFs are not physical entities; they are bookkeeping systems set up 
in existing bank offices to record international banking transactions. The IBFs can 
receive deposits from and make loans to nonresidents of the United States and 
other IBFs. These deposits and loans must be kept separate from other transac-
tions because IBFs are not subject to the reserve requirements, interest rate regula-
tions, or FDIC deposit insurance premiums that apply to domestic U.S. banking. 
The goal of permitting IBFs was to allow banking offices in the United States to 
compete with offshore banks without having to use offshore banking offices.

2.d.  Informal Financial Markets in 
Developing Countries

In many developing countries, a sizable portion of the population has no ac-
cess to formal financial institutions like banks. In these cases, it is common for 
informal financial markets to develop. Such markets may take many different 
forms. Sometimes they take the form of an individual making small loans to 
local residents. Sometimes groups of individuals form a self-help group where 
they pool their resources to provide loans to each other. To give some idea of the 
nature of these sorts of arrangements, a few common types are reviewed here.

A common form of informal financial arrangement is rotating savings and 
credit associations, or ROSCAs. These tend to go by different names in differ-
ent countries, such as tandas in Mexico, susu in Ghana, hui in China, and chits 
in India. ROSCAs are like savings clubs; members contribute money every week 
or month into a common fund, and then each month one member of the group 
receives the full amount contributed by everyone. This usually operates for a cycle 
of as many months as there are members in the group. For instance, if there are 
12 members in the group contributing $10 a month, then a cycle would last 12 
months, and each month a different member of the group would receive the $120 
available. Thus the ROSCA is a vehicle for saving in which only the last member 
of the group to receive the funds has saved over the full 12-month period before 
having the use of $120. The determination of who receives the funds in which 
month is typically made by a random drawing at the beginning of the cycle. So 
a ROSCA is a means of saving that allows all but one member in each cycle to 
receive funds faster than the members could save on their own.

The informal market in many countries is dominated by individual lenders, who 
tend to specialize in a local area and make loans primarily for the acquisition of 

international banking 
facility (IBF): a division of a 
U.S. bank that is allowed to 
receive deposits from and 
make loans to nonresidents 
of the United States without 
the restrictions that apply to 
domestic U.S. banks

ROSCA: a rotating savings 
and credit association 
popular in developing 
countries
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seeds, fertilizer, or mechanical equipment needed by farmers. Surveys in China in-
dicate that about two-thirds of farm loans to poor rural households are made by 
informal lenders. Such informal lenders are distinct from friends and relatives, who 
can also be important in lending to poor households. The interest rate charged 
by informal lenders is typically significantly higher than that charged by banks or 
government lending institutions. The higher interest rates may reflect the higher risk 
associated with the borrower, who may have no collateral (goods or possessions that 
can be transferred to the lender if the borrower does not repay).

Informal loans among friends or relatives are typically one-time loans for 
purposes like financing weddings or home construction. If  your cousin lends 
you money today in your time of need, then you are expected to lend to him at 
some later time if  he has a need. Repeat loans, like those to a farmer in advance 
of the harvest each year, tend to be made by individuals who are unrelated to 
the borrower and are in the business of providing such financing.

A form of informal financial market that gained much publicity after the 
September 11, 2001, terrorist attacks on New York City’s World Trade Center 
is the hawala network. In much of the developing world with heavy Muslim 
populations, people can send money all over the world using the hawala net-
work. Let’s say that a Pakistani immigrant who is working as a taxi driver in 
New York wants to send money to a relative in a remote village of Pakistan. He 
can go to a hawala agent and give the money to the agent, who writes down the 
destination location and the amount of money to be sent. The agent then gives 
the taxi driver a code number and the location of an agent in Pakistan, which 
the driver passes along to his relative. The agent in the United States then calls a 
counterpart agent in Pakistan and informs that person of the amount of money 
and the code number. The Pakistani agent will pay the money to whoever walks 
in his door with the right code number. Since no records of the name or address 
of either the source of the money or the recipient are kept, it is easy to see how 
such a network can be an effective source of financing for terrorist activities. 
For this reason, the hawala network was a source of much investigation follow-
ing the 2001 terrorist attacks in the United States. Of course, such a network 
serves many more than just terrorists, and it is an important part of the informal 
financial market operating in many countries. For poor people without bank 
accounts, such informal markets allow some access to financial services.

hawala:  an international 
informal financial market 
used by Muslims

1. The Depository Institutions Deregulation and Monetary Control Act 
(1980) eliminated many of the differences between commercial banks and 
thrift institutions.

2. Banks are financial intermediaries.

3. The deregulation act also eliminated many of the differences between 
national and state banks.

4. Since the FDIC insures bank deposits in commercial banks, bank panics 
are no longer a threat to the banking system.

5. The international deposit and loan market is called the Eurocurrency 
market or offshore banking.

6. With the legalization of international banking facilities in 1981, the 
Federal Reserve allowed international banking activities on U.S. soil.

7. Informal financial markets play an important role in developing countries.

R E C A P
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3In our simplified balance sheet, we assume that there is no net worth, or owner’s equity. Net worth 
is the value of the owner’s claim on the firm (the owner’s equity) and is found as the difference 
between the value of assets and the value of nonequity liabilities.

■ 3. Banks and the Money Supply
Banks create money by lending money. They take deposits, then lend a portion 
of  those deposits in order to earn interest income. The portion of  their depos-
its that banks keep on hand is a reserve to meet the demand for withdrawals. In 
a fractional reserve banking system, banks keep less than 100 percent of  their 
deposits as reserves. If  all banks hold 10 percent of  their deposits as a reserve, 
for example, then 90 percent of  their deposits are available for loans. When they 
loan these deposits, money is created.

3.a. Deposits and Loans
Figure 4 shows a simple balance sheet for First National Bank. A balance 
sheet is a financial statement that records a firm’s assets (what the firm owns) 
and liabilities (what the firm owes). The bank has cash assets ($100,000) and 
loan assets ($900,000). The deposits placed in the bank ($1,000,000) are a 
liability (they are an asset of  the depositors).3 Total assets always equal total 
liabilities on a balance sheet.

Banks keep a percentage of their deposits on reserve. In the United States, the 
reserve requirement is set by the Federal Reserve Board (which will be discussed 
in detail in the next chapter). Banks can keep more than the minimum reserve if  
they choose. Let’s assume that the reserve requirement is set at 10 percent and that 
banks always hold actual reserves equal to 10 percent of deposits. With deposits of 
$1,000,000, the bank must keep $100,000 (.10 � $1,000,000) in cash reserves held 
in its vault. This $100,000 is the bank’s required reserves, as the Federal Reserve 
requires the banks to keep 10 percent of deposits on reserve. This is exactly what 
First National Bank has on hand in Figure 4. Any cash held in excess of $100,000 

fractional reserve 
banking system: a system 
in which banks keep less 
than 100 percent of their 
deposits available for 
withdrawal

required reserves: the 
cash reserves (a percentage 
of deposits) that a bank 
must keep on hand or on 
deposit with the Federal 
Reserve

6  |  How do banks create 
money?

First National Bank Balance Sheet, Initial PositionFIGURE 4

First National Bank

 Assets Liabilities

Cash $100,000 Deposits $1,000,000

Loans 900,000  

Total $1,000,000 Total $1,000,000

  Total reserves � $100,000

 Required reserves � 0.1($1,000,000) = $100,000

 Excess reserves � 0

The bank has cash totaling $100,000 and loans totaling $900,000, for total assets of 
$1,000,000. Deposits of $1,000,000 make up its total liabilities. With a reserve requirement of 
10 percent, the bank must hold required reserves of 10 percent of its deposits, or $100,000. 
Because the bank is holding cash of $100,000, its total reserves equal its required reserves. 
Because it has no excess reserves, the bank cannot make new loans.
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would represent excess reserves. Excess reserves can be loaned by the bank. A 
bank is loaned up when it has zero excess reserves. Because its total reserves equal 
its required reserves, First National Bank has no excess reserves and is loaned up. 
The bank cannot make any new loans.

What happens if the bank receives a new deposit of $100,000? Figure 5 shows 
the bank’s balance sheet right after the deposit is made. Its cash reserves are 
now $200,000, and its deposits are now $1,100,000. With the additional deposit, 
the bank’s total reserves equal $200,000. Its required reserves are $110,000 (.10 � 
$1,100,000). So its excess reserves are $90,000 ($200,000 � $110,000). Since a bank 
can lend its excess reserves, First National Bank can loan an additional $90,000.

Suppose the bank lends someone $90,000 by depositing $90,000 in the bor-
rower’s First National account. At the time the loan is made, the money supply 
increases by the amount of the loan, $90,000. By making the loan, the bank has in-
creased the money supply. But this is not the end of the story. The borrower spends 
the $90,000, and it winds up being deposited in the Second National Bank.

Figure 6 shows the balance sheets of both banks after the loan has been made 
and the money has been spent and deposited at Second National Bank. First 
National Bank now has loans of $990,000 and no excess reserves (the required 
reserves of $110,000 equal total reserves). So First National Bank can make no 
more loans until a new deposit is made. However, Second National Bank has a 
new deposit of $90,000 (to simplify the analysis, we assume that this is the first 
transaction at Second National Bank). Its required reserves are 10 percent of 
$90,000, or $9,000. With total reserves of $90,000, Second National Bank has 
excess reserves of $81,000. It can make loans up to $81,000.

Notice what has happened to the banks’ deposits as a result of the initial 
$100,000 deposit in First National Bank. Deposits at First National Bank have 
increased by $100,000. Second National Bank has a new deposit of $90,000, 
and the loans it makes will increase the money supply even more. Table 2 shows 
how the initial deposit of $100,000 is multiplied through the banking system. 
Each time a new loan is made, the money is spent and redeposited in the bank-
ing system. But each bank keeps 10 percent of the deposit on reserve, lending 
only 90 percent. So the amount of money loaned decreases by 10 percent each 
time it goes through another bank. If  we carried the calculations out, you would 

excess reserves: the cash 
reserves beyond those 
required, which can be 
loaned

First National Bank Balance Sheet after $100,000 DepositFIGURE 5

A $100,000 deposit increases the bank’s cash reserves to $200,000 and its deposits to 
$1,100,000. The bank must hold 10 percent of deposits, or $110,000, on reserve. The differ-
ence between total reserves ($200,000) and required reserves ($110,000) is excess reserves 
($90,000). The bank now has $90,000 available for lending.

First National Bank

 Assets Liabilities

Cash $200,000 Deposits $1,100,000

Loans 900,000  

Total $1,1000,000 Total $1,100,000

  Total reserves � $200,000

 Required reserves � 0.1($1,000,000) = $110,000

 Excess reserves � $90,000
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deposit expansion 
multiplier: the reciprocal of 
the reserve requirement

Balance Sheets after a $90,000 Loan Made by First National Bank Is 
Spent and Deposited at Second National Bank

FIGURE 6

First National Bank

 Assets Liabilities

Cash $110,000 Deposits $1,100,000

Loans 990,000 

Total $1,100,000 Total $1,100,000

  Total reserves � $110,000

 Required reserves � 0.1($1,100,000) = $110,000

 Excess reserves � 0

Second National Bank

 Assets Liabilities

Cash $90,000 Deposits $90,000

Total $90,000 Total $90,000

  Total reserves � $90,000

 Required reserves � 0.1($90,000) = $9,000

 Excess reserves � $81,000

Once First National Bank makes the $90,000 loan, its cash reserves fall to $110,000 and 
its loans increase to $990,000. At this point, the bank’s total reserves ($110,000) equal its 
 required reserves (10 percent of deposits). Because it has no excess reserves, the bank 
 cannot make new loans.

Second National Bank receives a deposit of $90,000. It must hold 10 percent, or $9,000, 
on reserve. Its excess reserves equal total reserves ($90,000) minus required reserves 
($9,000), or $81,000. Second National Bank can make a maximum loan of $81,000.

see that the total increase in deposits associated with the initial $100,000 deposit 
is $1,000,000. Required reserves would increase by $100,000, and new loans 
would increase by $900,000.

3.b. Deposit Expansion Multiplier
Rather than calculate the excess reserves at each bank, as we did in Table 2, we 
can use a simple formula to find the maximum increase in deposits given a new 
deposit. The deposit expansion multiplier equals the reciprocal of the reserve 
requirement:

Deposite expansion multiplier � 
1

reserve requirement

In our example, the reserve requirement is 10 percent, or .10. So the deposit ex-
pansion multiplier equals 1/.10, or 10. An initial increase in deposits of $100,000 
expands deposits in the banking system by 10 times $100,000, or $1,000,000. 
This is because the new $100,000 deposit creates $90,000 in excess reserves and 
10 � $90,000 � $900,000, which when added to the initial deposit of $100,000 
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equals $1,000,000. The maximum increase in deposits is found by multiplying 
the deposit expansion multiplier by the amount of the new deposit.

With no new deposits, the banking system can increase the money supply 
only by the multiplier times excess reserves:

Deposit expansion multiplier × excess reserves 
= maximum increase in deposits

The deposit expansion multiplier indicates the maximum possible change in 
total deposits when a new deposit is made. For the effect to be that large, all 
excess reserves must be loaned out, and all of the money that is deposited must 
stay in the banking system.

If banks hold more reserves than the minimum required, they lend a smaller 
fraction of any new deposits, and this reduces the effect of the deposit expan-
sion multiplier. For instance, if  the reserve requirement is 10 percent, we know 
that the deposit expansion multiplier is 10. If  a bank chooses to hold 20 percent 
of its deposits on reserve, the deposit expansion multiplier is only 5 (1/.20).

If  money (currency and coin) is withdrawn from the banking system and 
kept as cash, deposits and bank reserves are smaller, and there is less money 
to loan out. This currency drain—removal of  money—reduces the deposit ex-
pansion multiplier. The greater the currency drain, the smaller the multiplier. 
There is always some currency drain, as people carry currency to pay for day-
to-day transactions. However, during historical periods of  bank panic, where 
people lost confidence in banks, large currency withdrawals contributed to 
declines in the money supply.

Remember that the deposit expansion multiplier measures the maximum 
expansion of  the money supply by the banking system. Any single bank can 
lend only its excess reserves, but the whole banking system can expand the 
money supply by a multiple of  the initial excess reserves. Thus, the banking 
system as a whole can increase the money supply by the deposit expansion 
multiplier times the excess reserves of  the system. The initial bank is limited 
to its initial loan; the banking system generates loan after loan based on that 
initial loan. A new deposit can increase the money supply by the deposit ex-
pansion multiplier times the new deposit.

In the next chapter, we discuss how changes in the reserve requirement affect 
the money supply and the economy. This area of policymaking is controlled by 
the Federal Reserve.

TABLE 2 The Effect on Bank Deposits of an Initial Bank Deposit of $100,000

Bank New Deposit Required Reserves Excess Reserves (new loans)

First National $100,000 $10,000  $90,000

Second National 90,000 9,000  81,000

Third National 81,000 8,100  72,900

Fourth National 72,900 7,290  65,610

Fifth National 65,610 6,561  59,049

Sixth National 59,049 5,905  53,144

… … … …

Total $1,000,000 $100,000  $900,000

A single bank increases the 
money supply by lending 
its excess reserves; the 
banking system increases the 
money supply by the deposit 
expansion multiplier times 
the excess reserves of the 
system.
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SUMMARY

1  | What is money?

 •  Money is anything that is generally acceptable to 
sellers in exchange for goods and services. §1

 •  Money serves as a medium of exchange, a unit of 
 account, a store of value, and a standard of 
deferred payment. §1.a

 •  Money, because it is more efficient than barter, 
lowers transaction costs. §1.a.1

 •  Money should be portable, divisible, and durable. 
§1.a.1, 1.a.3

2  | How is the U.S. money supply defined?

 •  There are two definitions of money based on its 
 liquidity. §1.b

 •  The M1 money supply equals the sum of currency 
plus traveler’s checks plus demand deposits plus 
other checkable deposits. §1.b.1

 •  The M2 money supply equals the M1 money 
supply plus savings deposits, small-denomination 
time deposits, and retail money market mutual 
fund balances. §1.b.2

3  | How do countries pay for international transactions?

 •  Using the foreign exchange market, governments 
(along with individuals and firms) are able to 
convert national currencies to pay for trade. §1.c

 •  The U.S. dollar is the world’s major international 
 reserve currency. §1.c.1

 •  The European currency unit (ECU) was a com-
posite currency whose value was an average of  the 

values of  several western European currencies. 
§1.c.1

4  | Why are banks considered intermediaries?

 •  Banks serve as middlemen between savers and 
 borrowers. §2.a

5  | How does international banking differ from 
domestic banking?

 •  Domestic banking in most nations is strictly 
regulated; international banking is not. §2.c

 •  The Eurocurrency market is the international 
deposit and loan market. §2.c.

 •  International banking facilities (IBFs) allow U.S. 
 domestic banks to carry on international banking 
 activities on U.S. soil. §2.c.2

 •  Informal financial markets are important in 
developing countries. §2.d

6  | How do banks create money?

 •  Banks can make loans up to the amount of their 
excess reserves, their total reserves minus their 
required reserves. §3.a

 •  The deposit expansion multiplier is the reciprocal 
of the reserve requirement. §3.b

 •  A single bank expands the money supply by 
lending its excess reserves. §3.b

 •  The banking system can increase the money supply 
by the deposit expansion multiplier times the excess 
reserves in the system. §3.b.

R E C A P

1. The fractional reserve banking system allows banks to expand the money 
 supply by making loans.

2. Banks must keep a fraction of their deposits on reserve; their excess 
reserves are available for lending.

3. The deposit expansion multiplier measures the maximum increase in 
the money supply given a new deposit; it is the reciprocal of the reserve 
requirement.

4. A single bank increases the money supply by lending its excess reserves.

5. The banking system can increase the money supply by the deposit 
expansion multiplier times the excess reserves in the banking system.
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KEY TERMS

money §1

liquid asset §1

currency substitution §1.a.3

credit §1.a.4

M1 money supply §1.b.1

M2 money supply §1.b.1

transactions account §1.b.1

international reserve asset §1.c.1

international reserve currency §1.c.1

European currency unit (ECU) §1.c.1

composite currency §1.c.1

special drawing right (SDR) §1.c.1

Federal Deposit Insurance 
Corporation (FDIC) §2.b.2

Eurocurrency market or offshore 
banking §2.c.1

international banking facility (IBF) 
§2.c.2

ROSCA §2.d

hawala §2.d

fractional reserve banking system §3

required reserves §3.a

excess reserves §3.a

deposit expansion multiplier §3.b

EXERCISES

 1. Describe the four functions of money, using the U.S. 
dollar to provide an example of how dollars serve 
each function.

 2. During World War II, cigarettes were used as money 
in prisoner of war camps. Considering the attributes 
that a good money should possess, why would 
cigarettes emerge as money among prisoners?

 3. What is a financial intermediary? Give an example of 
how your bank or credit union serves as a financial in-
termediary between you and the rest of the economy.

 4. What is the Eurocurrency market, and how is 
banking in the Eurocurrency market different from 
domestic banking?

 5. What are IBFs? Why do you think they were legalized?

 6. First Bank has cash reserves of  $200,000, loans of 
$800,000, and deposits of  $1,000,000.

a. Prepare a balance sheet for the bank.
b. If  the bank maintains a reserve requirement of 

12  percent, what is the largest loan it can make?
c. What is the maximum amount by which the money 

supply can be increased as a result of First Bank’s 
new loan?

 7. Yesterday bank A had no excess reserves. Today it 
received a new deposit of  $5,000. 
a. If the bank maintains a reserve requirement of 2 per-

cent, what is the maximum loan that bank A can make? 
b. What is the maximum amount by which the 

money supply can be increased as a result of bank 
A’s new loan?

 8. “M2 is a better definition of the money supply than 
M1.” Agree or disagree with this statement. In your 
argument, clearly state the criteria on which you are 
basing your decision.

 9. The deposit expansion multiplier measures the maxi-
mum possible expansion of the money supply in the 
banking system. What factors could cause the actual 
expansion of the money supply to differ from that 
given by the deposit expansion multiplier?

 10.  What is liquidity? Rank the following assets in order 
of their liquidity: $10 bill, personal check for $20, 
savings account with $400 in it, stereo, car, house, 
traveler’s check.

Use the following table on the components of money 
in a hypothetical economy to do exercises 11–12.

Money Component Amount

Traveler’s checks $100
Currency $2,000
Small-denomination time deposits $3,500
Savings deposits $6,000
Demand deposits $5,000
Other checkable deposits $9,000
Retail money market mutual funds $7,500

 11. What is the value of M1 in the above table?

 12. What is the value of M2 in the above table?

 13. The deposit expansion multiplier has been defined as 
the reciprocal of the reserve requirement. Suppose 
that banks must hold 10 percent of their deposits in 
reserve. However, banks also lose 10 percent of their 
deposits through cash drains out of the banking 
system.
a. What would the deposit expansion multiplier be if  

there were no cash drain?
b. With the cash drain, what is the value of the de-

posit expansion multiplier?

You can find further practice tests in the Online Quiz at www.cengage.com/economics/boyes.

www.cengage.com/economics/boyes


Because of its relative stability 
and near-universal recogni-
tion and acceptance, USD 

function as both a store of  value 
and a medium of  exchange when 
other stable or convenient assets (for 
example, national currencies) are 
not available. Thus, during times of 
economic or political crisis, a stable 
and familiar currency, such as USD, 
often is sought as a portable and liq-
uid hedge against possible devalua-
tion. Similarly, USD are a popular 
medium of exchange in regional or 
cross-border trade when credit mar-
kets are undeveloped or banks are 
underdeveloped or unreliable.

U.S. currency in the form of 
 banknotes (paper currency) in cir-
culation outside the U.S. Treasury 
and the Federal Reserve System 
was about $759 billion by the end 
of 2005. Current estimates indicate 
that the proportion of U.S. currency 
held abroad is as much as 60 per-
cent of the amount in circulation, or 
roughly $450 billion. The accompa-
nying table shows the total amount 
of U.S. banknotes in circulation as 
well as the share attributed to the 
$100 denomination. In value terms, 
the share of USD held as $100s has 
increased from around 21 percent 
at the end of 1965 to nearly 72 per-
cent at the end of 2005. In addition, 
the share of  $100 notes estimated 
to be held outside the United States 
has also increased. As shown in the 
right-hand column of the table, the 

share of  $100 notes held outside 
the United States rose sharply 
over the period from 1975 to 1995 
and then remained relatively stable 
at around two-thirds of  all $100 
notes since 1999.

The international circulation of 
U.S. currency in Europe expanded 
after World War I in the wake of 
the hyperinflation induced by the 
obligations arising from the Treaty 
of Versailles. At that time, U.S. cur-
rency was viewed favorably because 
the United States was still on the 
gold standard, while Great Britain, 
whose currency was the leading 
alternative to U.S. currency, re-
mained off  the gold standard until 
May 1925. Other countries, such as 
Panama, adopted U.S. currency as 
their official currency. In the past 
two decades, the international usage 
of U.S. banknotes expanded largely 
because of two events: the breakup 
of the Soviet Union and episodes of 
high and volatile inflation in Latin 
America.

During a period of  instability, 
the magnitude of the inflows of U.S. 
 banknotes depends on a country’s 
experience with U.S. currency in the 
past and its economic circumstances. 
In particular, demand for USD ap-
pears to depend on two factors. The 
first factor is the ability of  people 
to purchase U.S. banknotes, and the 
second factor is their confidence in 
the domestic banking system. The 
less confidence people have that the 

value of their bank holdings will be 
protected, the more likely they are 
to want to hold U.S. banknotes. 
Similarly, the more developed the 
banking system, the more likely it is 
that people will have a wide variety 
of options for saving and for mak-
ing transactions.

Because many holders of U.S. cur-
rency view it as a form of insurance 
against future instability, they are re-
luctant to alter their usage patterns 
for USD during periods of economic 
stability by either shifting out of U.S. 
banknotes or by switching to another 
currency, such as the euro. Since the 
introduction of euro banknotes in the 
beginning of 2002, it appeared that 
demand for USD waned somewhat 
in countries in and near the eurozone. 
However, responses to International 
Currency Awareness Program ICAP 
team inquiries indicated that USD 
holders have moved to holding  euros 
in addition to, rather than instead 
of, USD. It is likely that underly-
ing patterns of U.S. currency usage 
will change slowly in countries that 
already use USD. In countries that 
do not now use USD to a significant 
degree, it is difficult to predict if and 
when a crisis prompting demand for a 
second  currency might develop.

Source: U.S. Treasury Dept., The 
Use and Counterfeiting of U.S. 
Currency Abroad, Part 3, Section 1.3, 
2006. http://www.federalreserve.gov/
boarddocs/ rptcongress/counterfeit/
counterfeit2006.pdf.

International Demand for the Dollar

Economically
Speaking
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http://www.federalreserve.gov/boarddocs/rptcongress/counterfeit/counterfeit2006.pdf
http://www.federalreserve.gov/boarddocs/rptcongress/counterfeit/counterfeit2006.pdf


U.S. Banknotes in Circulation, $100s in Circulation, and $100s Held Abroad (Billions of Dollars, Except as Noted, at 
Year-Ends)

      Estimates of Share
     Estimates of of $100s Held
    Share of $100s $100s Held Abroad
    in Total Abroad, Wholesale
  Total $100s (percent) Wholesale (percent)
 Year (1) (2) (3) (4) (5)

 1965 38.0 8.1 21.4 3.9 48.3

 1970 50.8 12.1 23.8 5.7 47.5

 1975 77.6 23.1 29.8 10.0 43.2

 1980 124.8 49.3 39.5 23.8 48.4

 1985 182.0 81.2 44.6 45.8 56.4

 1990 268.2 140.2 52.3 85.7 61.1

 1995 401.5 241.5 60.2 169.2 70.1

 1999 601.2 386.2 64.2 254.6 65.9

 2000 563.9 377.7 67.0 256.0 67.7

 2001 611.7 421.0 68.8 279.8 66.4

 2002 654.8 458.7 70.1 301.3 65.7

 2003 690.2 487.8 70.7 317.9 65.2

 2004 719.9 516.7 71.8 332.7 64.4

 2005 758.8 545.0 71.8 352.0 64.6

Sources: Columns 1 and 2: Treasury Bulletin, various issues, Table USCC-2. Figures include vault cash but exclude coin. Column 4: Federal 
Reserve Board Flow of Funds Accounts (Z.1. Statistical Release, Table L. 204, line 22).

Economically
Speaking
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Commentary

There is considerable evidence that U.S. dollars are 
held in large amounts in many developing coun-
tries. Residents of these countries hold dollars be-

cause their domestic inflation rate is (or has been) very 
high, and by holding  dollars, they can avoid the rapid ero-
sion of purchasing power that is associated with holding 
the domestic currency. This “dollarization” of a country 
begins with people’s holding dollars rather than domestic 
currency as savings (the store-of-value function of money). 
But if high inflation continues, dollars, rather than domes-
tic currency, come to be used in day- to-day transactions as 
the medium of exchange. In the late 1980s, as the Polish 
economy became heavily dollarized, a common joke in 
Poland was: “What do America and Poland have in com-
mon? In America, you can buy everything for dollars and 
nothing for zlotys [the Polish currency]. In Poland, it is 
exactly the same.” In 2009, one could have made the same 
comment about Zimbabwe, where the economy was of-
ficially dollarized after hyperinflation that eventually led 
to the issue of a 100 trillion Zimbabwe dollar bill. These 
were soon selling on eBay for less than 1 U.S. dollar each. 

One implication of the demand for dollars in devel-
oping countries is that dollar currency leaves the United 
States. This currency drain will affect the size of the de-
posit expansion multiplier. In the chapter, the deposit 
expansion multiplier was defined as

Deposit expansion multiplier
reserve requireme

=
1

nnt

This definition was based on the assumption that when 
a bank receives a deposit, all of the deposit will be loaned 
except for the fraction that the bank is required to keep as 
the legal reserve requirement set by the Federal Reserve. 

With a currency drain, some of the deposit is withdrawn 
from the banking system as cash. As a result, the deposit 
expansion multiplier is now

Deposit expansion multiplier

=
+

1

(reserve requirement currency drain)

For instance, if the reserve requirement equals 10 per-
cent, our original definition of the deposit expansion mul-
tiplier would provide a multiplier equal to 1/.10 � 10. But if  
people withdraw 10 percent of their deposits as cash, then 
the 10 percent currency drain is added to the 10 percent 
reserve requirement to yield a deposit expansion multiplier 
of 1/.20 � 5. So the larger the currency drain, the smaller 
the money-creating potential of the banking system.

An additional interesting aspect of  the foreign demand 
for dollars is the seigniorage, or revenue earned by the gov-
ernment from creating money. If  it costs about 7 cents to 
print a  dollar bill, but the exchange value is a  dollar’s worth 
of  goods and services, then the government earns about 
93 cents for each dollar put into circulation. If  foreign-
ers hold U.S. currency, then the government earns a 
profit from providing a stable-valued dollar that people 
want to hold. However, we should not overestimate the 
value of  this in terms of  the U.S. government budget. 
Even if  all the new currency issued by the U.S. govern-
ment flowed out to the rest of  the world, the seigniorage 
earned by the United States over the past decade would 
have averaged less than 1.7 percent of  federal govern-
ment revenue. Given the relatively insignificant revenue 
earned from seigniorage, it is not surprising that U.S. 
policy with regard to the  dollarization of  developing 
countries has largely been one of  disinterest.
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Monetary Policy

1  | What does the Federal Reserve do?

2  | How is monetary policy set?

3  | What are the tools of monetary policy?

4  |  What role do central banks play in the foreign 
exchange market?

5  |  What are the determinants of the demand for 
money?

6  |  How does monetary policy affect the equilibrium 
level of real GDP?

Fundamental Questions

In the previous chapter, we saw how banks “create” money by making loans. However, 

that money must get into the system to begin with. Most of us never think about how 

money enters the economy. All we worry about is having money available when we need 

it. But there is a government body that controls the U.S. money supply, and in this chapter 

we will learn about this agency—the Federal Reserve System and the Board of Governors 

that oversees monetary policy.

The amount of money that is available for spending by individuals or businesses  affects 

prices, interest rates, foreign exchange rates, and the level of income in the economy. 

Thus, having control of the money supply gives the Federal Reserve powerful influence 

over these important economic variables. As we learned in the chapter titled “Fiscal 

 Policy,” the control of government spending and taxes is one of two ways by which gov-

ernment can change the equilibrium level of real GDP. Monetary policy as carried out by 

the Federal Reserve is the other mechanism through which attempts are made to man-

age the economy. In this chapter we will also explore the tools of monetary policy and see 

how changes in the money supply affect the equilibrium level of real GDP.

© Vvp/Dreamstime LLC
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■  1. The Federal Reserve System
The Federal Reserve is the central bank of the United States. A central bank 
performs several functions: accepting deposits from and making loans to com-
mercial banks, acting as a banker for the federal government, and controlling 
the money supply. We discuss these functions in greater detail later on, but first 
we look at the structure of the Federal Reserve System, or the Fed.

1.a. Structure of the Fed
Congress created the Federal Reserve System in 1913, through the Federal Reserve 
Act. Bank panics and failures had convinced lawmakers that the United States 
needed an agency that could control the money supply and make loans to com-
mercial banks when those banks found themselves without sufficient reserves. 
Because Americans tended to distrust large banking interests, Congress called for 
a decentralized central bank. The Federal Reserve System divides the nation into 
12 districts, each with its own Federal Reserve Bank (Figure 1).

1.a.1. Board of Governors
Although Congress created a decentralized system so that each district bank would 
represent the special interests of its own region, in practice the Fed is much more 
centralized than its creators intended. Monetary policy is largely set by the Board 

1  |  What does the Federal 
Reserve do?

FIGURE 1 The Federal Reserve System 

The Federal Reserve System divides the country into 12 districts. Each district has its own Federal Reserve bank, headquarters 
for Fed operations in that district. For example, the first district bank is in Boston; the twelfth is in San Francisco. There are 
also branch banks in Los Angeles, Miami, and other cities.
Source: Federal Reserve Bulletin.
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of Governors in Washington, D.C. This board is made up of seven members, who 
are appointed by the president and confirmed by the Senate.

The most visible and powerful member of the board is the chairman. In fact, the 
chairman of the Board of Governors has been called the second most powerful per-
son in the United States. This individual serves as a leader and spokesperson for the 
board and typically exercises more authority in determining the course of monetary 
policy than do the other governors.

The chairman is appointed by the president to a four-year term. In recent 
years, most chairmen have been reappointed to one or more additional terms 
(Table 1). The governors serve 14-year terms, with the terms staggered so that 
a new position comes up for appointment every two years. This system allows 
continuity in the policymaking process and is intended to place the board above 
politics. Congress created the Fed as an independent agency: Monetary policy 
is supposed to be formulated independent of Congress and the president. Of 
course, this is impossible in practice because the president appoints and the 
Senate approves the members of the board. But because the governors serve 
14-year terms, they outlast the president who appointed them.

1.a.2. District Banks Each of the Fed’s 12 district banks is formally directed by a 
nine-person board of directors. Three directors represent commercial banks in the 
district, and three represent nonbanking business interests. These six  individuals 
are elected by the Federal Reserve System member banks in the district. The three 
remaining directors are appointed by the Fed’s Board of Governors. District bank 
directors are not involved in the day-to-day operations of the district banks, but 
they meet regularly to oversee bank operations. They also choose the president of 
the bank. The president, who is in charge of operations, participates in monetary 
policymaking with the Board of Governors in Washington, D.C.

1.a.3. The Federal Open Market Committee The Federal Open Market 
Committee (FOMC) is the official policymaking body of the Federal Reserve 
System. The committee is made up of  the seven members of  the Board of 
Governors plus five of the 12 district bank presidents. All of the district bank 
presidents except the president of the Federal Reserve Bank of New York take 
turns serving on the FOMC. Because the New York Fed actually carries out 
monetary policy, that bank’s president is always on the committee. In section 2 
we talk more about the FOMC’s role and the tactics it uses.

Federal Open Market 
Committee (FOMC): the 
official policymaking body 
of the Federal Reserve 
System

TABLE 1 Recent Chairmen of the Federal Reserve Board

 Age at   Years of
Name Appointment Term Began Term Ended Tenure

William McChesney Martin 44 4/2/51 1/31/70 18.8

Arthur Burns 65 1/31/70 2/1/78 8.0

G. William Miller 52 3/8/78 8/6/79 1.4

Paul Volcker 51 8/6/79 8/5/87 8.0

Alan Greenspan 61 8/11/87 1/31/06 18.4

Ben Bernanke 52 2/1/06  
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1.b. Functions of the Fed
The Federal Reserve System offers banking services to the banking community 
and the U.S. Treasury and supervises the nation’s banking system. The Fed also 
regulates the U.S. money supply.

1.b.1. Banking Services and Supervision The Fed provides several basic 
services to the banking community: It supplies currency to banks, holds their 
reserves, and clears checks. The Fed supplies U.S. currency (Federal Reserve 
notes) to the banking community through its 12 district banks. (See the 
Economic Insight “What’s on a 20-Dollar Bill?”)

Commercial banks in each district also hold reserves in the form of deposits at 
their district bank. In addition, the Fed makes loans to banks. In this sense, the 
Fed is a banker’s bank. And the Fed clears checks, transferring funds to the banks 
where checks are deposited from the banks on which the checks are drawn.

The Fed also supervises the nation’s banks, ensuring that they operate in a 
sound and prudent manner. And it acts as the banker for the U.S. government, 
selling U.S. government securities for the U.S. Treasury.

1.b.2. Controlling the Money Supply All of the functions that the Federal 
Reserve carries out are important, but none is more important than managing 
the nation’s money supply. Before 1913, when the Fed was created, the money 
supply did not change to meet fluctuations in the demand for money. These fluc-
tuations can stem from changes in income or from seasonal patterns of demand. 
For example, every year during the Christmas season, the demand for currency 
rises because people carry more money to buy gifts. During the holiday season, 
the Fed increases the supply of currency to meet the demand for cash withdraw-
als from banks. After the holiday season, the demand for currency drops and the 
public deposits currency in banks, which then return the currency to the Fed.

The chairman of the Federal Reserve 

Board of Governors is sometimes 

referred to as the second most 

powerful person in the United 

States. At the time this book was 

written, Ben Bernanke was the Fed 

chairman. His leadership of the 

Fed has important implications for 

money and credit conditions in the 

United States.
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What’s on a 20-Dollar Bill?

Economic Insight

Sources: Federal Reserve Bank of Atlanta and Bureau of Engraving and Printing.

4

1

5

3

2

The fi gure shows both sides of a 20-dollar bill. We've 
numbered several elements for identifi cation.

 1.  Watermark
A watermark, created during the paper-making process, 
depicts the same historical fi gure as the portrait. It is
visible from both sides when the bills held up to a light.

 2.  Security thread
An embedded polymer strip, positioned in a unique 
spot for each denomination, guards against counterfeit-
ing. The thread itself, which is visible when the bill is 
held up to a bright light, contains microprinting —the 
letters USA, the denomination of the bill, and a fl ag. 
When viewed under ultraviolet light, the thread glows a 
distinctive color for each denomination.

 3.  Color-shifting ink
The ink used in the numeral in the lower right-hand 
corner on the front of the bill looks green when viewed 
straight on but copper when viewed at an angle.

 4.  Serial number
No two notes of the same kind, denomination, and 
series have the same serial number. This fact can be 

important in detecting counterfeit notes, as many
counterfeiters make large batches of a particular note 
with the same number.

Notes are numbered in lots of 100 million. Each lot 
has a different suffix letter, beginning with A and follow-
ing in alphabetical order through Z, omitting O because 
of its similarity to the numerical zero.

Serial numbers consist of two prefix letters, eight 
numerals, and a one-letter suffix. The first letter of the 
prefix designates the series. The second letter of the 
prefix designates the Federal Reserve Bank to which 
the note was issued, with A designating the first dis-
trict, or the Boston Fed, and L, the twelfth letter in the 
alphabet, designating the twelfth district, or the San 
Francisco Fed.

5.  “In God We Trust”
Secretary of the Treasury Salmon P . Chase first
authorized the use of “In God We Trust” on U.S. 
money on the 2-cent coin in 1864. In 1955, Congress 
mandated the use of this phrase on all currency
and coins.
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The Fed controls the money supply to achieve the policy goals set by the 
FOMC. It does this largely through its ability to influence bank reserves and the 
money creating power of commercial banks that we talked about in the chapter 
titled “Money and Banking.”

R E C A P
1. As the central bank of the United States, the Federal Reserve accepts 

deposits from and makes loans to commercial banks, acts as a banker for 
the federal government, and controls the money supply.

2. The Federal Reserve System is made up of the Board of Governors in 
Washington, D.C., and 12 district banks.

3. The most visible and powerful member of the Board of Governors is the 
chairman.

4. The governors are appointed by the president and confirmed by the Senate 
to serve 14-year terms.

5. Monetary policy is made by the Federal Open Market Committee, whose 
members include the seven governors and five of the 12 district bank 
presidents.

6. The Fed provides currency, holds reserves, clears checks, and supervises 
 commercial banks.

7. The most important function that the Fed performs is controlling the U.S. 
money supply.

■  2. Implementing Monetary Policy
Changes in the amount of money in an economy affect the inflation rate, the 
interest rate, and the equilibrium level of national income. Throughout history, 
incorrect monetary policy has made currencies worthless and toppled govern-
ments. This is why controlling the money supply is so important.

2.a. Policy Goals
The ultimate goal of monetary policy is much like that of fiscal policy: eco-
nomic growth with stable prices. Economic growth means greater output; stable 
prices mean a low, steady rate of inflation.

2.a.1. Intermediate Targets The Fed does not control gross domestic prod-
uct or the price level directly. Instead, it controls the money supply, which in 
turn affects GDP and the level of prices. The money supply, or the growth of the 
money supply, is an intermediate target, an objective that helps the Fed achieve 
its ultimate policy objective—economic growth with stable prices.

Using the growth of the money supply as an intermediate target assumes that 
there is a fairly stable relationship between changes in the money supply and changes 
in income and prices. The bases for this assumption are the equation of exchange 

2  |  How is monetary policy 
set?

The objective of monetary 
policy is economic growth 
with stable prices.

intermediate target: an 
objective used to achieve 
some ultimate policy goal
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and the quantity theory of money. The equation of exchange is a definition that 
relates the quantity of money to nominal GDP:

MV � PQ

where M � quantity of money

 V � velocity of money

 P � price level

Q � the quantity of output, like real income or real GDP

This equation is true by definition: Money times the velocity of money will 
always be equal to nominal GDP.

In the chapter titled “Money and Banking,” we said that there are two defi-
nitions of the money supply: M1 and M2. The velocity of money is the average 
number of times each dollar is spent on final goods and services in a year. If  P is 
the price level and Q is real GDP (the quantity of goods and services produced 
in the economy), then PQ equals nominal GDP. If

MV = PQ

then

V � M
PQ

Suppose the price level is 2 and real GDP is $500; PQ, or nominal GDP, is 
$1,000. If  the money supply is $200, then velocity is 5 ($1,000/$200). A velocity 
of 5 means that each dollar must be spent an average of 5 times during the year 
if  a money supply of $200 is going to support the purchase of $1,000 worth of 
new goods and services.

The quantity theory of money uses the equation of exchange to relate changes 
in the money supply to changes in prices and output. If  the money supply (M) 
increases and velocity (V) is constant, then nominal GDP (PQ) must increase. 
If  the economy is operating at maximum capacity (producing at the maximum 
level of Q), an increase in M causes an increase in P. And if  there is substantial 
unemployment, so that Q can increase, the increase in M may mean a higher 
price level (P) as well as higher real GDP (Q).

The Fed attempts to set money growth targets that are consistent with rising 
output and low inflation. In terms of the quantity theory of money, the Fed wants 
to increase M at a rate that supports steadily rising Q with slow and steady in-
creases in P. The assumption that there is a reasonably stable relationship among 
M, P, and Q is what motivates the Fed to use money supply growth rates as an in-
termediate target to achieve its ultimate goal—higher Q with slow increases in P.

Of course, other central banks may have different goals. An example of a 
central bank that pursues inflation targeting is given in the Global Business 
Insight “The European Central Bank.”

The FOMC used to set explicit ranges for money growth targets; however, in 
2000 it stopped doing so. Although it no longer publicly announces a range for 
money growth, the FOMC still monitors the money supply growth rates. This 
shift away from announced targets reflects the belief  that in recent years, money 
growth has become an unreliable indicator of monetary conditions as a result 
of unpredictable changes in velocity.

From the late 1950s to the mid-1970s, the velocity of the M1 money supply grew 
at a steady pace, from 3.5 in 1959 to 5.5 in 1975. Knowing that V was growing at a 
steady pace, the Fed was able to set a target growth rate for the M1 money supply 

velocity of money: the 
average number of times 
each dollar is spent on final 
goods and services in a year

quantity theory of 
money: the theory that with 
constant velocity, changes 
in the quantity of money 
change nominal GDP

equation of exchange: 
an equation that relates 
the quantity of money to 
nominal GDP
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and be confident that this would produce a fairly predictable growth in nominal 
GDP. But when velocity is not constant, there can be problems with using money 
growth rates as an intermediate target. This is exactly what happened starting in 
the late 1970s. Figure 2 plots the velocity of the M1 and M2 money supplies from 
1959. Although the M2 velocity continued to indicate a stable pattern of growth, 
M1 velocity behaved erratically. With the breakdown of the relationship between 
the M1 money supply and GDP, the Fed shifted its emphasis from the M1 money 
supply, concentrating instead on achieving targeted growth in the M2 money sup-
ply. More recently, the velocity of M2 has also become less predictable.

Economists are still debating the reason for the fluctuations in velocity. Some 
argue that new deposits and innovations in banking have led to fluctuations in 
the money held as traditional demand deposits, with bank customers switching 
to different types of financial assets. These unpredictable changes in financial 
asset holdings affect the various money supplies and their velocities.

In addition to its interest in money growth, the Fed monitors other key vari-
ables that are used to indicate the future course of the economy. These include 
commodity prices, interest rates, and foreign exchange rates. The Fed may not 
set formal targets for all of them, but it considers them in setting policy. At the 
time of this edition, the FOMC had an explicit target for the federal funds rate 
of  interest—the interest rate that banks pay for borrowing overnight from other 
banks. We will discuss this interest rate in more detail in the next section.

2.a.2. Inflation Targeting Some countries have moved away from pursuing inter-
mediate targets like money growth rates and have instead focused on an ultimate 
goal: a low inflation rate. In part, these countries realize that using monetary policy 

The European Central Bank

The European Central Bank (ECB) began operations on 
June 1, 1998, in Frankfurt, Germany, and now conducts 
monetary policy for the euro-area countries. The national 
central banks like the Bank of Italy and the German 
Bundesbank are still operating and perform many of the 
functions that they had prior to the ECB, such as bank 
regulation and supervision and facilitating payments sys-
tems in each nation. In some sense, they are like the re-
gional banks of the Federal Reserve System in the United 
States. Monetary policy for the euro area is conducted 
by the ECB in Frankfurt, just as monetary policy for the 
United States is conducted by the Federal Reserve in 
Washington, D.C. Yet the national central banks of the 
euro area play an important role in their respective coun-
tries. The entire network of national central banks and 
the ECB is called the European System of Central Banks. 
Monetary policy for the euro area is determined by the 

Governing Council of the ECB. This council is composed 
of the heads of the national central banks of the euro-
area countries plus the members of the ECB Executive 
Board. The board is made up of the ECB president and 
vice president and four others chosen by the heads of 
the governments of the euro-area nations.

The ECB pursues a primary goal of price stability, 
defined as an inflation rate of less than 2 percent per 
year. Subject to the achievement of this primary goal, 
additional issues, such as economic growth, may be ad-
dressed. A benefit of a stated policy goal is that people 
can more easily form expectations of future ECB policy. 
This builds public confidence in the central bank and 
allows for greater stability than if the public were always 
trying to guess what the central bank really cares about 
and how policy will be changed as market conditions 
change.

Global Business Insight
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to support economic growth, low unemployment, and also low inflation has often 
resulted in an inflationary bias. The public generally likes to see policies supporting 
faster economic growth, like lower interest rates, whereas fighting inflation may 
mean unpopular higher interest rates and slower growth. Thus, a central bank may 
find it politically attractive to stimulate the economy, meaning that inflation takes a 
secondary position. In addition, if the central bank always considers multiple goals 
like low unemployment and low inflation, the public may not be able to understand 
the central bank’s decision-making process easily, with the result that there is great 
uncertainty regarding monetary policy, and business firms and households have 
more difficulty making economic plans for the future. Commitment to a target 
inflation rate greatly reduces that uncertainty.

Inflation targeting has been adopted in several countries, including New 
Zealand, Canada, the U.K., Australia, Switzerland, Chile, Korea, South Africa, 
and Europe (by the European Central Bank). It is important to realize that in 
order to use inflation targeting, a central bank must be independent from fiscal 
policy. It is not enough to announce a target for the inflation rate. The central bank 
must not be in the position of having to help finance government spending. Only 
with this independence can a central bank truly have a credible inflation target.

2.b. Operating Procedures
The FOMC sets federal funds rate targets and then implements them through 
the Federal Reserve Bank of New York. The mechanism for translating policy 

Velocity of the M1 and M2 Money SuppliesFIGURE 2

The velocity of money is the ratio of nominal gross domestic product to the money supply. The narrower the definition of 
money, the higher its velocity. So M1, the narrowest definition, has a higher velocity than M2. In recent years, the velocity of 
M1 has been much less stable than the velocity of the broader money definitions.
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into action is an FOMC directive. At the conclusion of  each FOMC meeting, 
a policy statement is issued to the public that indicates the contents of  the 
directive. The statement and associated directive outline the conduct of mon-
etary policy over the six-week period until the FOMC meets again to reconsider 
its targets and specify policy tools.

Figure 3 contains the statement issued by the FOMC meeting of April 29, 2009. 
The FOMC directed the bond traders at the Federal Reserve Bank of New York 
to buy or sell government bonds as needed to keep the federal funds rate, or the 
interest rate that one bank charges another for overnight lending, between 0 and 

FOMC directive: 
instructions issued by the 
FOMC to the Federal 
Reserve Bank of New York 
to implement monetary 
policy

federal funds rate: the 
interest rate that a bank 
charges when it lends 
excess reserves to another 
bank

FIGURE 3 FOMC Directive and Policy Statement

The FOMC always issues a directive to guide the conduct of monetary policy between 
meetings. In addition, a press statement at the conclusion of the meeting indicates the 
committee’s view regarding the likely course of policy in the near future and offers guid-
ance as to the contents of the directive. At the meeting that took place on April 29, 2009, 
the policy statement shown here was issued.

Release Date: April 29, 2009

For immediate release

  Information received since the Federal Open Market Committee met in March indicates that the 
economy has continued to contract, though the pace of contraction appears to be somewhat 
slower. Household spending has shown signs of stabilizing but remains constrained by ongoing 
job losses, lower housing wealth, and tight credit. Weak sales prospects and difficulties in 
obtaining credit have led businesses to cut back on inventories, fixed investment, and staffing. 
Although the economic outlook has improved modestly since the March meeting, partly 
reflecting some easing of financial market conditions, economic activity is likely to remain weak 
for a time. Nonetheless, the Committee continues to anticipate that policy actions to stabilize 
financial markets and institutions, fiscal and monetary stimulus, and market forces will contribute 
to a gradual resumption of sustainable economic growth in a context of price stability.

  In light of increasing economic slack here and abroad, the Committee expects that inflation will 
remain subdued. Moreover, the Committee sees some risk that inflation could persist for a time 
below rates that best foster economic growth and price stability in the longer term.

  In these circumstances, the Federal Reserve will employ all available tools to promote economic 
recovery and to preserve price stability. The Committee will maintain the target range for the 
federal funds rate at 0 to 1/4 percent and anticipates that economic conditions are likely to 
warrant exceptionally low levels of the federal funds rate for an extended period. As previously 
announced, to provide support to mortgage lending and housing markets and to improve 
overall conditions in private credit markets, the Federal Reserve will purchase a total of up to 
$1.25 trillion of agency mortgage-backed securities and up to $200 billion of agency debt by 
the end of the year. In addition, the Federal Reserve will buy up to $300 billion of Treasury 
securities by autumn. The Committee will continue to evaluate the timing and overall amounts of 
its purchases of securities in light of the evolving economic outlook and conditions in financial 
markets. The Federal Reserve is facilitating the extension of credit to households and businesses 
and supporting the functioning of financial markets through a range of liquidity programs. The 
Committee will continue to carefully monitor the size and composition of the Federal Reserve's 
balance sheet in light of financial and economic developments.

  Voting for the FOMC monetary policy action were: Ben S. Bernanke, Chairman; William C. 
Dudley, Vice Chairman; Elizabeth A. Duke; Charles L. Evans; Donald L. Kohn; Jeffrey M. Lacker; 
Dennis P. Lockhart; Daniel K. Tarullo; Kevin M. Warsh; and Janet L. Yellen.

FEDERAL RESERVE press release
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0.25 percent. If the rate starts to rise above 0.25 percent, then the New York Fed 
will buy bonds from bond dealers. The dealers are paid with funds drawn on the 
Federal Reserve, which are then deposited in the dealers’ accounts in commercial 
banks. This will inject money into the banking system. It will increase bank excess 
reserves, giving the banks more money to lend; as a result, the cost of these funds, 
the federal funds rate, will fall. Due to the financial crisis, the lower bound on inter-
est rates was set at zero. The FOMC was intent on stimulating the economy to help 
end the recession. In normal times, the lower bound is set at some positive inter-
est rate. If the rate drops below that rate, then the New York Fed will sell bonds 
to bond dealers. The dealers pay for the bonds with funds drawn on commercial 
banks. This drains money from the banking system. Bank excess reserves will fall, 
and since banks will have less money to lend, the cost of these funds, the federal 
funds rate, will rise. So the actual federal funds rate fluctuates around the target 
rate set by the FOMC directive.

In Figure 3, the policy statement issued at the conclusion of the meeting 
held on April 29, 2009, is given. The key part of this statement is the phrase: 
“Information received since the Federal Open Market Committee met in March 
indicates that the economy has continued to contract.” This phrase indicates that 
the Fed was concerned about the recession and falling output and incomes. The 
goals are stable prices and economic growth. If the view was balanced, this would 
indicate that the FOMC did not clearly see either mounting inflation pressures 
or recession pressures. However, the concern over a weak economy in the wake 
of the financial crisis led the FOMC to maintain the historically low interest rate 
target for federal funds between 0 and 0.25 percent. Given signs of recovery well 
under way, we would expect the FOMC to raise the target interest rate, to ensure 
that spending does not rise too quickly and contribute to inflation.

2.b.1.Tools of Monetary Policy The Fed controls the money supply and in-
terest rates by changing bank reserves. There are three tools that the Fed can use 
to change reserves: the reserve requirement, the discount rate, and open market 
operations. In the last chapter, you saw that banks can expand the money sup-
ply by a multiple of their excess reserves—the deposit expansion multiplier, the 
reciprocal of the reserve requirement.

Reserve Requirement The Fed requires banks to hold a fraction of their trans-
action deposits as reserves. This fraction is the reserve requirement. Transaction 
deposits are checking accounts and other deposits that can be used to pay third 
parties. Large banks hold a greater percentage of deposits in reserve than small 
banks do (the reserve requirement increases from 0 for the first $10.3 million 
of  deposits to 3 percent for deposits from $10.3 to $44.4 million, and then to 10 
percent for deposits in excess of $44.4 million).

Remember from the chapter titled “Money and Banking” that required re-
serves are the dollar amount of  reserves that a bank must hold to meet its 
reserve requirement. There are two ways in which required reserves may be 
held: vault cash at the bank or a deposit in the Fed. The sum of a bank’s vault 
cash (coin and currency in the bank’s vault) and its deposit in the Fed is called 
its legal reserves. When legal reserves equal required reserves, the bank has no 
excess reserves and can make no new loans. When legal reserves exceed required 
reserves, the bank has excess reserves available for lending.

As bank excess reserves change, the lending and money-creating potential of 
the banking system changes. One way in which the Fed can alter excess reserves is 
by changing the reserve requirement. If it lowers the reserve requirement, a por-
tion of what was previously required reserves becomes excess reserves, which can 

legal reserves: the cash a 
bank holds in its vault plus 
its deposit in the Fed

3  |  What are the tools of 
monetary policy?
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be used to make loans and expand the money supply. A lower reserve require-
ment also increases the deposit expansion multiplier. By raising the reserve re-
quirement, the Fed reduces the money-creating potential of the banking system 
and tends to reduce the money supply. A higher reserve requirement also lowers 
the deposit expansion multiplier.

Consider the example in Table 2. If First National Bank’s balance sheet shows 
vault cash of $100,000 and a deposit in the Fed of $200,000, the bank has legal 
reserves of $300,000. The amount of money that the bank can lend is determined 

TABLE 2 The Effect of a Change in the Reserve Requirement

Balance Sheet of First National Bank

Assets  Liabilities

Vault cash $100,000 Deposits $1,000,000

Deposits in Fed 200,000  

Loans 700,000  

Total $1,000,000 Total $1,000,000

Legal reserves (LR) equal vault cash plus the deposit in the Fed, or $300,000:

LR � $100,000 � $200,000

 � $300,000

Excess reserves (ER) equal legal reserves minus required reserves (RR):

ER � LR � RR

Required reserves equal the reserve requirement (r) times deposits (D):

RR � rD
If the reserve requirement is 10 percent:

 RR � (.10) ($1,000,000)

 � $100,000

ER � $300,000 � $100,000

 � $200,000

First National Bank can make a maximum loan of $200,000.

The banking system can expand the money supply by the deposit expansion multiplier (1/r) 
times the excess reserves of the bank, or $2,000,000:

(1/.10)($200,000) � 10($200,000)

  � $2,000,000

If the reserve requirement is 20 percent:

 RR � (.20)($1,000,000)

 � $200,000

ER � $300,000 � $200,000

 � $100,000

First National Bank can make a maximum loan of $100,000.

The banking system can expand the money supply by the deposit expansion multiplier (1/r) 
times the excess reserves of the bank, or $500,000:

(1/.20)($100,000) � 5($100,000)

 � $500,000
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by its excess reserves. Excess reserves (ER) equal legal reserves (LR) minus required 
reserves (RR):

ER � LR � RR

If  the reserve requirement (r) is 10 percent (.10), the bank must keep 10 per-
cent of its deposits (D) as required reserves:

 RR � rD
 � .10($1,000,000)
 � $100,000

In this case, the bank has excess reserves of $200,000 ($300,000 � $100,000). 
The bank can make a maximum loan of $200,000. The banking system can 
expand the money supply by the deposit expansion multiplier (1/r) times the 
excess reserves of the bank, or $2,000,000 (1/.10 � $200,000).

If  the reserve requirement goes up to 20 percent (.20), required reserves are 
now 20 percent of $1,000,000, or $200,000. Excess reserves are now $100,000, 
which is the maximum loan that the bank can make. The banking system can 
expand the money supply by $500,000:

1
.20  ($100,000) � 5($100,00)

 � $500,000

By raising the reserve requirement, the Fed can reduce the money-creating 
potential of the banking system and the money supply. And by lowering the 
reserve requirement, the Fed can increase the money-creating potential of the 
banking system and the money supply.

Discount Rate If a bank needs more reserves in order to make new loans, it typi-
cally borrows from other banks in the federal funds market. The market is called the 
federal funds market because the funds are being loaned from one commercial bank’s 
excess reserves on deposit with the Federal Reserve to another commercial bank’s 
deposit account at the Fed. For instance, if First National Bank has excess reserves 
of $1 million, it can lend the excess to Second National Bank. When a bank borrows 
in the federal funds market, it pays a rate of interest called the federal funds rate.

At times, however, banks borrow directly from the Fed. The discount rate 
is the rate of interest that the Fed charges banks. (In other countries, the rate 
of interest the central bank charges commercial banks is often called the bank 
rate.) Another way in which the Fed controls the level of bank reserves and the 
money supply is by changing the discount rate.

When the Fed raises the discount rate, it raises the cost of borrowing reserves, 
reducing the amount of reserves borrowed. Lower levels of reserves limit bank 
lending and the expansion of the money supply. When the Fed lowers the dis-
count rate, it lowers the cost of borrowing reserves, increasing the amount of 
borrowing. As bank reserves increase, so do loans and the money supply.

There are actually two different discount rates, both set above the federal funds tar-
get rate. The rate on primary credit is for loans made to banks that are in good financial 
condition. At the time this edition was revised, the interest rate on primary credit was 
set at 0.5 percent. In addition to the discount rate for primary credit loans, there is an-
other discount rate for secondary credit. This rate is for banks that are having financial 
difficulties. At the time of this edition, the secondary credit rate was set at 1 percent. 
Loans made at these discount rates are for very short terms, typically overnight.

Open Market Operations The major tool of monetary policy is the Fed’s open 
market operations, the buying and selling of U.S. government and federal agency 

open market operations:  
the buying and selling of 
government and federal 
agency bonds by the Fed to 
control bank reserves, the 
federal funds rate, and the 
money supply

discount rate:  the interest 
rate that the Fed charges 
commercial banks when 
they borrow from it
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To lower the federal funds 
rate and increase the money 
supply, the Fed buys U.S. 
government bonds. To 
increase the federal funds 
rate and decrease the 
money supply, it sells U.S. 
government bonds.

bonds. Suppose the FOMC wants to increase bank reserves to lower the federal 
funds rate. The committee issues a directive to the bond-trading desk at the 
Federal Reserve Bank of New York to change the federal funds rate to a lower 
level. In order to accomplish this, the Fed buys bonds, with the results described 
earlier. If  the higher reserves that result lead to increased bank lending to the 
public, then the new loans in turn expand the money supply through the deposit 
expansion multiplier process.

If  the Fed wants to increase the federal funds rate, it sells bonds. As a result, 
the money supply decreases through the deposit expansion multiplier process.

Its open market operations allow the Fed to control the federal funds rate and 
the money supply. To lower the federal funds rate and increase the money supply, 
the Fed buys U.S. government bonds. To raise the federal funds rate and decrease 
the money supply, it sells U.S. government bonds. The effect of selling these bonds, 
however, varies, depending on whether there are excess reserves in the banking 
system. If there are excess reserves, the money supply does not necessarily decrease 
when the Fed sells bonds. The open market sale may simply reduce the level of 
excess reserves, reducing the rate at which the money supply increases.

Table 3 shows how open market operations change bank reserves and illustrates 
the money-creating power of the banking system. First National Bank’s initial bal-
ance sheet shows excess reserves of $100,000 with a 20 percent reserve requirement. 

Balance Sheet of First National Bank

Assets  Liabilities

Vault cash $100,000 Deposits $1,000,000

Deposits in Fed 200,000

Loans 700,000

Total $1,000,000 Total $1,000,000

Initially, legal reserves (LR) equal vault cash plus the deposit in the Fed, or $300,000:

LR � $100,000 � $200,000

 � $300,000

If the reserve requirement (r ) is 20 percent (.20), required reserves (RR) equal $200,000:

.20($1,000,000) � $200,000

Excess reserves (ER), then, equal $100,000 ($300,000 � $200,000). The bank can make a 
maximum loan of $100,000. The banking system can expand the money supply by the 
deposit expansion multiplier (1/r ) times the excess reserves of the bank, or $500,000:

(1/.20)($100,000) � 5($100,000)

 � $500,000

Open market purchase:

The Fed purchases $100,000 worth of bonds from a dealer, who deposits the $100,000 in 
an account at First National. At this point the bank has legal reserves of $400,000, required 
reserves of $220,000, and excess reserves of $180,000. It can make a maximum loan of 
$180,000, which can expand the money supply by $900,000 [(1/.20)($180,000)].

Open market sale:

The Fed sells $100,000 worth of bonds to a dealer, who pays with a check drawn on an account 
at First National. At this point, the bank has legal reserves of $200,000, required reserves of 
$180,000 (its deposits now equal $900,000), and excess reserves of $20,000. It can make a 
maximum loan of $20,000, which can expand the money supply by $100,000 [(1/.20)($20,000)].

TABLE 3 The Effect of an Open Market Operation
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Therefore, the bank can make a maximum loan of $100,000. On the basis of the 
bank’s reserve  position, the banking system can increase the money supply by a 
maximum of $500,000.

If the Fed purchases $100,000 worth of bonds from a private dealer, who deposits 
the $100,000 in an account at First National Bank, the excess reserves of First National 
Bank increase to $180,000. These reserves can generate a maximum increase in the 
money supply of $900,000. The open market purchase increases the excess reserves of 
the banking system, stimulating the growth of money and, eventually, nominal GDP.

What happens when an open market sale takes place? If  the Fed sells $100,000 
worth of bonds to a private bond dealer, the dealer pays for the bonds using 
a check drawn on First National Bank. First National’s deposits drop from 
$1,000,000 to $900,000, and its legal reserves drop from $300,000 to $200,000. 
With excess reserves of $20,000, the banking system can increase the money 
supply by only $100,000. The open market sale reduces the money-creating 
potential of the banking system from $500,000 initially to $100,000.

Quantitative Easing What if  a central bank has moved its target interest rate 
near to zero so that interest rates cannot fall further? If  the central bank wants 
additional stimulus for the economy it can employ a policy known as quantita-
tive easing. Quantitative easing is a policy of buying financial assets in order to 
ease credit conditions and make loans more readily available to the public. These 
financial assets can be government bonds, private corporate bonds, or any other 
financial asset the central bank chooses. The idea is to flood the economy with 
money to try to stimulate spending and provide a boost to GDP growth.

The Bank of Japan employed quantitative easing from March 2001 to March 
2006 as the policy interest rate was set at zero, yet the economy was in recession with 
deflation. During the financial crisis of 2008, several central banks, including the 
Federal Reserve and the Bank of England, employed quantitative easing by cutting 
interest rates almost to zero, and still the recession continued. Once the economy 
starts to recover, the additional purchases of assets ends, and the central bank 
raises interest rates to avoid inflation creation by overstimulating the economy.

2.b.2. FOMC Directives When it sets monetary policy, the FOMC begins with 
its ultimate goal: economic growth at stable prices. It defines that goal in terms of 
GDP and inflation. Then it works backwards to identify its intermediate target, the 
rate at which the money supply must grow to achieve the wanted growth in GDP. 
Then it must decide how to achieve its intermediate target. In Figure 4, as is usually 

quantitative easing: 
buying financial assets to 
stimulate the economy 
when the central bank 
target interest rate is near or 
at zero and the interest rate 
cannot be lowered further

FIGURE 4 Monetary Policy: Tools, Targets, and Goals

The Fed primarily uses open market operations to implement monetary policy. The decision 
to buy or sell bonds is based on a short-run operating target, like the federal funds rate. The 
short-run operating target is set to achieve an intermediate target, a certain level of money 
supply. The intermediate target is set to achieve the ultimate goal, a certain level of gross 
 domestic product and/or inflation.

Short-Run
Operating
Target

Intermediate
Target GoalTool
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4  |  What role do central 
banks play in the 
foreign exchange 
market?

the case in real life, the Fed uses open market operations. But to know whether it 
should buy or sell bonds, the FOMC must have some indication of whether the 
money supply is growing too fast or too slowly. The committee relies on a short-
run operating target for this information. The short-run target indicates how the 
money supply should change. Both the quantity of excess reserves in the banking 
system and the federal funds rate can serve as short-run operating targets.

The FOMC carries out its policies through directives to the bond-trading 
desk at the Federal Reserve Bank of New York. The directives specify a short-
run operating target that the trading desk must use in its day-to-day operations. 
In recent years, the target has been the federal funds rate.

2.c. Foreign Exchange Market Intervention
In the mid-1980s, conditions in the foreign exchange market took on a high 
priority in FOMC directives. There was concern that the value of the dollar in 
relation to other currencies was contributing to a large U.S. international trade 
deficit. Furthermore, the governments of the major industrial countries had de-
cided to work together to maintain more stable exchange rates. This meant that 
the Federal Reserve and the central banks of the other developed countries had 
to devote more attention to maintaining exchange rates within a certain target 
band of values. Although more recently exchange rates have had less of a role 
in FOMC meetings, it is still important to understand how central banks may 
intervene to change exchange rates. Other central banks have made exchange 
rates a focus of their policy. For example, in 2009 the Swiss National Bank an-
nounced that the Swiss franc had appreciated in value too much and that this 
was “an inappropriate tightening of monetary conditions.” As a result, the Bank 
sold Swiss francs in the foreign exchange market and stated that they stood ready 
to do this to ensure that the currency would not appreciate further.

2.c.1. Mechanics of Intervention Foreign exchange market intervention is 
the buying and selling of foreign exchange by a central bank in order to move 
exchange rates up or down. We can use a simple supply and demand diagram 
to illustrate the role of intervention. Figure 5 shows the U.S. dollar–Japanese 
yen exchange market. The demand curve is the demand for dollars produced by 
the demand for U.S. goods and financial assets. The supply curve is the supply 
of dollars generated by U.S. residents’ demand for the products and financial 
assets of other countries. Here, the supply of dollars to the dollar–yen market 
comes from the U.S. demand to buy Japanese products.

The initial equilibrium exchange rate is at point A, where the demand curve (D1) 
and the supply curve (S1) intersect. At point A, the exchange rate is ¥100 = $1, and 
Q1 dollars are exchanged for yen. Suppose that over time, U.S. residents buy more 
from Japan than Japanese residents buy from the United States. As the supply of 
dollars increases in relation to the demand for dollars, equilibrium shifts to point 
B. At point B, Q2 dollars are exchanged at a rate of ¥90 � $1. The dollar has depre-
ciated against the yen, or, conversely, the yen has appreciated against the dollar.

When the dollar depreciates, U.S. goods are cheaper to Japanese buyers (it 
takes fewer yen to buy each dollar). The depreciated dollar stimulates U.S. exports 
to Japan. It also raises the price of Japanese goods to U.S. buyers, reducing U.S. 
imports from Japan. Rather than allowing exchange rates to change, with the sub-
sequent changes in trade, central banks often seek to maintain fixed exchange rates 
because of international agreements or desired trade in goods or financial assets.

Suppose the Fed sets a target range for the dollar at a minimum exchange rate 
of ¥100 = $1. If the exchange rate falls below the minimum, the Fed must intervene 
in the foreign exchange market to increase the value of the dollar. In Figure 5, you 

foreign exchange market 
intervention: the buying 
and selling of currencies by 
a central bank to achieve a 
specified exchange rate
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can see that the only way to increase the dollar’s value is to increase the demand 
for dollars. The Fed intervenes in the foreign exchange market by buying dollars in 
exchange for yen. It uses its holdings of Japanese yen to purchase Q3 � Q1 dollars, 
shifting the demand curve to D2. Now equilibrium is at point C, where Q3 dollars 
are exchanged at the rate of ¥100 � $1.

The kind of intervention shown in Figure 5 is only temporary because the 
Fed has a limited supply of yen. Under another intervention plan, the Bank of 
Japan would support the ¥100 � $1 exchange rate by using yen to buy dollars. 
The Bank of Japan could carry on this kind of policy indefinitely because it has 
the power to create yen. A third alternative is coordinated intervention, in which 
both the Fed and the Bank of Japan sell yen in exchange for dollars to support 
the minimum yen–dollar exchange rate.

2.c.2. Effects of Intervention Intervention can be used to shift the demand 
and supply for currency and thereby change the exchange rate. Foreign exchange 
market intervention also has effects on the money supply. If the Federal Reserve 
wanted to increase the dollar price of the euro, it would create dollars to pur-
chase euro. Thus, when foreign exchange market intervention involves the use 
of domestic currency to buy foreign currency, it increases the domestic money 
supply. The expansionary effect of this intervention can be offset by a domestic 
open market operation, in a process called sterilization. If the Fed creates dollars 
to buy euro, for example, it increases the money supply, as we have just seen. To 
reduce the money supply, the Fed can direct an open market bond sale. The bond 
sale sterilizes the effect of the intervention on the domestic money supply.

Coordinated intervention 
involves more than one 
central bank in attempts 
to shift the equilibrium 
exchange rate.

sterilization: the 
use of domestic open 
market operations to 
offset the effects of a 
foreign exchange market 
intervention on the 
domestic money supply

FIGURE 5 The Dollar–Yen Foreign Exchange Market

The demand is the demand for dollars arising out of the Japanese demand for U.S. goods and 
services. The supply is the supply of dollars arising out of the U.S. demand for Japanese goods 
and services. Initially, the equilibrium exchange rate is at the intersection of the demand curve 
(D1) and the supply curve (S1), where the exchange rate is ¥100 � $1. An increase in the U.S. 
demand for Japanese goods increases S1 to S2 and pushes the equilibrium exchange rate 
down to point B, where ¥90 � $1. If the Fed’s target exchange rate is ¥100 � $1, the Fed 
must intervene and buy dollars in the foreign exchange market. This increases demand to D2 
and raises the equilibrium exchange rate to point C, where ¥100 � $1.
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R E C A P
 1. The ultimate goal of monetary policy is economic growth with stable prices.

 2. The Fed controls GDP indirectly, through its control of the money supply.

 3. The equation of exchange (MV = PQ) relates the quantity of money to 
nominal GDP.

 4. The quantity theory of money states that with constant velocity, changes 
in the quantity of money change nominal GDP.

 5. Every six weeks, the Federal Open Market Committee issues a directive to 
the Federal Reserve Bank of New York that defines the FOMC’s 
monetary targets and policy tools.

 6. The Fed controls the nation’s money supply by changing bank excess reserves.

 7. The tools of monetary policy are reserve requirements, the discount rate, 
and open market operations.

 8. The money supply tends to increase (decrease) as the reserve requirement 
falls (rises), the discount rate falls (rises), and the Fed buys (sells) bonds.

 9. If  the policy interest rate is lowered near zero, quantitative easing can be 
used to further stimulate the economy.

10. Each FOMC directive defines its short-run operating target in terms of 
the  federal funds rate.

11. Foreign exchange market intervention is the buying and selling of foreign 
 exchange by a central bank to achieve a targeted exchange rate.

12. Sterilization is the use of domestic open market operations to offset the 
money supply effects of foreign exchange market intervention.

5  |  What are the 
determinants of the 
demand for money?

■ 3. Monetary Policy and 
  Equilibrium Income
To see how changes in the money supply affect the equilibrium level of real 
GDP, we incorporate monetary policy into the aggregate demand and supply 
model. The first step in understanding monetary policy is understanding the 
demand for money. If  you know what determines money demand, you can see 
how monetary policy is used to shift aggregate demand and change the equilib-
rium level of real GDP.

3.a. Money Demand
Why do you hold money? What does it do for you? What determines how much 
money you will hold? These questions are addressed in this section. Wanting 
to hold more money is not the same as wanting more income. You can decide 
to carry more cash or keep more dollars in your checking account even though 
your income has not changed. The quantity of dollars that you want to hold 
is your demand for money. By summing the quantity of money demanded by 
each individual, we can find the money demand for the entire economy. Once we 
understand what determines money demand, we can put that demand together 
with the money supply and examine how money influences the interest rate and 
the equilibrium level of income.
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In the chapter titled “Money and Banking,” we discussed the functions of 
money—that is, what money is used for. People use money as a unit of account, 
a medium of exchange, a store of value, and a standard of deferred payment. 
These last functions help explain the demand for money.

People use money for transactions, to buy goods and services. The transactions 
demand for money is a demand to hold money in order to spend it on goods and ser-
vices. Holding money in your pocket or checking account is a demand for money. 
Spending money is not demanding it; by spending it, you are getting rid of it.

If  your boss paid you the same instant that you wanted to buy something, 
the timing of your receipts and expenditures would match perfectly. You would 
not have to hold money for transactions. But because receipts typically occur 
much less often than expenditures, money is necessary to cover transactions 
between paychecks.

People also hold money to take care of emergencies. The precautionary de-
mand for money exists because emergencies happen. People never know when 
an unexpected expense will crop up or when actual expenditures will exceed 
planned expenditures. So they hold money as a precaution.

Finally, there is a speculative demand for money, a demand created by uncertainty 
about the value of other assets. This demand exists because money is the most liq-
uid store of value. If you want to buy a stock, but you believe the price is going to 
fall in the next few days, you hold the money until you are ready to buy the stock.

The speculative demand for money is not necessarily tied to a particular use of 
funds. People hold money because they expect the price of any asset to fall. Holding 
money is less risky than buying the asset today if the price of the asset seems likely 
to fall. For example, suppose you buy and sell fine art. The price of art fluctuates 
over time. You try to buy when prices are low and sell when prices are high. If you 
expect prices to fall in the short term, you hold money rather than art until the prices 
do fall. Then you use money to buy art for resale when the prices go up again.

3.a.1. The Money Demand Function If you understand why people hold 
money, you can understand what changes the amount of money that they hold. 
As you’ve just seen, people hold money in order to (1) carry out transactions 
(transactions demand), (2) be prepared for emergencies (precautionary demand), 
and (3) speculate on purchases of various assets (speculative demand). The inter-
est rate and nominal income (income measured in current dollars) influence how 
much money people hold in order to carry out these three activities.

The Interest Rate There is an inverse relationship between the interest rate and 
the quantity of money demanded (see Figure 6). The interest rate is the opportunity 
cost of holding money. If you bury one thousand dollar bills in your backyard, that 
currency is earning no interest—you are forgoing the interest. At a low interest 
rate, the cost of the forgone interest is small. At a higher interest rate, however, the 
cost of holding wealth in the form of money means giving up more interest. The 
higher the rate of interest, the greater the interest forgone by holding money, so the 
less money held. The costs of holding money limit the amount of money held.

Some components of the money supply pay interest to the depositor. Here 
the opportunity cost of holding money is the difference between the interest rate 
on a bond or some other nonmonetary asset and the interest rate on money. If  
a bond pays 9 percent interest a year and a bank deposit pays 5 percent, the op-
portunity cost of holding the deposit is 4 percent.

Figure 6 shows a money demand function, where the demand for money depends 
on the interest rate. The downward slope of the money demand curve (Md) shows 
the inverse relation between the interest rate and the quantity of money demanded. 
For instance, at an interest rate of 12 percent, the quantity of money demanded is 

The interest rate is the 
opportunity cost of holding 
money.

transactions demand for 
money: the demand to 
hold money to buy goods 
and services

precautionary demand 
for money: the demand for 
money to cover unplanned 
transactions or emergencies

speculative demand 
for money: the demand 
for money created by 
uncertainty about the value 
of other assets
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The transactions demand for 
money rises with nominal 
income.

$400 billion. If the interest rate falls to 9 percent, the quantity of money demanded 
increases to $600 billion.

Nominal Income The demand for money also depends on nominal income. Money 
demand varies directly with nominal income because as income increases, more 
transactions are carried out and more money is required for those transactions.

The greater nominal income is, the greater the demand for money. This is true 
whether the increase in nominal income is a product of a higher price level or an 
increase in real income. Both generate a greater dollar volume of transactions. 
If  the prices of all goods increase, then more money must be used to purchase 
goods and services. And as real income increases, more goods and services are 
being produced and sold and living standards rise; this means that more money 
is being demanded to execute the higher level of transactions.

A change in nominal income changes the demand for money at any given in-
terest rate. Figure 7 shows the effect of changes in nominal income on the money 
demand curve. If income rises from Y0 to Y1, money demand increases from Md 
to Md1. If income falls from Y0 to Y2, money demand falls from Md to Md2. When 
the money demand function shifts from Md to Md1, the quantity of money de-
manded at an interest rate of 9 percent increases from $600 billion to $800 billion. 
When the money demand function shifts from Md to Md2, the quantity of money 
demanded at 9 percent interest falls from $600 billion to $400 billion.

3.a.2. The Money Supply Function The Federal Reserve is responsible for set-
ting the money supply. The fact that the Fed can choose the money supply means 
that the money supply function is independent of the current interest rate and in-
come. Figure 8 illustrates the money supply function (Ms). In the figure, the money 

FIGURE 6 The Money Demand Function

Money demand (Md) is a negative function of the rate of interest. The interest rate is the 
opportunity cost of holding money. The higher the interest rate, the lower the quantity of 
money demanded. At an interest rate of 9 percent, the quantity of money demanded is 
$600 billion. At an interest rate of 12 percent, the quantity of money demanded falls to 
$400 billion.
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FIGURE 7 The Effect of a Change in Income on Money Demand

A change in real GDP, whatever the interest rate, shifts the money demand curve. Initially 
real GDP is Y0; the money demand curve at that level of income is Md. At an interest rate 
of 9 percent, the quantity of money demanded is $600 billion. If income increases to Y1, the 
money demand shifts to Md1. Here $800 billion is demanded at 9 percent. If income falls to 
Y2, the money demand curve falls to Md2, where $400 billion is demanded at 9 percent.
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FIGURE 8 The Money Supply Function

The money supply function (Ms) is a vertical line. This indicates that the Fed can choose 
any money supply it wants, independent of the interest rate (and real GDP). In the figure, the 
money supply is set at $600 billion at all interest rates. The Fed can increase or decrease 
the money supply, shifting the curve to the right or left, but the curve remains vertical.
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supply is $600 billion at all interest rate levels. If the Fed increases the money sup-
ply, the vertical money supply function shifts to the right. If the Fed decreases the 
money supply, the function shifts to the left.

3.a.3. Equilibrium in the Money Market To find the equilibrium interest 
rate and quantity of money, we have to combine the money demand and money 
supply functions in one diagram. Figure 9 graphs equilibrium in the money 
market. Equilibrium, point e, is at the intersection of the money demand and 
money supply functions. In the figure, the equilibrium interest rate is 9 percent, 
and the quantity of money is $600 billion.

What forces work to ensure that the economy tends toward the equilibrium 
rate of interest? Let’s look at Figure 9 again to understand what happens if  the 
interest rate is not at equilibrium. If  the interest rate falls below 9 percent, there 
will be an excess demand for money. People will want more money than the Fed 
is supplying. But because the supply of money does not change, the demand 
for more money just forces the interest rate to rise. How? Suppose people try 
to increase their money holdings by converting bonds and other nonmonetary 
assets into money. As bonds and other nonmonetary assets are sold for money, 
the interest rate goes up.

To understand the connection between the rate of interest and buying and 
selling bonds, you must realize that the current interest rate (yield) on a bond is 
determined by the bond price:

Current interest rate � 
annual interest payment

bond price

FIGURE 9 Equilibrium in the Money Market

Equilibrium is at point e, where the money demand and money supply curves intersect. 
At equilibrium, the interest rate is 9 percent and the money supply is $600 billion. An inter-
est rate above 9 percent would create an excess supply of money because the quantity of 
money demanded falls as the interest rate rises. An interest rate below 9 percent would 
create an excess demand for money because the quantity of money demanded rises as the 
interest rate falls.
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The numerator, the annual interest payment, is fixed for the life of the bond. 
The denominator, the bond price, fluctuates with supply and demand. As the 
bond price changes, the interest rate changes.

Suppose a bond pays $100 a year in interest and sells for $1,000. The interest 
rate is 10 percent ($100/$1,000). If  the supply of bonds increases because people 
want to convert bonds to money, the price of bonds falls. Suppose the price 
drops to $800. At that price, the interest rate equals 12.5 percent ($100/$800). 
This is the mechanism by which an excess demand for money changes the inter-
est rate. As the interest rate goes up, the excess demand for money disappears.

Just the opposite occurs at interest rates above equilibrium. In Figure 9, any 
rate of interest above 9 percent creates an excess supply of money. Now people 
are holding more of their wealth in the form of money than they would like. 
What happens? They want to convert some of their money balances into non-
monetary assets, like bonds. As the demand for bonds rises, bond prices increase. 
And as bond prices go up, interest rates fall. This drop in interest rates restores 
equilibrium in the money market.

3.b. Money and Equilibrium Income
Now we are ready to relate monetary policy to the equilibrium level of real 
GDP. We use Figure 10 to show how a change in the money supply affects real 
GDP. In Figure 10(a), as the money supply increases from Ms1 to Ms2, the equi-
librium rate of interest falls from i1 to i2.

Remember that investment (business spending on capital goods) declines as 
the rate of interest increases. The interest rate is the cost of borrowed funds. 
As the interest rate rises, the return on investment falls, and with it the level of 
investment. As the interest rate falls, the return on investment rises, and with it 
the level of investment. In Figure 10(a), the interest rate falls. In Figure 10(b), 
you can see the effect of the lower interest rate on investment spending. As the 
interest rate falls from i1 to i2, investment increases from I1 to I2. Figure 10(c) 
is the aggregate demand and supply equilibrium diagram. When investment 
spending increases, aggregate expenditures are higher at every price level, so the 
aggregate demand curve shifts to the right, from AD1 to AD2. The increase in 
aggregate demand increases equilibrium income from Y1 to Y2.

6  |  How does monetary 
policy affect the 
equilibrium level of 
real GDP?

FIGURE 10 Monetary Policy and Equilibrium Income

The three diagrams show the sequence of events by which a change in the money supply affects the equilibrium level of 
real GDP. In Figure 10(a), the money supply increases, lowering the equilibrium interest rate. In Figure 10(b), the lower 
 interest rate pushes the level of investment up. In Figure 10(c), the increase in investment increases aggregate demand and 
equilibrium real GDP.
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An excess supply of (demand 
for) money can increase 
(decrease) consumption as 
well as investment.

SUMMARY

1  | What does the Federal Reserve do?

 •  The Federal Reserve is the central bank of the 
United States. §1

 •  The Federal Reserve System is operated by 12 
district banks and a Board of Governors in 
Washington, D.C. §1.a

 •  The Fed services and supervises the banking 
system, acts as the banker for the U.S. Treasury, 
and controls the money supply. §1.b

2  | How is monetary policy set?

 •  The Fed controls nominal GDP indirectly by 
controlling the quantity of money in the nation’s 
economy. §2.a.1

 •  The Fed uses the growth of the money supply as 
an  intermediate target to help it achieve its ultimate 
goal—economic growth with stable prices. §2.a.1

 •  Some countries have adopted inflation targeting to 
guide their monetary policy. §2.a.2

How does monetary policy affect equilibrium income? As the money supply 
increases, the equilibrium interest rate falls. As the interest rate falls, the equilib-
rium level of investment rises. Increased investment increases aggregate demand 
and equilibrium income. A decrease in the money supply works in reverse: As 
the interest rate rises, investment falls; as investment falls, aggregate demand 
and equilibrium income go down.

The mechanism we have just described is an oversimplification because the 
only element of aggregate expenditures that changes in this model is investment. 
But an excess demand for or supply of money involves more than simply selling 
or buying bonds. An excess supply of money probably would be reflected in in-
creased consumption as well. If households are holding more money than they 
want to hold, they buy not only bonds but also goods and services, so that con-
sumption increases. If they are holding less money than they want to hold, they 
will both sell bonds and consume less. So the effect of monetary policy on aggre-
gate demand is a product of a change in both investment and consumption. We 
discuss this in the chapter titled “Macroeconomic Policy: Tradeoffs, Expectations, 
Credibility, and Sources of Business Cycles,” where we also examine the impor-
tant role that expected policy changes can play.

R E C A P
1. The transactions demand for money is a demand to hold money to buy 

goods and services.

2. The precautionary demand for money exists because not all expenditures 
can be planned.

3. The speculative demand for money is created by uncertainty about the 
value of other assets.

4. There is an inverse relationship between the interest rate and the quantity 
of money demanded.

5. The greater the nominal income, the greater the demand for money.

6. Because the Federal Reserve sets the money supply, the money supply 
 function is independent of the interest rate and nominal income.

7. The current yield on a bond equals the annual interest payment divided by 
the price of the bond.

8. An increase in the money supply lowers the interest rate; this raises the 
level of investment, and this in turn increases aggregate demand and 
equilibrium  income. A decrease in the money supply works in reverse.
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 1.  The Federal Reserve System divides the nation into 
12 districts.
a.  List the 12 cities in which the district banks are 

located.
b.  Which Federal Reserve district do you live in?

 2.  Briefly describe the functions that the Fed performs 
for the banking community. In what sense is the Fed 
a banker’s bank?

 3.  Draw a graph showing equilibrium in the money 
market. Carefully label all curves and axes, and 
explain why the curves have the slopes that they do.

 4.  Using the graph you prepared for exercise 3, 
illustrate and explain what happens when the Fed 
decreases the money supply.

 5.  When the Fed decreases the money supply, the equilib-
rium level of income changes. Illustrate and explain how.

 6.  Describe the quantity theory of money, defining 
each variable. Explain how changes in the money 
supply can affect real GDP and the price level. 
Under what circumstances could an increase in the 
money supply have no effect on nominal GDP?

 7.  There are several tools that the Fed uses to 
implement monetary policy.
a.  Briefly describe these tools.
b.  Explain how the Fed would use each tool in order 

to increase the money supply.
c.  Suppose the federal funds rate equals zero. Does 

that mean the Fed can do nothing more to 
stimulate the economy? Explain your answer.

 8.  First Bank has total deposits of $2,000,000 and legal 
reserves of $220,000.

EXERCISES

KEY TERMS

Federal Open Market Committee 
(FOMC) §1.a.3
intermediate target §2.a.1
equation of exchange §2.a.1
velocity of money §2.a.1
quantity theory of money §2.a.1

FOMC directive §2.b
federal funds rate §2.b
legal reserves §2.b.1
discount rate §2.b.1
open market operations §2.b.1
quantitative easing §2.b.1

foreign exchange market 
intervention §2.c.1
sterilization §2.c.2
transactions demand for money §3.a
precautionary demand for money §3.a
speculative demand for money §3.a

3  | What are the tools of monetary policy?

 •  The three tools of monetary policy are the reserve 
requirement, the discount rate, and open market 
operations. §2.b.1

 •  The Fed buys bonds to increase the money supply 
and sells bonds to decrease the money supply. §2.b.1

 •  If  the policy interest rate is near zero, a central bank 
may use quantitative easing to further stimulate the 
economy and buy financial assets to flood the 
market with money. §2.b.1

 •  The Federal Open Market Committee (FOMC) issues 
directives to the Federal Reserve Bank of New York 
outlining the conduct of monetary policy. §2.b.2

4  | What role do central banks play in the foreign 
exchange market?

 •  Central banks intervene in the foreign exchange 
market when it is necessary to maintain a targeted 
exchange rate. §2.c

5  | What are the determinants of the demand for money?

 •  The demand for money stems from the need to buy 
goods and services, to prepare for emergencies, and 
to retain a store of value. §3.a

 •  There is an inverse relationship between the 
quantity of money demanded and the interest 
rate. §3.a.1

 •  The greater the nominal income, the greater the 
demand for money. §3.a.1

 •  Because the Fed sets the money supply, the money 
 supply function is independent of the interest rate 
and real GDP. §3.a.2

6  | How does monetary policy affect the equilibrium 
level of real GDP?

 •  By altering the money supply, the Fed changes the 
interest rate and the level of  investment, shifting 
aggregate demand and the equilibrium level of 
real GDP. §3.b



a.  If  the reserve requirement is 10 percent, what is 
the maximum loan that First Bank can make, and 
what is the maximum increase in the money 
supply based on First Bank’s reserve position?

b.  If the reserve requirement is changed to 5 percent, 
how much can First Bank lend, and by how much 
can the money supply be expanded?

 9.  Suppose you are a member of the FOMC and the 
U.S. economy is entering a recession. Write a 
directive to the New York Fed about the conduct of 
monetary policy over the next two months. Your 
directive should address a target for the rate of 
growth of the M2 money supply, the federal funds 
rate, the rate of inflation, and the foreign exchange 
value of the dollar versus the Japanese yen and euro. 
You may refer to the Board of Governors website, 
www.federalreserve.gov/monetarypolicy, for 
examples, since this site posts FOMC directives.

 10.  Suppose the Fed has a target range for the yen–
dollar exchange rate. How would it keep the 
exchange rate within the target range if  free market 
forces push the exchange rate out of the range? Use 
a graph to help explain your answer.

 11.  Why do you demand money? What determines how 
much money you keep in your pocket, purse, or bank 
accounts?

 12.  What is the current yield on a bond? Why do interest 
rates change when bond prices change?

 13.  If  the Fed increases the money supply, what will 
happen to each of the following (other things being 
equal)?
a.  Interest rates
b.  Money demand
c.  Investment spending
d.  Aggregate demand
e.  The equilibrium level of national income

 14.  It is sometimes said that the Federal Reserve System is 
a nonpolitical agency. In what sense is this true? Why 
might you doubt that politics have no effect on Fed 
decisions?

 15.  Suppose the banking system has vault cash of 
$1,000, deposits at the Fed of $2,000, and demand 
deposits of $10,000.
a.  If  the reserve requirement is 20 percent, what is 

the maximum potential increase in the money 
supply, given the banks’ reserve position?

b.  If  the Fed now purchases $500 worth of 
government bonds from private bond dealers, 
what are the excess reserves of the banking 
system? (Assume that the bond dealers deposit 
the $500 in demand deposits.) How much can the 
banking system increase the money supply, given 
the new reserve position?

 16.  What does ECB stand for? Where is the ECB located? 
In what way is central banking in the euro-area 
countries similar to the Federal Reserve System?

You can find further practice tests in the Online Quiz at www.cengage.com/economics/boyes.
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Economically
Speaking

The Bank of  England’s 
Monetary Policy Committee 
today voted to maintain the 

official Bank Rate paid on com-
mercial bank reserves at 0.5%. The 
Committee also voted to continue 
with its programme of  asset pur-
chases financed by the issuance of 
central bank reserves and to increase 
its size by £50 billion to a total of 
£125 billion.

The world economy remains in 
deep recession. Output has contin-
ued to contract and international 
trade has fallen precipitously. The 
global banking and financial system 
remains fragile despite further signifi-
cant intervention by the authorities. 
In the United Kingdom, GDP fell 
sharply in the first quarter of 2009. 
But surveys at home and abroad show 
promising signs that the pace of de-
cline has begun to moderate. . . . 

The Committee noted that the 
outlook for economic activity was 
dominated by two countervailing 
forces. The process of adjustment in 
train in the U.K. economy, as private 
saving rises and banks restructure 
their balance sheets, combined with 
weak global demand, will continue to 
act as a significant drag on economic 
activity. But pushing in the opposite 
direction, there is considerable eco-
nomic stimulus stemming from the 
easing in monetary and fiscal policy, 
at home and abroad, the substantial 
depreciation in sterling, past falls in 
commodity prices, and actions by au-
thorities internationally to improve 
the availability of credit. That stimu-
lus should in due course lead to a re-
covery in economic growth, bringing 
inflation back towards the 2% tar-
get. But the timing and strength of 
that recovery is highly uncertain.

In the light of that outlook and in 
order to keep CPI inflation on track 
to meet the 2% inflation target over 
the medium term, the Committee 
judged that maintaining Bank 
Rate at 0.5%  was appropriate. The 
Committee also agreed to continue 
with its programme of  purchases 
of  government and corporate debt 
financed by the issuance of central 
bank reserves and to increase its size 
by £50 billion to a total of £125 bil-
lion. The Committee expected that 
it would take another three months 
to complete that programme, and it 
will keep the scale of the programme 
under review.

Source: News Release, The Bank of 
England.

http://www.bankofengland.co.uk/ 
publications/news/2009/037.htm

Bank of England Maintains Bank Rate at
0.5 Percent and Increases Size of Asset Purchase 

Program by £50 Billion to £125 Billion

May 7, 2009

http://www.bankofengland.co.uk/publications/news/2009/037.htm
http://www.bankofengland.co.uk/publications/news/2009/037.htm
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Commentary

Like the Board of Governors of the Federal Reserve 
System sets U.S. monetary policy, the Monetary 
Policy Committee (MPC) of the Bank of England 

sets U.K. monetary policy. If  a monetary policymaker 
believes that economic growth is too slow and inflation is 
not likely to increase, then it tries to increase aggregate de-
mand by increasing money growth. As we learned in this 
chapter, when the Fed increases the money supply, interest 
rates fall, aggregate demand rises, and real GDP growth 
increases. The same holds for other central banks. 

The article says that the MPC left its bank rate at 
0.5 percent at the meeting of  May 7, 2009. The U.K. 
Bank Rate is the equivalent of  the federal funds rate 
in the United States. It is the key target for monetary 
policy. The article goes on to describe the uncertainty 
facing the MPC in May 2009. The financial crisis had re-
sulted in a global recession where GDP was falling along 
with inflation. The MPC recognized this but also men-
tioned that “the pace of decline had begun to moderate” 
and policy was very expansionary so that one should 
expect economic conditions to improve going forward. 
However, the MPC statement also says that “the timing 
and strength of that recovery is highly uncertain.”

It is important to realize that policymakers do not 
have very much information at the time when they 

must make policy decisions. For instance, the consumer 
price index is available only with a one-month lag, so 
our knowledge of  inflation is always running a month 
behind the actual economy. The GDP is even worse. 
The GDP data are available only quarterly, and we do 
not find out about GDP until well after a quarter ends, 
and even then substantial revisions to the numbers of-
ten occur many months after the quarter. The point is 
simply that the Federal Reserve, the MPC, and other 
policymaking institutions must formulate policy today 
on the basis of  less than complete knowledge of  the 
current situation, and the policy must be addressed to 
a best guess of  the future situation. It is like trying to 
drive a car looking only in the rearview mirror. You can 
see where you have been, but you must make decisions 
about where you will go next without knowing exactly 
where you are currently.

For these reasons, policymakers often find them-
selves the target of  critics who dispute their current 
and future outlook on inflation and other key economic 
variables. Central banks want to act in advance of  ris-
ing inflation or slowing GDP growth to avoid a bad 
economic outcome. However, even central banks can-
not always clearly determine the state of  the economy 
and, consequently, the best course of  action.
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Chapter 14

1  |  Is there a tradeoff between inflation and the 
unemployment rate?

2  |  How does the tradeoff between inflation and 
the unemployment rate vary from the short to 
the long run?

3  |  What is the relationship between unexpected 
inflation and the unemployment rate?

4  | How are macroeconomic expectations formed?

5  | What makes government policies credible?

6  | Are business cycles related to political elections?

7  |  How do real shocks to the economy affect 
business cycles?

8  |  How is inflationary monetary policy related to 
government fiscal policy?

Fundamental Questions

Macroeconomics is a dynamic discipline. Monetary and fiscal policies change over time. 

And so does our understanding of those policies. Economists debate the nature of busi-

ness cycles—what causes them and what, if anything, government can do about them. 

Some economists argue that policies that lower the unemployment rate tend to raise the 

rate of inflation. Others insist that only unexpected inflation can influence real GDP and 

employment. If the latter economists are right, does government always have to surprise 

the public in order to improve economic conditions?

Some economists claim that politicians manipulate the business cycle to increase their 

chances of reelection. If they are right, we should expect economic growth just before 

Macroeconomic Policy: Tradeoffs, 
Expectations, Credibility, and 

Sources of Business Cycles

© Dbvirago/Dreamstime LLC
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■ 1. The Phillips Curve
In 1958, a New Zealand economist, A. W. Phillips, published a study of the relation-
ship between the unemployment rate and the rate of change in wages in England. He 
found that over the period from 1826 to 1957, there had been an inverse relationship 
between the unemployment rate and the rate of change in wages: The unemploy-
ment rate fell in years when there were relatively large increases in wages and rose in 
years when wages increased relatively little. Phillips’s study started other economists 
searching for similar relationships in other countries. In those subsequent studies, it 
became common to substitute the rate of inflation for the rate of change in wages.

Early studies in the United States found an inverse relationship between in-
flation and the unemployment rate. The graph that illustrates this relationship 
is called a Phillips curve. Figure 1 shows a Phillips curve for the United States 
in the 1960s. Over this period, lower inflation rates were associated with higher 
unemployment rates, as shown by the downward-sloping curve.

The slope of the curve in Figure 1 depicts an inverse relationship between the 
rate of inflation and the unemployment rate: As the inflation rate falls, the unem-
ployment rate rises. In 1969, the inflation rate was relatively high, at 5.5 percent, 
while the unemployment rate was relatively low, at 3.5 percent. In 1967, an infla-
tion rate of 3.1 percent was consistent with an unemployment rate of 3.8 percent; 
and in 1961, 1 percent inflation occurred with 6.7 percent unemployment.

Phillips curve: a graph that 
illustrates the relationship 
between inflation and the 
unemployment rate

national elections. But what happens after the elections? What are the long-term effects 

of political business cycles? Because of these issues, the material in this chapter should 

be considered somewhat controversial. In the chapter titled “Macroeconomic Viewpoints: 

New Keynesian, Monetarist, and New Classical,” we will examine the controversies in 

more detail, and it will be more apparent where the sources of controversy lie.

Those who were around in the 

1970s can remember the long lines 

and shortages at gas stations and 

the rapid increase in the price of oil 

that resulted from the oil embargo 

imposed by the Organization of 

Petroleum Exporting Countries. 

There was another effect of the 

oil price shock—the aggregate 

supply curve in the United States 

and other oil-importing nations 

shifted to the left, lowering the 

equilibrium level of real GDP 

while raising the price level. Such 

real sources of business cycles 

can explain why national output 

can rise or fall in the absence of 

any discretionary government 

macroeconomic policy.
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The downward-sloping Phillips curve seems to indicate that there is a tradeoff 
between unemployment and inflation. A country can have a lower unemployment 
rate by accepting higher inflation, or a lower rate of inflation by accepting higher un-
employment. Certainly this was the case in the United States in the 1960s. But is the 
curve depicted in Figure 1 representative of the tradeoff over long periods of time?

1.a. An Inflation–Unemployment Tradeoff?
Figure 2 shows unemployment and inflation rates in the United States for several 
years from 1955 to 2009. The points in the figure do not lie along a downward-
 sloping curve like the one shown in Figure 1. For example, in 1955, the unem-
ployment rate was 4.4 percent and the inflation rate was −0.4 percent. In 1960, 
the unemployment rate was 5.5 percent and the inflation rate was 1.7 percent. 
Both the unemployment rate and the inflation rate had increased since 1955. 
Moving through time, you can see that the inflation rate tended to increase 
along with the unemployment rate through the 1960s and 1970s. By 1980, the 
unemployment rate was 7.1 percent and the inflation rate was 13.5 percent.

The scattered points in Figure 2 show no evidence of a tradeoff between un-
employment and inflation. A downward-sloping Phillips curve does not seem 
to exist over the long term.

1.b. Short-Run versus Long-Run Tradeoffs
Most economists believe that the downward-sloping Phillips curve and the 
tradeoff between inflation and unemployment that it implies are short-term phe-
nomena. Think of a series of Phillips curves, one for each of the points in Figure 
2. From 1955 to 1980, the curves shifted out to the right. In the early 1980s, they 
shifted in to the left.

Figure 3 shows a series of Phillips curves that could account for the data in Figure 2. 
At any point in time, a downward-sloping Phillips curve indicates a tradeoff between 
inflation and unemployment. Many economists believe that this kind of tradeoff is 

1  |  Is there a tradeoff 
between inflation and 
the unemployment 
rate?

2  |  How does the tradeoff 
between inflation and 
the unemployment 
rate vary from the 
short to the long run?

FIGURE 1 A Phillips Curve, United States, 1961–1969

In the 1960s, as the rate of inflation rose, the unemployment rate fell. This inverse relation-
ship suggests a tradeoff between the rate of inflation and the unemployment rate.
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The data on inflation and unemployment rates in the United States between 1955 and 
2009 show no particular relationship between inflation and unemployment over the long 
run. There is no evidence here of a downward-sloping Phillips curve.

 Unemployment and Inflation in the United States, 1955–2009FIGURE 2
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FIGURE 3 The Shifting Phillips Curve

We can reconcile the long-run data on unemployment and inflation with the downward-
sloping Phillips curve by using a series of Phillips curves. (In effect, we treat the long run as 
a series of short-run curves.) The Phillips curve for the early 1960s shows 5 percent unem-
ployment and 2 percent inflation. Over time, the short-run curve shifted out to the right. 
The early 1970s curve shows 5 percent unemployment and 6 percent inflation. And the 
short-run curve for the late 1970s shows 5 percent unemployment and 10 percent inflation. 
In the early 1980s, the short-run Phillips curve began to shift down toward the origin. By the 
late 1980s, 5 percent unemployment was consistent with 4 percent inflation.
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just a short-term phenomenon. Over time, the Phillips curve shifts so that the short-
run tradeoff between inflation and unemployment disappears in the long run.

On the early 1960s curve in Figure 3, 5 percent unemployment is consistent 
with 2 percent inflation. By the early 1970s, the curve had shifted up. Here 5 
percent unemployment is associated with 6 percent inflation. On the late 1970s 
curve, 5 percent unemployment is consistent with 10 percent inflation. For more 
than two decades, the tradeoff  between inflation and unemployment wors-
ened as the Phillips curves shifted up, so that higher and higher inflation rates 
were associated with any given level of unemployment. Then in the 1980s, the 
tradeoff seemed to improve as the Phillips curve shifted down. On the late 1980s 
curve, 5 percent unemployment is consistent with 4 percent inflation.

The Phillips curves in Figure 3 represent changes that took place over time in the 
United States. We cannot be sure of the actual shape of a Phillips curve at any time, 
but an outward shift of the curve in the 1960s and 1970s and an inward shift during the 
1980s are consistent with the data. Later in this chapter, we describe how changing gov-
ernment policy and the public’s expectations about that policy may have shifted aggre-
gate demand and aggregate supply and produced these shifts in the Phillips curves.

1.b.1. In the Short Run Figure 4 uses the aggregate demand and supply analy-
sis we developed in the chapter titled “Macroeconomic Equilibrium: Aggregate 
Demand and Supply” to explain the Phillips curve. Initially the economy is 
 operating at point 1 in both diagrams. In Figure 4(a), the aggregate demand 
curve (AD1) and the aggregate supply curve (AS1) intersect at price level P1 and real 
GDP level Yp, the level of potential real GDP. Remember that potential real GDP 
is the level of income and output generated at the natural rate of unemployment, 
the unemployment rate that exists in the absence of cyclical unemployment. In 
Figure 4(b), point 1 lies on Phillips curve I, where the inflation rate is 3 percent 
and the unemployment rate is 5 percent. We assume that the 5 percent unemploy-
ment rate at the level of potential real GDP is the natural rate of unemployment 
(Un). A discussion of the natural rate of unemployment and its determinants is 
given in the Economic Insight “The Natural Rate of Unemployment.”

What happens when aggregate demand goes up from AD1 to AD2? A new equi-
librium is established along the short-run aggregate supply curve (AS1) at point 
2. Here the price level (P2) is higher, as is the level of real GDP (Y2). In part (b), 
the increase in price and income is reflected in the movement along Phillips curve 
I to point 2. At point 2, the inflation rate is 6 percent and the unemployment rate 
is 3 percent. The increase in expenditures raises the inflation rate and lowers the 
unemployment rate (because national output has surpassed potential output).

Notice that there appears to be a tradeoff between inflation and unemploy-
ment on Phillips curve I. The increase in spending increases output and stimu-
lates employment, so that the unemployment rate falls. And the higher spending 
pushes the rate of inflation up. But this tradeoff is only temporary. Point 2 in 
both diagrams is only a short-run equilibrium.

1.b.2. In the Long Run As we discussed in the chapter titled “Macroeconomic 
Equilibrium: Aggregate Demand and Supply,” the short-run aggregate supply curve 
shifts over time as production costs rise in response to higher prices. Once the aggre-
gate supply curve shifts to AS2, long-run equilibrium occurs at point 3, where AS2 in-
tersects AD2. Here, the price level is P3 and real GDP returns to its potential level, Yp.

The shift in aggregate supply lowers real GDP. As income falls, the unemployment 
rate goes up. The decrease in aggregate supply is reflected in the movement from point 
2 on Phillips curve I to point 3 on Phillips curve II. As real GDP returns to its poten-
tial level (Yp), unemployment returns to the natural rate (Un), 5 percent. In the long run, 
as the economy adjusts to an increase in aggregate demand and expectations adjust to the 
new inflation rate, there is a period in which real GDP falls and the price level rises.

The data indicate that the 
Phillips curve may have 
shifted out in the 1960s and 
1970s and shifted in during 
the 1980s.
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Aggregate Demand and Supply and the Phillips CurveFIGURE 4

The movement from point 1 to point 2 to point 3 traces the adjustment of the economy to an increase in aggregate de-
mand. Point 1 is initial equilibrium in both diagrams. At this point, potential real GDP is Yp and the price level is P1 in the 
aggregate demand and supply diagram, and the inflation rate is 3 percent with an unemployment rate of 5 percent (the 
natural rate) along short-run curve 1 in the Phillips curve diagram.

If the aggregate demand curve shifts from AD1 to AD2, equilibrium real GDP goes up to Y2 and the price level rises to P2 
in the aggregate demand and supply diagram. The increase in aggregate demand pushes the inflation rate up to 6 percent 
and the unemployment rate down to 3 percent along Phillips curve I. The movement from point 1 to point 2 along the curve 
 indicates a tradeoff between inflation and the unemployment rate.

Over time, the AS curve shifts in response to rising production costs at the higher rate of inflation. Along AS2, equilibrium is 
at point 3, where real GDP falls back to Yp and the price level rises to P3. As we move from point 2 to point 3 in Figure 4(b), we 
shift to short-run Phillips curve II. Here the inflation rate remains high (at 6 percent), while the unemployment rate goes back 
up to 5 percent, the rate consistent with production at Yp. In the long run, then, there is no tradeoff between inflation and 
unemployment. The vertical long-run aggregate supply curve at the potential level of real GDP is associated with the vertical 
long-run Phillips curve at the natural rate of unemployment.
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Over time, there is no relationship between the price level and the level of real 
GDP. You can see this in the aggregate demand and supply diagram. Points 1 and 3 
both lie along the long-run aggregate supply curve (LRAS) at potential real GDP. 
The LRAS curve has its analogue in the long-run Phillips curve, a vertical line at 
the natural rate of unemployment. Points 1 and 3 both lie along this curve.

The long-run Phillips curve is 
a vertical line at the natural 
rate of unemployment.

R E C A P

1. The Phillips curve shows an inverse relationship between inflation and 
unemployment.

2. The downward slope of the Phillips curve indicates a tradeoff between 
inflation and unemployment.

3. Over the long run, that tradeoff disappears.

4. The long-run Phillips curve is a vertical line at the natural rate of unemploy-
ment, analogous to the long-run aggregate supply curve at potential real GDP.
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■ 2. The Role of Expectations
The data and analysis in the previous section indicate that there is no long-run 
tradeoff  between inflation and unemployment. But they do not explain the 
movement of the Phillips curve in the 1960s, 1970s, and 1980s. To understand 
why the short-run curve shifts, you must understand the role that unexpected 
inflation plays in the economy.

The Natural Rate of Unemployment

Economic Insight

The natural rate of unemployment is defi ned as the 
unemployment rate that exists in the absence of cycli-
cal unemployment. As we discussed in the chapter 
titled “Unemployment and Infl ation,” the natural rate of 
unemployment refl ects the normal amount of frictional 
unemployment (people who are temporarily between 
jobs), structural unemployment (people who have lost 
jobs because of technological change), and seasonal 
unemployment (people who have lost jobs because the 
jobs are available only at certain times of the year). What 
factors determine the normal amount of frictional and 
structural unemployment?

One of the most important factors is demographic 
change. As the age, gender, and racial makeup of the la-
bor force changes, the natural rate of unemployment also 
changes. For instance, when the baby boom generation 
entered the labor force, the natural rate of unemployment 
increased because new workers typically have the highest 
unemployment rates. Between 1956 and 1979, the pro-
portion of young adults (ages 16 to 24) in the labor force 
increased, increasing the natural rate of unemployment. 
Since 1980, the average age of U.S. workers has been ris-
ing. As workers age, employers can more easily evaluate 
a worker’s ability based upon that worker’s job history. 
In addition, younger workers are more likely to have dif-
ficulty finding a good job match for their skills and so are 
likely to have higher frictional unemployment, whereas 
older workers are more likely to have a long-term job with 
a single employer. As the labor force ages, therefore, we 
should expect the natural rate of unemployment to fall.

In addition to the composition of the labor 
force, several other factors affect the natural rate of 
unemployment:

 • In the early 1990s, structural changes in the econ-
omy, such as the shift from manufacturing to service 

jobs and the downsizing and restructuring of firms 
throughout the economy, contributed to a higher 
natural rate of unemployment. Related to these 
structural changes is a decline in the demand for 
low-skilled workers, so that rising unemployment is 
overwhelmingly concentrated among workers with 
limited education and skills.

 • Increases in the legal minimum wage tend to raise 
the natural rate of unemployment. When the gov-
ernment mandates that employers pay some work-
ers a higher wage than a freely competitive labor 
market would pay, fewer workers are employed.

 • The more generous the unemployment benefits, the 
higher the natural rate of unemployment. Increased 
benefits reduce the cost of being out of work and al-
low unemployed workers to take their time finding a 
new job. For these reasons, we observe higher natu-
ral rates of unemployment in European countries, 
where unemployed workers receive higher benefits.

 • Income taxes can also affect the natural rate of 
unemployment. Higher taxes mean that workers 
keep less of their earned income and so have less 
incentive to work.

The effect of these factors on the unemployment 
rate is complex, so it is difficult to state exactly what the 
natural rate of unemployment is. But as these factors 
change over time, the natural rate of unemployment 
also changes.

One last thing: It is not clear that minimizing the 
natural rate of unemployment is a universal goal. 
Minimum wages, unemployment benefits, and taxes 
have other important implications besides their effect 
on the natural rate of unemployment. We cannot expect 
these variables to be set solely in terms of their effect 
on unemployment.
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reservation wage: the 
minimum wage that a 
worker is willing to accept

2.a. Expected versus Unexpected Inflation
Figure 5 shows two short-run Phillips curves like those in Figure 4. Each curve 
is drawn for a particular expected rate of inflation. Curve I shows the tradeoff 
between inflation and unemployment when the inflation rate is expected to be 3 
percent. If  the actual rate of inflation (measured along the vertical axis) is 3 per-
cent, the economy is operating at point 1, with an unemployment rate of 5 per-
cent (the natural rate). If  the inflation rate unexpectedly increases to 6 percent, 
the economy moves from point 1 to point 2 along Phillips curve I. Obviously, 
unexpected inflation can affect the unemployment rate. There are three factors 
at work here: wage expectations, inventory fluctuations, and wage contracts.

2.a.1. Wage Expectations and Unemployment Unemployed workers who 
are looking for a job choose a reservation wage, the minimum wage that they 
are willing to accept. They continue to look for work until they receive an offer 
that equals or exceeds their reservation wage.

Wages are not the only factor that workers take into consideration before 
accepting a job offer. A firm that offers good working conditions and fringe 
benefits can pay a lower wage than a firm that does not offer these advantages. 
But other things being equal, workers choose higher wages over lower wages. 
We simplify our analysis here by assuming that the only variable that affects the 
unemployed worker who is looking for a job is the reservation wage.

The link between unexpected inflation and the unemployment rate stems from 
the fact that wage offers are surprisingly high when the rate of inflation is surpris-
ingly high. An unexpected increase in inflation means that prices are higher than 
anticipated, as are nominal income and wages. If aggregate demand increases unex-
pectedly, then prices, output, employment, and wages go up. Unemployed workers 
with a constant reservation wage find it easier to obtain a satisfactory wage offer 

3  |  What is the 
relationship between 
unexpected inflation 
and the unemployment 
rate?

Short-run Phillips curve I shows the tradeoff between inflation and the unemployment rate 
as long as people expect 3 percent inflation. When the actual rate of inflation is 3 percent, 
the rate of unemployment (Un) is 5 percent (point 1). Short-run Phillips curve II shows the 
tradeoff as long as people expect 6 percent inflation. When the actual rate of inflation is 
6 percent, the unemployment rate is 5 percent (point 3).

 Expectations and the Phillips CurveFIGURE 5
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during a period when wages are rising faster than the workers expected. This means 
that more unemployed workers find jobs, and they find those jobs more quickly 
than they do in a period when the rate of inflation is expected. So the unemploy-
ment rate falls during a period of unexpectedly high inflation (Figure 6).

Consider an example. Suppose an accountant named Jason determines that 
he must find a job that pays at least $105 a day. Jason’s reservation wage is $105. 
Furthermore, Jason expects prices and wages to be fairly stable across the economy; 
he expects no inflation. Jason looks for a job and finds that the jobs he qualifies for 
are offering wages of only $100 a day. Because his job offers are all paying less than 
his reservation wage, he keeps on looking. Let’s say that aggregate demand rises 
unexpectedly. Firms increase production and raise prices. To hire more workers, 
they increase the wages they offer. Suppose wages go up 5 percent. Now the jobs 
that Jason qualifies for are offering 5 percent higher wages, $105 a day instead of 
$100 a day. At this higher wage rate, Jason quickly accepts a job and starts working. 
This example explains why the move from point 1 to point 2 in Figure 5 occurs.

The short-run Phillips curve assumes a constant expected rate of inflation. It also as-
sumes that every unemployed worker who is looking for a job has a constant reserva-
tion wage. When inflation rises unexpectedly, then, wages rise faster than expected and 
the unemployment rate falls. The element of surprise is critical here. If the increase in 
inflation is expected, unemployed workers who are looking for a job will revise their 
reservation wage to match the expected change in the level of prices. If reservation 
wages go up with the rate of inflation, there is no tradeoff between inflation and the un-
employment rate. Higher inflation is associated with the original unemployment rate.

Let’s go back to Jason, the accountant who wants a job that pays $105 a day. 
Previously we said that if wages increased to $105 because of an unexpected in-
crease in aggregate demand, he would quickly find an acceptable job. However, if  
Jason knows that the price level is going to go up 5 percent, then he knows that a 
wage increase from $100 to $105 is not a real wage increase because he will need 
$105 in order to buy what $100 would buy before. The nominal wage is the num-
ber of dollars earned; the real wage is the purchasing power of those dollars. If  
the nominal wage increases 5 percent at the same time that prices have gone up 5 
percent, it takes 5 percent more money to buy the same goods and services. The 
real wage has not changed. What happens? Jason revises his reservation wage to 
account for the higher price level. If he wants a 5 percent higher real wage, his res-
ervation wage goes up to $110.25 (5 percent more than $105). Now if employers 
offer him $105, he refuses and keeps searching.

In Figure 5, an expected increase in inflation moves us from point 1 on curve I 
to point 3 on curve II. When increased inflation is expected, the reservation wage 

If the reservation wage 
goes up with the rate of 
inflation, there is no tradeoff 
between inflation and the 
unemployment rate.

Inflation, Unemployment, and Wage ExpectationsFIGURE 6
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reflects the higher rate of inflation, and there is no tradeoff between inflation and 
the unemployment rate. Instead, the economy moves along the long-run Phillips 
curve, with unemployment at its natural rate. The clockwise movement from 
point 1 to point 2 to point 3 is the pattern that follows an unexpected increase in 
aggregate demand.

What if the inflation rate is lower than expected? Here we find a reservation 
wage that reflects higher expected inflation. This means that those people who 
are looking for jobs are going to have a difficult time finding acceptable wage 
offers, the number of unemployed workers is going to increase, and the unem-
ployment rate is going to rise. This sequence is shown in Figure 5 as the economy 
moves from point 3 to point 4. When the actual inflation rate is 6 percent and the 
expected inflation rate is also 6 percent, the economy is operating at the natural 
rate of unemployment. When the inflation rate falls to 3 percent but workers still 
expect 6 percent inflation, the unemployment rate rises (at point 4 along curve 
II). Eventually, if  the inflation rate remains at 3 percent, workers adjust their 
expectations to the lower rate and the economy moves to point 1 on curve I. The 
short-run effect of unexpected disinflation is rising unemployment. Over time, the 
short-run increase in the unemployment rate is eliminated.

As long as the actual rate of inflation equals the expected rate, the economy 
remains at the natural rate of unemployment. The tradeoff between inflation 
and the unemployment rate comes from unexpected inflation.

2.a.2.Inventory Fluctuations and Unemployment Businesses hold inven-
tories based on what they expect their sales to be. When aggregate demand 
is greater than expected, inventories fall below the targeted levels. To restore 
inventories to the levels wanted, production is increased. Increased production 
leads to increased employment. If  aggregate demand is lower than expected, 
inventories rise above the targeted levels. To reduce inventories, production is 
cut back and workers are laid off  from their jobs until sales have lowered the 
unwanted inventories. Once production increases, employment rises again.

Inventory, production, and employment all play a part in the Phillips curve 
analysis (Figure 7). Expected sales and inventory levels are based on an ex-
pected level of aggregate demand. If  aggregate demand is greater than expected, 
inventories fall and prices of the remaining goods in stock rise. With the unex-
pected increase in inflation, the unemployment rate falls as businesses hire more 
workers to increase output to offset falling inventories. This sequence represents 
movement along a short-run Phillips curve because there is a tradeoff between 
inflation and the unemployment rate. We find the same tradeoff if  aggregate 
demand is lower than expected. Here inventories increase and prices are lower 
than anticipated. With the unexpected decrease in inflation, the unemployment 
rate goes up as workers are laid off  to reduce output until inventory levels fall.

2.a.3. Wage Contracts and Unemployment Another factor that explains the 
short-run tradeoff between inflation and unemployment is labor contracts that 
fix wages for an extended period of time. When an existing contract expires, man-
agement must renegotiate with labor. A firm that is facing lower demand for its 
products may negotiate lower wages in order to keep as many workers employed as 

As long as the actual rate 
of inflation equals the 
expected rate, the economy 
operates at the natural rate 
of unemployment

When aggregate demand 
is higher than expected, 
inventories are lower than 
expected and prices are 
higher than expected, so the 
unemployment rate falls. 
When aggregate demand 
is lower than expected, 
inventories are higher than 
expected and prices are 
lower than expected, so the 
unemployment rate rises.
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before. If the demand for a firm’s products falls while a wage contract is in force, the 
firm must maintain wages; this means that it is going to have to lay off workers.

For example, a pizza restaurant with $1,000 a day in revenues employs 4 
workers at $40 a day each. The firm’s total labor costs are $160 a day. Suppose 
revenues fall to $500 a day. If the firm wants to cut its labor costs in half, to $80, 
it has two choices: It can maintain wages at $40 a day and lay off 2 workers, or it 
can lower wages to $20 a day and keep all 4 workers. If  the restaurant has a con-
tract with the employees that sets wages at $40 a day, it must lay off 2 workers.

If demand increases while a wage contract is in force, a business hires more 
workers at the fixed wage. Once the contract expires, the firm’s workers will nego-
tiate higher wages, to reflect the increased demand. For instance, suppose prices in 
the economy, including the price of pizzas, go up 10 percent. If the pizza restau-
rant can raise its prices 10 percent and sell as many pizzas as before (because the 
price of every other food also has gone up 10 percent), its daily revenues increase 
from $1,000 to $1,100. If the restaurant has a labor contract that fixes wages at 
$40 a day, its profits are going to go up, reflecting the higher price of pizzas. With 
its increased profits, the restaurant may be willing to hire more workers. Once the 
labor contract expires, the workers ask for a 10 percent wage increase to match 
the price level increase. If wages go up to $44 a day (10 percent higher than $40), 
the firm cannot hire more workers because wages have gone up in proportion to 
the increase in prices. If the costs of doing business rise at the same rate as prices, 
both profits and employment remain the same.

In the national economy, wage contracts are staggered; they expire at dif-
ferent times. Only 30 to 40 percent of  all contracts expire each year across 
the entire economy. As economic conditions change, firms with expiring wage 
contracts can adjust wages to those conditions, whereas firms with existing con-
tracts must adjust employment to those conditions.

How do long-term wage contracts tie in with the Phillips curve analysis? The 
expected rate of inflation is based on expected aggregate demand and is reflected 
in the wage that is agreed on in the contract. When the actual rate of inflation 
equals the expected rate, businesses retain the same number of workers that they 
had planned on when they signed the contract. For the economy overall, when 
actual and expected inflation rates are the same, the economy is operating at the 
natural rate of unemployment. That is, businesses are not hiring new workers 
because of an unexpected increase in aggregate demand, and they are not laying 
off workers because of an unexpected decrease in aggregate demand.

When aggregate demand is higher than expected, those firms with unexpired 
wage contracts hire more workers at the fixed wage, reducing unemployment 
(Figure 8). Those firms with expiring contracts have to offer higher wages in order 
to maintain the existing level of employment at the new demand condition. When 
aggregate demand is lower than expected, those firms with unexpired contracts 
have to lay off workers because they cannot lower the wage, while those firms with 
expiring contracts negotiate lower wages in order to keep their workers.

If  wages were always flexible, unexpected changes in aggregate demand might 
be reflected largely in wage rather than employment adjustments. Wage contracts 

Wage contracts force 
businesses to adjust 
employment rather than 
wages in response to an 
unexpected change in 
aggregate demand.
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force businesses to adjust employment when aggregate demand changes unex-
pectedly. The Economic Insight “Why Wages Don’t Fall During Recessions” 
addresses this issue further.

2.b. Forming Expectations
Expectations play a key role in explaining the short-run Phillips curve, the 
tradeoff between inflation and the unemployment rate. How are these expecta-
tions formed?

2.b.1. Adaptive Expectations Expectations can be formed solely on the ba-
sis of experience. Adaptive expectations are expectations that are determined by 
what has happened in the recent past.

People learn from their experiences. For example, suppose the inflation rate 
has been 3 percent for the past few years. Based on past experience, then, people 
expect the inflation rate in the future to remain at 3 percent. If  the Federal 
Reserve increases the growth of the money supply to a rate that produces 6 per-
cent inflation, the public will be surprised by the higher rate of inflation. This 
unexpected inflation creates a short-run tradeoff  between inflation and the 
unemployment rate along a short-run Phillips curve. Over time, if  the inflation 
rate remains at 6 percent, the public will learn that the 3 percent rate is too low 
and will adapt its expectations to the actual, higher inflation rate. Once public 
expectations have adapted to the new rate of inflation, the economy returns to 
the natural rate of unemployment along the long-run Phillips curve.

adaptive expectation: 
an expectation formed on 
the basis of information 
collected in the past

4  |  How are 
macroeconomic 
expectations formed?

Why Wages Don’t Fall During Recessions

Economic Insight

A look at macroeconomic data across countries reveals 
that when economies experience recessions, unemploy-
ment rates rise, but wages fall very little, if at all. If we 
think of a supply and demand diagram for labor, we 
would think that as demand for labor falls in a recession, 
both the equilibrium quantity of labor and the equilibrium 
price, the wage rate, would fall. We do see the quantity 
effect, as workers lose their jobs and the unemployment 
rate rises. Why don’t we see wages falling also?

The text discusses long-term labor contracts as 
one reason why wages may be relatively inflexible 
over time. Beyond the presence of contracts, recent 
research points to human behavior as a contributing 
factor. Surveys of firms and workers indicate that worker 
morale is a major reason why wages are not reduced 
during recessions. Workers would view a wage cut as 

an indication that the firm does not value their work as 
much, and they might, therefore, suffer lower morale, 
with the result being lower effort. When some work-
ers are laid off, those workers suffer from the job loss, 
but they are no longer at the firm and thus cannot 
harm morale and work effort. Only in cases where the 
very survival of the firm is clearly at stake do wage cuts 
 appear to be acceptable to workers.

So wages are “sticky downwards” because this 
promotes good worker effort and ensures that workers 
and firms share the same goals of efficient production 
and profit maximization. Rather than keep all workers 
when demand falls by paying lower wages to all, it may 
be better for the firm to lay off some workers and keep 
paying the remaining employees the same wage as 
before.

Sources: Truman F. Bewley, Why Wages Don’t Fall During a Recession (Cambridge: Harvard University Press, 1999), and Peter Howitt, 
“Looking Inside the Labor Market: A Review Article,” Journal of Economic Literature, March 2002.
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2.b.2. Rational Expectations Many economists believe that adaptive ex-
pectations are too narrow. If  people look only at past information, they are 
ignoring what could be important information in the current period. Rational 
expectations are based on all available relevant information.

We are not saying that people have to know everything in order to form 
expectations. Rational expectations require only that people consider all the 
information that they believe to be relevant. This information includes their 
past experience, but also what is currently happening and what they expect to 
happen in the future. For instance, in forming expectations about inflation, 
people consider rates in the recent past, current policy, and anticipated shifts in 
aggregate demand and supply that could affect the future rate of inflation.

If the inflation rate has been 3 percent over the past few years, adaptive expec-
tations suggest that the future inflation rate will be 3 percent. No other informa-
tion is considered. Rational expectations are based on more than the historical 
rate. Suppose the Fed announces a new policy that everyone believes will increase 
inflation in the future. With rational expectations, the effect of this announce-
ment will be considered. Thus, when the actual rate of inflation turns out to be 
more than 3 percent, there is no short-run tradeoff between inflation and the un-
employment rate. The economy moves directly along the long-run Phillips curve 
to the higher inflation rate, while unemployment remains at the natural rate.

rational expectation: an 
expectation that is formed 
using all available relevant 
information

■ 3. Credibility and Time Inconsistency
The rate of inflation is a product of growth in the money supply. That growth is 
controlled by the country’s central bank. If  the Federal Reserve follows a policy 
of rapidly increasing the money supply, one consequence is rapid inflation. If  it 
follows a policy of slow growth, it keeps inflation down.

To help the public predict the future course of monetary policy, Congress passed 
the Federal Reserve Reform Act (1977) and the Full Employment and Balanced 
Growth Act (1978). The Full Employment Act requires that the chairman of the 

1. Wage expectations, inventory fluctuations, and wage contracts help explain 
the short-run tradeoff between inflation and the unemployment rate.

2. The reservation wage is the minimum wage that a worker is willing to accept.

3. Because wage expectations reflect expected inflation, when the inflation 
rate is surprisingly high, unemployed workers find jobs faster and the 
unemployment rate falls.

4. Unexpected increases in aggregate demand lower inventories and raise 
prices. To increase output (to replenish shrinking inventories), businesses 
hire more workers, which reduces the unemployment rate.

5. When aggregate demand is higher than expected, those businesses with wage 
contracts hire more workers at the fixed wage, lowering unemployment.

6. If wages were always flexible, unexpected changes in aggregate demand 
would be reflected in wage adjustments rather than employment adjustments.

7. Adaptive expectations are formed on the basis of information about the past.

8. Rational expectations are formed using all available relevant information.

R E C A P
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Board of Governors of the Federal Reserve System testify before Congress semi-
annually about the Fed’s targets for money growth, along with other policy plans.

Of course, the Fed’s plans are only plans. There is no requirement that the central 
bank actually follow the plans it announces to Congress. During the course of the 
year, the Fed may decide that a new policy is necessary in light of economic devel-
opments. Changing conditions mean that plans can be time inconsistent. A plan is 
time inconsistent when it is changed over time in response to changed conditions.

3.a. The Policymaker’s Problem
Time inconsistency gives the Fed a credibility problem and the public the problem 
of guessing where monetary policy and the inflation rate are actually heading. 
Figure 9 shows an example of how announced monetary policy can turn out to be 
time inconsistent. The Fed, like all central banks, always announces that it plans 
to follow a low-money-growth policy to promote a low rate of inflation. (It is 
unlikely that a central bank would ever state that it intends to follow an inflation-
ary monetary policy.) Yet we know that the world is often characterized by higher 
rates of inflation. Because the actual inflation rate often ends up being higher 
than the intended inflation rate, low-inflation plans often are time inconsistent.

In Figure 9, labor contracts are signed following the central bank’s announce-
ment. The contracts call for either low wage increases or high wage increases. If ev-
eryone believes that the money supply is going to grow at the announced low rate, 
then the low-wage contracts are signed. However, if there is reason to believe that 
the announced policy is time inconsistent, the high-wage contracts are signed.

Over time, the central bank either follows the announced low-money-growth 
policy or implements a high-money-growth policy. If  the low-wage contract is 
in force and the central bank follows the low-money-growth policy, the actual 
inflation rate will match the low rate that people expected, and the unemploy-
ment rate will equal the natural rate. If  the central bank follows a high-money-
growth policy, the rate of inflation will be higher than expected, and the unem-
ployment rate will fall below the natural rate.

If the high-wage contract is in force and the low-money-growth policy is followed, 
the inflation rate will be lower than expected, and the unemployment rate will exceed 
the natural rate. If the high-money-growth policy is followed, the inflation rate will 
be as expected, and the unemployment rate will be at the natural rate.

Look at what happens to unemployment. Regardless of which labor contract 
is signed, if the central bank wants to keep unemployment as low as possible, it 
must deviate from its announced plan. The plan turns out to be time inconsistent. 
Because the public knows that unemployment, like the rate of inflation, is a factor 
in the Fed’s policymaking, the central bank’s announced plan is not credible.

3.b. Credibility
If the public does not believe the low-money-growth plans of the central bank, high-
wage contracts will always be signed, and the central bank will always have to follow 
a high-money-growth policy to maintain the natural rate of unemployment. This 
cycle creates an economy in which high inflation persists year after year. If the central 
bank always followed its announced plan of low money growth and low inflation, the 
public would believe the plan, low-wage contracts would always be signed, and the 
natural rate of unemployment would exist at the low rate of inflation. In either case, 
high or low inflation, if the inflation rate is at the expected level, the unemployment 
rate does not change. If the central bank eliminates the goal of reducing unemploy-
ment below the natural rate, the problem of inflation disappears. However, the public 
must be convinced that the central bank intends to pursue low money growth in the 
long run, avoiding the temptation to reduce the unemployment rate in the short run.

time inconsistent: a 
characteristic of a policy or 
plan that changes over time 
in response to changing 
conditions

5  |  What makes 
government policies 
credible?
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How does the central bank achieve credibility? One way is to fix the growth rate 
of the money supply by law. Congress could pass a law requiring that the Fed main-
tain a growth rate of, say, 3 to 5 percent a year. There would be problems in defining 
the money supply, but this kind of law would give the Fed’s policies credibility.

In the past decade, central banks around the world have increasingly turned 
to inflation targeting as a manner of  achieving credibility. By establishing a 
publicly announced target for inflation, the public can anticipate what policy 
will be by knowing whether the inflation rate is above or below the target. 
For instance, some banks target a particular inflation rate—for example, the 
Bank of  England targets a rate of  2 percent. Other banks target a range for 
inflation—for example, the European Central Bank’s target of  near or below 
2 percent, as well as the Bank of  Canada’s 1–3 percent. The Federal Reserve 

FIGURE 9 Time Inconsistency: An Example

Regardless of which labor contract is signed, the central bank achieves the lowest unemployment rate by following the high-
money-growth policy—the opposite of its announced policy.
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does not announce an official inflation target, but it is believed by many that 
an inflation rate in the range of  1–2 percent is implicit in Fed policy.

A key for establishing credibility is to create incentives for monetary authori-
ties to take a long-term view of monetary policy. In the long run, the economy 
is better off  if  policymakers do not try to exploit the short-run tradeoff between 
inflation and the unemployment rate. The central bank can achieve a lower 
rate of inflation at the natural rate of unemployment by avoiding unexpected 
increases in the rate at which money and inflation grow.

Reputation is a key factor here. If the central bank considers the effects of its 
actual policy on public expectations, it will find it easier to achieve low inflation 
by establishing a reputation for low-inflation policies. A central bank with a repu-
tation for time-consistent plans will find that labor contracts will call for low wage 
increases because people believe that the bank is going to follow its announced 
plans and generate a low rate of inflation. In other words, by maintaining a repu-
tation for following through on its announced policy, the Fed can earn the public 
confidence necessary to produce a low rate of inflation in the long run.

■ 4. Sources of Business Cycles
In the chapter titled “Fiscal Policy,”  we examined the effect of fiscal policy on 
the equilibrium level of real GDP. Changes in government spending and taxes 
can expand or contract the economy. In the chapter titled “Monetary Policy,” we 
described how monetary policy affects the equilibrium level of real GDP. Changes 
in the money supply can also produce booms and recessions. In addition to the 
policy-induced sources of business cycles covered in earlier chapters, there are other 
sources of economic fluctuations that economists have studied. One is the election 
campaign of incumbent politicians; when a business cycle results from this action, 
it is called a political business cycle. Macroeconomic policy may be used to promote 
the reelection of incumbent politicians. We also examine another source of business 
cycles that is not related to discretionary policy actions, the real business cycle.

4.a. The Political Business Cycle
If a short-run tradeoff exists between inflation and unemployment, an incumbent 
administration could stimulate the economy just before an election to lower the un-
employment rate, making voters happy and increasing the probability of reelection. 
Of course, after the election, the long-run adjustment to the expansionary policy 
would lead to higher inflation and move unemployment back to the natural rate.

Figure 10 illustrates the pattern. Before the election, the economy is initially at 
point 1 in Figure 10(a) and Figure 10(b). The incumbent administration stimulates 
the economy by increasing government spending or increasing the growth of the 
money supply. Aggregate demand shifts from AD1 to AD2 in Figure 10(a). In the 

R E C A P

1. A plan is time inconsistent when it changes over time in response to chang-
ing conditions.

2. If the public believes that an announced policy is time inconsistent, policy-
makers have a credibility problem that can limit the success of their plans.

3. Credibility can be achieved by fixing the growth rate of the money sup-
ply by law or by creating incentives for policymakers to follow through on 
their  announced plans.

6  |  Are business cycles 
related to political 
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short run, the increase in aggregate demand is unexpected, so the economy moves 
along the initial aggregate supply curve (AS1) to point 2. This movement is reflected 
in Figure 10(b) of the figure, in the movement from point 1 to point 2 along short-
run Phillips curve I. The pre-election expansionary policy increases real GDP and 
lowers the unemployment rate. Once the public adjusts its expectations to the higher 

The Political Business CycleFIGURE 10

Before the election, the government stimulates the economy, unexpectedly increasing ag-
gregate demand. The economy moves from point 1 to point 2, pushing equilibrium real GDP 
above Yp (Figure 10[a]) and the unemployment rate below Un (Figure 10[b]). The incumbent 
politicians hope that rising incomes and lower unemployment will translate into votes. After 
the election comes adjustment to the higher aggregate demand, as the economy moves 
from point 2 to point 3. The aggregate supply curve shifts to the left, and equilibrium real 
GDP falls back to Yp. Unemployment goes back up to Un, and the rate of inflation rises.
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inflation rate, the economy experiences a recession. Real GDP falls back to its po-
tential level (Yp), and the unemployment rate goes back up to the natural rate (Un), 
as shown by the movement from point 2 to point 3 in both parts of the figure.

An unexpected increase in government spending or money growth temporar-
ily stimulates the economy. If  an election comes during the period of expansion, 
higher incomes and lower unemployment may increase support for the incum-
bent administration. The long-run adjustment back to potential real GDP and 
the natural rate of unemployment comes after the election.

Economists do not agree on whether a political business cycle exists in the 
United States. But they do agree that an effort to exploit the short-run tradeoff 
between inflation and the unemployment rate would shift the short-run Phillips 
curve out, as shown in Figure 10(b).

The evidence for a political business cycle is not clear. If government macroeco-
nomic policy is designed to stimulate the economy before elections and to bear the 
costs of rising unemployment and inflation after elections, we should see reces-
sions regularly following national elections. Table 1 lists the presidential elections 
since 1948 along with the recessions that followed them. In six cases, a recession 
occurred the year after an election. A recession began before President Kennedy’s 
election, and there was no recession during the Johnson, second Reagan, and 
Clinton administrations. Of course, just because recessions do not follow every 
election does not guarantee that some business cycles have not stemmed from 
political manipulation. If a short-run Phillips curve exists, the potential for a po-
litical business cycle exists as long as the public does not expect the government to 
stimulate the economy before elections.

4.b. Real Business Cycles
In recent years, economists have paid increasing attention to real shocks— 
unexpected changes—to the economy as a source of  business cycles. Many 

TABLE 1 Presidential Elections and U.S. Recessions, 1948–2008

Presidential Election (Winner) Next Recession

November 1948 (Truman) November 1948–October 1949

November 1952 (Eisenhower) June 1953–May 1954

November 1956 (Eisenhower) June 1957–April 1958

November 1960 (Kennedy) April 1960–February 1961

November 1964 (Johnson) 

November 1968 (Nixon) October 1969–November 1970

November 1972 (Nixon) December 1973–March 1975

November 1976 (Carter) January 1980–July 1980

November 1980 (Reagan) May 1981–November 1982

November 1984 (Reagan) 

November 1988 (G. H. W. Bush) July 1990–March 1991

November 1992 (Clinton) 

November 1996 (Clinton) 

November 2000 (G. W. Bush) March 2001–November 2001

November 2004 (G. W. Bush) December 2007–

November 2008 (Obama) 

7  |  How do real shocks to 
the economy affect 
business cycles?

shock: an unexpected 
change in a variable
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believe that it is not only fiscal or monetary policy that triggers expansion or 
contraction in the economy, but also technological change, change in tastes, la-
bor strikes, weather, war, terrorism, or other real changes. A real business cycle 
is one that is generated by a change in one of those real variables.

Interest in the real business cycle was stimulated by the oil price shocks in 
the early 1970s and the important role they played in triggering the recession of 
1973–1975. At that time, many economists were focusing on the role of unex-
pected changes in monetary policy in generating business cycles. They argued 
that these kinds of policy changes (changes in a nominal variable, the money 
supply) were responsible for the shifts in aggregate demand that led to expan-
sions and contractions. When OPEC raised oil prices, it caused major shifts in 
aggregate supply. Higher oil prices in 1973 and 1974, and in 1979 and 1980, 
reduced aggregate supply, pushing the equilibrium level of real GDP down. 
Lower oil prices in 1986 raised aggregate supply and equilibrium real GDP.

An economy-wide real shock, like a substantial change in the price of oil, 
can affect output and employment across all sectors of the economy. Even an 
industry-specific shock can generate a recession or expansion in the entire econ-
omy if  the industry produces a product used by a substantial number of other 
industries. For example, a labor strike in the steel industry would have major 
recessionary implications for the economy as a whole. If  the output of steel fell, 
the price of steel would be bid up by all the industries that use steel as an input. 
This would shift the short-run aggregate supply curve to the left, as shown in 
Figure 11(a), and would move equilibrium real GDP from Y1 down to Y2.

Real shocks can also have expansionary effects on the economy. Suppose that 
the weather is particularly good one year, so that harvests are surprisingly large. 
What happens? The price of food, cotton, and other agricultural output tends 
to fall, and the short-run aggregate supply curve shifts to the right, as shown in 
Figure 11(b), raising equilibrium real GDP from Y1 to Y2.

Real business cycles explain why national output can expand or contract in 
the absence of a discretionary macroeconomic policy that would shift aggregate 

A business cycle can be the 
product of discretionary 
government policy or of 
real shocks that occur 
independent of government 
actions.

Extreme weather can be a source 

of real business-cycle fluctuations. 

Hurricane Katrina destroyed 

some of the capital stock of the 

nation along the Gulf Coast and 

was associated with a temporary 

reduction in output.
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demand. To fully understand business cycles, we must consider both policy-induced 
changes in real GDP, as covered in the chapters titled “Fiscal Policy” and “Monetary 
Policy,” and real shocks that occur independent of government actions.

4.c. Output Volatility
Since the mid-1980s, U.S. output growth had become noticeably less volatile prior 
to the financial crisis and the associated global recession that began in 2007. Some 
economists have referred to this period of relatively low variability of real GDP 
growth as the “Great Moderation.” The global recession beginning in 2007 ended 
this “moderation” in the volatility of real GDP. Why was output growth so stable 
prior to this most recent recession, and what should determine how volatile real 
GDP is? Several factors, which are also important determinants of output volatil-
ity, may have contributed to the moderation of real GDP prior to 2007.

4.c.1. Better Inventory Management Research suggests that at least part of the 
dampening of real GDP growth fluctuatons is due to advances in inventory man-
agement techniques, made possible by improvements in information technology 
and communications. Inventories do not fluctuate as much as they used to, because 
firms are now able to order what they want to hold in inventory with relatively 
short lags for delivery. This means that they can hold less inventory and respond 
to changes in sales as needed. In the past, inventory management was aimed at 
managing with longer delivery times, and so firms tended to hold larger inventories 
than they expected to need in order to avoid being caught short if sales were greater 
than expected. In this earlier environment, if sales were lower than expected, then 
orders for new goods, and consequently production, dropped dramatically in order 
to allow inventories to be reduced over time to match the lower level of sales. If  
sales were much higher than expected, inventories dropped to very low levels until 

A labor strike in a key industry can shift the aggregate supply curve to the left, like the shift from AS1 to AS2. This pushes 
equilibrium real GDP down from Y1 to Y2.

If good weather leads to a banner harvest, the aggregate supply curve shifts to the right, like the shift from AS1 to AS2, 
 raising equilibrium real GDP from Y1 to Y2.

The Impact of Real Shocks on Equilibrium Real GDPFIGURE 11

(a) A Labor Strike in the Steel Industry (b) A Surprisingly Large Agricultural Harvest
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firms could restock to catch up with sales. Today, firms are able to receive shipments 
of new inventory with a much shorter delay; “just in time” inventory management 
allows firms to adjust inventories to changing business conditions quickly. This has 
helped level out both inventories and overall production of goods and has contrib-
uted to lower real output volatility.

4.c.2. Changes in Financial Markets Prior to the early 1980s, the maximum rate 
of interest that U.S. banks could pay on deposits was limited by a Federal Reserve 
regulation known as Regulation Q. Thus, when interest rates rose above what 
banks could pay, people would withdraw money from banks and seek higher inter-
est rates elsewhere. This forced banks to reduce their lending on things like home 
mortgages. As a result, investment in residential housing was much more volatile 
during the era prior to the removal of the ceiling on interest rates. In addition to 
changes in financial market regulations, which contribute to less output volatility, 
more and better financial products have become available to help people smooth 
their consumption across fluctuations in income. The greater availability of finan-
cial products for saving and borrowing has resulted in less variability in consumer 
spending over time, which in turn contributes to less variability in real output.

The financial crisis beginning in 2007 revealed that some financial products and 
lending practices, which had been developed during the good times in the earlier 
part of the decade, created excessive borrowing and risk taking. This tendency 
was sharply reversed during the financial crisis: Banks dramatically reduced credit 
availability, cut lending, and tightened credit policies in an attempt to improve the 
quality of their loans. Financial innovation can help business firms and households 
smooth consumption against income fluctuations and reduce volatility. However, 
prudent regulation of financial institutions and adequate controls on lending prac-
tices are necessary to avoid financial crises that lead to greater volatility. 

4.c.3. Improved Macroeconomic Policy The belief in a tradeoff between 
inflation and unemployment, as suggested by the Phillips curve of the 1960s in 
Figure 1, led policymakers to try to exploit this tradeoff. Their attempts to stimu-
late the economy resulted in higher inflation, and when they tightened policy to 
restrain inflation, real output contracted. In the 1980s, it was generally acknowl-
edged that such a tradeoff was probably not easily exploitable, if it was exploitable 
at all. This realization led to more stable macroeconomic policy, which contributed 
to less variability in real output. 

4.c.4. Good Luck The real-business-cycle approach emphasizes real shocks to 
the economy as an important catalyst of business-cycle fluctuations. From the 
 mid-1980s, real economic shocks tended to be less severe than in earlier times. 
For instance, the oil price shocks of the 1970s were much more destabilizing 
than more recent oil price shocks. In addition, shifts in productivity were much 
more pronounced in earlier decades than during the last 20 years. If  good luck 
with regard to the size and impact of real shocks was important in explaining 
the Great Moderation, such luck does not continue forever: It is not surprising 
that, eventually, the variability of real output growth increased in 2007–2009.

It is important to realize that there is disagreement among economists as to the 
causes of the reduction in the variability of real output growth that occurred prior 
to the financial crisis. It is also possible that all the explanations offered are not 
independent, and that each has been partly affected by the others. For instance, if  
monetary policy has become better over time and has contributed to low and sta-
ble inflation, then even major real economic shocks should not lead to big changes 
in inflation, which means that the effects of the shocks could be more moderate 
than in earlier times. Only time will tell whether the reduction in the growth of real 
output volatility is a permanent or a temporary economic phenomenon.
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■ 5.  The Link Between Monetary and 
Fiscal Policies

In earlier chapters, we described how monetary and fiscal policies determine 
the equilibrium level of prices and national income. In our discussions, we have 
talked about monetary policy and fiscal policy individually. Here we consider 
the relationship between them.

In some countries, monetary and fiscal policies are carried out by a single 
central authority. Even in the United States, where the Federal Reserve was 
created as an independent agency, monetary policy and fiscal policy are always 
related. The actions of the central bank have an impact on the proper role of fis-
cal policy, and the actions of fiscal policymakers have an impact on the proper 
role of monetary policy.

For example, suppose the central bank follows a monetary policy that raises in-
terest rates. That policy raises the interest cost of new government debt, in the pro-
cess increasing government expenditures. On the other hand, a fiscal policy that 
generates large fiscal deficits could contribute to higher interest rates. If the central 
bank has targeted an interest rate that lies below the current rate, the central bank 
could be drawn into an expansionary monetary policy. This interdependence of 
monetary and fiscal policy is important to policymakers, and also to business-
people and others who seek to understand current economic developments.

5.a. The Government Budget Constraint
The government budget constraint clarifies the relationship between monetary 
and fiscal policies:

G � T � B � ΔM

where

 G � government spending

 T � tax revenue

 B � government borrowing

ΔM � change in the money supply1

R E C A P

1. The political business cycle is a short-term expansion stimulated by an ad-
ministration before an election to earn votes. After the election comes the 
long-term adjustment (rising unemployment and inflation).

2. A real business cycle is an expansion and contraction caused by a change 
in tastes or technology, strikes, weather, or other real factors.

3. Prior to the recent financial crisis, the growth rate of real output was much 
less volatile in the 1980s and 1990s than in earlier decades. Reasons given 
include better inventory management, development of financial markets, 
better macroeconomic policy, and smaller real shocks.

8  |   How is inflationary 
monetary policy 
related to government 
fiscal policy?

1The M in the government budget constraint is government-issued money (usually called 
base money or high-powered money). It is easiest to think of this kind of money as currency, 
although in practice base money includes more than currency.
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The government budget constraint always holds because there are only three 
ways for the government to finance its spending: by taxing, by borrowing, and 
by creating money.

We can rewrite the government budget constraint with the change in M on 
the left-hand side of the equation:

ΔM � (G � T) � B

In this form, you can see that the change in government-issued money equals 
the government fiscal deficit (G − T) minus borrowing. This equation is always 
true. A government that has the ability to borrow at reasonable costs will not 
have the incentive to create rapid money growth and the consequent inflation 
that results in order to finance its budget deficit.

5.b. Monetary Reforms
In the United States and other industrial nations, monetary and fiscal policies are 
conducted by separate, independent agencies. Fiscal authorities (Congress and the 
president in the United States) cannot impose monetary policy on the central bank. 
But in some developing countries, monetary and fiscal policies are controlled by a 
central political authority. Here monetary policy is often an extension of fiscal policy. 
Fiscal policy can impose an inflationary burden on monetary policy. If a country is 
running a large fiscal deficit and much of this deficit cannot be financed by govern-
ment borrowing, monetary authorities must create money to finance the deficit.

Creating money to finance fiscal deficits has produced very rapid rates of 
inflation in several countries. As prices reach astronomical levels, currency with 
very large face values must be issued. For instance, when Bolivia faced a sharp 
drop in the availability of willing lenders in the mid-1980s, the government be-
gan to create money to finance its fiscal deficit. As the money supply increased 
in relation to the output of goods and services, prices rose. In 1985, the govern-
ment was creating money so fast that the rate of inflation reached 8,170 percent. 
Lunch in a La Paz hotel could cost 10 million Bolivian pesos. You can imagine 
the problem of counting money and recording money values with cash registers 
and calculators. As the rate of inflation increased, Bolivians had to carry stacks 
of currency to pay for goods and services. Eventually the government issued a 
1 million peso note, then 5 million and 10 million peso notes.

This extremely high inflation, or hyperinflation, ended when a new government 
introduced its economic program in August 1985. The program reduced government 
spending dramatically, which slowed the growth of the fiscal deficit. At the same time, 
a monetary reform was introduced. A monetary reform is a new monetary policy 
that includes the introduction of a new monetary unit. The central bank of Bolivia 
announced that it would restrict money creation and introduced a new currency, the 
boliviano, in January 1987. It set 1 boliviano equal to 1 million Bolivian pesos.

The new monetary unit, the boliviano, did not lower prices; it lowered the 
units in which prices were quoted. Lunch now cost 10 bolivianos instead of 10 
million pesos. More important, the rate of inflation dropped abruptly.

Did the new unit of currency end the hyperinflation? No. The rate of inflation 
dropped because the new fiscal policy controls introduced by the government re-
lieved the pressure on the central bank to create money in order to finance govern-
ment spending. Remember the government budget constraint: The only way to 
reduce the amount of money being created is to reduce the fiscal deficit (G � T) mi-
nus borrowing (B). Once fiscal policy is under control, monetary reform is possible. 
If a government introduces a new monetary unit without changing its fiscal policy, 
the new monetary unit by itself has no lasting effect on the rate of inflation.

monetary reform: a 
new monetary policy that 
includes the introduction of 
a new monetary unit

The introduction of a new 
monetary unit without a 
change in fiscal policy has 
no lasting effect on the rate 
of inflation.
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Table 2 lists monetary reforms enacted in recent years. Argentina had a mon-
etary reform in June 1983. Yet by June 1985, another reform was needed. The 
inflationary problems that Argentina faced could not be solved just by issuing a 
new unit of currency. Fiscal reform also was needed, and none was made. In any 
circumstances involving inflationary monetary policy, monetary reform by itself is 
not enough. It must be coupled with a reduction in the fiscal deficit or an increase 
in government borrowing to produce a permanent change in the rate of inflation.

Monetary policy is tied to fiscal policy through the government budget con-
straint. Although money creation is not an important source of deficit financing 
in developed countries, it has been and still is a significant source of revenue for 
developing countries, where taxes are difficult to collect and borrowing is limited.

TABLE 2 Recent Monetary Reforms

Country Old Currency New Currency Date of Change Change

Angola Readjusted kwanza Kwanza December 1999 1 kwanza � 1,000,000 
     readjusted kwanza

Argentina Peso Peso argentino June 1983 1 peso argentine � 
     10,000 pesos

 Peso argentino Austral June 1985 1 austra � 1,000 pesos 
     argentino

 Austral Peso argentino January 1992 1 peso argentino � 
     10,000 australes

Bolivia Peso Boliviano January 1987 1 boliviano � 
     1,000,000 pesos

Brazil Cruzeiro Cruzado February 1986 1 cruzado � 1,000 
     cruzeiros

 Cruzado New cruzado January 1989 1 new cruzado � 
     1,000,000 cruzados

 New cruzado Cruzeiro March 1990 1 cruzeiro � 1 new 
     cruzado

 Cruzeiro Real July 1994 1 real � 2,700 
     cruzeiros

Chile Peso Escudo January 1969 1 escudo � 1,000 
     pesos

 Escudo Peso September 1975 1 peso � 1,000 
     escudos

Congo, D.R. New Zaire Congolese franc June 1998 1 Congolese franc � 
     100,000 new Zaire

Georgia Kuponi Lari September 1995 1 lari � 1,000,000 
     kuponi

Israel Pound Shekel February 1980 1 shekel � 10 pounds

 Old shekel New shekel September 1985 1 new shekel � 1,000 
     old shekels

Mexico Peso New peso January 1993 1 new peso � 1,000 
    pesos

Peru Sol Inti February 1985 1 inti � 1,000 soles

 Inti New Sol July 1991 1 new sol � 1,000,000 
     intis

(Continued)
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1  | Is there a tradeoff between inflation and the 
unemployment rate?

•  The Phillips curve shows the relationship between 
inflation and the unemployment rate. §1

2  | How does the tradeoff between inflation and the 
unemployment rate vary from the short to the long run?

 •  In the long run, there is no tradeoff between 
inflation and the unemployment rate. §1.b

 •  The long-run Phillips curve is a vertical line at the 
natural rate of unemployment. §1.b.2

3  | What is the relationship between unexpected 
inflation and the unemployment rate?

 •  Unexpected inflation can affect the unemployment 
rate through wage expectations, inventory fluctua-
tions, and wage contracts. §2.a, 2.a.1, 2.a.2, 2.a.3

4  | How are macroeconomic expectations formed?

•  Adaptive expectations are formed on the basis of past 
experience; rational expectations are formed on the 
basis of all available relevant information. §2.b.1, 2.b.2

5  | What makes government policies credible?

 • A policy is credible only if  it is time consistent. §3.b

6  | Are business cycles related to political elections?

 •  A political business cycle is created by politicians 
who want to improve their chances of reelection 
by stimulating the economy just before an 
election. §4.a

7  | How do real shocks to the economy affect business 
cycles?

 •  Real business cycles are the product of an 
unexpected change in technology, weather, or 
some other real variable. §4.b

8  | How is inflationary monetary policy related to 
government fiscal policy?

 •  The government budget constraint defines the rela-
tionship between monetary and fiscal policies. §5.a

 •  When government-issued money is used to finance 
fiscal deficits, inflationary monetary policy can be a 
product of fiscal policy. §5.b

SUMMARY

TABLE 2 Recent Monetary Reforms (Continued)

Poland Zloty New zloty January 1995 1 new zloty � 10,000 
     zlotys

Russia Ruble New ruble January 1998 1 new ruble � 1,000 
     rubles

Turkey Lira New Lira January 2005 1 new lira � 1,000,000 
     lira

Ukraine Karbovanets Hryvnia September 1996 1 hryvnia � 100,000 
     karbovanets

Uruguay Old peso New peso July 1975 1 new peso � 1,000 
     old pesos

Yugoslavia Dinar New dinar January 1994 1 new dinar � 
     13,000,000 dinars

R E C A P

1. The government budget constraint (G � T � B � ΔM) defines the rela-
tionship between fiscal and monetary policies.

2. The implications of fiscal policy for the growth of the money supply can 
be seen by rewriting the government budget constraint this way:

 ΔM � (G � T) � B

3. A monetary reform is a new monetary policy that includes the introduc-
tion of a new unit of currency.

4. A government can end an inflationary monetary policy only with a fiscal 
 reform that lowers the fiscal deficit (G � T ) minus borrowing (B).
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KEY TERMS

Phillips curve §1

reservation wage §2.a.1

adaptive expectation §2.b.1

rational expectation §2.b.2

time inconsistent §3

shock §4.b

monetary reform §5.b

 1. What is the difference between the short-run Phillips 
curve and the long-run Phillips curve? Use an 
aggregate supply and demand diagram to explain 
why there is a difference between them.

 2. Give two reasons why there may be a short-run 
tradeoff between unexpected inflation and the 
unemployment rate.

 3. “Unexpected increases in the money supply cause 
clockwise movements in the Phillips curve diagram; 
unexpected decreases in the money supply cause 
counterclockwise movements in the Phillips curve 
diagram.” Evaluate this statement, using a graph to 
illustrate your answer.

 4. Economists have identified two kinds of macroeco-
nomic expectations.
a. Define them
b. What are the implications for macroeconomic 

policy of these two forms of expectations?

 5. Write down the government budget constraint and 
explain how it can be used to understand the rela-
tionship between fiscal and monetary policies.

 6. Using the government budget constraint, explain:
a. Why some countries experience hyperinflation
b. How fiscal policy must change in order to 

implement a noninflationary monetary policy

 7. Parents, like governments, establish credibility by see-
ing to it that their “policies” (the rules that they out-
line for their children) are time consistent. Analyze 
the potential for time consistency of these rules:
a. If  you don’t eat the squash, you’ll go to bed 30 

minutes early tonight!
b. If  you get any grades below a C, you won’t be 

allowed to watch television on school nights!
c. If  you don’t go to my alma mater, I won’t pay for 

your college education!
d. If you marry that disgusting person, I’ll disinherit 

you!

 8. Suppose an economy has witnessed an 8 percent 
rate of growth in its money supply and prices over 
the last few years. How do you think the public will 
respond to an announced plan to increase the money 
supply by 4 percent over the next year if:

a. The central bank has a reputation for always 
meeting its announced policy goals.

b. The central bank rarely does what it says it will do.

 9. What are the implications for the timing of business 
cycle fluctuations over the years if all business cycles are
a. Manipulated by incumbent administrations.
b. A product of real shocks to the economy.

 10. Suppose the Federal Reserve System were abolished 
and the Congress assumed responsibility for monetary 
policy along with fiscal policy. What potential harm to 
the economy could result from such a change?

 11. Suppose tax revenues equal $100 billion, government 
spending equals $130 billion, and the government 
borrows $25 billion. How much do you expect the 
money supply to increase, given the government 
budget constraint?

 12. If  the government budget deficit equals $220 billion 
and the money supply increases by $100 billion, how 
much must the government borrow?

 13. Discuss how each of the following sources of real 
business cycles would affect the economy.
a. Farmers go on strike for six months.
b. Oil prices fall substantially.
c. Particularly favorable weather increases agricul-

tural output nationwide.

 14. Using an aggregate demand and aggregate supply 
diagram, illustrate and explain how a political 
business cycle is created.

 15. Use a Phillips curve diagram to illustrate and explain 
how a political business cycle is created.

 16. What is the natural rate of unemployment? What 
can cause it to change over time?

 17. Many developing countries have experienced high 
money growth rates and, consequently, high inflation. 
Use the government budget constraint to explain 
how a poor country that wants to increase govern-
ment spending can get into an inflationary situation.

 18. What factors should affect the variability of the 
growth rate of real output? Which do you think 
could provide for more stability going forward and 
which are likely to be less important?

EXERCISES

You can find further practice tests in the Online Quiz at www.cengage.com/economics/boyes.

www.cengage.com/economics/boyes
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Economically
Speaking

Chair Maloney, Vice Chairman 
Schumer, Ranking Members 
Brownback and Brady, and 

other members of the Committee, 
I am pleased to be here today to of-
fer my views on recent economic 
developments, the outlook for the 
economy, and current conditions in 
financial markets. 

Recent Economic 
Developments
The U.S. economy has contracted 
sharply since last autumn, with real 
gross domestic product (GDP) hav-
ing dropped at an annual rate of 
more than 6 percent in the fourth 
quarter of 2008 and the first quarter 
of this year. Among the enormous 
costs of the downturn is the loss of 
some 5 million payroll jobs over the 
past 15 months. The most recent 
information on the labor market—
the number of new and continuing 
claims for unemployment insurance 
through late April—suggests that 
we are likely to see further sizable 
job losses and increased unemploy-
ment in coming months.

However, the recent data also sug-
gest that the pace of contraction may 
be slowing, and they include some 
tentative signs that final demand, es-
pecially demand by households, may 
be stabilizing. Consumer spending, 
which dropped sharply in the second 
half of last year, grew in the first quar-
ter. In coming months, households’ 

spending power will be boosted by 
the fiscal stimulus program, and 
we have seen some improvement in 
consumer sentiment. Nonetheless, a 
number of factors are likely to con-
tinue to weigh on consumer spend-
ing, among them the weak labor 
market and the declines in equity 
and housing wealth that households 
have experienced over the past two 
years. In addition, credit conditions 
for consumers remain tight. . . .

As economic activity weakened 
during the second half  of 2008 and 
prices of  energy and other com-
modities began to fall rapidly, in-
flationary pressures diminished 
appreciably. Weakness in demand 
and reduced cost pressures have con-
tinued to keep inflation low so far this 
year. . . . Core PCE inflation (prices 
excluding food and energy) dropped 
below an annual rate of 1 percent in 
the final quarter of 2008, when retail-
ers and auto dealers marked down 
their prices significantly. In the first 
quarter of this year, core consumer 
price inflation moved back up, but to 
a still-low annual rate of 1.5 percent.

The Economic Outlook
We continue to expect economic ac-
tivity to bottom out, then to turn up 
later this year. Key elements of this 
forecast are our assessments that the 
housing market is beginning to sta-
bilize and that the sharp inventory 
liquidation that has been in progress 

will slow over the next few quarters. 
Final demand should also be sup-
ported by fiscal and monetary stim-
ulus. An important caveat is that our 
forecast assumes continuing gradual 
repair of the financial system; a re-
lapse in financial conditions would 
be a significant drag on economic 
activity and could cause the incipi-
ent recovery to stall. . . . Even after 
a recovery gets under way, the rate 
of growth of real economic activity 
is likely to remain below its longer-
run potential for a while, implying 
that the current slack in resource 
utilization will increase further. We 
expect that the recovery will only 
gradually gain momentum and that 
economic slack will diminish slowly. 
In particular, businesses are likely to 
be cautious about hiring, implying 
that the unemployment rate could 
remain high for a time, even after 
economic growth resumes.

In this environment, we anticipate 
that inflation will remain low. Indeed, 
given the sizable margin of slack in 
resource utilization and diminished 
cost pressures from oil and other 
commodities, inflation is likely to 
move down some over the next year 
relative to its pace in 2008. However, 
inflation expectations, as measured 
by various household and business 
surveys, appear to have remained 
relatively stable, which should limit 
further declines in inflation. . . .

Testimony of Chairman Ben S. Bernanke Before 
the Joint Economic Committee, U.S. Congress, 

Washington, D.C.
The Economic Outlook May 5, 2009
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Commentary

Macroeconomic policy in the United States is 
determined by Congress, the presidential ad-
ministration, and the Federal Reserve. Twice 

a year, the chairman of the Federal Reserve Board must 
testify before Congress on Fed monetary policy. The 
article reports a recent appearance by Federal Reserve 
Chairman Ben Bernanke, which highlights some of the 
issues raised in this chapter.

The U.S. economy was in the deepest recession since the 
1930s at the time of Bernanke’s testimony. Unemployment 
was rising and inflation was low due to weak demand for 
goods and services. The issue of government credibility 
was highlighted by Bernanke’s statement, “Inflation ex-
pectations, as measured by various household and busi-
ness surveys, appear to have remained relatively stable, 
which should limit further declines in inflation.” In other 
words, the Fed predicted that the United States would not 
experience a serious deflation from the recession because 
the public believed that inflation would remain low but 
positive due to Fed policies.

Bernanke highlighted the source of business cycles, 
saying, “Credit conditions for consumers remain tight.” 
This condition is consistent with a recession associated 
with a financial crisis and a sharp reduction in borrow-
ing by business firms and households. In addition, the 
“improvement in consumer sentiment” was expected to 
lead to increased spending by households and stimulate 

the economy. However, the wealth destruction associated 
with a large drop in housing prices would need to be over-
come to see a return to normalcy. The most valuable as-
set for most households is the home. When home values 
dropped dramatically, household wealth dropped dra-
matically as well. Much of the government’s policy dur-
ing the crisis was aimed at stimulating the housing market 
and making home mortgage lending more affordable.

Of course, there is no guarantee that government pol-
icy aimed at minimizing business-cycle fluctuations will 
be successful. Since the policy is taken today, yet is aimed 
at bettering economic conditions in the future, there is 
always the possibility that an activist policy will aggravate 
business-cycle fluctuations rather than moderate them. 
For instance, suppose the Fed lowers the federal funds 
rate today because of a belief  that the economy needs 
to be stimulated in order to increase spending. If  the 
economy is already starting to improve without the Fed’s 
intervention (perhaps because of  some earlier Fed ac-
tion), the new stimulus may cause spending to grow too 
much and generate inflation that otherwise would not 
have occurred. Economic policymaking is always done 
with some degree of uncertainty. Although policymak-
ers such as Ben Bernanke may support policy changes 
aimed at growing the economy with low inflation, there 
is always a chance that their policies will have unintended 
consequences.
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Chapter 15

Economists do not all agree on macroeconomic policy. Sometimes disagreements are due 

to normative differences, or differences in personal values, regarding what the truly press-

ing needs are that should be addressed. Other disagreements are based on  different views 

of how the economy operates and what determines the equilibrium level of real GDP.

It would be very easy to classify economists, to call them liberals or conservatives, 

for example. But an economist who believes that the government should not  intervene 

in  social decisions (abortion, censorship) may favor an active role for government in 

 economic  decisions (trade protection, unemployment insurance, welfare benefits). 

 Another economist may support an active role for government in regulating the social 

behavior of individuals, yet believe that government should allow free markets to operate 

without interference.

In this chapter, an overview of important differences among schools of macroeconomic 

thought is presented. Most economists probably do not align themselves solely with any 

1  |  What do Keynesian economists believe about 
macroeconomic policy?

2  |  What role do monetarists believe the 
government should play in the economy?

3  |  What is new classical economics?

4  |  How do theories of economics change over 
time?

Fundamental Questions

Macroeconomic Viewpoints: 
New Keynesian, Monetarist, 

and New Classical

© Ns0mniak/Dreamstime LLC
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1  |  What do Keynesian 
economists believe 
about macroeconomic 
policy?

■ 1. Keynesian Economics
Keynesian macroeconomics (named after the English economist John Maynard 
Keynes) dominated the economics profession from the 1940s through the 1960s. 
Some economists today refer to themselves as “new Keynesians.” The common 
thread that pervades Keynesian economics is an emphasis on the inflexibility 
of wages and prices. This leads many Keynesians to recommend an activist 
government macroeconomic policy aimed at achieving a satisfactory rate of 
economic growth.

1.a. The Keynesian Model
Keynesian economics grew out of  the Great Depression, when inflation 
was no  problem but output was falling. As a result, the Keynesian model of 
 macroeconomic equilibrium assumes that prices are constant and that changes 
in aggregate  expenditures determine equilibrium real GDP. In an aggregate 
demand and  supply analysis, the simple Keynesian model looks like the graph 
in Figure 1. The  aggregate supply curve is a horizontal line at a fixed level of 
prices, P1. Changes in aggregate demand, such as from AD1 to AD2, cause 
changes in real GDP with no change in the price level.

Figure 1 reflects the traditional Keynesian emphasis on aggregate demand 
as a determinant of  equilibrium real GDP. But no economist today would 

one theory of macroeconomics, choosing instead to incorporate pieces of various schools 

of thought. But the three approaches we discuss in this chapter—Keynesian, monetarist, 

and new classical—have had enormous impact on macroeconomic thinking and policy. 

Economic thinking has evolved over time as economists develop new economic theories 

to fit the realities of a changing world.

In the simple Keynesian model, prices are fixed at P1 by the horizontal aggregate supply curve, 
so that changes in aggregate demand determine equilibrium real GDP. 

FIGURE 1 The Fixed-Price Keynesian Model
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argue that the aggregate supply curve is always horizontal at every level of 
real GDP. More  representative of  Keynesian economics today is the aggre-
gate supply curve shown in Figure 2. At low levels of  real GDP, the curve is 
flat. In this region (the Keynesian region), increases in aggregate demand are 
associated with increases in output, but not with increases in prices. This flat 
region of  the aggregate supply curve reflects the Keynesian belief  that infla-
tion is not a problem when unemployment is high. As the level of  real GDP 
increases, and more and more industries reach their capacity level of  output, 
the aggregate supply curve becomes positively sloped.

The economic theories that John Maynard Keynes proposed in the 1930s 
have given way to new theories. Today Keynesian economics focuses on the 
role the government plays in stabilizing the economy by managing aggregate 
demand. New Keynesians believe that wages and prices are not flexible in 
the short run. They use their analysis of  business behavior to explain the 
Keynesian region on the aggregate supply curve of  Figure 2. They believe 
that the economy is not always in equilibrium. For instance, if  the demand 
for labor falls, we would expect the equilibrium price of  labor (the wage) 
to fall and, because fewer people want to work at a lower wage, the num-
ber of  people employed to fall. New Keynesians argue that wages do not 
tend to fall, because firms choose to lay off  workers rather than decrease 
wages. Businesses retain high wages for their remaining employees in order 
to maintain morale and productivity. As a result, wages are quite rigid. This 
wage rigidity is reflected in price rigidity in goods markets, according to new 
Keynesian economics.

1.b. The Policymakers’ Role
Keynesians believe that the government must take an active role in the econ-
omy to restore equilibrium. Traditional Keynesians identified the private sector 
as an important source of shifts in aggregate demand. For example, they argued 

Keynesian economics: 
a school of thought that 
emphasizes the role 
government plays in 
stabilizing the economy 
by managing aggregate 
demand

New Keynesian 
macroeconomists argue that 
wages and prices are not 
flexible in the short run.

Modern Keynesians typically believe that the aggregate supply curve is horizontal only at 
relatively low levels of real GDP. As real GDP increases, more and more industries reach their 
capacity level of output, and the aggregate supply curve becomes positively sloped. 

FIGURE 2 The Modern Keynesian Model
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that  investment is susceptible to sudden changes. If business spending falls, the 
 argument continued, monetary and fiscal policies should be used to stimulate 
spending and offset the drop in business spending. Government intervention is 
necessary to  offset private-sector shifts in aggregate demand and avoid recession. 
And if private spending increases, creating inflationary pressure, then monetary 
and fiscal policies should restrain spending, again to offset private-sector shifts in 
aggregate demand.

New Keynesian macroeconomics does not focus on fluctuations in aggregate 
demand as the primary source of the problems facing policymakers. Keynesian 
economists realize that aggregate supply shocks can be substantial. But what-
ever the source of the instability—aggregate demand or aggregate supply—they 
 emphasize active government policy to return the economy to equilibrium.

■ 2. Monetarist Economics
The Keynesian view dominated macroeconomics in the 1940s, the 1950s, and 
most of  the 1960s. In the late 1960s and the 1970s, Keynesian economics faced 
a  challenge from monetarist economics, a school of  thought that emphasizes 
the role that changes in the money supply play in determining equilibrium 
real GDP and prices. The leading monetarist, Milton Friedman, had been 
developing monetarist theory since the 1940s, but it took several decades for 
his ideas to become popular. In part the shift was a product of  the forceful-
ness of  Friedman’s arguments, but the relatively poor macroeconomic perfor-
mance of  the United States in the 1970s probably contributed to a growing 
disenchantment with Keynesian economics, creating an environment that was 
ripe for new ideas. The Economic Insight “Milton Friedman” describes how 
Friedman’s monetarist theories became popular.

2.a. The Monetarist Model
Monetarists focus on the role of the money supply in determining the equi-
librium level of real GDP and prices. In the chapter titled “Monetary Policy,” 
we  discussed monetary policy and equilibrium income. We showed that mon-
etary policy is linked to changes in the equilibrium level of real GDP through 
changes in  investment (and consumption). Keynesians traditionally assumed 
that monetary policy  affects  aggregate demand by changing the interest rate 
and, consequently, investment spending. Monetarists believe that changes in the 
money supply have broad  effects on expenditures through both investment and 
consumption. An increase in the money supply pushes aggregate demand up 
by increasing both business and  household spending and raises the equilibrium 
level of real GDP. A decrease in the money supply does the opposite.

monetarist economics: 
a school of thought that 
emphasizes the role 
changes in the money 
supply play in determining 
equilibrium real GDP and 
price level

R E C A P

1. Keynesian economists today reject the simple fixed-price model in favor of 
a model in which the aggregate supply curve is relatively flat at low levels 
of real GDP and slopes upward as real GDP approaches its potential level.

2. Keynesians believe that the tendency for the economy to experience 
 disequilibrium in labor and goods markets forces the government to 
 intervene in the economy.
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Monetarists believe that changes in monetary policy (or fiscal policy, for 
that matter) have only a short-term effect on real GDP. In the long run, they 
expect real GDP to be at a level consistent with the natural rate of unemploy-
ment. As a result, the long-run effect of a change in the money supply is fully 
reflected in a change in the price level. Attempts to exploit the short-run effects 
of expansionary monetary  policy produce an inflationary spiral, in which the 
level of GDP increases  temporarily, then falls back to the potential level while 
prices rise. This is the rightward shift of the Phillips curve that we described in 
the chapter titled “Macroeconomic Policy: Tradeoffs, Expectations, Credibility, 
and Sources of Business Cycles.”

2.b. The Policymakers’ Role
Unlike Keynesian economists, monetarists do not believe that the economy 
is  subject to a disequilibrium that must be offset by government action. Most 
 monetarists  believe that the economy tends toward equilibrium at the level of 
potential real GDP. Their faith in the free market (price) system leads them to 
favor minimal  government intervention.

Monetarists often argue that government policy heightens the effects of the 
 business cycle. This is especially true of monetary policy. To prove their point, 

Milton Friedman

Economic Insight

Milton Friedman is widely considered to be the 
father of monetarism. Born in 1912 in New York City, 
Friedman spent most of his career at the University of 
Chicago. Early in his professional life, he recognized the 
 importance of developing economics as an empirical 
science—that is, using data to test the applicability of 
economic theory.

In 1957, Friedman published A Theory of the 
Consumption Function. In this book, he discussed the 
importance of permanent income, rather than current 
income, in understanding consumer spending. His 
analysis of consumption won widespread acclaim, 
an acclaim that would be a long time coming for 
his work relating monetary policy to real output and 
prices.

In the 1950s, Keynesian theory dominated 
 economics. Most macroeconomists believed that 
the supply of money in the economy was of little 
 importance. In 1963, with the publication of A Monetary 
History of the United States, 1867–1960 ( coauthored 
with Anna Schwartz of the National Bureau of 
Economic Research), Friedman focused attention on 

the  monetarist argument. Still, Keynesian economics 
 dominated scholarly and policy debate.

In the late 1960s and early 1970s, the rate of inflation 
and the rate of unemployment increased simultaneously. 
This was a situation that Keynesian economics could 
not explain. The timing was right for a new theory of 
macroeconomic behavior, and monetarism, with Milton 
Friedman as its most influential advocate, grew in popu-
larity. The new stature of monetarism was clearly visible 
in 1979, when the Fed adopted a monetarist approach 
to targeting the money supply.

In 1976, Milton Friedman was awarded the Nobel 
Prize for economics. By this time he had become a 
public figure. He wrote a column for Newsweek from 
1966 to 1984, and in 1980 developed a popular public 
television series, Free to Choose, based on his book of 
the same title. Through the popular media, Friedman 
became the most effective and well-known supporter of 
free markets in the United States and much of the rest 
of the world. Many would argue that only Keynes has 
had as much influence on scholarly literature and public 
policy in economics as Milton Friedman.

2  |  What role do 
monetarists believe 
the government 
should play in the 
economy?

Monetarists believe that 
accelerating inflation is 
a product of efforts to 
increase real GDP through 
expansionary monetary 
policy.
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monetarists link changes in the growth of the money supply to business-
cycle  fluctuations. Specifically, they suggest that periods of relatively fast money 
growth are followed by booms and inflation, whereas periods of relatively slow 
money growth are followed by recessions. The link between money growth, real 
GDP, and inflation has not been as visible in recent years as it was in the 1970s–
1990s. The Federal Reserve used to formulate policy in terms of money growth 
targets, but stopped doing that a few years ago. This was a sign that the link be-
tween money growth, inflation, and real output was not a strong as it used to be. 
Sometimes there seem to be closer relationships than at other times. This makes it 
difficult to predict the effect of a particular change in monetary policy on prices or 
real GDP. In  addition, a number of other variables influence GDP.

Monetarists favor nonactivist government policy because they believe that 
the government’s attempts to make the economy better off  by aiming monetary 
and  fiscal policies at low inflation and low unemployment often make things 
worse. Why? Because economic policy, which is very powerful, operates with a 
long and variable lag. First, policymakers have to recognize that a problem ex-
ists. This is the recognition lag. Then they must formulate an appropriate policy. 
This is the  reaction lag. Then the effects of the policy must work through the 
economy. This is the effect lag.

When the Federal Reserve changes the rate of growth of the money supply, 
real GDP and inflation do not change immediately. In fact, studies show that 
as much as two years can pass between a change in policy and the effect of that 
change on real GDP. This means that when policymakers institute a change tar-
geted at a particular level of real GDP or rate of inflation, the effect of the policy 
is not felt for a long time. And it is possible that the economy could be facing an 
entirely different set of problems in a year or two from those that policymakers 
are addressing today. But today’s policy will still have effects next year, and those 
effects may aggravate next year’s problems.

Because of  the long and variable lag in the effect of  fiscal and monetary 
 policies, monetarists argue that policymakers should set policy according to 
rules that do not change from month to month or even year to year. What 
kinds of  rules? A    fiscal  policy rule might be to balance the budget annually; 
a monetary policy rule might be to require that the money supply grow at a 
fixed rate over time or that the central bank commit to following an inflation 
target. These kinds of  rules restrict  policymakers from formulating discretion-
ary policy. Monetarists believe that when discretionary shifts in policy are 
reduced, economic growth is steadier than it is when government consciously 
sets out to achieve full employment and low inflation.

R E C A P

1. Monetarists emphasize the role that changes in the money supply play in 
determining equilibrium real GDP and the level of prices.

2. Monetarists do not believe that the economy is subject to disequilibrium 
in the labor and goods markets or that government should take an active 
role in the economy.

3. Because economic policy operates with a long and variable lag, attempts 
by government to stabilize the economy may, in fact, make matters worse.

4. Monetarists believe that formal rules, rather than the discretion of 
policymakers, should govern economic policymaking.

Economic policy operates 
with a long and variable lag.
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■ 3. New Classical Economics
In the 1970s an alternative to Keynesian and monetarist economics was devel-
oped: new classical economics. But before we discuss the new classical theory, 
let’s look at the old one.

Classical economics is the theory that was popular before Keynes changed 
the face of  economics in the 1930s. According to classical economics, real 
GDP is  determined by aggregate supply, while the equilibrium price level is 
 determined by aggregate demand. Figure 3, the classical aggregate demand and 
supply  diagram, shows the classical economist’s view of the world. The verti-
cal  aggregate  supply curve means that the equilibrium level of output  (income) 
is a product only of  the  determinants of  aggregate supply: the price of  re-
sources, technology, and  expectations (see the chapter titled “Macroeconomic 
Equilibrium: Aggregate Demand and Supply”).

If  the aggregate supply curve is vertical, then changes in aggregate de-
mand, such as from AD1 to AD2, change only the price level; they do not af-
fect the  equilibrium level of  output. Classical economics assumes that prices 
and wages are perfectly flexible. This rules out contracts that fix prices or 
wages for periods of  time. It also rules out the possibility that people are not 
aware of  all prices and wages. They know when prices have gone up and ask 
for wage increases to compensate.

Both Keynesians and monetarists would argue that information about the 
 economy, including prices and wages, is not perfect. When workers and busi-
nesses negotiate wages, they may not know what current prices are, and they 
certainly do not know what future prices will be. Furthermore, many labor con-
tracts fix wages for long periods of time. This means that wages are not flexible; 
they cannot adjust immediately to new price levels.

classical economics: 
a school of thought that 
assumes that real GDP is 
determined by aggregate 
supply, while the equilibrium 
price level is determined by 
aggregate demand

FIGURE 3 The Classical Model

The vertical aggregate supply curve indicates that equilibrium real GDP is determined strictly 
by the determinants of aggregate supply. 
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3.a. The New Classical Model
New classical economics was a response to the problems of meeting economic 
 policy goals in the 1970s. New classical economists questioned some of the 
 assumptions on which Keynesian economics was based. For instance, new clas-
sical economists believe wages are flexible, while both traditional Keynesian and 
new Keynesian economists assume that wages can be fixed in the short run.

New classical economics does not assume that people know everything that 
is happening, as the old theory did. People make mistakes because their expec-
tations of prices or some other critical variable are different from the future 
reality. New classical economists emphasize rational expectations. As defined in 
the chapter titled “Macroeconomic Policy: Tradeoffs, Expectations, Credibility, 
and Sources of Business Cycles,” rational expectations are based on all avail-
able relevant information. This was a new way of thinking about expectations. 
Earlier theories assumed that people formed adaptive expectations—that their 
expectations were based only on their past experience. With rational expecta-
tions, people learn not only from their past experience, but also from any other 
information that helps them predict the future.

Suppose the chairman of the Federal Reserve Board announces a new mon-
etary policy. Price-level expectations that are formed rationally take this an-
nouncement into consideration; those that are formed adaptively do not. It is 
much easier for policymakers to make unexpected changes in policy if  expecta-
tions are formed adaptively rather than rationally.

Another element of new classical economics is the belief that markets are in 
 equilibrium. Keynesian economics argues that disequilibrium in markets  demands 
government intervention. For instance, Keynesian economists define a  recession 
as a disequilibrium in the labor market—a surplus of labor—that requires 
 expansionary government policy. New classical economists believe that because 
real wages are lower during a recession, people are more willing to substitute non-
labor activities (going back to school, early retirement, work at home, or leisure) 
for work. As the economy recovers and wages go up, people substitute away from 
nonlabor  activities toward more working hours. The substitution of labor for 
leisure and leisure for labor, over time, suggests that much of observed unemploy-
ment is voluntary in the sense that those who are unemployed choose not to take a 
job at a wage below their reservation wage (see the chapter titled “Macroeconomic 
Policy: Tradeoffs, Expectations, Credibility, and Sources of Business Cycles”).

3.b. The Policymakers’ Role
New classical economics emphasizes expectations. Its basic tenet is that changes in 
monetary policy can change the equilibrium level of real GDP only if those changes 
are unexpected. Fiscal policy can change equilibrium real GDP only if it  unexpectedly 
changes the level of prices or one of the determinants of  aggregate supply.

Figure 4 (which is the same as Figure 4 in the chapter titled “Macroeconomic 
Policy: Tradeoffs, Expectations, Credibility, and Sources of Business Cycles”) 
 illustrates the new classical view of the effect of an unexpected increase in the 
money supply. Suppose initially the expected rate of inflation is 3 percent and 
the actual rate of inflation is also 3 percent. The economy is operating at point 
1 in Figure 4(b), the Phillips curve diagram, with unemployment at 5 percent, 
which is assumed to be the natural rate of unemployment. At the natural rate of 
 unemployment, the economy is producing the potential level of real GDP (Yp ) at 
price level P1. If the central bank unexpectedly increases the money supply, push-
ing the inflation rate up from 3 percent to 6 percent, the economy moves from 
point 1 to point 2 along short-run Phillips curve I, which is based on 3  percent 
expected inflation. The unemployment rate is now 3 percent, which is less than 
the natural rate. In part (a), real GDP rises above potential income to Y2.

new classical economics: 
a school of thought that 
holds that changes in 
real GDP are a product of 
unexpected changes in the 
level of prices

3  |  What is new classical 
economics?
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Over time, people come to expect 6 percent inflation. They adjust to the higher 
inflation rate, and the economy moves back to the natural rate of unemployment. 
At the expected rate of inflation, 6 percent, the economy is operating at point 3 
on short-run Phillips curve II. As the expected rate of inflation increases from 3 to 
6 percent, workers negotiate higher wages and the aggregate supply curve shifts 
to the left, from AS1 to AS2. A new equilibrium exists at point 3 in the aggregate 
demand and supply diagram, and real GDP drops back to its potential level.

The analysis changes dramatically if  the change in the money supply is 
 expected. Now the economy moves not from point 1 to point 2 to point 3 but 
from point 1  directly to point 3. This is because the shift from point 1 to point 
2 is  temporary, based on unexpected inflation. If  the inflation is expected, the 
economy is on  short-run Phillips curve II, where inflation is 6 percent, unem-
ployment is at the natural rate, and real GDP is at the potential level.

The lesson of new classical economics for policymakers is that managing 
 aggregate demand has an effect on real GDP only if  change is unexpected. Any 
predictable policy simply affects prices. As a result, new classical economists 
argue that monetary and fiscal policies should be aimed at maintaining a low, 
stable rate of inflation and should not attempt to alter real national output and 
unemployment. This brings new classical economists close to the monetarists, 
who would choose policy rules over discretionary policy.

New classical economists 
believe that wages and prices 
are flexible and that people 
form expectations rationally, 
so that only unexpected 
changes in the price level can 
affect real GDP.

FIGURE 4 New Classical Economics

New classical economists believe that government-induced shifts in aggregate demand affect real GDP only if they are un-
expected. In Figure 4(a), the economy initially is operating at point 1, with real GDP at Yp, the potential level. An unexpected 
increase in aggregate demand shifts the economy to point 2, where both real GDP (Y2) and prices (P2) are higher. Over time, as 
sellers adjust to higher prices and costs of doing business, aggregate supply shifts from AS1 to AS2. This shift moves the economy 
to point 3. Here GDP is back at the potential level, and prices are even higher. In the long run, an increase in aggregate demand 
does not increase output. The long-run aggregate supply curve (LRAS) is a vertical line at the potential level of real GDP.

In Figure 4(b), if the expected rate of inflation is 3 percent and actual inflation is 3 percent, the economy is operating at 
point 1, at the natural rate of unemployment (Un). If  aggregate demand increases, there is an unexpected increase in inflation 
from 3 to 6 percent. This moves the economy from point 1 to point 2 along short-run Phillips curve I. Here the unemployment 
rate is 3 percent. As people learn to expect 6 percent inflation, they adjust to the higher rate and the economy moves back 
to the natural rate of unemployment, at point 3. If the increase in inflation is expected, then the economy moves directly from 
point 1 to point 3 with no  temporary decrease in the unemployment rate.
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■  4. Comparison and Influence
The three theories of macroeconomics we have been talking about are often treated 
as though they are different in every way. Yet at times they overlap and even share 
conclusions. Moreover, as we mentioned at the beginning of the chapter, it is an 
oversimplification to categorize economists by a single school of thought. Many 
if not most economists do not classify themselves by economic theory. Typically 
they take elements of each, so that their approach to macroeconomics is more a 
synthesis of the various theories than strict adherence to any one theory.

Macroeconomic theories have developed over time in response to the  economy’s 
performance and the shortcomings of existing theories. Keynesian economics 
 became popular in the 1930s because classical economics did not explain or help 
 resolve the Great Depression. Monetarist economics offered an explanation for rising 
unemployment and rising inflation in the United States in the 1960s and 1970s. New 
classical economics suggested an alternative explanation for rising  unemployment 
and inflation that the static Phillips curve analysis used by  traditional Keynesians 
could not explain. Each of these theories, then, was developed or became popular 
because an existing theory did not answer pressing new questions.

All of these theories have influenced government policy. A by-product of Keynes’s 
work in the 1930s was the wide acceptance and practice of activist  government  fiscal 
policy. Monetarist influence was dramatically apparent in the change in  monetary 
policy announced by the Federal Reserve in 1979. Monetarists had criticized the Fed’s 
policy of targeting interest rates. They argued that money-growth targets would stabi-
lize income and prices. In October 1979, Chairman Paul Volcker  announced that the 
Fed would concentrate more on achieving money-growth targets and less on control-
ling interest rates. This change in policy reflected the Fed’s concern over rising infla-
tion and the belief that the monetarists were right, that a low rate of money growth 
would bring about a low rate of inflation. The new policy led to an abrupt drop in the 
rate of inflation, from more than 13 percent in 1979 to less than 4 percent in 1982.

The new classical economists’ emphasis on expectations calls for more information 
from policymakers to allow private citizens to incorporate government plans into 
their outlook for the future. The Federal Reserve Reform Act (1977) and the Full 
Employment and Balanced Growth Act (1978) require the Board of Governors to re-
port to Congress semiannually on its goals and money targets for the next 12 months. 
New classical economists also believe that only credible government policies can af-
fect expectations. In the last chapter we discussed the time consistency of plans. For 
plans to be credible, to influence private expectations, they must be time consistent.

Table 1 summarizes the three approaches to macroeconomics, describing 
the major source of  problems facing policymakers and the proper role of 

R E C A P

1. New classical economics holds that wages are flexible and that expecta-
tions are formed rationally, so that only unexpected changes in prices have 
an effect on real GDP.

2. New classical economists believe that markets are always in equilibrium.

3. According to new classical economic theory, any predictable macroeco-
nomic policy has an effect only on prices.

4. New classical economists argue that monetary and fiscal policies should 
try to achieve a low, stable rate of inflation rather than changes in real 
GDP or unemployment.

4  |  How do theories of 
economics change 
over time?
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government policy according to each view. Only Keynesian economics supports 
an active role for government; the other two theories suggest that government 
should not  intervene in the economy.

The government policy response to the financial crisis that began in 2007 
 incorporated ideas from the different approaches to macroeconomics. There 
was a huge increase in government spending financed by borrowing, a very 
Keynesian  approach to stimulating aggregate demand. There was also an em-
phasis on  shaping expectations of the public that fiscal and monetary policy 
were addressing  declining incomes and output and also falling prices. If  the 
public believes that their  incomes are only temporarily depressed, they will 
spend more now. If  the public believes that deflation will be avoided, they will 
be more willing to spend rather than hold on to their cash (money rises in value 
as prices fall), and they will not write  contracts that build in expectations of 
falling prices and wages and further contribute to such price and wage declines. 
Finally, central banks around the world greatly  increased the supply of money 
to support credit availability and spending by business firms and households. In 
fact, the global policy response to the financial crisis was  unprecedented—which 
serves to emphasize the macroeconomic lessons learned by economists and gov-
ernment policymakers from past history and macroeconomic theory.

TABLE 1 Major Approaches to Macroeconomic Policy

Approach Major Source of Problems Proper Role for Government

New Keynesian Disequilibrium in private To actively manage monetary and 
 labor and goods markets  fiscal policies to restore equilibrium

Monetarist Government’s discretionary To follow fixed rules for money
 policies that increase and growth and minimize fiscal policy 
 decrease aggregate demand shocks

New classical Government’s attempt to To follow predictable monetary and
 manipulate aggregate demand,  fiscal policies for long-run stability
 even though government 
 policies have effect on real
 GDP only if unexpected

R E C A P

1. Different economic theories developed over time as changing economic 
 conditions pointed out the shortcomings of existing theories.

2. Keynesian, monetarist, and new classical economics have each influenced 
macroeconomic policy.

3. Only Keynesian economists believe that government should actively 
intervene to stabilize the economy.

SUMMARY

 •  Economists do not all agree on the determinants 
of economic equilibrium or the appropriate role of 
 government policy. Preview

1  | What do Keynesian economists believe about 
macroeconomic policy? 

 •  Keynesian economists believe that the government 
should take an active role in stabilizing the econ-
omy by managing aggregate demand. §1.b
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2  | What role do monetarists believe the government 
should play in the economy?

 •  Monetarists do not believe that the economy is 
subject to serious disequilibrium, which means 
that they favor minimal government intervention 
in the economy. §2.b

 •  Monetarists believe that a government that takes an 
active role in the economy may do more harm than 
good because economic policy operates with a long 
and variable lag. §2.b

3  | What is new classical economics?

 •  New classical economics holds that only unex-
pected changes in policy can influence real GDP, so 
that government policy should target a low, stable 
rate of inflation.§3.b

4  | How do theories of economics change over time?

 •  New economic theories are a response to changing 
economic conditions that reveal the shortcomings 
of existing theories. §4

KEY TERMS

Keynesian economics §1.a

monetarist economics §2

classical economics §3 new classical economics §3.a

 1. What is the difference between traditional Keynesian 
and new Keynesian economics?

 2. Why does monetary policy operate with a long and 
variable lag? Give an example to illustrate your 
explanation.

 3. What is the difference between old classical and new 
classical economics?

 4. Draw an aggregate demand and supply diagram for 
each theory of macroeconomics. Use the diagrams 
to explain how the government can influence equilib-
rium real GDP and prices.

 5. What, if  any, similarities are there among the theo-
ries of economics discussed in this chapter regarding 
the use of fiscal and monetary policies to stimulate 
real GDP?

 6. If  unexpected increases in the growth rate of the 
money supply can increase real GDP, why doesn’t the 
Fed follow a policy of unexpectedly increasing the 
money supply to increase the growth of real GDP?

 7. “The popular macroeconomic theories have evolved 
over time as economic conditions have changed to 
reveal shortcomings of existing theory.” Evaluate 
this quote in terms of the emergence of the three 
theories discussed in this chapter.

For exercises 8–15, tell which school of thought 
would most likely be associated with the following 
quotes:

 8. “Changes in prices and wages are too slow to sup-
port the new classical assumption of persistent mac-
roeconomic equilibrium.”

 9. “The best monetary policy is to keep the money sup-
ply growing at a slow and steady rate.”

 10. “Frictional unemployment is a result of workers 
voluntarily substituting leisure for labor when wages 
fall.”

 11. “A change in the money supply will affect GDP after 
a long and variable lag, so it is difficult to predict the 
effects of money on output.”

 12. “Government policymakers should use fiscal policy 
to adjust aggregate demand in response to aggregate 
supply shocks.”

 13. “The economy is subject to recurring disequilibrium 
in labor and goods markets, so government can serve 
a useful function of helping the economy adjust to 
equilibrium.”

 14. “Since the aggregate supply curve is horizontal, ag-
gregate demand will determine the equilibrium level 
of real GDP.”

15. “If  everyone believed that the monetary authority 
was going to cut the inflation rate from 6 to 3 per-
cent, such a reduction in inflation could be achieved 
without any significant increase in unemployment.”

You can find further practice tests in the Online Quiz at www.cengage.com/economics/boyes.

EXERCISES

www.cengage.com/economics/boyes


Economically
Speaking

Financial crises have come 
back because policy makers 
fail to learn earlier lessons.

In Charles Dickens’ great novel, 
A Christmas Carol, the soulless 
 businessman Ebeneezer Scrooge 
is tormented by a visit from the 
Spirit of  Christmas Past. Today, 
 economists are similarly trou-
bled by unwanted ghosts, as they 
ponder the  reappearance of  eco-
nomic ills long thought buried 
and dead.

From Stephen Roach at Morgan 
Stanley to Paul Krugman at 
Princeton, to the governors of  the 
US Federal Reserve and the senior 
staff  at the European Central Bank, 
to almost  everyone in Japan, econo-
mists all over the world are worry-
ing about deflation. Their thoughts 
retrace the economic thinking of 
more than 50 years ago, a time 
when economists concluded that 
the thing to do with  deflation was 
to avoid it like the plague.

Back in 1933 Irving Fisher—
Milton Friedman’s predecessor 
atop the US’s monetarist school 
of  economists—announced that 
governments could prevent deep 
depressions by avoiding deflation. 
Deflation—a steady, continuing de-
cline in prices—gave businesses and 
consumers  powerful incentives to 
cut spending and hoard cash.

It reduced the ability of  busi-
nesses and banks to service their 
debt, and might trigger a chain of 
big bankruptcies that would de-
stroy confidence in the financial 
system, providing further incen-
tives to hoard. Such strong incen-
tives to hoard rather than spend can 
keep demand low and falling, and 
unemployment high and rising, for 
a much longer time than even the 
most laissez-faire-oriented politi-
cian or economist had ever dared 
contemplate. Hence the Keynesian 
solution: use monetary policy (lower 
interest rates) and fiscal policy (ex-
panded government spending and 
reduced taxes) to keep the economy 
from ever approaching the precipice 
where deflation becomes possible.

But if  this is an issue solved more 
than 50 years ago, why is it haunting 
us now? Why is this menace a mat-
ter of grave concern in Japan today, 
and a threat worth worrying about 
in the US? . . .

The truth is that economic policy 
makers are juggling sets of  poten-
tial disasters, exchanging the one 
that appears most threatening for a 
threat that seems more distant.

In the US, the Bush adminis-
tration is sceptical of  the stimula-
tive power of monetary policy and 
wants bigger fiscal deficits to re-
duce unemployment, hoping that 

the future dangers posed by persis-
tent deficits—low investment, slow 
growth, loss of confidence, uncon-
trolled inflation and exchange rate 
depreciation—can be finessed, or 
will not become visible until after 
the Bush team leaves office.

In Europe, the European Central 
Bank believes the danger of uncon-
trolled inflation following a loss of 
public confidence in its commitment 
to low inflation, outweighs the costs 
of European unemployment that is 
far too high. . . .

The ghosts of  economics’ past 
 return because the lessons of 
the  present are always oversold. 
Politicians and policy makers 
 advance their approach to eco-
nomics as the One True Doctrine. 
But what they are doing, however, 
is dealing with the biggest problem 
of the moment, but at the price of 
 removing  institutions and policies 
that policymakers  before them had 
put into place to control problems 
they felt to be the most pressing.

Ebeneezer Scrooge’s nocturnal 
visitors were able to convince him of 
the errors of his ways. Let us hope    
today’s economists also learn the 
 lessons of their unwanted ghosts.

J. Bradford Delong

Source: Copyright: Project Syndicate, 
January 10, 2003.

Africa News January 10, 2003

The Ghosts of Christmas Past Haunt Economists
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Macroeconomics has always been a lively 
field, filled with controversy over the proper 
 approach to modeling the economy, the cor-

rect  interpretation of experience, and the role that gov-
ernment policy can and should play. Indeed, debate in 
macroeconomics is as old as the field itself. The views 
of  John Maynard Keynes, the founder of  macroeco-
nomics, were challenged by his colleague at Cambridge 
University, Arthur Pigou. This debate focused on the 
importance of the “real balance effect,” whereby a fall 
in the price level raises real money balances (or the pur-
chasing power of the money supply), increases wealth, 
and thus increases consumption. Like most debates in 
macroeconomics, this was more than an ivory tower ex-
ercise, since the real balance effect provides a channel 
by which the economy can bring itself  out of a slump 
without government intervention.

The article indicates that in early 2003, the issue of 
 falling prices was back again as a policy concern. The 
Japanese economy had experienced deflation in recent 
years, and some were worried that the United States 
could also move from low inflation to deflation. In the 
global  recession that started in 2007, there were renewed 
fears of deflation, so this issue does not go away. The 
 author claims that  economists knew long ago that de-
flation could be avoided by  expansionary  fiscal and 
monetary policies. A  monetarist-type solution would be 
central bank  targeting of inflation. In the early 2000s, 
some economists were  suggesting that this is what the 
central bank of Japan should do: Set an inflation tar-
get and aim monetary policy solely at the achievement 
of such a target. A Keynesian-type  solution would be 
increasing  government spending and/or reducing taxes. 
The Bush  administration in the United States was 
 proposing a Keynesian approach, with tax cuts to stimu-
late the U.S. economy. The European Central Bank was 
 utilizing a monetarist approach of  inflation targeting 

to achieve public confidence in its commitment to low 
 inflation. Both of  these policies may avoid deflation. 
However, we can never be sure of the effects of a tax cut 
on important  variables like  unemployment, interest rates, 
and real GDP, and the  inflation target achieves only the 
inflation goal and may have undesirable consequences for 
unemployment and real GDP growth. In short, there is 
no magic economic  solution that always provides the best 
mix of macroeconomic  outcomes. This is a major reason 
for the debates that have raged in macroeconomics.

The debate between the Keynesians and the mone-
tarists dominated the macroeconomic discourse of the 
1950s and 1960s. During this period, those who identified 
themselves as Keynesians gave primacy to the role of fis-
cal policy and to the issue of unemployment; these econ-
omists had great faith in the ability of the government to 
fine-tune the  economy through the proper application of 
policy, thereby ensuring stability and growth. Keynesians 
of this vintage also  believed that changes in the money 
supply had little  effect on the economy. In contrast, mon-
etarists were very concerned about inflation, which they 
believed to be a purely monetary phenomenon. These 
economists also doubted that active government inter-
vention could stabilize the economy, for they believed 
that policy operated only with long and variable lags. 

Although outside observers may view the debate 
within macroeconomics as evidence of  confusion, a 
more  accurate appraisal is that the debate is a healthy 
 intellectual  response to a world in which few things are 
certain and much is  unknown—and perhaps unknowable. 
The  differences seen between schools of thought mask 
the fact that there is a great deal of consensus about a 
number of issues in  macroeconomics. This consensus is a 
product of  lessons learned from past debates. In a similar 
fashion, the  controversies of today will yield tomorrow’s 
consensus, and our knowledge of the real workings of the 
economy will grow.
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Chapter 16

Economic Growth

1  | What is economic growth?

2  | How are economic growth rates determined?

3  | What is productivity?

4  | What explains productivity changes?

Fundamental Questions

Modern economies tend to raise living standards for the population generation after 

generation. This is economic growth. However, this was not always the case. Prior to the 

seventeenth century, economic activity involved a constant struggle to avoid starvation. 

Only in recent centuries has the idea of living standards being improved within a genera-

tion become common. An economist (Angus Maddison) has estimated that GDP grew at 

about a rate of 0.1 percent per year between the years 500 and 1500. Yet since population 

growth was about the same 0.1 percent per year, there was no increase in GDP per capita. 

He estimates that between 1500 and 1700, growth of per capita GDP increased to 0.1 per-

cent per year, and between 1700 and 1820, it increased to about 1.6 percent per year, not 

too different from recent growth rates for the major industrial countries. Understanding 

why and how economic growth happens is a very important part of macroeconomics.

Although much of macroeconomics is aimed at understanding business cycles—recurring 

periods of prosperity and recession—the fact is that over the long run, most economies 

do grow wealthier. The long-run trend of real GDP in the United States and most other 

countries is positive. Yet the rate at which real GDP grows is very different across coun-

tries. Why? What factors cause economies to grow and living standards to rise?

© Sergiy Trofimov/iStockphoto
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■ 1. Defining Economic Growth
What do we mean by economic growth? Economists use two measures of growth—
real GDP and per capita real GDP—to compare how economies grow over time.

1.a. Real GDP
Basically, economic growth is an increase in real GDP. As more goods and services 
are produced, the real GDP increases and people are able to consume more.

To calculate the percentage change in real GDP over a year, we simply divide 
the change in GDP by the value of GDP at the beginning of the year, and then 
multiply the quotient by 100. For instance, the real GDP of Singapore was ap-
proximately 56,048 million Singapore dollars in the fourth quarter of 2008 and 
approximately 58,411 million in the fourth quarter of 2007. This was during the 
global recession and the economy grew at a rate of −4.0 percent over that year:

Percentage change in real GDP � (change over year � 100)/beginning value

 � [(56,048 � 58,411)/58,411] � 100

 � −4.0%

1.a.1. Compound Growth From 2000 to 2007, the industrial countries of the 
world showed an average annual growth rate of real GDP of 2.5 percent. Over 
the same period, the average annual growth rate of real GDP for developing 
countries was 6.5 percent. The difference between a growth rate of  2.5 percent 
and one of  6.5 percent may not seem substantial, but in fact it is. Growth is com-
pounded over time. This means that any given rate of growth is applied every 
year to a growing base of real GDP, so any difference is magnified over time.

Figure 1 shows the effects of compounding growth rates. The upper line in the 
figure represents the path of real GDP if the economy grows at a rate of 6.5 percent 
a year. The lower line shows real GDP growing at a rate of 2.5 percent a year.

Suppose that in each case the economy originally is producing a real GDP of 
$1 billion. After five years, there is not much difference: a GDP of $1.08 billion at 
2.5 percent growth versus $1.21 billion at 6.5 percent growth. However, the effect 
of compounding becomes more visible over long periods of time. After 40 years, 
the difference between 2.5 and 6.5 percent growth, a seemingly small difference, 
represents a substantial difference in output: A 2.5 percent rate of growth yields 
an output of $2.6 billion; at 6.5 percent, output is $11.6 billion. After 40 years, 
the level of output is approximately six times larger at the higher growth rate.

1.a.2. The Rule of 72 Compound growth explains why countries are so con-
cerned about maintaining positive high rates of growth. If  growth is maintained 
at a constant rate, we can estimate the number of years required for output to 
double by using the rule of 72. If  we divide 72 by the growth rate, we find the 
approximate time that it takes for any value to double.

Suppose you deposit $100 in a bank account that pays a constant 6 percent an-
nual interest. If you allow the interest to accumulate over time, the amount of money 

1  |  What is economic 
growth?

economic growth: an 
increase in real GDP

Small changes in rates of 
growth produce big changes 
in real GDP over a period of 
many years.

In this chapter we focus on the long-term picture. We begin by defining economic 

growth and discussing its importance. Then we examine the determinants of economic 

growth, to understand what accounts for the different rates of growth across countries.

rule of 72: the number 
of years required for an 
amount to double in value 
is 72 divided by the annual 
rate of growth
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in the account grows at a rate of 6 percent. At this rate of interest, the rule of 72 tells 
us that your account will have a value of approximately $200 (double its initial value) 
after 12 years:

72
6  

� 12

The interest rate gives the rate of growth of the amount deposited if  earned 
 interest is allowed to accumulate in the account. If  the interest rate is 3 percent, 
the amount will double in 24 (72/3) years. The rule of 72 applies to any value. If  
real GDP is growing at a rate of 6 percent a year, then real GDP doubles every 
12 years. At a 3 percent annual rate, real GDP doubles every 24 years.

Table 1 lists the average annual rate of growth of GDP between 2000 and 2007 
and the approximate doubling times for six countries. The countries listed have 
growth rates ranging from a high of 10.1 percent in China to a low of 1.7 percent 
in Japan. If these growth rates are maintained over time, it would take just 7 years 
for the GDP in China to double and 42 years for the GDP in Japan to double.

1.b. Per Capita Real GDP
We’ve defined economic growth as an increase in real GDP. But if  growth is 
supposed to be associated with higher standards of living, our definition may 
be misleading. A country could show positive growth in real GDP, but if  the 
population is growing at an even higher rate, output per person can actually 
fall. Economists, therefore, often adjust the growth rate of output for changes in 
population. Per capita real GDP is real GDP divided by the population. If we 
define economic growth as rising per capita real GDP, then growth requires a 
nation’s output of goods and services to increase faster than its population.

per capita real GDP: 
real GDP divided by the 
population

Comparing GDP Growth Rates of 2.5 Percent and 6.5 PercentFIGURE 1

Between 2000 and 2007, real GDP in the industrial countries grew at an average annual rate 
of 2.5 percent, while real GDP in developing countries grew at an average annual rate of 
6.5 percent. The difference seems small, but the graph shows how even a small difference is 
compounded over time, producing a substantial difference in real GDP.
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Per capita GDP is often used as an indicator of economic development. In 
2007, African countries had an average per capita GDP of $2,413, while the 
countries of the euro-zone had an average of $33,296. Although there are great 
differences in the levels of per capita GDP, the difference in per capita real GDP 
growth between low-income developing and industrial countries is much smaller 
than the difference in real GDP growth. The difference in growth rates between 
the level of output and per capita output points out the danger of just looking 
at real GDP as an indicator of change in the economic well-being of the citizens 
in developing countries. Population growth rates are considerably higher in de-
veloping countries than they are in industrial countries, so real GDP must grow 
at a faster rate in developing countries than it does in industrial countries just to 
maintain a similar growth rate in per capita real GDP. Figure 2 depicts how per 
capita income differs around the world. The map shows how poverty is concen-
trated around the world and found largely in Africa and parts of Asia.

1.c. The Problems with Definitions of Growth
Economic growth is considered to be good because it allows people to have a 
higher standard of living, to have more material goods. But an increase in real 
GDP or per capita real GDP does not tell us whether the average citizen is bet-
ter off. One problem is that these measures say nothing about how income is 
distributed. The national economy may be growing, yet the poor may be staying 
poor while the rich get richer.

The lesson here is simple: Economic growth may benefit some groups more 
than others. And it is entirely possible that despite national economic growth, 
some groups can be worse off  than they were before. Clearly, neither per capita 
real GDP nor real GDP accurately measures the standard of living for all of a 
nation’s citizens.

Another reason that real GDP and per capita real GDP are misleading is that 
neither says anything about the quality of life. People have nonmonetary needs—
they care about personal freedom, the environment, their leisure time. If a rising 
per capita GDP goes hand in hand with a repressive political regime or a rapidly 
deteriorating environmental quality, people are not going to feel better off. By 
the same token, a country could have no economic growth, yet reduce the hours 
worked each week. More leisure time could make workers feel better off, even 
though per capita GDP has not changed.

TABLE 1 GDP Growth Rates and Doubling Times

Average Annual Growth
Country Rate (percent)* Doubling Time (years)

China 10.1  7

South Korea 5.2 14

Bangladesh 5.8 12

Australia 3.3 22

United States 2.5 29

Japan 1.7 42

*Average annual growth rates from 1990 to 2007.
Source: IMF, World Economic Outlook Database, January 2009.

Economic growth is 
sometimes defined as an 
increase in per capita real 
GDP.

Per capita real GDP is a 
questionable indicator of 
the typical citizen’s standard 
of living or quality of life.
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Differences in Per Capita Income Around the WorldFIGURE 2

The map shows how concentrated poverty is in Africa and parts of Asia.

S o u t h
A m e r i c a

N o r t h
A m e r i c a

Low-income economies
$765 or less

Lower-middle-income economies
$766 to $3,035

Upper-middle-income economies
$3,036 to $9,385

High-income economies
$9,386 or more

No data

Once again, be careful in interpreting per capita GDP. Don’t allow it to 
represent more than it does. Per capita GDP is simply a measure of the output 
produced divided by the population. It is a useful measure of economic activity 
in a country, but it is a questionable measure of the typical citizen’s standard of 
living or quality of life.

R E C A P
1. Economic growth is an increase in real GDP.

2. Because growth is compounded over time, small differences in rates of 
growth are magnified over time.

3. For any constant rate of growth, the time required for real GDP to double 
is 72 divided by the annual growth rate.

4. Per capita real GDP is real GDP divided by the population.

5. Per capita real GDP says nothing about the distribution of income in a 
country or the nonmonetary quality of life.



Chapter 16   Economic Growth 363
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A f r i c a

A u s t r a l i a

■ 2. The Determinants of Growth 
The long-run aggregate supply curve is a vertical line at the potential level of 
real GDP (Yp1). As the economy grows, the potential output of  the economy 
rises. Figure 3 shows the increase in potential output as a rightward shift in the 
long-run aggregate supply curve. The higher the rate of  growth, the farther the 
aggregate supply curve moves to the right. To illustrate several years’ growth, 
we would show several curves shifting to the right.

To find the determinants of economic growth, we must turn to the determi-
nants of aggregate supply. In the chapter titled “Macroeconomic Equilibrium: 
Aggregate Demand and Supply,” we identified three determinants of aggregate 
supply: resource prices, technology, and expectations. Changes in expectations 
can shift the aggregate supply curve, but changing expectations are not a basis 
for long-run growth in the sense of continuous rightward movements in aggre-
gate supply. The long-run growth of the economy rests on growth in productive 
resources (labor, capital, and land) and technological advances.

2  |  How are economic 
growth rates 
determined?

Economic growth raises 
the potential level of real 
GDP, shifting the long-run 
aggregate supply curve to 
the right.
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2.a. Labor
Economic growth depends on the size and quality of  the labor force. The 
size of  the labor force is a function of  the size of  the working-age popula-
tion (16 and older in the United States) and the percentage of  that popula-
tion that is in the  labor force. The labor force typically grows more rapidly 
in developing countries than in industrial countries because birthrates are 
higher in developing countries. Figure 4 shows the annual growth rates of 
the population for low-income, middle-income, and high-income countries. 
Between 1990 and 2006, the population grew at an average annual rate of 
2.0 percent in low-income countries, 1.1 percent in middle-income countries, 
and 0.7 percent in high-income countries.

Based solely on growth in the labor force, it would seem that poor countries 
are growing faster than rich countries. But the size of the labor force is not all 
that matters; changes in productivity can compensate for lower growth in the 
labor force, as we discuss in section 3.

The U.S. labor force has changed considerably in recent decades. The most 
notable event of the post–World War II period was the baby boom. The children 
born between the late 1940s and the early 1960s made up more than a third of 
the total U.S. population in the early 1960s and have significantly altered the age 
structure of the population. In 1950, 41 percent of the population was 24 years 
old or younger, and 59 percent was 25 years old or older. By 1970, 46 percent of 
the population was in the younger group, with 54 percent in the older group. By 
1990, this bulge in the age distribution had moved to where about 36 percent of 
the U.S. population was 24 years or younger. Over time, the bulge will move to 
older ranges of the population. By 2000, 35 percent of the population was 24 
years or younger, with 65 percent 25 years or older.

Economic GrowthFIGURE 3

As the economy grows, the long-run aggregate supply curve shifts to the right. This 
 represents an increase in the potential level of real GDP.
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Developing countries are 

playing an increasing role in the 

“outsourcing” of labor for firms in 

the industrial world. Here, workers 

in Bangalore, India, process data 

for 24/7 Customer.
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Population growth rates across countries vary considerably. Generally, population grows at a 
much higher rate in developing countries.
Source: Data are from World Bank, http://devdata.worldbank.org/hnpstats/query/default.html.

0

A
ve

ra
ge

 A
nn

ua
l P

op
ul

at
io

n
G

ro
w

th
 (p

er
ce

nt
) 1

99
0–

20
07

Low-
Income

Countries

Middle-
Income

Countries

High-
Income

Countries

2.0%

1.1%

0.7%

3

2

1

Average Annual Population Growth in Low-, Middle-, and High-Income 
Countries (percent)

FIGURE 4

The initial pressure of the baby boom fell on school systems, which were faced 
with rapidly expanding enrollments. Over time, as these children aged and entered 
the labor market, they had a large impact on potential output. The U.S. labor force 
grew at an average rate of about 2.5 percent a year in the 1970s, approximately twice 
the rate of growth experienced in the 1950s. The growth of the labor force slowed 
in the 1980s and 1990s as the baby boom population aged. On the basis of the size 

http://devdata.worldbank.org/hnpstats/query/default.html
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of the labor force, the 1970s should have been a time of greater economic growth 
than the 1950s and 1960s or the 1980s and 1990s. It was not. More important than 
the size of the labor force is its productivity.

2.b. Capital
Labor is combined with capital to produce goods and services. A rapidly grow-
ing labor force by itself  is no guarantee of economic growth. Workers need 
machines, tools, and factories in order to work. If  a country has lots of workers 
but few  machines, then the typical worker cannot be very productive. Capital is 
a critical resource in growing economies.

The ability of  a country to invest in capital goods is tied to its ability to 
save. A lack of  current saving can be offset by borrowing, but the availability 
of   borrowing is limited by the prospects for future saving. Debt incurred 
today must be repaid by not consuming all output in the future. If  lenders 
believe that a nation is going to consume all of  its output in the future, they 
will not make loans today.

The lower the standard of living in a country, the harder it is to forgo current 
consumption in order to save. It is difficult for a population that is living at or 
near subsistence level to do without current consumption. This in large part 
explains the low level of saving in the poorest countries.

2.c. Land
Land surface, water, forests, minerals, and other natural resources are called 
land. Land can be combined with labor and capital to produce goods and 
services. Abundant natural resources can contribute to economic growth, but 
natural resources alone do not generate growth. Several developing countries, 
such as Argentina and Brazil, are relatively rich in natural resources, but have 
not been very successful in exploiting these resources to produce goods and 
services. Japan, on the other hand, has relatively few natural resources, but 
showed dramatic economic growth until a recession in the late 1990s. The 
experience of  Japan makes it clear that abundant natural resources are not a 
necessary condition for economic growth.

2.d. Technology
A key determinant of economic growth is technology, or ways of combining 
resources to produce goods and services. New management techniques, scien-
tific discoveries, and other innovations improve technology. Technological ad-
vances allow the production of more output from a given amount of resources. 
This means that technological progress accelerates economic growth for any 
given rate of growth in the labor force and the capital stock. A particularly 
dramatic example of technological change is provided in the Economic Insight 
“Technological Advance: The Change in the Price of Light.”

Technological change depends on the scientific community. The more 
educated a population, the greater its potential for technological advances. 
Industrial countries have better-educated populations than developing coun-
tries do. Education gives industrial countries a substantial advantage over 
developing countries in creating and implementing innovations. In addition, 
the richest industrial countries traditionally have spent 2 to 3 percent of  their 
GNP on research and development, an investment that developing countries 
cannot afford. The greater the funding for research and development, the 
greater the likelihood of  technological advances.

Abundant natural resources 
are not a necessary condition 
for economic growth.

technology: ways of 
combining resources to 
produce output

Technological advances 
allow the production of 
more output from a given 
amount of resources.
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R E C A P
1. Economic growth raises the potential level of real GDP, shifting the 

 long-run aggregate supply curve to the right.

2. The long-run growth of the economy is a product of growth in labor, 
 capital, and natural resources and advances in technology.

3. The size of the labor force is determined by the working-age population 
and the percentage of that population that is in the labor force.

4. The post–World War II baby boom created a bulge in the age distribution 
of the U.S. population.

5. Growth in capital stock is tied to current and future saving.

6. Abundant natural resources contribute to economic growth but are not 
 essential to that growth.

7. Technology is the way in which resources are combined to produce output.

8. Hampered by low levels of education and limited financial resources, 
developing countries lag behind the industrial nations in developing and 
implementing new technology.

Technological Advance: The Change in the 
Price of Light

Economic Insight

A particularly striking example of the role of technologi-
cal change is provided by the change in the labor cost 
of providing light. An economist, William Nordhaus, 
estimated the effects of technological change on the la-
bor cost of providing lighting.* Light can be measured in 
lumen hours, where a lumen is the amount of light pro-
vided by one candle. Nordhaus estimated the number of 
hours of work required to produce 1,000 lumen-hours of 
light. His estimates of the cost of providing 1,000 lumen 
hours of light are shown in the accompanying table.

Time Light Source Labor Price

500,000 BC Open fire 58 hours

1750 BC Babylonian lamp 41.5 hours

1800 Tallow candle 5.4 hours

1900 Filament lamp 0.2 hour

1990 Filament lamp 0.0006 hour

The choice of light is appropriate, as the desirable 
service provided by light, illumination, is essentially 
unchanged over time. What has changed dramatically 
is the manner in which light is produced and the cost of 
producing it. The example shows not only how chang-
ing technology has increased the productivity of light 
production, but also how the pace of technological ad-
vance has quickened in recent times. The faster technol-
ogy progresses, the faster the cost of production falls.

Impeded by low levels of education and limited 
funds for research and development, the developing 
countries lag behind the industrial countries in devel-
oping and implementing new technology. Typically 
these countries follow the lead of the industrial world, 
adopting new technology developed in that world once 
it is affordable and feasible, given their capital and labor 
resources. In the next chapter we discuss the role of for-
eign aid, including technological assistance, in promot-
ing economic growth in developing countries.

*William Nordhaus, “Do Real-Output and Real-Wage Measures Capture Reality? The History of Lighting Suggests Not,” in The 
Economics of New Goods, ed. Timothy Bresnahan and Robert Gordon (Chicago: University of Chicago Press, 1997).
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■ 3. Productivity
In the last section, we described how output depends on resource inputs like labor 
and capital. One way to assess the contribution that a resource makes to output 
is its productivity. Productivity is the ratio of the output produced to the amount 
of input. We can measure the productivity of a single resource—say,  labor or 
 capital—or the overall productivity of all resources. Total factor productivity 
(TFP) is the term that economists use to describe the overall productivity of an 
economy. It is the ratio of the economy’s output to its stock of labor and capital.

3.a. Productivity and Economic Growth
Economic growth depends on both the growth of resources and technological 
progress. Advances in technology allow resources to be more productive. If the 
quantity of resources is growing and each resource is more productive, then output 
grows even faster than the quantity of resources. Economic growth, then, is the sum 
of the growth rate of total factor productivity and the growth rate of resources:

Economic growth � growth rate of TFP � growth rate of resources

The amount by which output grows because the labor force is growing de-
pends on how much labor contributes to the production of output. Similarly, 
the amount by which output grows because capital is growing depends on how 
much capital contributes to the production of output. To relate the growth of 
labor and capital to the growth of output (we assume no change in natural re-
sources), then, the growth of labor and the growth of capital must be multiplied 
by their relative contributions to the production of output. The most straight-
forward way to measure those contributions is to use the share of real GDP re-
ceived by each resource. For instance, in the United States, labor receives about 
70 percent (.70) of real GDP and capital receives about 30 percent (.30). So we 
can determine the growth of output by using this formula:

% �Y � % �TFP � .70(% �L) � .30( % �K)

where

 %� � percentage change in
 Y � real GDP

TFP � total factor productivity
 L � size of the labor force
 K � capital stock

The equation shows how economic growth depends on changes in produc-
tivity (%�TFP) as well as changes in resources (%�L and %�K). Even if  labor 
(L) and capital stock (K) are constant, technological innovation will generate 
economic growth through changes in total factor productivity (TFP).

For example, suppose TFP is growing at a rate of 2 percent a year. Then, even 
with labor and capital stock held constant, the economy grows at a rate of 2 
percent a year. If  labor and capital stock also grow at a rate of 2 percent a year, 
output grows by the sum of the growth rates of all three components (TFP, .70 
times labor growth, and .30 times the capital stock growth), or 4 percent.

How do we account for differences in growth rates across countries? Because al-
most all countries have experienced growth in the labor force, percentage increases 
in labor forces have generally supported economic growth. But growth in the capi-
tal stock has been steadier in the industrial countries than in the developing coun-
tries, so differences in capital growth rates may explain some of the differences in 

3  |  What is productivity?

total factor productivity 
(TFP): the ratio of the 
economy’s output to its 
stock of labor and capital



Chapter 16   Economic Growth 369

economic growth across countries. Yet differences in resource growth rates alone 
cannot explain the major differences we find across countries. In recent years, 
those differences seem to be related to productivity.

3.b. Determinants of Productivity
Productivity in the United States has fluctuated considerably in recent years. 
From 1948 to 1965, TFP grew at an annual average rate of 2.02 percent. In the 
1970s, TFP growth averaged 0.7 percent per year; in the 1980s, 0.6 percent; and 
by the late 1990s, 1 percent. If  the pre-1965 rate of growth had been maintained, 
output in the United States would be an estimated 39 percent higher today than 
it actually is. What caused this dramatic change in productivity—first down in 
the 1970s and 1980s, and then up in the 1990s? More generally, what determines 
the productivity changes for any country?

Several factors determine productivity growth. They include the quality of 
the labor force, technological innovations, energy prices, and a shift from manu-
facturing to service industries.

3.b.1. Labor Quality Labor productivity is measured as output per hour of 
labor. Figure 5 shows how the productivity of labor in the United States and 
four other countries changed between 1979 and 2007. We see that Korea has 
had the fastest rate of labor productivity growth and Canada the lowest over 
this time period. Although changes in the productivity of labor can stem from 
technological innovation and changes in the capital stock, they can also come 
from changes in the quality of labor. These changes may be a product of the 
level and quality of education, demographic change, and changing attitudes 
toward work.

Education Level The average level of  education in the world has gone up 
over time. Table 2 lists three measures of  education level for the United States. 

4  |  What explains 
productivity changes?

Average Annual Percentage Change in Output per Hour of LaborFIGURE 5

Output per labor hour is a measure of productivity.
Source: Data from Bureau of Labor Statistics, www.bls.gov/fls/home/htm.
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The first, median school years completed, increased from 8.6 years in 1940 to 
12.9 years in 2000. From 1940 to 2007, the percentage of  adults with at least a 
high school education rose from more than 24 percent to 84 percent, and the 
percentage of  those with a college education rose from less than 5 percent to 
27 percent. The figures seem to indicate that the level of  education supports 
increases in U.S. productivity.

Demographic Change Changes in the size and composition of the popula-
tion have an impact on the labor market. As the baby boom generation entered 
the labor force in the late 1960s and early 1970s, a large pool of inexperienced, 
unskilled workers was created. The average quality of the labor force may have 
fallen at this time, as reflected in some large drops in output per hour of labor. 
In the 1980s, the baby boom segment of the labor force had more experience, 
skills, and education, thus pushing the quality of the labor force up.

Another important demographic change that has affected the quality of 
the  labor force is the participation rates of  women. As more and more women 
entered the labor force in the 1980s, the pool of  untrained workers increased, 
probably reducing the average quality of  labor. Over time, as female participa-
tion rates have stabilized, the average quality of  labor should rise as the skills 
and experience of  female workers rise.

Finally, immigration can play a role in labor force quality. For instance, the 
1970s and 1980s saw a change in the pattern of U.S. immigration. Although 
many highly skilled professionals immigrate to the United States as part of the 
“brain drain” from developing countries, recent immigrants, both legal and 
illegal, have generally added to the supply of unskilled labor and reduced the 
average quality of the labor force.

3.b.2. Technological Innovation New technology alters total factor produc-
tivity. Innovations increase productivity, so when productivity falls, it is nat-
ural to look at technological developments to see whether they are a factor 
in the change. The pace of  technological innovation is difficult to measure. 
Expenditures on research and development are related to the discovery of new 
knowledge, but actual changes in technology do not proceed as evenly as those 
expenditures. We expect a long lag between funding and operating a laboratory 
and the discovery of useful technology. Still, a decline in spending on research 
and development may indicate less of a commitment to increasing productivity.

The most notable technological innovation in recent decades has been the 
widespread availability of cheaper and faster computers. The information tech-
nology (IT) revolution has played an important role in enhancing productivity. 

TABLE 2 The Average Level of Education, United States, 1940–2007*

 1940 1950 1960 1970 1980 1990 2000 2007

Median school years completed  8.6  9.3 10.6 12.1 12.5 12.7 12.9 N/A

People with at least a high
 school education (percent) 24.5 34.3 41.1 52.3 66.5 75.2 84.1 84.0

People with at least four
 years of college (percent)  4.6  6.2  7.7 10.7 16.2 20.3 25.6 27

* People 25 years of age and over.
Source: U.S. Census Bureau, www.census.gov/population/socdemo/education.

www.census.gov/population/socdemo/education
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One may think of the purchase of computer hardware or software as invest-
ment. The capital stock increases with such purchases. However, researchers 
have also found that there are increases in total factor productivity associated 
with the development and spread of information technology. Such gains have 
not been realized by all countries. Poor countries lag far behind the rich in the im-
plementation of IT. Table 3 provides data on the number of personal computers 
per 100 people in selected countries in 2006. Clearly, the productivity-enhancing 
benefits of IT have been realized in countries like Israel, Canada, Switzerland, 
and the other countries at the top of the table, where the number of personal 
computers per 100 people is 122.1, 87.6, and 86.5, respectively.

However, in developing countries, the benefits of IT innovations are not be-
ing fully exploited as a result of poverty and lack of skills. In Table 3, the lowest 
level of computer ownership is 12.2 in Russia. However, in poorer countries like 
Bangladesh, Cambodia, and Ethiopia, the level is less than 1 computer per 100 
people. This indicates an inability to implement IT widely across the economy. 
IT is just one example of how productivity may differ across countries as a re-
sult of differing uses of modern technology.

TABLE 3 The Number of Personal Computers per 100 People (2006)

Country Personal Computers Country Personal Computers

Israel 122.1 Slovakia 35.8

Canada  87.6 Spain 27.7

Switzerland  86.5 Czech Republic 27.4

Netherlands  85.4 United Arab Emirates 25.6

Sweden  83.6 Latvia 24.6

United States  76.2 Kuwait 23.7

Britain  75.8 Costa Rica 23.1

Australia  75.7 Macedonia 22.2

Denmark  69.6 Malaysia 21.8

Singapore  68.2 Croatia 19.9

Japan  67.6 Lithuania 18.0

Hong Kong  61.2 Mauritius 16.9

Germany  60.6 Brazil 16.1

Norway  59.4 Hungary 14.9

France  57.5 Chile 14.1

South Korea  53.2 Mexico 13.6

Ireland  52.8 Saudi Arabia 13.6

New Zealand  50.2 Uruguay 13.6

Finland  50.0 Mongolia 13.3

Estonia  48.3 Portugal 13.3

Slovenia  40.4 Romania 12.9

Belgium  37.7 Namibia 12.3

Italy  36.7 Russia 12.2

Source: “Pocket World in Figures,” based on data from the International Telecommunication Union.
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3.b.3. Other Factors We have seen how changing labor quality and techno-
logical innovation are related to changes in productivity. Other reasons have 
been offered to explain the changes in productivity across countries and over 
time. We examine three of them: the cost of energy, the shift from a manufactur-
ing to a service-oriented economy, and the development of financial markets.

Energy Prices In 1973, 1974, and 1979, OPEC succeeded in raising the price of 
oil substantially. The timing of the dramatic increase in oil prices coincided with 
a drop in productivity growth in the United States. U.S. output per labor hour 
actually fell in 1974 and 1979. Higher energy prices resulting from restricted oil 
output should directly decrease aggregate supply because energy is an important 
input across industries. As the price of energy increases, the costs of production 
rise and aggregate supply decreases.

Higher energy prices can affect productivity through their impact on the 
capital stock. As energy prices go up, energy-inefficient capital goods become 
obsolete. Like any other decline in the value of the capital stock, this change 
reduces economic growth. Standard measures of capital stock do not account 
for energy obsolescence, so they suggest that total factor productivity fell in the 
1970s. However, if  the stock of usable capital actually did go down, it was the 
growth rate of capital, not TFP, that fell.

Manufacturing versus Services In recent decades, the industrial economies 
have seen a shift away from manufacturing toward services. Some econo-
mists believe that productivity grows more slowly in service industries than 
in manufacturing, because of  the less capital-intensive nature of  providing 
services. Therefore, the movement into services reduces the overall growth 
rate of  the economy.

Although a greater emphasis on service industries may explain a drop in 
productivity, we must be careful with this kind of  generalization. It is more 
difficult to measure changes in the quality of  services than changes in the 
quality of  goods. If  prices in an industry rise with no change in the quantity 
of  output, it makes sense to conclude that the real level of  output in the in-
dustry has fallen. However, if  prices have gone up because the quality of  the 
service has increased, then output actually has changed. Suppose a hotel re-
models its rooms. In effect, it is improving the quality of  its service. Increased 
prices here would reflect this change in output.

Service industries—fast-food restaurants, airlines, hotels, banks—are not all 
alike. One way in which service firms compete is on the basis of the quality of 
service that they provide. Because productivity is measured by the amount of 
output per unit of input, if  we don’t adjust for quality changes, we may under-
estimate the amount of output and so underestimate the productivity of the 
industry. The issue of productivity measurement in the service industries is an 
important topic of discussion among economists today.

Financial Market Development The evidence across countries suggests that 
economic growth is related to the development of financial markets. For any 
given amount of labor and capital, the more developed an economy’s financial 
markets are, the more efficient should be the allocation of resources and, there-
fore, the greater the productivity. A nation may have a high rate of saving and 
investment and a sizable capital stock, but the key to efficient production is the 
allocation of resources to their best use.

Financial markets facilitate the allocation of resources. This occurs through 
the following mechanisms:
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• Financial institutions act as intermediaries between savers and borrowers and 
screen borrowers so that the best projects are more likely to be funded.

• Financial institutions monitor the behavior of borrowers to ensure that the 
borrowed funds are used as intended.

• Financial institutions lower the risk of  providing funds for investment pur-
poses, as they provide loans to different individuals and firms, and through 
this diversification of  loans reduce the likelihood of  suffering a catastrophic 
loss. If  one borrower defaults on a loan, the financial institution does not 
fail, as it still has many other loans that are being repaid. This is a far dif-
ferent situation from the one that an individual making a single large loan 
may face. If  you lend a large amount of  your wealth to a single borrower and 
that borrower defaults on the loan, your living standard may be at great risk. 
Because of  the “risk sharing” that takes place in financial institutions, the 
cost of  borrowed funds, the interest rate, will be lower than in an environ-
ment in which there is no such pooling of  loan risks.

• The more developed the financial sector of an economy, the more types of 
financing alternatives there are for funding investment. For instance, the typical 
poor country has a banking sector and a very limited stock market, if  any at all. 
Firms in such a country must rely on bank loans. The governments in such coun-
tries often determine where banks are allowed to lend based on political consid-
erations. As economies develop, the financial sector evolves so that alternatives 
to bank financing come into being. Firms in economies with well-developed 
financial markets can raise funds by selling shares of ownership in the stock mar-
ket, by issuing debt in the form of bonds to nonbank lenders, or by borrowing 
from banks. The more developed a country’s financial markets, the more efficient 
the funding sources for borrowers and the more productive the economy.

3.c. Growth and Development
Economic growth depends on the growth of  productivity and resources. 
Productivity grows unevenly, and its rate of  growth is reflected in economic 
growth. Although the labor force seems to grow faster in developing countries 
than in industrial countries, lower rates of  saving have limited the growth of 
the capital stock in developing countries. Without capital, workers cannot be 
very productive. This means that the relatively high rate of  growth in the labor 
force in the developing world does not translate into a high rate of  economic 
growth. We use this information on economic growth in the chapter titled 
“Development Economics” to explain and analyze the strategies used by devel-
oping countries to stimulate output and increase standards of  living.

1. Productivity is the ratio of the output produced to the amount of input.

2. Total factor productivity is the nation’s real GDP (output) divided by its 
stock of labor and capital.

3. Economic growth is the sum of the growth rate of total factor productivity 
and the growth rate of resources (labor and capital).

4. Changes in productivity may be explained by the quality of the labor force, 
technological innovations, energy prices, a shift from manufacturing to ser-
vice industries, and financial market development.

R E C A P
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KEY TERMS

economic growth §1.a

rule of 72 §1.a.2

per capita real GDP §1.b

technology §2.d

total factor productivity (TFP) §3

 1. Why is the growth of  per capita real GDP a better 
measure of  economic growth than the growth of 
real GDP?

 2. What is the level of output after four years if  initial 
output equals $1,000 and the economy grows at a 
rate of 10 percent a year?

 3. Use the data in the following table to determine the 
average annual growth rate for each country in terms 
of real GDP growth and per capita real GDP growth 
(real GDP is in billions of U.S. dollars, and popula-
tion is in millions of people). Which country grew at 
the faster rate?

 4. Suppose labor’s share of GDP is 70 percent and cap-
ital’s is 30 percent, real GDP is growing at a rate of 
4 percent a year, the labor force is growing at 2 per-
cent, and the capital stock is growing at 3 percent. 
What is the growth rate of total factor productivity?

 5. Suppose labor’s share of GDP is 70 percent and 
 capital’s is 30 percent, total factor productivity is 
 growing at an annual rate of 2 percent, the labor 
force is growing at a rate of 1 percent, and the capi-
tal stock is growing at a rate of 3 percent. What is 
the annual growth rate of real GDP?

EXERCISES

1  | What is economic growth?

 • Economic growth is an increase in real GDP. §1.a

 • Economic growth is compounded over time. §1.a.1

 •  Per capita real GDP is real GDP divided by the 
population. §1.b

 •  The definitions of economic growth are misleading 
because they do not indicate anything about the 
distribution of income or the quality of life. §1.c

2  | How are economic growth rates determined?

 •  The growth of the economy is tied to the growth of 
productive resources and technological advances. §2

 •  Because their populations tend to grow more 
rapidly, developing countries typically experience 
faster growth in the labor force than do industrial 
countries. §2.a

 •  The inability to save limits the growth of the capital 
stock in developing countries. §2.b

 •  Abundant natural resources are not necessary for 
rapid economic growth. §2.c

 •  Technology defines the ways in which resources can 
be combined to produce goods and services. §2.d

3  | What is productivity?

 •  Productivity is the ratio of the output produced to 
the amount of input. §3

 •  Total factor productivity is the overall productivity 
of an economy. §3

 •  The percentage change in real GDP equals the per-
centage change in total factor productivity plus the 
percentage changes in labor and capital multiplied 
by the share of GDP taken by labor and capital. 
§3.a

4  | What explains productivity changes?

 •  Productivity changes with changes in the quality of 
the labor force, technological innovations, changes 
in energy prices, a shift from manufacturing to ser-
vice industries, and financial market development. 
§3.b

SUMMARY

  1999 2001

Country Real GDP Population Real GDP Population

Morocco 108.0 30.1 112.0 31.2
Australia 416.2 19.2 528.0 19.5



You can find further practice tests in the Online Quiz at www.cengage.com/economics/boyes.

 6. Discuss possible reasons for the slowdown in U.S. 
productivity growth that occurred in the 1970s and 
1980s, and relate each reason to the equation for 
economic growth. Does the growth of TFP or of 
resources change?

 7. How did the post–World War II baby boom affect the 
growth of the U.S. labor force? What effect is this baby 
boom likely to have on the future U.S. labor force?

 8. How do developing and industrial countries differ in 
their use of technological change, labor, capital, and 
natural resources to produce economic growth? Why 
do these differences exist?

 9. How would an aging population affect economic 
growth?

 10. If  real GDP for China was 10,312 billion yuan at 
the end of 2002 and 9,593 billion yuan at the end 
of 2001, what is the annual rate of growth of the 
Chinese economy?

 11. If Botswana’s economy grew at a rate of 1 percent 
during 2006 and real GDP at the beginning of the year 
was 44 billion pula, then what is real GDP at the end 
of the year?

 12. Suppose a country has a real GDP equal to $1 bil-
lion today. If  this economy grows at a rate of 5 per-
cent a year, what will be the value of real GDP after 
five years?

 13. Is the following statement true or false? Explain your 
answer. “Abundant natural resources are a necessary 
condition for economic growth.”

 14. What is the difference between total factor produc-
tivity and the productivity of labor? Why do you 
suppose that people often measure a nation’s pro-
ductivity using labor productivity only?

 15. How would each of the following affect productivity 
in the United States?
a. The quality of education in high schools increases.
b. A cutback in oil production by oil-exporting na-

tions raises oil prices.
c. A large number of unskilled immigrant laborers 

move into the country.

 16. How does the development of financial markets en-
hance the productivity of a country?
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Economically
Speaking

Because productivity deter-
mines how well we live, 
Americans want to know how 

they’re doing. In an economy as large 
and diverse as ours, it’s a Herculean 
task to calculate a productivity num-
ber that sums up the efforts of 130 
million workers, employed in mil-
lions of establishments that produce 
more than $11 trillion in output. The 
Bureau of Labor Statistics does the 
best it can in producing quarterly es-
timates of output per hour, derived 
largely from surveys of businesses.

BLS data show that U.S. produc-
tivity has grown steadily over the 
long haul, with output per hour ris-
ing an average 2.3 percent annually 
since 1870. A few percentage points a 
year might not sound like much, but 
this historical rate doubles per capita 
income every three decades or so.

The productivity path has been 
choppy due to business-cycle up-
turns and slowdowns as well as 
longer-term economic trends. From 
1950 to 1973, for example, output 
per hour rose a healthy 2.7 percent 
annually. Over the next 22 years, pro-
ductivity sank below its long-term 
trend, rising just 1.5 percent a year. 
The slowdown remains something of 
a mystery, although some economists 
suggest that early investments in com-
puters and information technology 
didn’t provide a big enough payoff.

Productivity broke out of its two-
decade doldrums in the mid-1990s 
as computers, scanners, the Internet 
and other innovations finally reached 
critical mass in America’s workplaces. 
Average annual productivity gains 
have surged at 3.2 percent since 1995.

The revival shows every sign of 
continuing. The economy emerged 
from the 2001 recession with produc-
tivity growth well above the average 
of the seven significant business cy-
cles since 1960. In the first 11 quarters 
after employment peaked, produc-
tivity jumped 13 percent, compared 
with the historical norm of 8 percent. 
In another break with the past, the 
gains spread beyond manufacturing, 
the traditional productivity leader, 
and into the whole economy, includ-
ing retailing and services.

Productivity’s postrecession 
surge has been strong enough to 
spark controversy. The labor mar-
ket has languished, with no net job 
creation two years into the recovery. 
Some see productivity as a millstone 
that allows companies to expand 
without hiring more workers. But 
viewing productivity as a drag on 
employment is myopic. Americans 
don’t face a choice between hav-
ing work and working a better way. 
Higher productivity raises incomes 
and profits, which fuels demand, 
boosts investment and puts more 
people to work, usually at new jobs.

We could dismantle our factory 
robots and farm equipment with the 
idea of hiring lots of busy hands to 
build cars and till the soil. We could 
junk our backhoes and dig ditches with 
shovels. Doing so would be absurd. 
We’d immediately see that renouncing 
productivity would do us great harm. 
Prices would be higher, wages lower 
and the economy smaller. Work would 
be harder. Living standards would be 
dragged backward in time, sacrificed 
to the false god of more jobs.

Rather than shunning productiv-
ity, we should embrace it and move 
forward. As the economic recovery 
continues, the United States may not 
be able to sustain the same pace of 
productivity growth it has the past 
two years. Even with a slowdown, 
the nation will likely build on recent 
years’ strong productivity growth, 
rather than relapse into the post-
1973 slump.

The bullish case for future pro-
ductivity centers on the technolo-
gies that have made U.S. workplaces 
more efficient in recent years. The 
microchip revolution still has plenty 
of kick left in it. And as world mar-
kets integrate, we should add to our 
productivity gains from trade.

Further out, new generations 
of  world-shaking technologies will 
impact the way we work. Take nano-
technology, the science of rearrang-
ing atoms and molecules. It promises 
to create new materials that are stron-
ger, lighter and more flexible and 
substances with perfect insulating, 
lubricating and conducting proper-
ties. Biotechnology will emerge, too, 
as a potent force for progress.

When combined with America’s 
entrepreneurial bent and open 
markets, the inventory of  cutting-
edge technologies should deliver 
rapid productivity growth for years. 
Healthy gains in output per hour 
may restore the luster of  the New 
Economy, a concept tarnished by 
the dot-com implosion. The New 
Economy carries a powerful policy 
implication: With stronger produc-
tivity, the economy can grow faster 
without fueling inflation.

Federal Reserve Bank of Dallas 2003 Annual Report
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Commentary

Measuring a nation’s productivity has never 
been an easy task. As the article says, it is “a 
Herculean task to calculate a productivity 

number that sums up the efforts of  130 million work-
ers, employed in millions of establishments that produce 
more than $11 trillion in output.” Since business and 
government policymakers make important decisions on 
the basis of the economic data provided by government, 
accurate measurement is crucial.

An example of  the controversy related to the mea-
surement problems is the issue of the “New Economy.” 
As mentioned at the end of the article, the New Economy 
means that with strong increases in productivity, the 
economy can grow faster without higher inflation. This 
is a world in which technological advances in computers 
and information technology are driving increased pro-
ductivity and output.

To estimate the contribution of computers to growth, 
one can modify the growth equation presented in section 
3.a of this chapter to allow computers to be treated apart 
from the rest of the capital stock:

% �Y = % �TFP + 0.70(% �L) + 0.29(% �K ) 
 + 0.01(% �COMP)

Note that this equation has computers accounting for 
1 percent of the real GDP, and other capital for 29 percent.

The growth equation with computers treated sepa-
rately from the rest of the capital stock allows us to esti-
mate the effect of computers on growth (the product of 
their GDP share, 0.01, and the percentage change in the 
stock of computers).

A study conducted by Dale Jorgensen, Mun Ho, and 
Kevin Stiroh* estimated that a little less than half  of 
the change in TFP over the period 1995–2003 can be ex-
plained by IT, compared with less than 1

10 over the earlier 
period 1959–1973. The U.S. evidence thus indicates a 
clear role for IT in increasing TFP.

The article points out that productivity advances allow 
higher living standards and create new jobs. Countries 
that develop and employ new technology will have faster 
economic growth, less poverty, and less inflation than 
they would otherwise

*Dale W. Jorgensen, Mun S. Ho, and Kevin J. Stiroh, “Will 
the U.S. Productivity Resurgency Continue?” Federal Reserve 
Bank of New York, Current Issues in Economics and Finance, 
December 2004.
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1  | How is poverty measured?

2  | Why are some countries poorer than others?

3  |  What strategies can a nation use to increase its 
economic growth?

4  |  How are savings in one nation used to speed 
development in other nations?

Fundamental Questions

Development Economics

Chapter 17

There is an enormous difference between the standards of living in the poorest and the 

richest countries in the world. In Botswana, the average life expectancy at birth is 51 years, 

27 years less than in the United States. In Cambodia, only an estimated 65 percent of the 

population has access to safe water. In Ghana, 30 percent of the population exists on 

less than $1.25 per day. And in Chad, only 35 percent of women and 53 percent of men 

between 15 and 24 years of age can read.

The plight of developing countries is our focus in this chapter. We begin by  discussing 

the extent of poverty and how it is measured across countries. Then we turn to the  reasons 

why developing countries are poor and look at strategies for stimulating growth and 

 development. The reasons for poverty are many, and the remedies often are rooted more 

in politics than in economics. Still, economics has much to say about how to improve the 

living standards of the world’s poorest citizens. 

© Will Davies/Shutterstock
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■ 1. The Developing World
Three-fourths of the world’s population lives in developing countries. These coun-
tries are  often called less-developed countries (LDCs) or Third World countries. 
“First World”  countries are the industrialized nations of western Europe and 
North America, along with Australia, Japan, and New Zealand. “Second World” 
countries are the formerly Communist countries of eastern Europe and the former 
Soviet Union. The “Third World” is made up of non-Communist developing coun-
tries, although people commonly use the term to refer to all developing countries.

The common link among developing countries is low per capita GNP or 
GDP, which implies a relatively low standard of living for the typical citizen. In 
other respects, the developing countries are a diverse group, with their cultures, 
their  politics, and even their geography varying enormously. Although we have 
used GDP throughout the text as the popular measure of a nation’s output, in 
this  chapter we frequently refer to GNP, as this is the measure used by the World 
Bank in  classifying countries in terms of stage of development.

The developing countries are located primarily in South and East Asia, Africa, 
the Middle East, and Latin America (Figure 1). The total population of devel-
oping countries is over 5 billion people. Of this population, 25 percent live in 
China and 20 percent live in India. The next largest concentration of people is 
in Indonesia (4 percent), followed by Brazil, Pakistan, Bangladesh, and Nigeria. 
Except for Latin America, where 74 percent of the population lives in cities, most 
Third World  citizens live in rural areas and are largely dependent on agriculture.

1.a. Measuring Poverty
Poverty is not easy to measure. Typically, poverty is defined in an absolute 
sense: A family is poor if  its income falls below a certain level. For example, the 
poverty level for a family of  four in the United States in 2009 was an income of 
$22,050. The World Bank uses per capita GNP of $766 or less as its criterion 
for a low-income country. The countries in gold in Figure 1 meet this absolute 
definition of  poverty.

Poverty is also a relative concept. A family’s income in relation to the incomes 
of other families in the country or region is important in determining whether 
that  family feels poor. The poverty level in the United States would represent a 
 substantial increase in the living standard of most of the people in the world. 
Yet a poor family in the United States does not feel less poor because it has 
more money than poor families in other countries. In a nation where the median 
income of a family of four is more than $65,000, a family with an income of 
$20,000 clearly feels poorer.

Because poverty is also a relative concept, using a particular level of  in-
come to distinguish the poor from the not poor is often controversial. Besides 
the obvious problem of  where to draw the poverty line, there is the more 
difficult problem of  comparing poverty across countries with different cur-
rencies, customs, and living arrangements. Also, data are often limited and 
difficult to obtain because many of  the poor in developing countries live in 
isolated areas. This makes it difficult to draw a comprehensive picture of  the 
typical poor household in the Third World.

1.b. Basic Human Needs
Some economists and other social scientists, recognizing the limitations of  an 
 absolute definition of  poverty (like the per capita GNP measure that is most 

1  |  How is poverty 
measured?

Poverty typically is defined 
in absolute terms.

Basic human needs are a 
minimal level of caloric 
intake, health care, clothing, 
and shelter.
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The map of the world is colored to show each country’s income level as measured by per capita GNP.
Source: World Bank, http://go.worldbank.org/7EIAD6CKO0.

FIGURE 1 The World by Stage of Development

S o u t h
A m e r i c a

N o r t h
A m e r i c a

Low-income economies
$765 or less

Lower-middle-income economies
$766 to $3,035

Upper-middle-income economies
$3,036 to $9,385

High-income economies
$9,386 or more

No data

 commonly used), suggest using indicators of  how well basic human needs 
are being met. Although they disagree on the exact definition of  basic human 
needs, the  general idea is to set minimal levels of  caloric intake, health care, 
clothing, and shelter.

Another alternative to per capita GNP is a physical quality-of-life index to 
 evaluate living standards. One approach uses life expectancy, infant mortality, 
and literacy as indicators—a very narrow definition that ignores elements like 
 justice, personal freedom, environmental quality, and employment opportuni-
ties. Nonetheless, these three indicators are, at least in theory, measures of 
social  progress that  allow  meaningful comparisons across countries, whatever 
their social or political orientation.

Table 1 lists per capita GNP and indicators of human development for selected 
countries. The countries are listed in order of per capita GNP, beginning with the 
smallest. Generally there is a strong positive relationship between per capita GNP 

http://go.worldbank.org/7EIAD6CKO0
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and the other measures. But there are cases where higher per capita GNP does 
not mean higher quality of life. For instance, Namibia has a higher per capita 
GNP than China or the Philippines, but life expectancy and literacy are lower in 
Namibia than in the other two countries. Remember the limitations of per capita 
output: It is not a measure of everyone’s standard of living in a particular coun-
try. However, as the table shows, it is a fairly reliable indicator of differences in 
living standards across countries. Ethiopia has the lowest per capita GNP and is 
clearly one of the world’s poorest nations. Usually, as per capita GNP increases, 
living standards increase as well.

Per capita GNP and quality-of-life measures are not the only ways to  determine 
a country’s level of economic development—we could consider the number of 
households with running water, televisions, or any other good that varies with 
 living standards. Recognizing that there is no perfect measure of economic 
 development, economists and other social scientists often use several indicators to 
assess  economic progress.



382 Part Three   Macroeconomic Policy

■ 2. Obstacles to Growth
Every country is unique. Each nation’s history, both political and cultural, helps 
economists understand why this particular nation has not developed and what 
policies offer the best hope for its development. Generally the factors that im-
pede development are political or social. The political factors include a lack of 
administrative skills, instability, corruption, and the ability of special interest 
groups to block changes in economic policy. The social obstacles include a lack 
of entrepreneurs and rapid population growth.

2.a. Political Obstacles
2.a.1. Lack of Administrative Skills Government support is essential to  economic 
development. Whether support means allowing private enterprise to  flourish and 
develop or actively managing the allocation of resources, a poorly  organized or 
corrupt government can present an obstacle to economic growth. Some developing 
countries have suffered from well-meaning but inept government  management. This 
is most obvious in countries with a long history of  colonialization. For example, 

2  |  Why are some 
countries poorer than 
others?

TABLE 1 Quality-of-Life Measures, Selected Countries

  Life Expectancy at 
Country Per Capita GNP* Birth (years) Female Literacy Rate†

Ethiopia   $220 53  28%

Bangladesh   $470 64  73%

India   $950 65  77%

Philippines  $1,620 72  95%

China  $2,370 73  99%

El Salvador  $2,850 72  94%

Namibia  $3,450 53  94%

Turkey  $8,030 72  94%

Mexico  $9,400 75  98%

Greece $25,740 80  99%

United States $46,040 78 100%

* 2008 data measured in terms of U.S. dollars.
† Percentage of the female population 15 years or older that is literate.
Source: World Bank, http://ddp-ext.worldbank.org/ext/GMIS/home.do?siteId�2.

R E C A P

1. Usually poverty is defined in an absolute sense, as a specific level of family 
income or per capita GNP or GDP.

2. Within a country or region, poverty is a relative concept.

3. Human development indexes based on indicators of basic human needs 
incorporate nonmonetary measures of well-being that are an alternative 
to per capita GDP for measuring economic development.

http://ddp-ext.worldbank.org/ext/GMIS/home.do?siteId�2
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when the Democratic Republic of the Congo won independence from Belgium, few 
of its native citizens were college educated. Moreover, Belgians had run most of the 
important government offices. Independence brought a large group of  inexperienced 
and unskilled workers to important positions of power. And at first there was a pe-
riod of “learning by doing.”

2.a.2. Political Instability and Risk One of the most important functions that 
a government performs in stimulating economic growth is providing a political 
 environment that encourages saving and investment. People do not want to 
do  business in an economy that has been weakened by wars, demonstrations, 
or  uncertainty. For instance, since becoming an independent nation in 1825, 
Bolivia has had more than 150 changes in government. This kind of instability 
forces  citizens to take a short-run view of the economy. Long-term planning 
is impossible when people do not know what the attitudes and policies of the 
government that is going to be in power next year or even next month will be.

The key issue here is property rights. A country that guarantees the right 
of   private property encourages private investment and development. Where 
ownership rights may be changed by revolution or political decree, there is little 
incentive for private investment and development. People will not start new 
businesses or build new factories if  they believe that a change in government 
or a change in the  political will of  the current government could result in the 
confiscation of  their property.

This confiscation is called expropriation. Countries with a history of  ex-
propriating foreign-owned property without compensating the owners (paying 
them the property’s market value) have difficulty encouraging foreign invest-
ment. An example is Uganda. In 1973, a successful revolution by Idi Amin was 
followed by the expropriation of over 500 foreign-owned (mostly British) firms. 
Foreign and domestic investment in Uganda fell dramatically as a result.

The loss of  foreign investment is particularly important in developing 
countries. In the chapter titled “Economic Growth,” we pointed out that de-
veloping countries  suffer from a lack of  saving. If  domestic residents are not 
able to save because they are living at or below subsistence level, foreign saving 
is a crucial source of   investment. Without that investment, the economies of 
developing countries cannot grow.

2.a.3. Corruption Corrupt practices by government officials have long re-
duced economic growth. Payment of money or gifts in order to receive a gov-
ernment service or benefit is quite widespread in many countries. Research 
shows that there is a definite negative relationship between the level of corrup-
tion in a country and both investment and growth.

Research also shows that corruption thrives in countries where government 
regulations create distortions between the economic outcomes that would exist 
with free markets and the actual outcomes. For instance, a country where gov-
ernment permission is required in order to buy or sell foreign currency will have 
a thriving black market in foreign exchange, and the black market exchange 
rate of a U.S. dollar will cost much more domestic currency than the official 
rate offered by the government. This distortion allows government officials an 
opportunity for personal gain by providing access to the official rate.

Generally speaking, the more competitive a country’s markets are, the fewer 
the opportunities for corruption. So policies aimed at reducing corruption 
typically involve reducing the discretion that public officials have in granting 
benefits or imposing costs on others. This may include greater transparency 
of  government practices and the introduction of  merit-based competition for 
government employment.

expropriation: the 
government seizure of 
assets, typically without 
adequate compensation to 
the owners

A country must be able to 
guarantee the rights of 
private property if it is going 
to create an environment 
that encourages private 
investment.
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Corruption reduces growth most directly through government investment in 
 projects with low productivity. The evidence indicates that corrupt governments 
spend more on capital goods than governments that are less corrupt, but that 
the investment projects of corrupt governments probably reduce the productiv-
ity of the country. In addition, those countries in which corrupt governments 
engage in large amounts of capital expenditures have relatively small amounts 
of private  investment. Since private investment is aimed at earning a profit, 
such investment tends to increase the productivity of a nation. Private firms do 
not undertake risky projects unless they expect to earn a profit. It is possible, 
however, that a corrupt government may award large construction projects in 
order to receive financial rewards from the contractors that are hired. The proj-
ects chosen may turn out to be inefficient uses of government funds that retard 
economic growth rather than increase it.

2.a.4. Good Economics as Bad Politics Every Third World politician wants 
to maximize economic growth, all things being equal. But all things are rarely 
equal. Political pressures may force a government to work toward more immedi-
ate  objectives than economic growth.

For example, maximizing growth may mean reducing the size of government 
in order to lower taxes and increase investment. However, in many developing 
 countries, the strongest supporters of the political leaders are those working 
for the current government. Obviously, it’s not good political strategy to fire 
those  workers. So the government remains overstaffed and inefficient, and the 
potential for  economic growth falls.

The governments in developing countries often subsidize purchases of food 
and other basic necessities. Rather than artificially lower some food prices, it is 
 better to move toward free market pricing of food, energy, and other items to 
better  reflect relative scarcity and then give subsidies to the poor to enable them 
to buy an  adequate diet. 

In 1977, the Egyptian government lowered its food subsidies in order to 
use those funds for development. What happened? There was widespread riot-
ing that ended only when the government reinstituted the subsidies. In 1989, 
Venezuela  lowered government subsidies of public transportation and petro-
leum products. Public  transit fares went up 30 percent, to the equivalent of 7 
U.S. cents, and  gasoline prices went from 16 to 26 cents a gallon. (One official 
said that the prices were raised “from the cheapest in the world to the cheap-
est in the world.”1) The resulting rioting in Caracas led to 50 deaths, over 500 
injuries, and more than 1,000 arrests. Lowering government expenditures and 
reducing the role of government in the economy can be both politically and 
physically dangerous.

What we are saying here is that seemingly good economics can make for bad 
 politics. Because any change in policy aimed at increasing growth is going to 
hurt some group in the short run, there always is opposition to change. Often 
the  continued rule of  the existing regime depends on not alienating a certain 
group. Only a government that is stabilized by military force (a dictatorship), 
popular support (a democracy), or party support (a Communist or socialist 
country) has the power to implement needed economic change. A government 
that lacks this power is handicapped by political constraints in its efforts to 
stimulate economic growth.

The Global Business Insight “Economic Development in the Americas” points 
out how history plays a role in shaping the institutions and economic framework 

1 See “Venezuela Rumblings: Riots and Debt Crisis,” New York Times, March 2, 1989, p. A13.
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Economic Development in the Americas

Global Business Insight

*Drawn from World Bank, World Development Report, 2003, and Stanley L. Engerman and Kenneth L. Sokoloff, “Factor Endowments, 
Institutions, and Differential Paths of Growth among New World Economies: A View from Economic Historians of the United States,” in 
Stephen H. Haber, ed., How Latin America Fell Behind: Essays in the Economic Histories of Brazil and Mexico, 1800–1914 (Stanford, 
CA: Stanford University Press, 1997).

Per Capita GDP Relative to the United States
(percent)

County 1700 1800 1900 2000

Argentina — 102 52 36

Barbados 150 — — 44

Brazil — 50 10 22

Chile — 46 38 28

Cuba 167 112 — —

Mexico 89 50 35 26

Peru — 41 20 14

U.S. Real GDP
 per capita
 (1985 dollars) 550 807 3,859 34,260

It is not well known that at one time, the United States 
and Canada were not the richest countries in North and 
South America. The accompanying table shows how 
per capita GDP relative to that of the United States has 
changed over time for several countries.

One can see that some of what were then European 
colonies, such as Barbados and Cuba, were much richer 
in 1700 than the group of colonies in North America 
that eventually became the United States. Others, like 
Mexico, were about as rich as the colonies that became 
the United States. In 1800, Argentina was slightly richer 
than the United States, as was Cuba. But by 1900, per 
capita GDP had risen much faster in the United States 
than in these other countries. What happened?

As we have learned, abundant natural resources are 
not sufficient to ensure economic growth. The indus-
trialization that occurred in the United States in the 
early 1800s was not duplicated in the Latin American 
countries. This became a point of divergence for the 
growth rates of the United States and Latin America. 

Researchers have suggested that an important dif-
ference contributing to the differential rates of de-
velopment was the provision of government policies, 
including laws and institutions, in the United States and 
Canada that encouraged widespread participation in 
economic development.* Through investment in human 
capital via education and skills training, workers could 
experience upward mobility. By saving and investing, 
individual entrepreneurs could turn small businesses 
into large, successful enterprises.

In Latin America, institutions developed that blocked 
opportunities for economic advancement for a large 
portion of the population. The agriculture and min-
ing industries of Latin America were conducted on a 
relatively large scale so that there were few entrepre-
neurs and managers and many poor workers. Even 
after slavery was ended and these countries achieved 
their independence from their European colonizers, the 
institutions of Latin American countries worked against 
individual investment in human capital and upward 
mobility. The class of individual entrepreneurs found in 
Canada and the United States did not emerge in Latin 
America. The upwardly mobile workers of Canada and 
the United States provided the opportunities for mass-
market consumer goods that drove the industrialization 
process. But in Latin America, such mass markets of 
consumers with income to spend did not emerge.

Most poor countries may be characterized as having 
a small number of very rich individuals and a large num-
ber of very poor people. The members of the rich elite 
want to maintain their position and so support institu-
tions that restrict the opportunities for advancement of 
the masses of poor people. So the initial development 
of an environment with a few rich and many poor was 
carried forward through time. In this way we can see the 
importance of institutions and government policies for 
charting a path of high growth and rapid development 
or low growth and relative stagnation.
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Immigrants provide a pool 
of entrepreneurs who have 
skills and knowledge that 
often are lacking in the 
developing country.

in which development takes place. The more rapid development of Canada and 
the United States than of Latin America may be traced back to colonial times 
and the institutions that evolved from the conditions that existed then.

2.b. Social Obstacles
Cultural traditions and attitudes can work against economic development. In 
traditional societies, children follow in their parents’ footsteps. If  your father 
is a carpenter, there is a good chance that you will be a carpenter. Moreover, 
production is carried out in the same way generation after generation. For an 
economy to grow, it must be willing to change.

2.b.1. Lack of Entrepreneurs A society that answers the questions What 
to  produce?, How to produce?, and For whom to produce? by doing things as 
they were done by the previous generation lacks a key ingredient for economic 
growth:  entrepreneurs. Entrepreneurs are risk takers; they bring innovation 
and new  technology into use. Understanding why some societies are better at 
producing entrepreneurs than others may help explain why some nations have 
remained poor, while others have grown rapidly.

One theory is that entrepreneurs often come from blocked minorities. Some 
individuals in the traditional society are blocked from holding prestigious jobs 
or political office because of  discrimination. This discrimination can be based 
on race, religion, or immigrant status. Because discrimination keeps them from 
the best traditional occupations, these minority groups can achieve wealth and 
status only through entrepreneurship. The Chinese in Southeast Asia, the Jews 
in Europe, and the Indians in Africa were all blocked minorities, forced to turn 
to entrepreneurship to advance themselves.

In developing countries, entrepreneurship tends to be concentrated among 
 immigrants who have skills and experience that do not exist in poor countries. 
Many leaders of industry in Latin America, for example, are Italian, German, 
Arab, or Basque immigrants or the descendants of immigrants; they are not 
part of the  dominant Spanish or native Indian population. The success of these 
immigrants is less a product of their being discriminated against than of their ex-
pertise in  commerce. They know the foreign suppliers of goods. They have busi-
ness skills that are lacking in developing regions. And they have the traditions—
among them, the work ethic—and training instilled in their home country.

Motivation also plays a role in the level of  entrepreneurship that exists in 
 developing countries. In some societies, traditional values may be an obstacle 
to development because they do not encourage high achievement. A good 
example is provided by the tribal culture in sub-Saharan Africa. In this tribal 
culture, economic success does not result in upward social mobility if  the suc-
cess is obtained outside of  the tribe. Instead, it could result in the person’s 
being shunned by the rest of  the tribe. So incentives work against individual 
saving and investment or entrepreneurship. The social pressure is to share 
communally any riches that one obtains and not to rise above the group in any 
important way. In this sort of  environment, development is hindered by the 
lack of  incentives for wealth accumulation and risk taking.

Societies in which the culture supports individual achievement produce more 
entrepreneurs. It is difficult to identify the specific values in a society that ac-
count for a lack of motivation. In the past, researchers have pointed to factors 
that are not always valid across different societies. For instance, at one time many 
argued that the Protestant work ethic was responsible for the large number of 
entrepreneurs in the industrial world. According to this argument, some reli-
gions are more supportive of the accumulation of wealth than others. Today this 

Entrepreneurs are more 
likely to develop among 
minority groups that 
have been blocked from 
traditional high-paying jobs.
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argument is difficult to make because we find economic development in nations 
with vastly different cultures and religions.

2.b.2. Rapid Population Growth Remember that per capita real GNP is 
real GNP divided by the population. Although labor is a factor of production, 
and  labor force growth may increase output, when population rises faster than 
GNP, the  standard of living of the average citizen does not improve. One very 
real problem for many developing countries is the growth of their populations. 
With the  exception of China and India (where population growth is controlled), 
population growth in the developing countries is proceeding at a pace that will 
double the Third World population every 25 years. In large part, the rate at 
which the population of the Third World is growing is a product of lower death 
rates. Death rates have fallen, but birthrates have not.

Social scientists do not all agree on the effects of  population growth on 
 development. A growing labor force can serve as an important factor in increas-
ing growth. But those who believe that population growth has a negative effect 
cite three reasons:

Capital shallowing.  Rapid population growth may reduce the amount of 
 capital per worker, lowering the productivity of labor.
Age dependency.  Rapid population growth produces a large number of 
 dependent children, whose consumption requirements lower the ability of 
the economy to save.
Investment diversion.  Rapid population growth shifts government expendi-
tures from the country’s infrastructure (roads, communication systems) to 
education and health care.

Population growth may have had a negative effect on development in many 
countries, but the magnitude of this effect is difficult to assess. And in some 
cases, population growth probably has stimulated development. For instance, 
the fact that children consume goods and services and thus lower the ability of a 
nation to save ignores the fact that the children grow up and become productive 
adults. Furthermore, any diversion of investment from infrastructure to educa-
tion and health care is not necessarily a loss, as education and health care will 
build up the productivity of the labor force. The harmful effect of population 
growth should be most pronounced in countries where usable land and water are 
relatively scarce. Although generalizations about acceptable levels of population 
growth do not fit all circumstances, the World Bank has stated that population 
growth rates above 2 percent a year act as a brake on economic development.

The GNP can grow steadily year after year, but if  the population grows at 
a faster rate, the standard of living of the average individual falls. The simple 
answer to reducing population growth seems to be education: programs that 
teach methods of birth control and family planning. But reducing birthrates 
is not simply a matter of education. People have to choose to limit the size of 
their families. It must be socially acceptable and economically advantageous for 
families to use birth control, and for many families it is neither.

Remember that what is good for society as a whole may not be good for the 
 individual. Children are a source of labor in rural families and a support for 
parents in their old age. How many children are enough? That depends on the 
expected infant mortality rate. Although infant mortality rates in developing 
countries have fallen in recent years, they are still quite high relative to those 
in the developed countries. Families still tend to follow tradition and so keep 
having lots of children.
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3  |  What strategies can a 
nation use to increase 
its economic growth?

■ 3. Development Strategies
Different countries follow different strategies to stimulate economic develop-
ment. There are two basic types of development strategies: inward oriented and 
outward oriented.

3.a. Inward-Oriented Strategies
The typical developing country has a comparative advantage over other  countries 
in the production of certain primary products. Having a comparative  advantage 
means that a country has the lowest opportunity cost of producing a good. 
(We talked about comparative advantage in the chapter titled “Choice, 
Opportunity Costs, and Specialization.”) A primary product is a product in 
the first stage of production, which often serves as an input in the production 
of some other good. Agricultural produce and minerals are examples of pri-
mary products. In the absence of a  conscious government policy that directs 
production, we expect countries to concentrate on the production of that thing 
in which they have a comparative  advantage. For example, we expect Cuba to 
focus on sugar production, Colombia to focus on coffee production, and the 
Ivory Coast to focus on cocoa production, with each country selling the output 
of its primary product to the rest of the world.

Today many developing countries have shifted their resources away from 
 producing primary products for export. Inward-oriented development strate-
gies  focus on production for the domestic market rather than exports of goods 
and  services. For these countries, development means industrialization. The 
objective of this kind of inward-oriented strategy is import substitution, or re-
placing imported manufactured goods with domestic goods.

Import-substitution policies dominate the strategies of the developing world. 
The basic idea is to identify domestic markets that are being supplied in large part 
by imports. Those markets that require a level of technology that is available to the 
 domestic economy are candidates for import substitution. Industrialization goes 
hand in hand with tariffs or quotas on imports that protect the newly  developing 
 domestic industry from its more efficient foreign competition. As a result,  production 
and international trade are not based solely on comparative advantages but are af-
fected primarily by these countries’ import-substitution policy activities.

primary product: 
a product in the first stage 
of production, which often 
serves as an input in the 
production of another 
product

import substitution: the 
substitution of domestically 
produced manufactured 
goods for imported 
manufactured goods

R E C A P

1. In some countries, especially those that once were colonies, economic 
growth has been slow because government officials lack the necessary skills.

2. Countries that are unable to protect private property rights have difficulty 
 attracting investors.

3. Expropriation is the seizure of assets by government without adequate 
compensation.

4. Government corruption reduces investment and growth.

5. Often government officials know the right economic policies to follow but 
are constrained by political considerations from implementing those policies.

6. Immigrants are often the entrepreneurs in developing countries.

7. Rapid population growth may slow development because of the effects of 
 capital shallowing, age dependency, and investment diversion.
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Because the domestic industry can survive only through protection from 
 foreign competition, with import-substitution policies, the price of the domes-
tically  produced goods is typically higher than that of the imported goods. In 
addition, the quality of the domestically produced goods may not be as high 
(at least at first) as the quality of the imported goods. Ideally, as the industry 
grows and becomes more experienced, price and quality become competitive 
with those of  foreign goods. Once this happens, the import barriers are no 
longer needed, and the domestic industry may even become an export industry. 
Unfortunately, this ideal is seldom realized. The Third World is full of ineffi-
cient manufacturing companies that are unlikely ever to improve enough to be 
able to survive without protection from  foreign competitors.

3.b. Outward-Oriented Strategies
The inward-oriented strategy of developing domestic industry to supply  domestic 
markets is the most popular development strategy, but it is not the only one. Beginning 
in the 1960s, a small group of countries (notably South Korea, Hong Kong, 
Singapore, and Taiwan) chose to focus on the growth of exports. These  countries 
started to follow an outward-oriented strategy, utilizing their most  abundant re-
source to produce those products that they could produce better than others.

The abundant resource in these countries is labor, and the goods they pro-
duce are labor-intensive products. This kind of outward-oriented policy is called 
 export substitution. These countries use labor to produce manufactured goods 
for export rather than agricultural products for domestic use.

Outward-oriented development strategies are based on efficient, low-cost 
 production. Their success depends on being able to compete effectively with 
 producers in the rest of the world. Most governments using this strategy  attempt 
to stimulate exports. This can mean subsidizing domestic producers to pro-
duce goods for export rather than for domestic consumption. International 
 competition is often more intense than the competition at home—producers face 
stiffer price  competition, higher quality standards, and greater marketing exper-
tise in the global marketplace. This means that domestic producers may have to be 

export substitution: the 
use of resources to produce 
manufactured products 
for export rather than 
agricultural products for the 
domestic market

This photo of a ship ready to 

leave the dock is indicative of the 

importance of production for 

world markets, which lifted South 

Korea, Hong Kong, Taiwan, and 

Singapore from developing country 

to industrialized country status.
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induced to  compete internationally. Inducements can take the form of government 
 assistance in international marketing, tax reductions, low-interest-rate loans, or 
cash payments.

Another inducement of sorts is to make domestic sales less attractive. This 
means implementing policies that are just the opposite of import substitution. 
The  government reduces or eliminates domestic tariffs that keep domestic price 
levels above international levels. As profits from domestic sales fall, domestic 
industry turns to producing goods for export.

3.c. Comparing Strategies
Import-substitution policies are enacted by countries that believe that industriali-
zation is the key to economic development. In the 1950s and 1960s, economists 
argued that specializing in the production and export of primary products does 
not encourage the rapid growth rates that developing countries are looking for. 
This argument—the deteriorating-terms-of-trade argument—was based on the 
assumption that the real value of primary products would fall over time. If  the 
prices of primary products fall in relation to the prices of manufactured prod-
ucts, then countries that export primary products and import manufactured 
goods find the cost of manufactured goods rising in terms of the primary prod-
ucts required to buy them. The amount of  exports that must be exchanged for 
some quantity of  imports is often called the terms of trade.

The deteriorating-terms-of-trade argument in the 1950s and 1960s led policy-
makers in developing countries to fear that the terms of trade would become increas-
ingly unfavorable. One product of that fear was the choice of an  inward-oriented 
strategy, a focus on domestic industrialization rather than production for export.

At the root of the pessimism about the export of primary products was the be-
lief that technological change would slow the growth of demand for primary prod-
ucts over time. That theory ignored the fact that if the supply of natural resources 
is fixed, those resources could become more valuable over time, even if demand 
for them grows slowly or not at all. And even if the real value of primary products 
does fall over time, this does not necessarily mean that an inward-oriented policy 
is required. Critics of inward-oriented policies argue that nations should exploit 
their comparative advantage—that resources should be free to move to their high-
est valued use. And they argue that market-driven resource allocation is unlikely 
to occur in an inward-oriented economy where government has imposed restric-
tions aimed at maximizing the rate of growth of industrial output.

Other economists believe that developing countries have unique problems 
that call for active government intervention and regulation of  economic activ-
ity. These economists often favor inward-oriented strategies. They focus on the 
structure of  developing countries in terms of  uneven industrial development. 
Some countries have modern manufacturing industries paying relatively high 
wages that operate alongside traditional agricultural industries paying low 
wages. A single economy with industries at very different levels of  development 
is called a dual economy. Some insist that in a dual economy, the markets for 
goods and resources do not work well. If  resources could move freely between 
industries, then wages would not differ by the huge amounts that are observed 
in certain developing countries. These economists support active government 
direction of  the economy in countries where markets are not functioning well, 
believing that resources in these countries are unlikely to move freely to their 
highest valued use if  free markets are allowed.

The growth rates of the outward-oriented economies are significantly higher 
than those of the inward-oriented economies. The success of the  outward-oriented 

terms of trade: the 
amount of an exported 
good that must be given up 
to obtain an imported good

dual economy: an 
economy in which 
two sectors (typically 
manufacturing and 
agriculture) show very 
different levels of 
development
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 economies is likely to continue in light of a strong increase in saving in those 
economies. In 1963, domestic saving as a fraction of GDP was only 13 percent 
in the strongly outward-oriented economies. After more than two decades of 
 economic growth driven by export-promotion policies, the rate of  saving in 
these countries had increased to 31.4 percent of GDP. This high rate of saving 
increases  investment  expenditures, which increase the productivity of labor, fur-
ther stimulating the growth of per capita real GDP.

Why are outward-oriented strategies more successful than inward-oriented 
strategies? The primary advantage of an outward orientation is the efficient uti-
lization of resources. Import-substitution policies do not allocate resources on 
the basis of cost minimization. In addition, an outward-oriented strategy allows 
the economy to grow beyond the scale of the domestic market. Foreign demand 
creates additional markets for exports, beyond the domestic market.

■ 4. Foreign Investment and Aid
Developing countries rely on savings in the rest of the world to finance much 
of their investment needs. Foreign savings may come from industrial countries 
in many  different ways. In this section we describe the ways in which savings are 
transferred from industrial to developing countries and the benefits of foreign 
investment and aid to developing countries.

4.a. Foreign Savings Flows
Poor countries that are unable to save enough to invest in capital stock must rely 
on the savings of other countries to help them develop economically. Foreign 
savings come from both private sources and official government sources.

Private sources of foreign savings can take the form of direct investment, 
 portfolio investment, commercial bank loans, and trade credit. Foreign direct 
 investment is the purchase of a physical operating unit, like a factory, or an 
 ownership  position in a foreign country that gives the domestic firm mak-
ing the investment  ownership of  more than 10 percent of  the foreign firm. 
This is different from portfolio  investment, which is the purchase of securities, 
like stocks and bonds. In the case of direct  investment, the foreign investor 
may actually operate the business. Portfolio investment helps finance a busi-
ness, but host-country managers operate the firm; foreign investors simply hold 
pieces of paper that represent a share of the ownership or the debt of the firm. 
Commercial bank loans are loans made at market rates of  interest to either 
foreign governments or business firms. These loans are often made by a bank 
syndicate, a group of several banks, to share the risk associated with lending to 

foreign direct 
investment: the purchase 
of a physical operating unit 
or more than 10 percent 
ownership of a firm in a 
foreign country

portfolio investment: 
the purchase of securities

commercial bank loans: 
a bank loan at market rates 
of interest, often involving a 
bank syndicate

The growth rates of 
outward-oriented 
economies are significantly 
higher than those of  
inward-oriented economies.

R E C A P

1. Inward-oriented strategies concentrate on building a domestic industrial sector.

2. Outward-oriented strategies utilize a country’s comparative advantage in 
exporting.

3. The deteriorating-terms-of-trade argument has been used to justify import 
 substitution policies.

4. Evidence indicates that outward-oriented policies have been more success-
ful than inward-oriented policies at generating economic growth.

4  |  How are savings in one 
nation used to speed 
development in other 
nations?
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a single country. Finally, exporting firms and commercial banks offer trade credit, 
allowing importers a period of time before the payment for the goods or services 
purchased is due. Extension of trade credit usually involves payment in 30 days 
(or some other term) after the goods are received.

The relative importance of direct investment and bank lending have changed 
over time. In 1970, direct investment in developing countries was greater than 
bank loans. By the late 1970s and early 1980s, however, bank loans far exceeded 
direct investment. Bank lending gives the borrowing country greater flexibility in 
deciding how to use funds. Direct investment carries with it an element of foreign 
control over domestic resources. Nationalist sentiment combined with the fear of 
exploitation by foreign owners and managers led many developing countries to 
pass laws restricting direct investment. By the early 1990s, however, as more na-
tions were emphasizing the development of free markets, direct investment was 
again growing in importance as a source of funds for developing countries, and 
by the late 1990s, it was these countries’ most important source of funds.

4.b. Benefits of Foreign Investment
Not all developing countries discourage foreign direct investment. In fact, many 
countries have benefited from foreign investment. Those benefits fall into three 
categories: new jobs, new technology, and foreign exchange earnings.

4.b.1. New Jobs Foreign investment should stimulate growth and create new 
jobs in developing countries. But the number of new jobs created directly by for-
eign investment is often limited by the nature of the industries in which foreign 
investment is allowed.

Usually foreign investment is invited in capital-intensive industries, like chemi-
cals or mineral extraction. Because capital goods are expensive and often require 
advanced technology to operate, foreign firms can build a capital-intensive indus-
try faster than the developing country can do so. One product of this emphasis 
on capital-intensive industries is that foreign investment often has little effect on 
employment in developing countries. A $.5 billion oil refinery may employ just a 

trade credit: allowing an 
importer a period of time 
before it must pay for goods 
or services purchased

Multinational firms operate in 

developing countries, providing 

jobs and modern technology, and 

thereby aiding development.
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few hundred workers, yet the creation of these few hundred jobs, along with other 
expenditures by the refinery, will stimulate domestic income by raising incomes 
across the economy.

4.b.2. Technology Transfer In the chapter titled “Economic Growth,” we said 
that economic growth depends on the growth of resources and technological 
change. Most expenditures on research and development are made in the major 
industrial countries. These are also the countries that develop most of the in-
novations that make  production more efficient. For a Third World country with 
limited scientific resources, the  industrial nations are a critical source of informa-
tion, technology, and expertise.

The ability of foreign firms to utilize modern technology in a developing coun-
try depends in part on having a supply of engineers and technical personnel in the 
host country. India and Mexico have a fairly large number of technical person-
nel, which means that new technology can be adapted relatively quickly. On the 
other hand, countries in which a large fraction of the population has less than an 
elementary-level education must train workers and then keep those workers from 
migrating to industrial countries, where their salaries are likely to be much higher.

4.b.3. Foreign Exchange Earnings Developing countries expect foreign 
in vestment to improve their balance of  payments. The assumption is that 
multinational firms located inside the developing country will increase ex-
ports and thus generate greater foreign currency earnings that can be used for 
imports or for repaying foreign debt. But this scenario does not unfold if  
the foreign investment is used to produce goods primarily for domestic con-
sumption. In fact, the presence of  a foreign firm can create a larger deficit in 
the balance of  payments if  the firm sends profits back to its industrial coun-
try headquarters from the developing country and the value of  those profits 
exceeds the value of  the foreign exchange earned by exports.

4.c. Foreign Aid
Official foreign savings are usually available as either outright gifts or low-
interest-rate loans. These funds are called foreign aid. Large countries, like 
the United States, provide much more funding in terms of  the dollar value 
of  aid than do small countries. However, some small countries—for example, 
the Netherlands and Norway—commit a much larger percentage of  their 
GNP to foreign aid.

Foreign aid can take the form of cash grants or transfers of goods or technol-
ogy, with nothing given in return by the developing country. Often foreign aid 
is used to reward political allies, particularly when those allies hold a strategic 
military  location. Examples of this politically inspired aid are the former Soviet 
support of Cuba and U.S. support of Turkey.

Foreign aid that flows from one country to another is called bilateral aid. 
Governments typically have an agency that coordinates and plans foreign aid 
programs and expenditures. The U.S. Agency for International Development 
(USAID) performs these functions in the United States. Most of the time bilat-
eral aid is project oriented, given to fund a specific project (such as an educa-
tional  facility or an irrigation project).

Food makes up a substantial portion of bilateral aid. After a bad harvest or 
a natural disaster (drought in the Sudan, floods in Bangladesh), major food-
producing nations help feed the hungry. Egypt and Bangladesh were the leading 
recipients of food aid during the late 1980s. In the early 1990s, attention shifted to 

foreign aid: gifts or 
low-cost loans made to 
developing countries from 
official sources

bilateral aid: foreign aid 
that flows from one country 
to another
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SUMMARY

1  | How is poverty measured? 

 •  Poverty usually is defined in an absolute sense as 
the minimum income needed to purchase a minimal 
 standard of living and is measured by per capita 
GNP or GDP. §1.a

 •  Some economists and social scientists use a quality-
of-life index to evaluate standards of living. §1.b

2  | Why are some countries poorer than others? 

 •  Both political obstacles (lack of skilled officials, 
 instability, corruption, and constraints imposed by 
special interest groups) and social obstacles (cultural 

attitudes that discourage entrepreneurial activity 
and encourage rapid population growth) limit eco-
nomic growth in developing countries. §2.a, 2.b

3  | What strategies can a nation use to increase its 
economic growth?

 •  Inward-oriented development strategies focus on 
 developing a domestic manufacturing sector to 
 produce goods that can substitute for imported 
 manufactured goods. §3.a

 •  Outward-oriented development strategies focus on 
 producing manufactured goods for export. §3.b

Somalia. The major recipients of food aid change over time, as nature and politi-
cal events  combine to change the pattern of hunger and need in the world.

The economics of food aid illustrates a major problem with many kinds of 
 charity. Aid is intended to help those who need it without interfering with do-
mestic  production. But when food flows into a developing country, food prices 
tend to fall, pushing farm income down and discouraging local production. 
Ideally, food aid should go to the very poor, who are less likely to have the in-
come necessary to purchase domestic production anyway.

Foreign aid does not flow directly from the donors to the needy. It goes through 
the government of the recipient country. Here we find another problem: the 
 inefficient and sometimes corrupt bureaucracies in recipient nations. There have 
been cases where recipient governments have sold products that were intended 
for free  distribution to the poor. In other cases, food aid was not distributed be-
cause the recipient government had created the conditions leading to starvation. 
The U.S. intervention in Somalia in 1993 was aimed at helping food aid reach the 
starving population. In still other cases, a well-intentioned recipient government 
simply did not have the resources to distribute the aid, so the products ended up 
largely going to waste. One response to these problems is to rely on voluntary 
agencies to distribute aid. Another is to rely on multilateral agencies.

Multilateral aid is provided by international organizations that are supported 
by many nations. The largest and most important multilateral aid institution is 
the World Bank. The World Bank makes loans to developing countries at below-
market rates of interest and oversees projects in developing countries that it has 
funded. As an international organization, the World Bank is not controlled by 
any single country. This allows the organization to advise and help developing 
countries in a nonpolitical way that is usually not possible with bilateral aid.

multilateral aid: aid 
provided by international 
organizations that are 
supported by many nations

R E C A P

1. Private sources of foreign savings include direct investment, portfolio 
 investment, commercial bank loans, and trade credit.

2. Developing countries can benefit from foreign investment through new 
jobs, the transfer of technology, and foreign exchange earnings.

3. Foreign aid involves gifts or low-cost loans that are made available to 
 developing countries by official sources.

4. Foreign aid can be provided bilaterally or multilaterally.
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 •  The growth rates of outward-oriented economies 
are significantly higher than those of inward-ori-
ented economies. §3.c

4  | How are savings in one nation used to speed 
development in other nations?

 •  Private sources of foreign savings include direct 
investment, portfolio investment, commercial bank 
loans, and trade credit. §4.a

 •  Foreign investment in developing countries can 
 increase their economic growth by creating jobs, 
 transferring modern technology, and stimulating 
 exports to increase foreign exchange earnings. §4.b

 •  Official gifts or low-cost loans made to developing 
countries by official sources are called foreign aid. §4.c

 •  Foreign aid can be distributed bilaterally or 
 multilaterally. §4.c

KEY TERMS

expropriation §2.a.2

primary product §3.a

import substitution §3.a

export substitution §3.b

terms of trade §3.c

dual economy §3.c

foreign direct investment §4.a

portfolio investment §4.a

commercial bank loan §4.a

trade credit §4.a

foreign aid §4.c

bilateral aid §4.c

multilateral aid §4.c

 1. What are basic human needs? Can you list additional 
needs besides those considered in the chapter?

 2. Per capita GNP or GDP is used as an absolute 
measure of poverty.
a. What are some criticisms of using per capita GNP 

as a measure of standard of living?
b. Do any of these criticisms also apply to a quality-

of-life index?

 3. In many developing countries, there are economists 
and politicians who were educated in industrial 
countries. These individuals know what policies 
would maximize the growth of their countries, but 
they do not implement them. Why not?

 4. Suppose you are a benevolent dictator who can 
impose any policy you choose in your country. If  
your goal is to accelerate economic development, 
how would you respond to the following problems?
a. Foreign firms are afraid to invest in your coun-

try because your predecessor expropriated many 
foreign-owned factories.

b. There are few entrepreneurs in the country.
c. The dominant domestic religion teaches that the 

accumulation of wealth is sinful.
d. It is customary for families to have at least six 

children.

 5. What effect does population growth have on 
economic development?

 6. Why have most developing countries followed 
inward-oriented development strategies?

 7. Why is an outward-oriented development strategy 
likely to allocate resources more efficiently than an 
inward-oriented strategy?

 8. Who benefits from an import-substitution strategy? 
Who is harmed?

 9. If  poverty is a relative concept, why don’t we define 
it in relative terms?

 10. “The poor will always be with us.” Does this 
statement have different meanings depending on 
whether poverty is interpreted as an absolute or a 
relative concept?

 11. How do traditional societies answer the questions 
What to produce?, How to produce?, and For whom to 
produce?

 12. What are the most important sources of foreign 
savings for developing countries? Why don’t develop-
ing countries save more so that they don’t have to 
rely on foreign savings for investment?

 13. Private foreign investment and foreign aid are 
sources of savings to developing countries. Yet each 
has been controversial at times. What are the 
potential negative effects of private foreign investment 
and foreign aid for developing countries?

 14. Why do immigrants often play an important role in 
 developing the economies of poor nations?

 15. How does a nation go about instituting a policy of 
import substitution? What is a likely result of such a 
policy?

EXERCISES

You can find further practice tests in the Online Quiz at www.cengage.com/economics/boyes.

www.cengage.com/economics/boyes


Economically
Speaking

The delivery of food aid to de-
veloping countries seems like 
an uncontroversial policy—a 

straightforward effort that helps the 
poor and underscores the generos-
ity of donor nations. Yet economists 
have long debated the merits of food 
aid. By increasing the local supply 
of food, such aid may depress prices 
and thus undercut the income of 
rural farmers in the recipient nations, 
for example; it also may discourage 
local production. And, since the 
poor often are concentrated in rural 
areas, food aid in fact may dispro-
portionately hurt the poor.

NBER researchers James 
Levinsohn and Margaret McMillan 
tackle this debate in “Does Food Aid 
Harm the Poor? Household Evidence 
from Ethiopia.”* The impact of lower 
food prices on the poor, they reason, 
hinges on whether poor households 
tend to be net buyers or net sellers of 
food. The authors seek to answer this 
question by examining consumption 
and expenditures survey data from 
both urban and rural households in 
Ethiopia. They focus on Ethiopia 
because it receives more food aid 
than almost any other nation in the 
world, but also because it is widely 
recognized that raising the produc-
tivity and profitability of small-scale 
Ethiopian farmers is essential to re-
ducing poverty in the country.

Food aid can take several forms, 
but some portion of  all types of 
food aid (including emergency relief  
aid) is eventually sold in local mar-
kets and thus competes with domes-
tic producers. Therefore, food aid 
will benefit Ethiopia’s net food buy-
ers and hurt its net food sellers. To 
carry out their study, Levinsohn and 
McMillan merge data from two na-
tionally representative surveys and 
create a data set of 8,212 urban and 
8,308 rural Ethiopian households.

Since wheat is the only cereal 
 imported in the form of food aid, it 
is the 12 percent of rural households 
that report income from wheat that 
stand to gain most from price in-
creases and lose most from price 
declines.

The authors classify households 
as either net buyers of wheat (if they 
buy more than they sell) or net sellers. 
To determine the poverty impact of 
food aid, they also classify the house-
holds by expenditure per capita and 
assess whether the poor households 
are net buyers or sellers of  food. 
Finally, they estimate the magnitude 
of the price changes caused by food 
aid and hence the welfare effects of 
an increase in the price of food.

Levinsohn and McMillan offer 
several conclusions. First, net buy-
ers of  wheat are poorer than net 
sellers of wheat in Ethiopia. Indeed, 

roughly 85 percent of  the poorest 
households are net buyers of wheat. 
Second, there are more buyers of 
wheat in Ethiopia than sellers of 
wheat at all levels of  income—an 
important result because it means 
that at all levels of living standards, 
more households benefit from food 
aid (and the subsequent reduction 
in wheat prices) than are hurt by it. 
Third, the proportion of net sellers 
is increasing in living standards, and 
fourth, poorer households (in rural 
and in urban areas) benefit propor-
tionately more from a drop in the 
price of  wheat. “In light of  this 
evidence,” the authors conclude, “it 
appears that households at all levels 
of income benefit from food aid and 
that—somewhat surprisingly—the 
benefits go disproportionately to 
the poorest households.”

Levinsohn and McMillan esti-
mate that, in the absence of  food 
aid, the price of wheat in Ethiopia 
would be $295 per metric ton, com-
pared to an actual price of $193 per 
metric ton. . . .

Carlos Lozada

* “Does International Food Aid Harm 
the Poor?” NBER Working Paper 
11048, http://www.nber.org/digest/
mar05/w11048.html.

Does International Food Aid Harm the Poor?

http://www.nber.org/digest/mar05/w11048.html
http://www.nber.org/digest/mar05/w11048.html


397

Commentary

Hunger is a serious global problem that has 
long commanded economists’ attention. One 
 approach to reducing hunger in poor countries 

has been  shipments of  food from rich countries. Yet 
simply  delivering free food to countries suffering from 
famine may not be the best solution.

Famines do not necessarily imply a shortage of food. 
Instead, famines sometimes represent shortfalls in the 
 purchasing power of the poorest sectors of society. In 
many cases, grants of income are a better means of al-
leviating famines than grants of food.

We can understand this argument using demand 
and  supply analysis. In the following two diagrams, we 
 represent the demand for food and the supply of food 
in a  famine-stricken country that is receiving aid. In 
each  diagram, the demand curve D1 intersects the supply 
curve S1 at an equilibrium quantity of food Q1, which 
represents a subsistence level of food consumption. The 
equilibrium depicted in each graph is one in which, in the 
absence of aid, a famine would occur.

The first graph illustrates the effects of providing aid 
in the form of food. The food aid increases the available 
supply of food, which is shown by an outward shift of 
the supply curve to S2. The effect of this aid is to increase 

the equilibrium quantity of  food (Q2) and lower the 
equilibrium price (P2). The lower price of food will ad-
versely affect the income of domestic producers. Domestic 
producers will thus attempt to grow other crops or to 
search for sources of income other than growing food 
if  they cannot receive enough money for their produce. 
As the amount of domestic food production falls, the 
country becomes more dependent on imports of food. 
In the article, we are told that wheat prices would have 
been about $100 a ton (or 1

3) higher if  Ethiopia had not 
received shipments of free wheat to help alleviate hunger. 
Such higher wheat prices would have surely resulted in 
more farmers growing wheat.

The second graph illustrates the effect of income aid 
for the famine-stricken country. The aid is depicted by a 
shift in the demand curve to D2. As with food aid, this 
relief   allows consumption to rise to a point above the 
subsistence level. The effects of this aid on domestic food 
producers, however, are quite different. The price of food 
rises, and thus domestic food producers are not hurt by 
the aid package. As a result, aid in the form of income 
does not cause disincentives for production. An increase 
in domestic food production also serves to make a coun-
try less dependent on food imports.
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1  | What is globalization?

2  | What are the arguments against globalization?

3  |  What are the arguments in support of 
globalization?

4  |  How has globalization affected economic growth 
and poverty?

5  |  Can recent financial crises be linked to 
globalization?

Fundamental Questions

Globalization

Chapter 18

In every chapter we have discussed the international aspects of the topics covered. 

 However, we have not yet considered the implications of closer links between econo-

mies internationally. The so-called globalization of the world’s economies has become 

an issue that is rich in controversy. Thousands have gathered to protest globalization 

in  Washington, D.C., and Seattle in the United States; in Johannesburg, South Africa; in 

Davos, Switzerland; and in many other places. This chapter will provide an introduction 

to the potential costs and benefits of globalization and offer an analysis of the historical 

record regarding the effects of globalization.

It is important to recognize that the debate over globalization continues and that it has 

political and social as well as economic dimensions. Intelligent people disagree about 

the impact of globalization on rich as well as poor countries. The reader should keep in 

mind that the issue is unsettled, and much can change in the coming years.

© Bartlomiej K. Kwieciszewski/Shutterstock
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■ 1. The Meaning of Globalization
Globalization is characterized by an increased cross-border flow of trade in 
goods, services, and financial assets, along with an increased international mo-
bility of technology, information, and individuals. As globalization progresses, 
countries become less isolated so that we can think more in terms of a global 
economy and its implications for individuals and nations.

1.a. Globalization Is Neither New nor Widespread
Globalization is not new. The forces that drive globalization have existed as 
long as humans have been around. Everyone has a natural desire to improve 
his or her well-being, so interest in trade has always existed. As we learned 
in earlier chapters, trade based on comparative advantage raises living stan-
dards. Even primitive societies engaged in trade so that their living standards 
would be higher than would otherwise have been possible. As circumstances 
permitted a greater range of  travel, trade with more remote regions became 
possible. International trade is not a new phenomenon. World trade as a frac-
tion of  world GDP was about the same at the end of  the nineteenth century 
as it is today. However, between World War I and World War II, the value of 
international trade plummeted. Then, in the postwar era, international trade 
rose substantially. Thus, the view that the growth of  world trade is something 
new is true only in the shortsighted view of  the world since the 1950s.

Globalization is not yet a truly global phenomenon. Some countries have 
remained largely closed to the rest of the world. These are mostly the world’s 
poorest countries. If  a government follows policies that work against economic 
integration with other countries, international trade and investment will not ma-
terialize. Former U.N. Secretary General Kofi Annan stated, “The main losers in 
today’s very unequal world are not those that are too exposed to globalization, 
but those who have been left out.” Yet, as we shall see, globalization is controver-
sial, as not everyone benefits and some groups are made worse off than they were 
when they were more shielded from integration with the rest of the world.

The movement of  people across international borders is greatly limited by 
government policies. There was much more immigration in the nineteenth and 
early twentieth centuries than there is at the present time. Barriers to immigra-
tion are high today, and workers generally cannot move freely from country to 
country. This was not always the case. In 1900, 14 percent of  the U.S. popula-
tion was born in a foreign country. Today that number is 8 percent. However, 
there are some multinational agreements that permit international movements 
of  workers. An important example is the European Union (EU). Within the 
EU, there is free mobility of  labor. Of  course, this does not mean that there 
are widespread relocations of  workers from, say, Germany to Italy. Family, 
language, and customs tie people to particular areas, so that the fact that 
people have the right to move does not mean that large numbers of  them will 
actually do so. This is analogous to workers in the United States, who have the 
right to move anywhere in the country but many of  whom choose to stay in a 
particular area because they have personal ties to that area.

1.b. The Role of Technological Change
The pace of globalization has been driven by technological change. International 
trade and the movement of people are facilitated by falling transportation costs. 

1  |  What is globalization?
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It is estimated that the real cost of ocean freight transport fell by 70 percent 
between 1920 and 1990.

International communication is enhanced by reductions in the cost of com-
munications. Measured in 2000 U.S. dollars, a three-minute telephone call from 
New York to London cost $60.42 in 1960 and $.40 in 2000. The reduction in 
communication costs has made possible global interactions that were at best a 
dream just a few decades ago.

The development of fast, modern computers allows information to be pro-
cessed at speeds that were unimaginable just a generation ago. As a result, tech-
nology is shared more efficiently, so that management of business operations 
can extend more easily to far-flung locations, and complex transactions can be 
completed in a fraction of the time that was once required. Technological prog-
ress in the computer industry is truly amazing. A computer that would sell for 
$1,000 today would have cost $1,869,004 in 1960.

The fact that globalization has progressed at an uneven rate over time is due 
to the uneven pace of technological change, in addition to important events, 
such as war, that disrupt relationships among nations.

1.c. Measuring Globalization
There are many alternatives for measuring how globalized the world and indi-
vidual nations are. One useful ranking is provided by the KOF Swiss Economic 
Institute. It ranks countries in terms of three broad categories:

Economic globalization:  long distance flows of goods, capital, and services as 
well as information and perceptions that accompany market exchanges 
Social globalization:  spread of ideas, information, images, and people
Political globalization:  diffusion of government policies (measured by things 
like number of embassies in a country, membership in international organi-
zations, participation in U.N. peace missions, and similar concepts).

Table 1 shows the rankings for several countries. Note that poor countries 
tend to be missing from the top rank of globalized countries. These countries 
have few foreign workers and relatively low amounts of international commu-
nications and contact. They also have relatively low levels of Internet use, as a 
large segment of the population does not have access to computers or the train-
ing to use computers in daily life.

The more globalized an economy, the greater its links with the rest of the world. 
The aftermath of the terrorist attacks in the United States on September 11, 2001, 
showed how measures of globalization may be affected by important events. World 
trade fell after the attacks, as did global foreign direct investment. International 
travel and tourism dropped in 2002 for the first time since 1945. However, political 
engagement increased as a result of multinational efforts aimed at combating ter-
rorism. The number of countries participating in U.N. peacekeeping missions in-
creased. The volume of international telephone calls increased substantially. The 
increase in telephone use may have been partly due to the drop in international 
travel. If people choose not to travel for personal or business reasons because of 
safety concerns, they may be more likely to have telephone conversations with the 
parties they otherwise would have visited in person. In addition, the number of 
Internet users grew 22 percent in 2002, with China alone adding 11 million new 
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TABLE 1 Globalization Rankings

 Globalization Economic Social Political
Country Index Country Globalization Country Globalization Country Globalization

Belgium 91.51 Singapore 96.67 Luxembourg 93.87 France 98.03

Ireland 91.02 Luxembourg 93.43 Switzerland 93.85 Italy 97.04

Netherlands 89.92 Ireland 92.63 Ireland 92.96 Belgium 97.01

Switzerland 89.87 Malta 92.63 Antigua and 91.90 Austria 96.85
Austria 89.14 Belgium 91.63  Barbuda  Sweden 96.64

Sweden 88.68 Netherlands 91.30 Cyprus 91.72 Spain 95.22

Denmark 87.37 Estonia 90.35 Puerto Rico 90.66 Switzerland 95.11

Canada 86.32 Hungary 90.22 Singapore 90.65 Canada 94.90

Luxembourg 86.28 Bahrain 88.37 Austria 90.62 United States 94.05

Hungary 85.15 Sweden 88.11 Grenada 88.53 Poland 93.88

Czech 84.65 Cyprus 86.74 Belgium 88.12 Netherlands 93.61

 Republic  Czech 86.58 Malta 87.99 Egypt, 93.35

New Zealand 84.55  Republic  New Zealand 87.24  Arab Rep. 

Finland 84.19 Denmark 85.49 Canada 87.22 Denmark 93.13

Singapore 84.07 Chile 85.48 Slovenia 86.51 Germany 92.80

Portugal 83.92 New Zealand 85.20 Netherlands 86.37 Argentina 92.78

France 83.68 Portugal 84.96 Denmark 85.81 Greece 92.20

Estonia 83.45 Israel 84.96 Sweden 84.52 Brazil 92.15

Spain 82.94 Finland 84.69 Estonia 84.13 Portugal 92.11

Cyprus 83.70 Slovak 84.13 United 83.65 Turkey 91.72

Slovenia 82.40  Republic   Kingdom  India 91.65

Norway 82.27 Austria 83.04 Bahamas, The 82.97 Hungary 91.63

Germany 81.75 Iceland 82.90 Iceland 82.72 Romania 90.88

Malta 81.24 Switzerland 82.73 New Caledonia 82.59 Australia 90.65

Slovak 81.24 Latvia 82.60 Croatia 82.57 Nigeria 89.95

 Republic  Panama 81.65 Germany 82.37 Finland 89.92

Croatia 80.61 Spain 80.95 Norway 81.98 Japan 89.42

Australia 80.49 Canada 80.29 Latvia 81.73 Norway 89.26

United 79.31 Slovenia 80.26 French 81.24  

 Kingdom  Lithuania 80.24  Polynesia  Morocco 89.25

Italy 78.80 United 79.30 France 81.22 Pakistan 88.81

Lebanon 78.56  Kingdom  Czech 80.43  

Poland 77.96 Jamaica 78.51  Republic  Czech 88.53

    Finland 80.29  Republic 

Source: KOF Index of Globalization, http://www.kof.ethz.ch/globalization.

http://www.kof.ethz.ch/globalization.
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R E C A P

1. Globalization is characterized by an increased flow of trade in goods, 
services, and financial assets across national borders, along with increased 
international mobility of technology, information, and individuals.

2. The process of globalization is not new, but it accelerated after World War II.

3. Technological advances play an important role in determining the pace of 
globalization.

4. Measuring globalization involves measurement of the international move-
ments of goods, services, financial assets, people, ideas, and technology.

■ 2. Globalization Controversy
Globalization has stimulated much controversy in recent years. Massive demon-
strations have been held to coincide with meetings of the World Trade Organization 
(WTO), the International Monetary Fund (IMF), the World Bank, and other 
gatherings of government and business leaders dealing with the process of de-
veloping international trade and investment. The two sides see globalization in a 
very different light. On one side are the critics of globalization, who believe that 
free international trade in goods and financial assets does more harm than good. 
On the other side are the supporters of free international trade, who believe that 
globalization holds the key to increasing the living standards of all the world’s 
people. We will review the arguments on both sides.

2.a. Arguments Against Globalization
Critics of globalization view it as a vehicle for enriching corporate elites, to 
the detriment of  poor people and the environment. In this view, the major 
international organizations are tools of corporations, whose aim is to increase 
corporate profits at the expense of people and the environment. Rather than 
being a democratic system in which the majority of people are involved in eco-
nomic decision making, globalization is seen by critics as a force that reduces 
the influence of people at the local level, with power being taken by the global 
elites, represented by rich corporations and their government supporters. A few 
specific criticisms associated with the antiglobalization movement follow.

2.a.1. “Fair,” Not “Free,” Trade Critics argue that free trade agreements put 
people out of jobs. When goods are produced by the lowest-cost producer, people 
working in that industry in less competitive countries will no longer be employed. 
If foreign competition were limited, then these jobs would be saved. In addition, 
free trade may encourage governments to participate in a “race to the bottom,” with 
environmental safeguards and workers’ rights being ignored in order to attract the 
investment and jobs that come from a concentration of production based upon 

2  |  What are the 
arguments against 
globalization?

“race to the bottom”: 
the argument that with 
globalization, countries 
compete for international 
investment by offering 
low or no environmental 
regulations or labor 
standards

users. So major events like the terrorist attacks of September 2001 may suppress 
some measures of globalization while increasing others. This serves as a good re-
minder to take a broad view when measuring globalization rather than narrowly 
focusing on one or two measures.
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comparative advantage. International trade agreements are seen as roadblocks to 
democratic decision making at the local level, as they transfer power away from 
local authorities to multinational authorities.

2.a.2. International Organizations Serve Only the Interests of 
Corporations An example of  this argument is the assertion that the World 
Trade Organization, or WTO, is a tool of  corporations, and that interna-
tional trade agreements negotiated and enforced through the WTO are used 
to generate corporate profits against the interests of  the citizens of  the world. 
The Global Business Insight “The World Trade Organization” provides 
background information on the nature of  this organization and its duties. 
International organizations like the WTO are used as platforms for insti-
tuting rules for international trade. Thus, an individual who is against free 
international trade would also be critical of  organizations whose aim is the 
promotion of  free trade. The WTO, the IMF, and the World Bank are viewed 
as undemocratic organizations that have assumed powers over economic de-
cision making that rightly belong to local authorities.

2.a.3. Globalization Occurs at the Cost of Environmental Quality As stated 
earlier, critics of globalization fear a “race to the bottom,” in which governments 
block costly regulations related to environmental quality in order to provide a 
cheaper location for large global firms seeking manufacturing facilities. If the rich 
countries impose costly regulations on manufacturers, then these firms will shift 
production to poor countries that are willing to trade environmental degradation 
for jobs and higher incomes. Related to this issue is World Bank financing for re-
source extraction projects, such as mining or oil and gas extraction. Such projects 

The World Trade Organization

The World Trade Organization (WTO) is an international 
organization with 153 member countries, established in 
1995 and headquartered in Geneva, Switzerland. The 
job of the WTO is to provide a venue for negotiating 
international trade agreements and then to enforce 
these global rules of international trade. The WTO 
trade agreements are negotiated and signed by a large 
majority of the world’s nations. These agreements are 
contracts covering the proper conduct of international 
trade. An important role of the WTO is the settlement of 
trade disputes between countries. An example of such a 
dispute involved bananas and the European Union (EU). 
The EU restricted banana imports to bananas from only 

a few countries that were former European colonies. As 
a result, the price paid for bananas in European markets 
was about twice the price of bananas in the United 
States. The world’s largest banana companies, Dole, 
Chiquita, and Del Monte, headquartered in the United 
States, complained that they were being harmed be-
cause their bananas, which came from other countries in 
Central and South America, were excluded from the EU 
system, which favored a few former colonies. The WTO 
ruled that the EU restrictions on banana imports were 
harmful and against the rules of trade to which all na-
tions had agreed. This is but one example of the role of 
the WTO in promoting fair and free international trade.

Global Business Insight
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are seen as benefiting the corporations that receive contracts for work related to 
the projects, while environmental destruction is a little-considered by-product. 
World Bank funding for large dams is also seen as harmful, as these projects 
frequently involve the relocation of large numbers of poor people, who lose what 
modest living arrangements they had.

2.a.4. Globalization Encourages Harmful Labor Practices This argument 
is based upon a belief  that multinational corporations will locate where wages 
are cheapest and workers’ rights weakest. In these settings, on-the-job safety is 
ignored, and workers who are injured or ill are likely to be dismissed without 
any compensation. Furthermore, critics believe that globalization may result in 
the worst employment practices, such as child labor or prisoner labor. If  such 
practices are allowed in poor countries, then the industrial countries will suf-
fer follow-on effects as workers in rich countries lose their jobs to workers in 
countries where there are no worker protection regulations, no minimum wages, 
and no retirement plans, and where employers must pay nothing more than the 
minimum necessary to attract an employee.

2.b. Arguments in Favor of Globalization
Globalization’s supporters believe that free trade and international investment 
result in an increase in living standards in all countries. Of course, some individu-
als and firms are harmed by the globalization process. Those industries that exist 
in a country only as a result of protection from foreign competitors will suffer 
when that country’s markets are opened to the rest of the world. Yet the few who 
suffer are small in number relative to the many who benefit from the advantages 
that globalization provides. This section will consider each of the criticisms men-
tioned in the prior section and present the alternative view of those who support 
globalization.

2.b.1. Free Trade Helps Developing Countries As just discussed, opening 
markets to free trade will usually harm some individuals and firms. But support-
ers of globalization believe that the benefits of globalization for all consumers 
greatly outweigh the costs of providing a social safety net for those who lose their 
jobs as a result of opening markets to global competitors. Developing countries 
have much to gain from free trade. Restrictions on trade in rich countries are 
often aimed at the products that poor countries can produce most efficiently. 
For instance, textile imports are restricted by the United States, and this harms 
many developing countries that could provide clothing and fabrics to the United 
States at a lower cost than U.S. producers can. The European Union restricts 
imports of agricultural products in order to increase the incomes of European 
farmers. If  such restrictions were lifted, incomes in poor countries would rise 
substantially. Supporters of  globalization believe that free trade agreements 
administered by the WTO can offer great benefits to poor countries.

2.b.2. International Organizations Represent Governments and 
People Supporters of globalization argue that international organizations of-
fer all countries a platform for expressing their dissatisfaction with economic and 
social conditions and provide a mechanism for change. Without organizations 
like the IMF, World Bank, United Nations, and WTO, there would be no op-
portunities for representatives of all nations to come together to discuss needed 
changes in the global economy. These organizations also provide for transfers of 

3  |  What are the 
arguments in support 
of globalization?
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funds from rich to poor countries that would not occur in an ongoing manner 
in the absence of such organizations. International organizations are funded 
by governments, not corporations. Representatives of the government of each 
member nation participate in the decision making at each organization. This 
suggests that if  international organizations have followed unwise policies, the 
most effective path for change would be putting political pressure on national 
governments to support policies that open markets for the goods of poor coun-
tries as well as rich countries.

2.b.3. The Connection Between Globalization and Environmental Harm Is 
Weak Supporters of globalization argue that there is no evidence of a “race to 
the bottom” in which multinational firms move production to countries with lax 
environmental standards. Looking at the globalization rankings in Table 1, the 
countries at the top of the list tend to have more stringent environmental regula-
tions than do less open economies. Figure 1 plots a country’s globalization score 
against a ranking of environmental quality, where the country’s environmental 
performance is determined by its rankings in terms of the quality of its air and 
water, its protection of land, and its impact on climate change through carbon 
dioxide emissions. The figure plots data for those countries ranked in the top 
30 and bottom 30 on the environmental quality scale that also have globaliza-
tion rankings. The higher the number for a country, the  better its environmental 
ranking or the greater its globalization. Figure 1 indicates that, in general, the 
more globalized the country, the better its environmental quality. For instance, 
Switzerland has the highest ranking in terms of environmental quality, and it is 
also the most globalized economy. Niger is the lowest ranked in environmental 
quality and is also ranked low in terms of globalization. The scatter of the coun-
tries plotted in Figure 1 suggests that an upward-sloping line would represent 
the relationship between globalization and environmental quality well.

The high environmental quality 

in Switzerland results in many 

beautiful natural settings like this 

castle set on Lake Geneva. 
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In addition, there are many cases of  environmental degradation associ-
ated with countries that are closed to economic relations with the rest of 
the world. The governments of  the former Communist countries of  eastern 
Europe displayed the greatest disregard of  the environment of  any group of 
nations in  modern times. As these nations globalize as part of  the transition 
away from socialism, they are attracting foreign direct investment from rich 
countries, which has transferred cleaner technology to eastern Europe and 
improved environmental quality.

One of  the major assumptions made by critics of  globalization is that mul-
tinational firms will locate production units in developing countries, employ 
local resources, and then sell the products in the rich countries. This may be 
typical of  certain industries, such as the production of  shoes or clothing. 
However, increasingly, multinational firms’ production is aimed at supplying 
local markets. The U.S. Department of  Commerce found that more than 60 
percent of  the production of  U.S. firms’ subsidiaries in developing countries 
was sold in the local market where the production occurred. A look at the 
global firms that have raced to invest in China indicates that the prospect 
of  selling to the massive Chinese market is the attraction for much of  this 
investment. In this situation, governments do not need to offer a lack of  en-
vironmental standards in order to attract multinational firms.

2.b.4. Does Globalization Encourage Harmful Labor Practices? Supporters 
of globalization argue that there is no evidence of a “race to the bottom” in labor 
standards. In fact, multinational firms tend to pay higher wages than local firms 

Globalization and Environmental QualityFIGURE 1

Source: Globalization data are drawn from KOF Index of Globalization, http://www.kof.ethz.ch/globalization. Environmental quality rankings are 
the “Environmental Performance Index” from www.yale.edu/epi.
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and tend to provide greater benefits for workers than existed in the country prior 
to globalization. At a basic level, if  a worker freely accepts employment, that 
worker must be better off than he or she would be with the next best alternative. 
So even though wages in, for instance, Vietnam may be much lower than those 
in western Europe or North America, this is not evidence that workers are being 
exploited. The local wages across the Vietnamese economy are lower than those 
in, say, France or Canada. The workers who accept employment at a factory in 
Vietnam operated by a multinational firm prefer such work to working in agri-
culture at much lower wages. It is common to find long waiting lists of workers 
who want jobs at multinational firms’ factories in developing countries. Rather 
than exploitation, this suggests that globalization is raising living standards and 
making people better off.

■ 3.  Globalization, Economic Growth, 
and Incomes

The increased integration of the world’s economies has been associated with 
economic growth and reduction of poverty in most countries. The so-called 
Asian tigers—Hong Kong, Korea, Singapore, and Taiwan—underwent the pro-
cess of opening their economies in the 1960s and 1970s and experienced rapid 
growth and dramatic increases in their living standards. Nowadays, these coun-
tries are sometimes referred to as “newly industrialized countries,” or NICs. 
More recently, several other countries have been through the globalization pro-
cess. Figure 2 shows the NICs and the post-1980 globalizers. The 24 post-1980 
globalizers are spread around the world. One World Bank study tracked the 
performance of all of these countries over time to measure how globalization 
has affected them.1 The major conclusions of the study are as follows.

• Economic growth has increased with globalization. Average growth of  per 
capita GDP increased from 1.4 percent per year in the 1960s to 2.9 percent in 

R E C A P

1. Arguments against globalization include a concern that free trade is 
harmful to people, that international organizations serve only the interests 
of corporations, and that there is a “race to the bottom,” with countries 
offering lax regulation of environmental quality and labor standards in 
order to offer multinational firms better opportunities for profit.

2. Supporters of globalization argue that trade based on comparative advantage 
raises living standards everywhere; that international organizations are funded 
by governments, not corporations, and provide a formal mechanism for all 
governments to be represented and to push for change; and that environmen-
tal quality and welfare of workers actually improve with globalization.

4  |  How has globalization 
affected economic 
growth and poverty?

Asian tigers: Hong Kong, 
Korea, Singapore, and 
Taiwan, countries that 
globalized in the 1960s and 
1970s and experienced fast 
economic growth

NICs: newly industrialized 
countries

1David Dollar and Aart Kraay, “Trade, Growth, and Poverty,” World Bank Policy Research 
Department Working Paper No. 2615, 2001. For additional evidence and discussion, see 
“Globalization: Threat or Opportunity,” IMF Issues Brief, January 2002, and the articles on the 
IMF website Globalization: http://www.imf.org/external/np/exr/key/global.htm.

http://www.imf.org/external/np/exr/key/global.htm.
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the 1970s to 3.5 percent in the 1980s to 5.0 percent in the 1990s. At the same 
time that these countries were increasing their growth rates, average annual 
per capita GDP growth in the rich countries fell from 4.7 percent in the 1960s 
to 2.2 percent in the 1990s. What makes this even more dramatic is the fact 
that nonglobalizing developing countries had average annual growth rates of 
only 1.4 percent during the 1990s.

• Income inequality has not increased. The benefits of  increased economic 
growth are widely shared in globalizing countries. An important exception to 
this finding is China, where income inequality has increased. However, govern-
ment policies in China that resulted in moving to free markets from socialism 
while restricting internal migration may have played a much bigger role in caus-
ing changes in the Chinese income distribution than globalization did.

• The gap between rich countries and globalized developing countries has shrunk. 
Some of the countries listed in Figure 2 were among the poorest countries in 
the world 25 years ago. The higher growth rates experienced by these countries 
have allowed them to gain ground on the rich countries.

• Poverty has been reduced. The fraction of the very poor, those who live on less 
than $1 per day, declined in the newly globalized economies. For instance, be-
tween the 1980s and the 1990s, the fraction of the population living on less than 
$1 per day fell from 43 percent to 36 percent in Bangladesh, from 20 percent to 
15 percent in China, and from 13 percent to 10 percent in Costa Rica.

The evidence from around the world indicates that the real losers in the glo-
balization of  the world economy are those countries that have not participated. 
They tend to be mired in a low-growth path, with enduring poverty and none 
of  the  benefits that globalization has conferred.

NICs and Post-1980 GlobalizersFIGURE 2
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■ 4. Financial Crises and Globalization 
The 1990s provided several dramatic episodes of  financial crises in devel-
oping countries, in which investors in these countries were punished with 
substantial losses and local businesses also suffered. In 2007–2008, a global 
financial crisis struck the developed countries and led to the worst recession 
since the Great Depression of  the 1930s. To understand the nature of  the 
developing market crises of  the 1990s, we will first look at some data that 
illustrate the severity of  the crises. Then we will analyze the reasons for the 
crises. It will be seen that globalization may have played a contributing role 
in these recent crises. Then we will extend the analysis to the global crisis of 
2007–2008 and consider what role globalization played. 

4.a. Crises of the 1990s
Table 2 provides summary data on some key economic indicators for coun-
tries that underwent severe crises. Crises occurred in Mexico in 1994–1995 
and in Southeast Asia—Indonesia, Korea, Malaysia, the Philippines, and 

R E C A P

1. Some studies have shown that globalization increases economic growth 
 without increasing income inequality within nations.

2. Some studies have shown that globalization narrows the income gap 
between rich and poor nations and reduces poverty.

5  |  Can recent financial 
crises be linked to 
globalization?

TABLE 2 Economic Conditions in Crisis Countries

 Short-Term External 
 Debt/Reserves Bank Loans/GDP Stock Market 
Country (year) (year) Returns (%) Exchange Rate

Mexico 230% (1993) 24% (1993) –29% 3.88 (12/94);
    6.71 (3/95)

Indonesia 226% (1996) 55% (1996) –40% 2,368 (1/97);
    9,743 (1/98)

Korea 300% (1996) 59% (1996) –26% 850 (1/97);
    1,694 (1/98)

Malaysia 42% (1996) 93% (1996) –57% 2.49 (1/97);
    4.38 (1/98)

Philippines 126% (1996) 49% (1996) –29% 26.3 (1/97);
    42.7 (1/98)

Thailand 103% (1996) 99% (1996) –30% 25.7 (1/97);
    52.6 (1/98)

Note: Data on short-term debt/reserves and bank loans/GDP come from Steven B. Kamin, “The Current International Financial Crisis: How 
Much Is New?” Journal of International Money and Finance, August 1999. Stock market returns and exchange rates are drawn from Yahoo! 
Finance, yahoo.com. Stock market returns are calculated for the six-month period following the onset of the crisis in each country. Exchange 
rates are the price of local currency per 1 U.S. dollar.
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Thailand—in 1997. The table shows that in the year prior to the crises, each of 
these countries except Malaysia owed substantial short-term debt to foreign-
ers. Short-term debt is debt that is due in less than one year. The table lists 
short-term debt as a fraction of reserves. International reserves were discussed 
in the chapter titled “Money and Banking,” where it was stated that these are 
assets that countries hold that can be used to settle international payments. The 
primary international reserve asset is foreign currency, mainly U.S. dollars. So 
except for Malaysia, all the countries affected by these crises owed more short-
term debt to foreigners than the value of their international reserves.

Table 2 also shows that bank loans were a sizable fraction of GDP in all the 
crisis countries except Mexico. This becomes a problem when business turns 
bad. If  the incomes of individuals and business firms are falling, then they 
will be less able to repay their loans to banks. As a result, the banks are also in 
trouble, and the result may be an economic crisis.

In each country, the stock market dropped dramatically. This is seen in Table 
2 as the percentage change in stock prices over the first six months following the 
onset of the crisis. Stock prices dropped by an amount ranging from 26 percent 
in Korea to 57 percent in Malaysia. Investors in each country lost huge amounts 
of wealth as a result of the rapid drop in the values of local firms.

Finally, Table 2 shows that the exchange rate against the U.S. dollar dropped 
substantially in each country. Exchange rates played a particularly large role in 
these financial crises and pointed out a vulnerability of small developing coun-
tries to globalization in terms of international capital flows.

4.b. Exchange Rates and Financial Crises
Each of the countries in Table 2 had a fixed exchange rate prior to the crisis 
period. The chapter titled “Monetary Policy” included a discussion of  how 
central banks must intervene in the foreign exchange market to maintain a fixed 
exchange rate. Here we can apply the same analysis to understand how a fixed 
exchange rate may contribute to financial crises. Figure 3 illustrates the situa-
tion for Mexico. The demand in this figure is the demand for dollars arising out 
of the Mexican demand for U.S. goods, services, and financial assets. The sup-
ply is the supply of dollars arising out of the U.S. demand for Mexican goods, 
services, and financial assets. Initially, the equilibrium is located at point A, 
where the exchange rate is 4 pesos per dollar and $10 billion are traded for pesos 
each day. If  there is concern that Mexican financial assets will fall in value, then 
investors will start to sell peso-denominated assets; they will then sell their pesos 
for dollars in order to buy dollar-denominated assets. This shifts the demand 
curve for dollars from D1 to D2. The new equilibrium would be at point B, with 
a depreciated peso exchange rate of 6 pesos per dollar and $15 billion per day 
being traded. To maintain a fixed exchange rate of 4 pesos per dollar and keep 
the private traders from shifting the equilibrium to point B, the central bank 
(Banco de Mexico) must intervene in the foreign exchange market by selling an 
amount of dollars equal to the excess of the private market demand for dollars 
over the amount that would yield equilibrium at point A. In the figure, we see 
that the new equilibrium with central bank intervention is at point C, where the 
central bank is selling $10 billion per day ($20–$10 billion) in order to maintain 
the exchange rate at 4 pesos per dollar.

If  the shift in private investors’ demand from D1 to D2 is not a temporary 
phenomenon, then this creates a problem for Banco de Mexico: It has a lim-
ited supply of  international reserves, including U.S. dollars. The intervention 
to support the fixed exchange rate involves selling dollars and buying pesos. 
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Eventually Banco de Mexico will exhaust its supply of  dollars, and it will 
then be forced to devalue the currency, letting the exchange rate adjust to the 
free market equilibrium of  6 pesos per dollar. Once speculators realize that 
the central bank is losing a substantial fraction of  its international reserves, 
a speculative attack may occur. This is the term given to a situation in which 
private speculators start selling even more pesos for dollars, expecting that the 
central bank will be forced to devalue the currency. If  a speculator sells pesos 
and buys dollars for a price of  4 pesos per dollar, and then the peso is deval-
ued to 6 pesos per dollar, that speculator can turn around and sell the dollars 
for pesos, receiving 6 � 4 � 2 pesos in profit for each dollar invested in the 
speculative activity. Of  course, once a speculative attack occurs, the demand 
for dollars shifts out even further, and the central bank will have to spend 
even more of  its international reserves to defend the fixed exchange rate.

Each of the international financial crises of the 1980s and 1990s involved a fixed 
exchange rate. In each case, once it became clear that the domestic currency was 
overvalued relative to its true free market value, speculative attacks occurred, and 
the central bank lost a sizable amount of its international reserves. With floating 

Foreign Exchange Market Intervention with a Fixed Exchange RateFIGURE 3

The demand is the demand for dollars arising out of the Mexican demand for U.S. goods, 
services, and financial assets. The supply is the supply of dollars arising out of the U.S. de-
mand for Mexican goods, services, and financial assets. Initially, the equilibrium is located at 
point A, where the exchange rate is 4 pesos per dollar and $10 billion are traded for pesos 
each day. If there is concern that Mexican financial assets will fall in value, then investors will 
start to sell peso-denominated assets and then will sell their pesos for dollars in order to buy 
dollar-denominated assets. This shifts the demand curve for dollars from D1 to D2. The new 
equilibrium would then be at point B, with a depreciated peso exchange rate of 6 pesos 
per dollar and $15 billion per day being traded. To maintain a fixed exchange rate of 4 pe-
sos per dollar and avoid private traders’ shifting the equilibrium to point B, the central bank 
(Banco de Mexico) must intervene in the foreign exchange market, selling dollars equal to the 
private market demand for dollars in excess of the amount that would yield an equilibrium 
at point A. In the figure, we see that the new equilibrium with central bank intervention is 
a point C where the central bank is selling $10 billion per day ($20–$10 billion) in order to 
 maintain the exchange rate at 4 pesos per dollar.
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or flexible exchange rates, the exchange rate changes every day with the free market 
forces of supply and demand, so that countries are not forced to intervene and 
spend their international reserves to maintain a fixed exchange rate. In this situa-
tion, a speculative attack cannot occur.

Once the currency has been devalued, it is common for some local busi-
ness firms to be driven into bankruptcy as a result of  the effect of  the de-
valuation on the value of their debt. This is because much borrowing is done 
in U.S. dollars. In Thailand, for instance, prior to the crisis of  1997, the 
Thai government had repeatedly stated that under no circumstances would 
it ever change the fixed exchange rate. Business firms, believing that the ex-
change rate between the Thai baht and the U.S. dollar would not change, 
borrowed in U.S. dollars, expecting that the dollars they borrowed and the 
dollars they would have to repay would be worth the same amount of baht. 
Imagine a firm that had a debt of  $1 million. Prior to the financial crisis 
that started in the summer of 1997, the exchange rate was about 25 baht to 
1 U.S. dollar. At this exchange rate, it would cost 25 million baht to repay $1 mil-
lion. By January 1998, the exchange rate was about 52 baht per dollar. Thus, 
the firm would find that the baht price of repaying $1 million had risen to 52 
million baht. The cost of repaying the dollar loan had more than doubled as a 
result of the currency devaluation. Because of such exchange rate changes, the 
financial crises of the 1990s had devastating effects on local businesses in each 
country. As business firms in these countries lost value, foreign investors who 
had invested in these firms also suffered large losses. The 1990s financial crises 
imposed huge costs on the global economy.

4.c. What Caused the Crises?
The prior section showed how a fixed exchange rate could contribute to a crisis. 
The crises of the 1990s taught economists some lessons regarding exchange rates 
and other factors that increased countries’ vulnerability to crises. Considerable 
resources have been devoted to understanding the nature and causes of finan-
cial crises in hopes of avoiding future crises and forecasting those crises that do 
 occur. Forecasting is always difficult in economics, and it is safe to say that there 
will always be surprises that no economic forecaster anticipates. Yet there are 
certain variables that are so obviously related to past crises that they may serve 
as warning indicators of potential future crises. The list includes the following:

• Fixed exchange rates. All of the countries involved in recent crises, including 
Mexico in 1993–1994, the southeast Asian countries in 1997, and Argentina in 
2002, had fixed exchange rates prior to the onset of the crisis. Generally, these 
countries’ macroeconomic policies were inconsistent with the maintenance of the 
fixed exchange rate, and when large devaluations ultimately occurred, domestic 
residents holding loans denominated in foreign currency suffered huge losses.

• Falling international reserves. The maintenance of fixed exchange rates may not 
be a problem. One way to tell if  the exchange rate is no longer an equilibrium rate 
is to monitor the country’s international reserve holdings (largely the foreign cur-
rency held by the central bank and the treasury). If the stock of international re-
serves is falling steadily over time, that is a good indicator that the fixed-exchange-
rate regime is under pressure and that there is likely to be a devaluation.

• Lack of transparency. Many countries in which there is a financial crisis suffer 
from a lack of  transparency in government activities and a lack of  public dis-
closure of  business conditions. Investors need to know the financial situation 
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of  firms in order to make informed investment decisions. If  accounting rules  
allow firms to hide the financial impact of  actions that would harm investors, 
then investors may not be able to adequately judge when the risk of  invest-
ing in a firm rises. In such cases, a financial crisis may come as a surprise to 
all but the insiders in a troubled firm. Similarly, if  the government does not 
disclose its international reserve position in a timely and informative manner, 
investors may be taken by surprise when a devaluation occurs. The lack of 
good information on government and business activities serves as a warning 
sign of  potential future problems.

This short list of warning signs provides an indication of the sorts of vari-
ables that an international investor must consider when evaluating the risks of 
investing in a foreign country. This list is also useful to international organiza-
tions like the International Monetary Fund when monitoring countries and 
advising them on recommended changes in policy.

So far we have not explicitly considered how globalization may contribute 
to crises. The analysis of Figure 3 provides a hint. If  there is free trading in a 
country’s currency and the country has globalized financial markets, so that 
foreign investors trade domestic financial assets, there is a greater likelihood of 
a crisis than in a country that is not globalized. The money that comes into the 
developing country from foreign investors can also flow back out. This points 
out an additional factor to be considered:

• Short-term international investment. The greater the amount of short-term 
money invested in a country, the greater the potential for a crisis if  investors 
lose confidence in that country. So if  foreigners buy large amounts of domestic 
stocks, bonds, or other financial assets, they can turn around and sell these as-
sets quickly. These asset sales will depress the value of the country’s financial 
markets, and as foreigners sell local currency for foreign currency, like U.S. 
dollars, the local currency will also fall in value. Too much short-term foreign 
investment may serve as another warning sign for a financial crisis.

Of course, a country can always avoid financial crises by not globalizing—
keeping its domestic markets closed to foreigners. However, such a policy costs 
more than it is worth. As discussed earlier in this chapter, globalization has paid 
off  by providing faster economic growth and reductions in poverty. To avoid 
globalization in order to avoid financial crises is to remain in poverty as the rest 
of the world grows richer. We should think of globalization and financial crises 
in these terms: A closed economy can follow very bad economic policies for a 
long time, and the rest of the world will have no influence in bringing about 
change for the better. A country with a globalized economy will be punished 
for bad economic policy as foreign investors move money out of the country, 
contributing to financial market crises in that country. It is not globalization 
that brings about the crisis. Instead, globalization allows the rest of the world to 
respond to bad economic policies in a way that highlights the bad policies and 
imposes costs on the country for following such policies. In this sense, globaliza-
tion acts to discipline countries. A country with a sound economic policy and 
good investment opportunities is rewarded with large flows of savings from the 
rest of the world to lower the cost of developing the local economy.

4.d. The Global Financial Crisis of 2007–2008
While the crises of the 1980s and 1990s were concentrated in developing coun-
tries, the global crisis that began in 2007 was concentrated in the developed 
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R E C A P

1. The 1990s saw financial crises in Mexico, Indonesia, Korea, Malaysia, the 
Philippines, and Thailand. 

2. Fixed exchange rates encouraged speculative attacks and ultimate devalua-
tions of the currencies of the countries involved in the 1990 crises.

countries. In fact, the crisis was initially referred to as the “sub-prime crisis,” 
a reference to the fact that defaults on high-risk mortgage loans in the United 
States were the first wave of the crisis. These were mortgages offered to cus-
tomers with inadequate income or poor credit histories, but the institutions 
that made the loans sold the mortgages to others and the true risk associated 
with the loans was not well understood. How did bad loans on U.S. mortgages 
translate into a global crisis? These mortgages were originally made by banks in 
the United States, but they were then packaged into bundles containing a large 
number of such mortgages and these bundles, called “securitized mortgages,” 
were then sold to other investors. The globalization of financial markets played 
a major role. In recent years, there has been more and more international in-
vestment, which includes investments by European banks in U.S. mortgages. So 
when the U.S. borrowers began to default in large numbers, not only were U.S. 
financial institutions incurring losses on the mortgages, but so were financial 
institutions in Europe. So the crisis that began in the U.S. home mortgage in-
dustry was transmitted across international borders. 

The financial crisis of 2007–2008 illustrated how important the integration 
of international financial markets could be in contributing to the spread of 
financial problems from one country to another. The answer is not less inter-
national investment, but better regulation of financial institutions to ensure 
prudent risk taking exists in the future. We want investment to flow where it is 
most productive, and this means that money should flow across international 
borders to find the best opportunities. There was much more than just interna-
tional investment in U.S. mortgages, and when the crisis began, such investment 
was cut back dramatically as financial institutions tried to reduce their losses. 

Once losses were sustained by financial institutions, they began to cut back 
their lending in other areas. This is referred to as deleveraging—reducing expo-
sure to risk associated with investments. The deleveraging of financial institu-
tions led to the financial crisis sometimes being referred to as the credit crisis, 
as credit was restricted and more difficult to obtain. Not only were banks less 
willing to lend to their household and business customers, they were also less 
willing to lend to other banks as they were not sure whether other banks would 
be able to repay loans. As lending was reduced, spending by households and 
business firms fell, and a global recession resulted. Of course, as jobs were lost 
and incomes fell, the recession resulted in more loan defaults as more and more 
households and businesses were unable to repay their debts. 

Table 3 provides measures of the magnitude of the losses suffered by finan-
cial institutions due to the crisis. The table reports data for the United States, 
Europe, and Japan, and shows total loans outstanding and losses sustained by 
banks, insurance companies, and other firms for loans of different types. For 
the United States, we see that more than 14 percent of the value of consumer 
loans will not be repaid and almost 8 percent of the total value of all loans will 
not be repaid. The numbers are a bit better for Europe and Japan, with a little 
more than 4 percent of loans unpaid in Europe and only 2 percent in Japan. One 
can see that the crisis hit U.S. financial institutions the worst, while Japanese 
institutions were not very exposed to the crisis.
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TABLE 3 Estimates of Loan Losses Suffered by Financial Institutions, 2007–2010 (in Billions of U.S. Dollars)

 Outstanding  Insurer  
 Loan Values Bank Losses Losses Other Losses Percent Loss

U.S.

Residential mortgages  5,117 206 22 204  8.4%

Commercial mortgages  1,913 116  9  62  9.8%

Consumer loans  1,914 169 14  89 14.2%

Corporate loans  1,895  61  5  32  5.2%

Municipal  2,669  50  4  26  3.0%

Total loans 13,507 601 53 414  7.9%

Europe     

Residential mortgages  4,632 119 10  63  4.1%

Commercial mortgages  2,137  65  5  34  4.9%

Consumer loans  2,467 109  9  58  7.1%

Corporate loans 11,523 258 21 137  3.6%

Total loans 20,759 551 44 292  4.3%

Japan     

Consumer loans  3,230  58  3   3  2.0%

Corporate loans  3,339  60  3   3  2.0%

Total loans  6,569 118  7   7  2.0%

3. Exchange-rate devaluations raised the cost of debts that were denominated 
in foreign currency and imposed large losses on debtor firms.

4. Factors contributing to the 1990s financial crises included fixed exchange 
rates, falling international reserves, a lack of transparency to investors, 
and a high level of short-term international investment.

5. Globalization works to discipline countries that follow bad economic 
policies as foreign investors reduce their investments in those countries. 
Countries that follow good economic policies are rewarded with greater 
access to the savings of the rest of the world to help finance growth and 
development.

6. The financial crisis of 2007–2008 was global and began in the developed 
countries.

7. The global financial crisis pointed out the need for better regulation of 
 financial institutions to ensure prudent lending and credit management 
policies.

8. The globalization of financial markets with associated international 
investment facilitated the transmission of financial shocks from one 
country to another so that a debt crisis originating in one country affects 
other countries that have invested in those assets.
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KEY TERMS

“race to the bottom” §2.a.1

Asian tigers §3

NICs §3 speculative attack §4.b

 1. What is globalization?

 2. Comment on the following statement: 
“Globalization is an event of the post-1980s. Prior to 
this time, we never had to worry about globalization 
and its effects.”

 3. Write a script for two speakers arguing about global-
ization and its effects. Give each speaker a name, and 
then write a script for a debate between the two. The 
debate should be no longer than two pages, double-
spaced. Each speaker should make a few key points, 
and the other speaker should offer a reply to each 
point the first speaker makes.

 4. Why has the pace of globalization quickened since 
the 1950s?

 5. If  you wanted to compare countries on the basis of 
how globalized they are, how could you construct 
some numerical measures that would allow a cross-
country comparison?

 6. What are the major arguments against globalization?

 7. What are the major arguments in favor of globalization?

 8. What is the difference between “fair” and “free” 
trade?

 9. What is the WTO? Where is it located, and what 
does it do?

 10. Suppose we find that multinational firms are paying 
much lower wages in some poor countries than they 
would have to pay in the United States. Would this 

EXERCISES

1  | What is globalization?

 •  Globalization involves an increased cross-border 
flow of trade in goods, services, and financial as-
sets, along with increased international mobility of 
technology, information, and individuals. §1

 •  The process of globalization has always existed be-
cause of its potential to raise living standards. §1.a

 •  The rapid pace of globalization in recent decades has 
been made possible by technological advances. §1.b

2  | What are the arguments against globalization?

 •  Free trade increases corporate profits but harms 
 people. §2.a.1

 •  International organizations and the agreements 
they are associated with serve corporate interests 
and harm people. §2.a.2

 •  Globalization occurs at the cost of environmental 
quality. §2.a.3

 •  Globalization encourages harmful labor practices. 
§2.a.4

3  | What are the arguments in support of globalization?

 •  Those who lose their jobs to more efficient 
producers in other countries will be harmed, but 

the benefits to all consumers far outweigh the 
losses of those firms and workers that are harmed 
by globalization. §2.b.1

 •  International organizations are funded by govern-
ments, not firms, and such organizations serve the 
interests of all nations in that they provide a setting 
where grievances must be heard and policy changes 
can be implemented. §2.b.2

 •  Globalization has not resulted in a “race to the 
bottom,” in which labor practices suffer and 
environmental decay results. §2.b.3, 2.b.4

4  | How has globalization affected economic growth 
and poverty?

 •  Globalizers have faster economic growth and less 
poverty than nonglobalizers. §3

5  | Can recent financial crises be linked to globalization?

 •  Globalization allows for international financial 
flows that punish countries that follow bad 
economic  policy. §4.c

SUMMARY
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be sufficient evidence that these firms are exploiting 
the workers in the poor countries? Why or why not?

 11. How can globalization reduce poverty? What does 
the evidence suggest about globalization and poverty?

 12. There were several major international financial cri-
ses in the 1990s. What role did globalization play in 
these crises?

 13. Using a supply and demand diagram, explain how 
central banks maintain a fixed exchange rate. What 
can cause an end to the fixed-exchange-rate regime?

 14. Using a supply and demand diagram, explain how 
speculative attacks occur in the foreign exchange 
market.

 15. If  you were employed by a major international bank 
to forecast the likelihood of a financial crisis, what 
key variables would you want to monitor for the 
countries you are studying? Why would you want to 
monitor these variables?

 16. What was the role of globalization in the global fi-
nancial crisis of 2007–2008?

You can find further practice tests in the Online Quiz at www.cengage.com/economics/boyes.

www.cengage.com/economics/boyes
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The economic and finan-
cial turmoil engulfing the 
world marks the first crisis 

of the current era of globalization. 
Considerable country experience 
has been accumulated on financial 
crises in individual countries or re-
gions—which policymakers can use 
to design remedial policies. But there 
has not been a world financial cri-
sis in most people’s living memory. 
And the experience of the 1930s is 
frightening because governments at 
that time proved unable to preserve 
economic integration and develop 
cooperative responses. 

Even before this crisis, globaliza-
tion was already being challenged. 
Despite exceptionally favorable 
global economic conditions, not 
everyone bought into the benefits 
of  global free trade and movement 
of  capital and jobs. Although econ-
omists, corporations, and some 
politicians were supportive, critics 
argued that globalization favored 
capital rather than labor and the 
wealthy rather than the poor. 

Now the crisis and the national 
responses to it have started to re-
shape the global economy and 
shift the balance between the po-
litical and economic forces at play 
in the process of  globalization. 
The drivers of  the recent global-
ization wave—open markets, the 
global supply chain, globally in-
tegrated companies, and private 
ownership—are being undermined, 
and the spirit of  protectionism has 
reemerged. And once-footloose 

global companies are returning to 
their national roots. 

Globalization: Reshaping or 
Unmaking?
. . . To start with, public participation 
in the private sector has increased 
significantly in the past few months.
. . . Of the 50 largest banks in the 
United States and the European 
Union, 23 and 15, respectively, have 
received public capital injections; 
that is, banks representing respec-
tively 76 and 40 percent of  pre-
crisis market capitalization depend 
today on taxpayers. Other sectors, 
such as the automobile and insur-
ance industries, have also received 
public assistance. Whatever the gov-
ernments’ intention, public support 
is bound to affect the behavior of 
once-footloose global firms. 

Second, this crisis challenges glob-
ally integrated companies. Economic 
integration in the past quarter cen-
tury has been driven largely by com-
panies’ search for cost cutting and 
talent. Yet globally integrated com-
panies were first put to the test early 
on in the crisis, with the collapse of 
banks that acted across international 
borders. Once-mighty transnational 
institutions were suddenly at pains 
to identify which government would 
support them. . . . Public aid risks 
turning global companies into na-
tional champions. . . . 

Third, national responses to the 
crisis can lead to economic and fi-
nancial fragmentation. There is ini-
tial evidence that as governments 

ask banks to continue lending to 
domestic customers, credit is be-
ing rationed disproportionately 
in foreign markets. This was what 
happened recently when the Dutch 
government asked ING Bank to ex-
pand domestic lending while reduc-
ing its overall balance sheet. Because 
companies in emerging and less de-
veloped economies depend largely 
on foreign credit, this leaves them 
especially vulnerable to financial 
protectionism. Furthermore, gov-
ernment aid—driven by a legitimate 
concern with jobs—often, implic-
itly at least, shows preferences for 
the local economy. The French bias 
toward domestic employment in its 
auto industry’s plan, the U.S. “Buy 
American” provision in the stimu-
lus bill, and U.K. Prime Minister 
Gordon Brown’s now infamous 
“British jobs for British workers” 
slogan are but a few examples. 

Last but not least, despite the 
G-20’s commitment last November 
not to increase tariffs, these have 
gone up since the start of the crisis 
in several countries, from India and 
China to Ecuador and Argentina. 
This follows a similar move one year 
ago when export restraints were in-
troduced as countries tried to isolate 
domestic consumers from increasing 
international food prices. 

It is hard to say whether these 
changes are merely short-term reac-
tions to a major shock or amount 
to new and worrisome trends. At 
the very least, the balance between 
political and economic forces has 

The Economic and Financial Crisis Marks the End (for Now) of a Rapid Expansion of Globalization

Reshaping the Global Economy
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been significantly altered. Because 
political support for globalization 
was at best shallow while the global 
economy was in a buoyant state, 
this suggests the pendulum is now 
swinging in the opposite direction. 
Against this background, two les-
sons from history are worth keeping 
in mind. One, dismantling protec-
tions takes time. It took several de-
cades for many of the trade barriers 
erected during the interwar period 

to be brought down. Second, even if  
a significant part of the progress in 
liberalizing trade in recent times has 
been institutionalized and strong re-
versals à la 1930s are not likely, the 
downward spiral of  protectionism 
acts fast. 

Taken together, these risks pose 
a significant challenge for global 
integration. This is true also at the 
regional level. Economic diver-
gence is rising within Europe, and 

cooperation within East Asia has 
been limited to say the least, in spite 
of  the violent shock affecting the 
region. 

Jean Pisani-Ferry and 
Indhira Santos

Source: Excerpts from “Reshaping 
the Global Economy,” Finance and 
Development, International Monetary 
Fund, March 2009.
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This chapter has discussed the benefits and costs of 
globalization and documented the extent to which 
globalization has progressed. As pointed out in 

this article, the global financial crisis has halted the pro-
cess of globalization. One point made in the article is 
that political support for globalization has always been 
mixed and it has been business firms that have led the 
drive for integration across national borders. The current 
reversal of globalization has important implications for 
productivity and living standards going forward. 

In a globalized world, competition punishes the rela-
tively unproductive or high-cost producers and rewards 
the relatively more productive or lower-cost producers. 
This means that in the industrial countries of western 
Europe, North America, and Asia, foreign competition 
will put some domestic firms out of business, and some 
workers will lose their jobs. These workers typically do 
not find new jobs that pay as well as their old jobs. As a 
result, in the face of increasing competition from foreign 
firms, a natural response from those who are threatened 
is to fight change. This typically is reflected in calls by 
labor unions and firms that are losing money for trade 
restrictions on foreign goods so that the local firms and 
workers can keep their jobs. Some of the international 

demonstrations against globalization have been sup-
ported by labor unions from rich countries. Their goal 
is to slow or even stop the globalization process in order 
to protect jobs in the rich countries. This is one reason 
why officials in poor countries complain that so far the 
globalization process has not resulted in the large gains 
that could be realized if  the rich countries truly opened 
their markets to the products that the developing coun-
tries produce best.

The rich countries are slow to open their markets to 
the poor countries because of political pressure at home 
to protect the workers and firms that would be displaced 
by the foreign competitors. Of course, the cost of such 
protection is lower living standards for all consumers in 
the country. The data presented in the chapter suggest 
that those countries that have not globalized have be-
come poorer as the rest of  the world has become richer. 
If  the reversal of  globalization that has occurred with 
the global financial crisis continues in the post-crisis 
period, some will benefit (typically relatively high-cost 
producers who can only exist if  protected by govern-
ment trade restrictions) but the majority of  households 
should expect to pay a price in terms of  a lower stan-
dard of  living. 

Commentary



1  |  What are the prevailing patterns of trade 
between countries? What goods are traded?

2  |  What determines the goods that a nation will 
export?

3  |  How are the equilibrium price and the quantity 
of goods traded determined?

4  |  What are the sources of comparative advantage?

Fundamental Questions

World Trade Equilibrium

The United States’ once-dominant position as an exporter of color television sets has 

since been claimed by nations like Japan and Taiwan. What caused this change? Is it 

because Japan specializes in the export of high-tech equipment? If countries tend to 

specialize in the export of particular kinds of goods, why does the United States import 

Heineken beer at the same time it exports Budweiser? This chapter will examine the 

volume of world trade and the nature of trade linkages between countries. As you saw in 

Chapter 2, trade occurs because of specialization in production. No single individual or 

country can produce everything better than anyone else can. The result is specialization 

of production based on comparative advantage. Remember that comparative advantage 

is in turn based on relative opportunity costs: A country will specialize in the production 

of those goods for which its opportunity costs of production are lower than the costs in 

other countries. Nations then trade what they produce in excess of their own consump-

tion to acquire other things that they want to consume. In this chapter, we will go a step 

further and discuss the sources of comparative advantage. We will look at why one coun-

try has a comparative advantage in, say, automobile production, while another country 

has a comparative advantage in wheat production.

© Christian Lagereek/Getty Images
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The world equilibrium price and quantity traded are derived from individual countries’ 

demand and supply curves. This relationship between the world trade equilibrium and 

individual country markets will be utilized in the chapter “International Trade Restric-

tions” to discuss the ways in which countries can interfere with free international trade to 

achieve their own economic or political goals.

1  |  What are the prevailing 
patterns of trade 
between countries? 
What goods are 
traded?

Trade between industrial 
countries accounts for the 
majority of international 
trade.

■ 1. An Overview of World Trade
Trade occurs because it makes people better off. International trade occurs be-
cause it makes people better off  than they would be if  they could consume only 
domestically produced products. In what sense are they better off ? Goods are 
available at lower prices and with more variety in a world with trade than in a 
world in which every country consumes only what it produces. Who trades with 
whom, and what sorts of goods are traded? These are the questions we consider 
first, before investigating the underlying reasons for trade.

1.a. The Direction of Trade
Table 1 shows patterns of trade between two large groups of countries: the 
industrial countries and the developing countries. The industrial countries in-
clude all of western Europe, Japan, Australia, New Zealand, Canada, and the 
United States. The developing countries are, essentially, the rest of the world. 
Table 1 shows the dollar values and percentages of total trade between these 
groups of countries. The vertical column at the left lists the origin of exports, 
and the horizontal row at the top lists the destination of imports.

As Table 1 shows, trade between industrial countries accounts for the bulk 
of international trade. Trade between industrial countries is a little more than 
$6.6 trillion in value and amounts to 42 percent of world trade. Exports from 
industrial countries to developing countries represent 20 percent of total world 
trade. Exports from developing countries to industrial countries account for 24 
percent of total trade, while exports from developing countries to other devel-
oping countries currently represent only 14 percent of international trade.

TABLE 1
The Direction of Trade (in billions of dollars and percentages 
of world trade) 

 Destination

Origin Industrial Countries Developing Countries

Industrial countries $6,647 $3,155

 42% 20%

Developing countries $3,837 $2,174

 24% 14%

Source: IMF, Direction of Trade Statistics Quarterly, June 2009.
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TABLE 2 Major Trading Partners of Selected Countries

 United States Canada

Exports  Imports  Exports  Imports 

Canada 20% Canada 16% U.S. 78% U.S. 52%

Mexico 12% China 16% Japan 3% China 10%

Japan 5% Mexico 10% U.K. 3% Japan 4%

China 5% Japan 7% China 2% Mexico 4%

U.K. 4% Germany 5% Mexico 1% Germany 3%

 Germany Mexico

Exports  Imports  Exports  Imports

France 10% Netherlands 12% U.S. 74% U.S. 55%

U.S. 7% France 8% Canada 6% China 7%

U.K. 7% Belgium 7% Spain 2% Japan 4%

Netherlands 7% Italy 6% Germany 2% Germany 4%

Italy 6% U.K. 5% Japan 1% Canada 2%

 Japan United Kingdom

Exports  Imports  Exports  Imports

U.S. 18% China 19% U.S. 14% Germany 13%

China 16% U.S. 10% Germany 12% U.S. 9%

Korea 8% Australia 6% France 8% China 8%

Hong Kong 5% Korea 6% Netherlands 8% Netherlands 7%

Singapore 3% Indonesia 4% Ireland 7% Belgium 5%

Source: IMF, Direction of Trade Statistics Quarterly, June 2009.

Table 2 lists the major trading partners of  selected countries and the per-
centage of  total exports and imports accounted for by each country’s top ten 
trading partners. For instance, 20 percent of  U.S. exports went to Canada, and 
7 percent of  U.S. imports came from Japan. From a glance at the other coun-
tries listed in Table 2, it is clear that the United States is a major trading partner 
for many nations. This is true because of  both the size of  the U.S. economy 
and the nation’s relatively high level of  income. It is also apparent that Canada 
and Mexico are very dependent on trade with the United States: 78 percent of 
Canada’s exports and 52 percent of  its imports involve the United States, as 
do 74 percent of  Mexico’s exports and 55 percent of  its imports. The dollar 
value of  trade among the three North American nations is shown in Figure 1.

1.b. What Goods Are Traded?
Because countries differ in their comparative advantages, they will tend to 
export different goods. Countries also have different tastes and technological 
needs, and thus tend to differ in what they will import. Some goods are more 
widely traded than others, as Table 3 shows. Fuels like crude petroleum are the 
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Merchandise Trade Flows in North America (billions of dollars)FIGURE 1

Canada

United States

Mexico

$260

$340

$152
$218

In 2008, the United States exported $260 billion worth of goods to Canada and imported 
$340 billion of goods from Canada. The same year, U.S. merchandise exports to Mexico 
were $152 billion, while merchandise imports from Mexico were $218 billion.

TABLE 3 World Merchandise Exports by Major Product Groups

  Percentage of world
Product Category Value (billion dollars) merchandise trade

Agricultural products 1,128 8.3

Fuels & mining products 2,659 19.5

 Fuels 2,038 15

Manufactures

 Total 9,500 69.8

 Iron & steel   474 3.5

 Chemicals 1,483 10.9

 Office & telecom equipment 1,514 11.1

 Automotive products 1,183 8.7

 Textiles   238 1.7

 Clothing   345 2.5

Source: World Trade Organization, International Trade Statistics 2008: http://www.wto.org/english/res_e/
statis_e/its2008_e/its08_merch_trade_product_e.htm.

most heavily traded category of goods in the world, accounting for 15 percent 
of the total volume of world trade. Office and telecom equipment and chemi-
cals are essentially tied for second place in share of world trade. The importance 
of a few major categories in international trade should not obscure the fact that 
international trade involves all sorts of products from all over the world.

The volume of trade in fuels 
exceeds that of any other 
category of goods.

424 Part Four   Issues in International Trade and Finance

http://www.wto.org/english/res_e/statis_e/its2008_e/its08_merch_trade_product_e.htm
http://www.wto.org/english/res_e/statis_e/its2008_e/its08_merch_trade_product_e.htm


R E C A P
1. Trade between industrial countries accounts for the bulk of international 

trade.

2. The most important trading partners of the United States are Canada, 
Mexico, China, and Japan.

3. Fuels are the most heavily traded category of goods in the world, in terms 
of value of exports.

4. World trade is distributed across a great variety of products.

■ 2.  An Example of International 
 Trade Equilibrium

The international economy is very complex. Each country has a unique pattern of 
trade, in terms both of trading partners and of goods traded. Some countries trade 
a great deal, and others trade very little. We already know that countries specialize 
and trade according to comparative advantage, but what are the fundamental deter-
minants of international trade that explain the pattern of comparative advantage?

The answer to this question will in turn provide a better understanding of 
some basic questions about how international trade functions: What goods will 
be traded? How much will be traded? What prices will prevail for traded goods?

2.a. Comparative Advantage
Comparative advantage is found by comparing the relative costs of production 
in each country. We measure the cost of producing a particular good in two 
countries in terms of opportunity costs—what other goods must be given up in 
order to produce more of the good in question.

Table 4 presents a hypothetical example of two countries, the United States and 
India, that both produce two goods, wheat and cloth. The table lists the amounts 

2  |  What determines the 
goods that a nation 
will export?

Comparative advantage is based 

on what a country can do relatively 

better than other countries. This 

photo shows a sheep in Canterbury, 

New Zealand. New Zealand has a 

comparative advantage in sheep 

raising and wool production.
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of each good that can be produced by each worker. This example assumes that 
labor productivity differences alone determine comparative advantage. In the 
United States, a worker can produce either 8 units of wheat or 4 units of cloth. In 
India, a worker can produce 4 units of wheat or 3 units of cloth.

The United States has an absolute advantage—greater productivity—in pro-
ducing both wheat and cloth. Absolute advantage is determined by comparing 
the absolute productivity of workers producing each good in different countries. 
Since one worker can produce more of either good in the United States than in 
India, the United States is the more efficient producer of both goods.

It might seem that since the United States is the more efficient producer of 
both goods, there would be no need for it to trade with India. But absolute ad-
vantage is not the critical consideration. What matters in determining the ben-
efits of international trade is comparative advantage, as originally discussed in 
Chapter 2. To find the comparative advantage—the lower opportunity cost—we 
must compare the opportunity cost of producing each good in each country.

The opportunity cost of  producing wheat is what must be given up in cloth 
using the same resources, like one worker per day. Look again at Table 4 to 
see the production of  wheat and cloth in the two countries. Since one U.S. 
worker can produce 8 units of  wheat or 4 units of  cloth, if  we take a worker 
from cloth production and move him to wheat production, we gain 8 units of 
wheat and lose 4 units of  cloth.

The opportunity cost of producing wheat equals 4/8 , or 1/2, unit of cloth:

Output of cloth given up
Output of wheat gained

 � opportunity cost of producing 1 unit of 
 wheat (in terms of cloth given up)

 4
8 � 12

Applying the same thinking to India, we find that one worker can produce 4 
units of wheat or 3 units of cloth. The opportunity cost of producing 1 unit of 
wheat in India is 3/4 unit of cloth.

A comparison of the domestic opportunity costs in each country will reveal 
which one has the comparative advantage in producing each good. The U.S. 
opportunity cost of producing 1 unit of wheat is 1/2 unit of cloth; the Indian op-
portunity cost is 3/4 unit of cloth. Because the United States has a lower domestic 
opportunity cost, it has the comparative advantage in wheat production and will 
export wheat. Since wheat production costs are lower in the United States, India 
is better off trading for wheat rather than trying to produce it domestically.

The comparative advantage in cloth is found the same way. Taking a worker 
in the United States from wheat production and putting her in cloth production, 

absolute advantage: an 
advantage derived from 
one country having a lower 
absolute input cost of 
producing a particular good 
than another country

comparative advantage: 
an advantage derived from 
comparing the opportunity 
costs of production in two 
countries

TABLE 4 An Example of Comparative Advantage

 Output per Worker per Day 
 in Either Wheat or Cloth

 U.S. India

Wheat 8 4

Cloth 4 3
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we gain 4 units of  cloth but lose 8 units of  wheat per day. So the opportunity 
cost is

Output of wheat given up
Output of cloth gained

 � 
opportunity cost of producing 1 unit of 

 
cloth (in terms of wheat given up)

 8
4 � 2

In India, moving a worker from wheat to cloth production means that we 
gain 3 units of cloth but lose 4 units of wheat, so the opportunity cost is 4/3 , or 
11/3 units of wheat for 1 unit of cloth. Comparing the U.S. opportunity cost of 
2 units of wheat with the Indian opportunity cost of 11/3 units, we see that India 
has the comparative advantage in cloth production and will therefore export 
cloth. In this case, the United States is better off  trading for cloth rather than 
producing it, since India’s costs of production are lower.

In international trade, as in other areas of economic decision making, it is 
opportunity cost that matters—and opportunity costs are reflected in compara-
tive advantage. Absolute advantage is irrelevant, because knowing the absolute 
number of labor hours required to produce a good does not tell us if  we can 
benefit from trade.

We benefit from trade if  we are able to obtain a good from a foreign country 
by giving up less than we would have to give up to obtain the good at home. 
Because only opportunity cost can allow us to make such comparisons, interna-
tional trade proceeds on the basis of comparative advantage.

2.b. Terms of Trade
On the basis of comparative advantage, India will specialize in cloth produc-
tion, and the United States will specialize in wheat production. The two coun-
tries will then trade with each other to satisfy the domestic demand for both 
goods. International trade permits greater consumption than would be possible 
from domestic production alone. Since countries trade when they can obtain a 
good more cheaply from a foreign producer than they can obtain it at home, 
international trade allows all traders to consume more. This is evident when we 
examine the terms of trade.

The terms of trade are the amount of  an exported good that must be given 
up to obtain one unit of  an imported good. The Global Business Insight “The 
Dutch Disease” provides a popular example of  a dramatic shift in the terms 
of  trade. As you saw earlier, comparative advantage dictates that the United 
States will specialize in wheat production and export wheat to India in ex-
change for Indian cloth. But the amount of  wheat that the United States will 
exchange for a unit of  cloth is limited by the domestic tradeoffs. If  a unit of 
cloth can be obtained domestically for 2 units of  wheat, the United States will 
be willing to trade with India only if  the terms of  trade are less than 2 units 
of  wheat for a unit of  cloth. India, in turn, will be willing to trade its cloth for 
U.S. wheat only if  it can receive a better price than its domestic opportunity 
costs. Since a unit of  cloth in India costs 11/3 units of  wheat, India will gain 
from trade if  it can obtain more than 11/3 units of  wheat for its cloth.

The limits of the terms of trade are determined by the opportunity costs in 
each country:

1 unit of cloth for more than 11/3 but less than 2 units of wheat

Within this range, the actual terms of trade will be decided by the bargaining 
power of the two countries. The closer the United States can come to giving up 

Countries export goods 
in which they have a 
comparative advantage.

terms of trade: the 
amount of an exported 
good that must be given up 
to obtain an imported good
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The Dutch Disease

The terms of trade are the amount of an export that 
must be given up to obtain a certain quantity of an im-
port. The price of an import will be equal to its price in 
the foreign country of origin multiplied by the exchange 
rate (the domestic-currency price of foreign currency). 
As the exchange rate changes, the terms of trade will 
change. This can have important consequences for 
international trade.

A problem can arise when one export industry in an 
economy is booming relative to others. In the 1970s, 
for instance, the Netherlands experienced a boom 
in its natural gas industry. The dramatic energy price 
increases of the 1970s resulted in large Dutch exports 
of natural gas. Increased demand for exports from the 
Netherlands caused the Dutch currency to appreciate, 

making Dutch goods more expensive for foreign buy-
ers. This situation caused the terms of trade to worsen 
for the Netherlands. Although the natural gas sector 
was booming, Dutch manufacturers were finding it dif-
ficult to compete in the world market.

This phenomenon of a boom in one industry 
causing declines in the rest of the economy is popu-
larly called the Dutch Disease. It is usually associated 
with dramatic increases in the demand for a primary 
commodity, and it can afflict any nation experiencing 
such a boom. For instance, a rapid rise in the demand 
for coffee could lead to a Dutch Disease problem 
for Colombia, where a coffee boom would be 
accompanied by a decline in other sectors of the 
economy.

Global Business Insight

only 11/3 units of wheat for cloth, the better the terms of trade for the United 
States. The closer India can come to receiving 2 units of wheat for its cloth, the 
better the terms of trade for India.

Though each country would like to push the other as close to the limits of the terms 
of trade as possible, any terms within the limits set by domestic opportunity costs 
will be mutually beneficial. Both countries benefit because they are able to consume 
goods at a cost that is less than their domestic opportunity costs. To illustrate the 
gains from trade, let us assume that the actual terms of trade are 1 unit of cloth for 
11/2 units of wheat.

Suppose the United States has 2 workers, one of  whom goes to wheat pro-
duction and the other to cloth production. This would result in U.S. produc-
tion of  8 units of  wheat and 4 units of  cloth. Without international trade, the 
United States can produce and consume 8 units of  wheat and 4 units of  cloth. 
If  the United States, with its comparative advantage in wheat production, 
chooses to produce only wheat, it can use both workers in wheat production 
and produce 16 units. If  the terms of  trade are 11/2 units of  wheat per unit of 
cloth, the United States can keep 8 units of  wheat and trade the other 8 for 51/3 

units of  cloth (8 divided by 11/2). By trading U.S. wheat for Indian cloth, the 
United States is able to consume more than it could without trade. With no 
trade and half  its labor devoted to each good, the United States could consume 
8 units of  wheat and 4 units of  cloth. After trade, the United States consumes 
8 units of  wheat and 51/3 units of  cloth. By devoting all its labor hours to wheat 
production and trading wheat for cloth, the United States gains 11/3 units of 
cloth. This is the gain from trade—an increase in consumption, as summarized 
in Table 5.

The gain from trade is 
increased consumption.
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2.c. Export Supply and Import Demand
The preceding example suggests that countries benefit from specialization and 
trade. Realistically, however, countries do not completely specialize. Typically, 
domestic industries satisfy part of the domestic demand for goods that are also 
imported. To understand how the quantity of goods traded is determined, we 
must construct demand and supply curves for each country and use them to 
create export supply and import demand curves.

The proportion of domestic demand for a good that is satisfied by domestic 
production and the proportion that will be satisfied by imports are determined by 
the domestic supply and demand curves and the international equilibrium price of 
a good. The international equilibrium price and quantity may be determined once 
we know the export supply and import demand curves for each country. These 
curves are derived from the domestic supply and demand in each country. Figure 
2 illustrates the derivation of the export supply and import demand curves.

Figure 2(a) shows the domestic supply and demand curves for the U.S. 
wheat market. The domestic equilibrium price is $6, and the domestic equilib-
rium quantity is 200 million bushels. (The domestic no-trade equilibrium price 
is the price that exists prior to international trade.) A price above $6 will yield 
a U.S. wheat surplus. For instance, at a price of  $9, the U.S. surplus will be 200 
million bushels. A price below equilibrium will produce a wheat shortage: At a 
price of  $3, the shortage will be 200 million bushels. The key point here is that 
the world price of  a good may be quite different from the domestic no-trade 
equilibrium price. And once international trade occurs, the world price will 
prevail in the domestic economy.

If the world price of wheat is different from a country’s domestic no-trade 
equilibrium price, the country will become an exporter or an importer. For in-
stance, if  the world price is above the domestic no-trade equilibrium price, the 
domestic surplus can be exported to the rest of the world. Figure 2(b) shows 
the U.S. export supply curve. This curve illustrates the U.S. domestic surplus 
of wheat for prices above the domestic no-trade equilibrium price of $6. At a 
world price of $9, the United States would supply 200 million bushels of wheat 
to the rest of the world. The export supply is equal to the domestic surplus. The 
higher the world price above the domestic no-trade equilibrium, the greater the 
quantity of wheat exported by the United States.

If  the world price of wheat is below the domestic no-trade equilibrium price, the 
United States will import wheat. The import demand curve is the amount of the 
U.S. shortage at various prices below the no-trade equilibrium. In Figure 2(b), 
the import demand curve is a downward-sloping line, indicating that the lower 

TABLE 5 Hypothetical Example of U.S. Gains from Specialization and Trade

Without International Trade

1 worker in wheat production: produce and consume 8 wheat

1 worker in cloth production: produce and consume 4 cloth

With Specialization and Trade

2 workers in wheat production: produce 16 wheat and consume 8; trade 8 wheat for 51/3 cloth

Before trade: consume 8 wheat and 4 cloth

After trade: consume 8 wheat and 51/3 cloth; gain 11/3 cloth by specialization and trade

export supply curve: 
a curve showing the 
relationship between the 
world price of a good and 
the amount that a country 
will export

import demand curve:
a curve showing the 
relationship between the 
world price of a good and 
the amount that a country 
will import
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Figures 2(a) and 2(c) show the domestic demand and supply curves for wheat in the United States and India, respectively. 
The domestic no-trade equilibrium price is $6 in the United States and $12 in India. Any price above the domestic no-trade 
equilibrium prices will create domestic surpluses, which are reflected in the export supply curves in Figures 2(b) and 2(d). 
Any price below the domestic no-trade equilibrium prices will create domestic shortages, which are reflected in the import 
demand curves in Figures 2(b) and 2(d).

FIGURE 2 The Import Demand and Export Supply Curves
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the price below the domestic no-trade equilibrium of $6, the greater the quan-
tity of wheat imported by the United States. At a price of $3, the United States 
will import 200 million bushels.

The domestic supply and demand curves and the export supply and import 
demand curves for India appear in Figures 2(c) and (d). The domestic no-trade 
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equilibrium price in India is $12. At this price, India would neither import nor 
export any wheat because the domestic demand would be satisfied by the do-
mestic supply. The export supply curve for India is shown in Figure 2(d) as an 
upward-sloping line that measures the amount of the domestic surplus as the 
price level rises above the domestic no-trade equilibrium price of $12. According 
to Figure 2(c), if  the world price of wheat is $15, the domestic surplus in India 
is equal to 200 million bushels. The corresponding point on the export supply 
curve indicates that at a price of $15, 200 million bushels will be exported. The 
import demand curve for India reflects the domestic shortage at a price below 
the domestic no-trade equilibrium price. At $9, the domestic shortage is equal 
to 200 million bushels; the import demand curve indicates that at $9, 200 mil-
lion bushels will be imported.

2.d.  The World Equilibrium Price and 
Quantity Traded

The international equilibrium price of wheat and the quantity of wheat traded 
are found by combining the import demand and export supply curves for the 
United States and India, as in Figure 3. International equilibrium occurs if  the 
quantity of imports demanded by one country is equal to the quantity of ex-
ports supplied by the other country. In Figure 3, this equilibrium occurs at the 
point labeled e. At this point, the import demand curve for India indicates that 
India wants to import 200 million bushels at a price of $9. The export supply 
curve for the United States indicates that the United States wants to export 200 
million bushels at a price of $9. Only at $9 will the quantity of wheat demanded 
by the importing nation equal the quantity of wheat supplied by the exporting 
nation. So the equilibrium world price of wheat is $9 and the equilibrium quan-
tity of wheat traded is 200 million bushels.

3  |  How are the 
equilibrium price and 
the quantity of goods 
traded determined?

International equilibrium 
occurs at the point where the 
quantity of imports demanded 
by one country is equal to the 
quantity of exports supplied 
by the other country.

International Equilibrium Price and QuantityFIGURE 3
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The international equilibrium price is the price at which the export supply curve of the 
United States intersects the import demand curve of India. At the equilibrium price of $9, 
the United States will export 200 million bushels to India.
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R E C A P

1. Comparative advantage is based on the relative opportunity costs of pro-
ducing goods in different countries.

2. A country has an absolute advantage when it can produce a good more ef-
ficiently than can other nations.

3. A country has a comparative advantage when the opportunity cost of pro-
ducing a good, in terms of forgone output of other goods, is lower than 
that of other nations.

4. The terms of trade are the amount of an export good that must be given 
up to obtain one unit of an import good.

5. The limits of the terms of trade are determined by the domestic opportu-
nity costs of production in each country.

6. The export supply and import demand curves measure the domestic sur-
plus and shortage, respectively, at different world prices.

7. International equilibrium occurs at the point where one country’s import 
demand curve intersects with the export supply curve of another country.

■ 3.  Sources of Comparative 
Advantage

We know that countries specialize and trade in accordance with comparative 
advantage, but what gives a country a comparative advantage? Economists 
have suggested several theories of  the source of  comparative advantage. Let us 
review these theories.

3.a. Productivity Differences
The example of comparative advantage given earlier in this chapter showed the 
United States to have a comparative advantage in wheat production and India 
to have a comparative advantage in cloth production. Comparative advantage 
was determined by differences in the number of labor hours required to produce 
each good. In this example, differences in the productivity of labor accounted 
for comparative advantage.

For over two hundred years, economists have argued that productivity dif-
ferences account for comparative advantage. In fact, this theory of compar-
ative advantage is often called the Ricardian model, after David Ricardo, a 
nineteenth-century English economist who explained and analyzed the idea of 
productivity-based comparative advantage. Variations in the productivity of 
labor can explain many observed trade patterns in the world.

Although we know that labor productivity differs across countries, and that this 
can help explain why countries produce the goods they do, there are factors other 
than labor productivity that determine comparative advantage. Furthermore, 
even if  labor productivity were all that mattered, we would still want to know 
why some countries have more productive workers than others. The standard 
interpretation of the Ricardian model is that technological differences between 
countries account for differences in labor productivity. The countries with the 
most advanced technology would have a comparative advantage with regard to 
those goods that can be produced most efficiently with modern technology.

4  |  What are the sources 
of comparative 
advantage?

Comparative advantage due 
to productivity differences 
between countries is often 
called the Ricardian model of 
comparative advantage.
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3.b. Factor Abundance
Goods differ in terms of the resources, or factors of production, required for 
their production. Countries differ in terms of the abundance of different factors 
of production: land, labor, capital, and entrepreneurial ability. It seems self  evi-
dent that countries would have an advantage in producing those goods that use 
relatively large amounts of their most abundant factor of production. Certainly 
countries with a relatively large amount of farmland would have a comparative 
advantage in agriculture, and countries with a relatively large amount of capital 
would tend to specialize in the production of manufactured goods.

The idea that comparative advantage is based on the relative abundance of 
factors of  production is sometimes called the Heckscher-Ohlin model, after 
the two Swedish economists, Eli Heckscher and Bertil Ohlin, who developed 
the original argument. The original model assumed that countries possess 
only two factors of  production: labor and capital. Thus, researchers have 
examined the labor and capital requirements of  various industries to see 
whether labor-abundant countries export goods whose production is rela-
tively labor intensive, and capital-abundant countries export goods that are 
relatively capital intensive. In many cases, factor abundance has served well as 
an explanation of  observed trade patterns. However, there are cases in which 
comparative advantage seems to run counter to the predictions of  the factor-
abundance theory. In response, economists have suggested other explanations 
for comparative advantage.

3.c. Other Theories of Comparative Advantage
New theories of comparative advantage have typically been developed in an ef-
fort to explain the trade pattern in some narrow category of products. They are 
not intended to serve as general explanations of comparative advantage, as do 
factor abundance and productivity. These supplementary theories emphasize 
human skills, product life cycles, and preferences.

Human Skills This approach emphasizes differences across countries in the 
availability of skilled and unskilled labor. The basic idea is that countries with 
a relatively abundant stock of  highly skilled labor will have a comparative 
advantage in producing goods that require relatively large amounts of skilled 
labor. This theory is similar to the factor-abundance theory, except that here the 
analysis rests on two segments (skilled and unskilled) of the labor factor.

The human skills argument is consistent with the observation that most U.S. 
exports are produced in high-wage (skilled labor) industries and most U.S. im-
ports are products produced in relatively low-wage industries. Since the United 
States has a well-educated labor force, relative to many other countries, we 
would expect the United States to have a comparative advantage in industries 
requiring a large amount of skilled labor. Developing countries would be ex-
pected to have a comparative advantage in industries requiring a relatively large 
amount of unskilled labor.

Product Life Cycles  This theory explains how comparative advantage in 
a specific good can shift from one country to another over time. This occurs 
because goods experience a product life cycle. At the outset, development and 
testing are required to conceptualize and design the product. For this reason, 
the early production will be undertaken by an innovative firm. Over time, how-
ever, a successful product tends to become standardized, in the sense that many 
manufacturers can produce it. The mature product may be produced by firms 

Comparative advantage 
based on differences in the 
abundance of factors of 
production across countries 
is described in the Heckscher-
Ohlin model.

Manufactured goods have 
life cycles. At first they are 
produced by the firm that 
invented them. Later, they 
may be produced by firms in 
other countries that copy the 
technology of the innovator.
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that do little or no research and development, specializing instead in copying 
successful products that were invented and developed by others.

The product life cycle theory is related to international comparative advan-
tage in that a new product will first be produced and exported by the nation in 
which it was invented. As the product is exported elsewhere and foreign firms 
become familiar with it, the technology is copied in other countries by foreign 
firms seeking to produce a competing version. As the product matures, com-
parative advantage shifts away from the country of origin if  other countries 
have lower manufacturing costs using the now-standardized technology.

The history of color television production shows how comparative advan-
tage can shift over the product life cycle. Color television was invented in the 
United States, and U.S. firms initially produced and exported color TVs. Over 
time, as the technology of color television manufacturing became well known, 
countries like Japan and Taiwan came to dominate the business. Firms in these 
countries had a comparative advantage over U.S. firms in the manufacture 
of  color televisions. Once the technology is widely available, countries with 
lower production costs, due to lower wages, can compete effectively against the 
higher-wage nation that developed the technology.

Preferences The theories of comparative advantage that we have looked at so 
far have all been based on supply factors. It may be, though, that the demand 
side of the market can explain some of the patterns observed in international 
trade. Different producers’ goods are seldom exactly identical. Consumers may 
prefer the goods of one firm to those of another firm. Domestic firms usually 
produce goods to satisfy domestic consumers. But since different consumers 
have different preferences, some consumers will prefer goods produced by for-
eign firms. International trade allows consumers to expand their consumption 
opportunities.

Consumers who live in countries with similar levels of development can be ex-
pected to have similar consumption patterns. The consumption patterns of con-
sumers in countries at quite different levels of development are much less similar. 
This would suggest that firms in industrial countries will find a larger market for 
their goods in other industrial countries than in developing countries.

As you saw earlier in this chapter, industrial countries tend to trade with 
other industrial countries. This pattern runs counter to the factor-abundance 
theory of comparative advantage, which would suggest that countries with the 
most dissimilar endowments of resources would find trade most beneficial. Yet 
rich countries, with large supplies of capital and skilled labor forces, trade more 
actively with other rich countries than they do with poor countries. Firms in in-
dustrial countries tend to produce goods that relatively wealthy consumers will 
buy. The key point here is that we do not live in a world based on simple com-
parative advantage, in which all cloth is identical, regardless of the producer. 
We inhabit a world of  differentiated products, and consumers want choices 
between different brands or styles of a seemingly similar good.

Another feature of  international trade that may be explained by consumer 
preference is intraindustry trade, a circumstance in which a country both ex-
ports and imports goods in the same industry. The fact that the United States 
exports Budweiser beer and imports Heineken beer is not surprising when 
preferences are taken into account. Supply-side theories of  comparative 
advantage rarely provide an explanation of  intraindustry trade, since they 
would expect each country to export only those goods produced by industries 
in which a comparative advantage exists. Yet the real world is characterized 
by a great deal of  intraindustry trade.

intraindustry trade: the 
simultaneous import and 
export of goods in the same 
industry by a particular 
country
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Theories of Comparative AdvantageFIGURE 4

Productivity
(Ricardian)
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Abundance

(Heckscher-Ohlin)

Human
Skills

Product
Life

Cycles

Preferences

Differences in Resource Endowments

Technology Differences Associated with
Differences in Productivity

Availability of Skilled versus
Unskilled Labor

Early Advantage to Innovators;
Later Advantage to Efficient Copiers

Consumer Demand for Output of a
Particular Producer or Industry

Theory Source of Comparative Advantage

Several theories exist that explain comparative advantage: labor productivity, factor abun-
dance, human skills, product life cycles, and preferences.

We have discussed several potential sources of comparative advantage: labor 
productivity, factor abundance, human skills, product life cycles, and preferences. 
Each of these theories, which are summarized in Figure 4, has proven useful in 
understanding certain trade patterns. Each has also been shown to have limita-
tions as a general theory that is applicable to all cases. Once again we are reminded 
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1. Comparative advantage can arise because of differences in labor 
productivity.

2. Countries differ in their resource endowments, and a given country may 
enjoy a comparative advantage in products that use its most abundant fac-
tor of production intensively.

3. Industrial countries may have a comparative advantage in products re-
quiring a large amount of  skilled labor. Developing countries may have 
a comparative advantage in products requiring a large amount of  un-
skilled labor.

4. Comparative advantage in a new good initially resides in the country that 
invented the good. Over time, other nations learn the technology and may 
gain a comparative advantage in producing the good.

5. In some industries, consumer preferences for differentiated goods may ex-
plain international trade flows, including industry trade.

R E C A P

1  | What are the prevailing patterns of trade between 
countries? What goods are traded?

 •  International trade flows largely between industrial 
countries. §1.a

 •  International trade involves many diverse products. 
§1.b

2  | What determines the goods that a nation will 
export?

 •  Comparative advantage is based on the opportu-
nity costs of production. §2.a

 •  Domestic opportunity costs determine the limits 
of the terms of trade between two countries—that 
is, the amount of exports that must be given up to 
obtain  imports. §2.b

 •  The export supply curve shows the domestic sur-
plus and amount of exports available at alternative 
world prices. §2.c

 •  The import demand curve shows the domestic 
shortage and amount of imports demanded at al-
ternative world prices. §2.c

3  | How are the equilibrium price and the quantity of 
goods traded determined?

 •  The international equilibrium price and quantity 
of a good traded are determined by the intersection 
of the export supply curve of one country with the 
import demand curve of another country. §2.d

4  | What are the sources of comparative advantage?

 •  The productivity-differences and factor-abundance 
theories of comparative advantage are general the-
ories that seek to explain patterns of international 
trade flow. §3.a, 3.b

 •  Other theories of comparative advantage aimed at 
explaining trade in particular kinds of goods focus 
on human skills, product life cycles, and consumer 
preferences. §3.c

SUMMARY

KEY TERMS

absolute advantage §2.a

comparative advantage §2.a

terms of trade §2.b

export supply curve §2.c

import demand curve §2.c

intraindustry trade §3.c

that the world is a very complicated place. Theories are simpler than reality. 
Nevertheless, they help us to understand how comparative advantage arises.
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 1. Why must voluntary trade between two countries be 
mutually beneficial?

Use the following table for exercises 2–6.

Amount of Beef or Computers Produced by One 
Worker in a Day

 Canada Japan

Beef 6 5
Computers 2 4

 2. Which country has the absolute advantage in beef 
production?

 3. Which country has the absolute advantage in com-
puter production?

 4. Which country has the comparative advantage in 
beef production?

 5. Which country has the comparative advantage in 
computer production?

 6. What are the limits of the terms of trade? Specifically, 
when is Canada willing to trade with Japan, and when 
is Japan willing to trade with Canada?

 7. Use the following supply and demand schedule for 
two countries to determine the international equilib-
rium price of shoes. How many shoes will be traded?

Demand and Supply of Shoes (in thousands)

 Mexico Chile

 Qty. Qty. Qty. Qty.
Price Demanded Supplied Demanded Supplied

$10 40  0 50  0
$20 35 20 40 10
$30 30 40 30 20
$40 25 60 20 30
$50 20 80 10 40

 8. How would each of the following theories of com-
parative advantage explain the fact that the United 
States exports computers?
a. Productivity differences
b. Factor abundance
c. Human skills
d. Product life cycle
e. Preferences

 9. Which of the theories of comparative advantage 
could explain why the United States exports comput-
ers to Japan at the same time that it imports comput-
ers from Japan? Explain.

 10. Developing countries have complained that the 
terms of trade they face are unfavorable. If  they vol-
untarily engage in international trade, what do you 
suppose they mean by “unfavorable terms of trade”?

 11. If  two countries reach equilibrium in their domestic 
markets at the same price, what can be said about 
their export supply and import demand curves and 
about the international trade equilibrium?

EXERCISES

You can find further practice tests in the Online Quiz at www.cengage.com/economics/boyes.
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Speaking

The Honorable Harry Reid
Majority Leader
United States Senate
U.S. Senate, S-221
Washington, DC 20515
Dear Majority Leader Reid:

We would like to offer our 
support for prioritizing 
trade legislation address-

ing China. We face a host of difficult 
trade issues with China that require 
strong action, ranging from currency 
manipulation and unfair subsidies, 
to trade law and counterfeit enforce-
ment problems, to imported food 
and product safety. These issues are 
hurting American competiveness 
and expose American consumers to 
unsafe goods.

The problems facing workers and 
manufacturers due to unfair trading 
practices in China and other coun-
tries are growing more severe each 
day. The U.S. trade deficit with China 
hit $237.5 billion through November 
2007, eclipsing the previous year’s 
record of $232.6 billion. This is the 
highest annual imbalance ever re-
corded with a single country—and 
December’s figures have yet to be 
calculated. The deficit with China 
now accounts for 32.5 percent of the 
U.S. total trade deficit in goods—
and more than half of the U.S. non-
petroleum goods deficit.

China is by far the leading viola-
tor of international trade rules and its 
actions continue to harm American 
workers, industry, and manufactur-
ing. China has done little to address 
the fundamental misalignment of its 

currency, a practice that continues to 
take jobs and wealth from the United 
States. There is also strong evidence 
that the massive subsidies the Chinese 
government provides its producers 
gives them an unfair advantage in 
international trade. These factors, in 
addition to low wages, unsafe working 
conditions, and the absence of worker 
rights, have contributed to the loss of 
millions of manufacturing jobs and 
our country’s reliance on imports.

The American people are de-
manding action to stop our trading 
partners from rigging the game. It is 
time for Congress to meet that de-
mand and take strong action.

It is our belief that any such mea-
sure taken to correct this imbalance 
should ensure that China and other 
nations float their currencies against 
the dollar and the other currencies of 
the world. Should China and other 
nations fail to do so, an appropriate 
remedy would treat currency mis-
alignment as a subsidy that is coun-
tervailable under U.S. trade law.

We also support provisions that 
would apply countervailing duties to 
non-market economies. Current anti-
subsidies rules allow the world’s largest 
trade subsidizer, China, to continue its 
unfair practices without penalty.

Further, we believe it is neces-
sary to ensure that World Trade 
Organization decisions do not under-
mine trade law enforcement. We must 
ensure that U.S. antidumping law will 
work effectively and fairly against 
China and other trade law violators.

Since Congress granted perma-
nent normal trade relations status to 

China, intellectual property theft and 
illegal counterfeiting have increased, 
costing American businesses billions 
of  dollars annually. We believe a 
comprehensive approach to China 
trade issues must include attention to 
intellectual property enforcement.

Finally, the recent recalls of un-
safe toys, food, and other products 
from China emphasize the need to 
ensure that our trading system pro-
tects public health and safety. While 
the President’s Interagency Working 
Group on Import Safety has de-
veloped recommendations for the 
federal government and industry to 
follow, we believe that memoranda 
of understanding with China alone 
cannot ensure the safety of  prod-
ucts for American consumers. We 
would like to ensure that increased 
Customs and Border Patrol surveil-
lance of  imported food and prod-
ucts and market-based principles be 
considered to ensure that importers 
of  products from all countries are 
liable for their safety and quality.

The challenges facing our na-
tion’s manufacturers, farmers, and 
workers increase with each passing 
week. We support efforts to address 
these issues in a comprehensive 
manner before the consideration of 
proposed free trade agreements, and 
we share the view that now is the 
time to move legislation forward.

Source: Senator Sherrod Brown web-
site listing letter sent by eight senators 
to Senate Majority Leader Reid: http://
brown.senate.gov/newsroom/press_ 
releases/release/?id=45ebb90f-c7be-
4e54-815b-eaab5a57a533.

Letter to Senate Majority Leader Harry Reid
January 30, 2008
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There is no lack of stories in the U.S. media on the 
threat of foreign economic domination. As this let-
ter indicates, officials within the U.S. government 

were concerned about U.S. trade with China. The United 
States had experienced a growing trade deficit with China, 
and some senators wanted action to address what they saw 
as unfair international trade practices by China. 

However, the bilateral trade accounts provide little, if  
any, information on such issues. Indeed, it is easy to think 
of an example in which a country has a persistent trade 
deficit with one of its trading partners but has its overall 
trade account in balance. Suppose there are three coun-
tries that trade among themselves, which we will call coun-
tries A, B, and C. The people of each country produce 
only one type of good and consume only one other type 
of good. The people of country A produce apples and 
consume bananas, the people of country B produce ba-
nanas and consume cucumbers, and the people of country 
C produce cucumbers and consume apples. Even when the 
trade account of each country is balanced, each has a defi-
cit with one of its trading partners and a surplus with the 
other. Furthermore, a larger trade deficit between coun-
tries A and B (with each country retaining balanced trade) 
implies that the people of country A are better off, since 
they are consuming more. If the government of country A 
tried to impose a law forcing bilateral trade balance with 
country B, citizens of country A could not consume as 
many bananas as before and would be forced to attempt to 
sell apples to the uninterested citizens of country B.

This simple example demonstrates that the U.S. trade 
deficit with China should not in itself  be a cause for 

concern. The United States could have a persistent trade 
deficit with China and yet maintain an overall balanced 
trade account. In fact, any country would be expected 
to have a trade deficit with some countries and a trade 
surplus with others. This reflects comparative advantage. 
Trade between countries makes both the exporting and 
the importing countries better off.

This is not to say that there may not be problems in 
terms of China failing to allow U.S. exporters access to its 
consumers, or problems with pirating of intellectual prop-
erty, or problems in exchange rate management. Also, con-
cern about the overall trade deficit may be well founded. 
An overall trade deficit indicates that a country is consum-
ing more than it is producing. At any particular time, a 
country may want to run a trade deficit or a trade surplus, 
depending on the circumstances it faces. But regardless of 
the overall trade account of a country, we should expect 
bilateral trade imbalances among trading partners.

Cucumbers

Bananas

Country
A

Ap
ple

s

Country
C

Country
B
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1  | Why do countries restrict international trade?

2  |  How do countries restrict the entry of foreign 
goods and promote the export of domestic 
goods?

3  |  What sorts of agreements do countries enter 
into to reduce barriers to international trade?

Fundamental Questions

International Trade Restrictions

The Japanese government once announced that foreign-made skis would not be allowed 

into Japan because they were unsafe. Japanese ski manufacturers were active supporters 

of the ban. The U.S. government once imposed a tax of almost 50 percent on imports of 

motorcycles with engines larger than 700 cc. The only U.S.-owned motorcycle manufac-

turer, Harley-Davidson, produced no motorcycles with engines smaller than 1,000 cc and 

so did not care about the small-engine market. In the mid-1980s, Britain began replacing 

the distinctive red steel telephone booths that were used all through the country with 

new booths. Many U.S. residents were interested in buying an old British phone booth 

to use as a decorative novelty, so the phone booths were exported to the United States. 

However, when the phone booths arrived, the U.S. Customs Service impounded them be-

cause there was a limit on the amount of iron and steel products that could be exported 

from Britain to the United States. The phone booths would be allowed to enter the coun-

try only if British exports of some other iron and steel products were reduced. The British 

exporters protested the classification of the phone booths as iron and steel products and 

argued that they should be considered antiques (which have no import restrictions). The 

phone booths were not reclassified; as a result, few have entered the United States, and 

© Pinkcandy/Dreamstime
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prices of old British phone booths have been in the thousands of dollars. There 

are many examples of government policy influencing the prices and quantities 

of goods that are traded internationally.

International trade is rarely determined solely by comparative advantage and 

the free market forces of supply and demand. Governments often find that po-

litical pressures favor policies that at least partially offset the prevailing compar-

ative advantages. Government policy aimed at influencing international trade 

flows is called commercial policy. This chapter first examines the arguments in 

support of commercial policy and then discusses the various tools of commer-

cial policy employed by governments.

■ 1. Arguments for Protection
Governments restrict foreign trade to protect domestic producers from foreign 
competition. In some cases the protection may be justified; in most cases it 
harms consumers. Of the arguments used to promote such protection, only a 
few are valid. We will look first at arguments that are widely considered to have 
little or no merit, and then at those that may sometimes be valid.

International trade on the basis of comparative advantage maximizes world 
output and allows consumers access to better-quality products at lower prices than 
would be available in the domestic market alone. If trade is restricted, consumers 
pay higher prices for lower-quality goods, and world output declines. Protection 
from foreign competition imposes costs on the domestic economy as well as on 
foreign producers. When production does not proceed on the basis of compara-
tive advantage, resources are not expended on their most efficient uses. Whenever 
government restrictions alter the pattern of trade, we should expect someone to 
benefit and someone else to suffer. Generally speaking, protection from foreign 
competition benefits domestic producers at the expense of domestic consumers.

1.a. Creation of Domestic Jobs
If foreign goods are kept out of the domestic economy, it is often argued, jobs 
will be created at home. This argument holds that domestic firms will produce the 
goods that otherwise would have been produced abroad, thus employing domestic 
workers instead of foreign workers. The weakness of this argument is that only the 
protected industry will benefit in terms of employment. Since domestic consumers 
will pay higher prices to buy the output of the protected industry, they will have 
less to spend on other goods and services, which could cause employment in other 
industries to drop. In addition, if other countries retaliate by restricting the entry 
of U.S. exports, the output of U.S. firms that produce for export will fall as well. 
Typically, restrictions to “save domestic jobs” simply redistribute jobs by creating 
employment in the protected industry and reducing employment elsewhere.

Table 1 shows estimates of the cost of saving U.S. jobs from foreign competition. 
For instance, the cost of saving 226 jobs in the U.S. luggage industry is $290 million, 
or $1,285,078 per worker. Studies have consistently shown that the costs of protect-
ing domestic jobs typically outweigh the benefits. So while it is possible to erect barri-
ers to foreign competition and save domestic jobs, restricting international trade may 
impose large costs on an economy. Consumers end up paying much more for the 
goods they buy in order to subsidize the relatively inefficient domestic producer.

commercial policy: 
government policy that 
influences international 
trade flows

1  |  Why do countries 
restrict international 
trade?

Protection from foreign 
competition generally 
benefits domestic producers 
at the expense of domestic 
consumers.
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Table 2 shows the annual cost to the United States of import restrictions 
in terms of reduced GDP as estimated by an agency of the U.S. government. 
The total estimated amount of $14,133 million means that U.S. GDP would be 
over $14 billion higher without import restrictions. This estimate by the U.S. 
International Trade Commission incorporates estimates of all gains and losses 
from labor and capital income, tax revenue changes, and effects on consump-
tion of changes in prices of goods and services. The amount of $14 billion is 
a very small fraction of U.S. GDP but would involve substantial changes for a 
few industries. For instance, in fabric mills, employment would fall by 13 per-
cent and output by about 10 percent, and in  sugar manufacturing, employment 
would fall by 25 percent and output by about 20 percent.

Tables 1 and 2 demonstrate the very high cost per job saved by protection. If  
the costs to consumers are greater than the benefits to the protected industries, 
you may wonder why government provides any protection aimed at saving jobs. 
The answer, in a word, is politics. Protection of the U.S. textile and sugar indus-
tries means that all consumers pay a higher price for clothing and sugar. But 
individual consumers do not know how much of the price they pay for clothes 

TABLE 1 The Cost of Protecting U.S. Jobs from Foreign Competition

  Total Cost Annual Cost
Protected Industry Jobs Saved (in millions) per Job Saved

Benzenoid chemicals     216 $   297 $1,376,435

Luggage     226     290  1,285,078

Softwood lumber     605     632   1,044,271

Sugar    2,261   1,868    826,104

Polyethylene resins     298     242    812,928

Dairy products   2,378   1,630    685,323

Frozen concentrated orange juice     609     387    635,103

Ball bearings     146      88    603,368

Maritime services    4,411   2,522    571,668

Ceramic tiles     347      191    551,367

Machine tools   1,556     746    479,452

Ceramic articles     418     140    335,876

Women’s handbags     773     204    263,535

Canned tuna     390     100    257,640

Glassware   1,477     366    247,889

Apparel and textiles 168,786  33,629    199,241

Peanuts     397      74    187,223

Rubber footwear   1,701     286    168,312

Women’s nonathletic footwear   3,702     518    139,800

Costume jewelry   1,067     142    132,870

Total 191,764 $44,252

Average (weighted)   $  231,289

Source: Federal Reserve Bank of Dallas 2002 Annual Report, “The Fruits of Free Trade,” by W. Michael 
Cox and Richard Alm. http://dallasfed.org/fed/annual/2002/ar02f.cfm.

Saving domestic jobs from 
foreign competition may cost 
domestic consumers more 
than it benefits the protected 
industries.
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and sugar is due to protection, and consumers rarely lobby their political rep-
resentatives to eliminate protection and reduce prices. Meanwhile, there is a 
great deal of pressure for protection. Employers and workers in the protected 
industries know the benefits of protection: higher prices for their output, higher 
profits for owners, and higher wages for workers. As a result, there will be active 
lobbying for protection against foreign competition.

1.b. Creation of a “Level Playing Field”
Special interest groups sometimes claim that other nations that export successfully 
to the home market have unfair advantages over domestic producers. Fairness, 
however, is often in the eye of the beholder. People who call for creating a “level 
playing field” believe that the domestic government should take steps to offset 
the perceived advantage of the foreign firm. They often claim that foreign firms 
have an unfair advantage because foreign workers are willing to work for very low 
wages. “Fair trade, not free trade” is the cry that this claim generates. But advo-
cates of fair trade are really claiming that production in accordance with com-
parative advantage is unfair. This is clearly wrong. A country with relatively low 
wages is typically a country with an abundance of low-skilled labor. Such a coun-
try will have a comparative advantage in products that use low-skilled labor most 
intensively. To create a “level playing field” by imposing restrictions that eliminate 
the comparative advantage of foreign firms will make domestic consumers worse 
off and undermine the basis for specialization and economic efficiency.

TABLE 2 Annual Gain in U.S. GDP if U.S. Import Restrictions Were Eliminated

Sector GDP Gain (millions of dollars)

Simultaneous liberalization of all restraints 14,133

Individual liberalization

 Textiles and apparel 11,759

 Sugar 1,089

 Footwear and leather products    720

 Tobacco and tobacco products    145

 Canned tuna     71

 Beef     66

 Watches, clocks, cases, and parts     65

 Ball and roller bearings     58

 Ceramic wall and floor tile     50

 Dairy     30

 Table- and kitchenware     22

 Costume jewelry     22

 Glass and glass products      8

 Peanuts      6

 Pens, mechanical pencils, and parts      3

 Cutlery and hand tools       1

Source: The Economic Effects of Significant U.S. Imports Restraints (U.S. International Trade Commission, 
Washington, D.C., 2004), hotdocs.usitc.gov/docs/pubs/332/ pub3701.pdf.
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Some calls for “fair trade” are based on the notion of reciprocity. If  a country 
imposes import restrictions on goods from a country that does not have similar 
restrictions, reciprocal tariffs and quotas may be called for in the latter country 
in order to stimulate a reduction of trade restrictions in the former country. 
For instance, it has been claimed that U.S. construction firms are discriminated 
against in Japan, because Japanese construction firms do billions of dollars’ 
worth of business in the United States each year, but U.S. construction com-
panies rarely are seen in Japan. Advocates of fair trade could argue that U.S. 
restrictions should be imposed on Japanese construction firms.

One danger of calls for fairness based on reciprocity is that calls for fair trade 
may be invoked in cases where, in fact, foreign restrictions on U.S. imports do 
not exist. For instance, suppose the U.S. auto industry wanted to restrict the 
entry of imported autos to help stimulate sales of domestically produced cars. 
One strategy might be to point out that U.S. auto sales abroad had fallen and 
to claim that this was due to unfair treatment of U.S. auto exports in other 
countries. Of course, there are many other possible reasons why foreign sales of 
U.S. autos might have fallen. But blaming foreign trade restrictions might win 
political support for restricting imports of foreign cars into the United States.

1.c. Government Revenue Creation
Tariffs on trade generate government revenue. Industrial countries, which find 
income taxes easy to collect, rarely justify tariffs on the basis of the revenue they 
generate for government spending. But many developing countries find income 
taxes difficult to levy and collect, whereas tariffs are easy to collect. Customs 
agents can be positioned at ports of entry to examine all goods that enter and 
leave the country. The observability of trade flows makes tariffs a popular tax in 
developing countries, whose revenue requirements may provide a valid justifica-
tion for their existence. Table 3 shows that tariffs account for a relatively large 
fraction of government revenue in many developing countries, and only a small 
fraction in industrial countries.

1.d. National Defense
It has long been argued that industries that are crucial to the national defense, 
such as shipbuilding, should be protected from foreign competition. Even though 

Calls for “fair trade” are 
typically aimed at imposing 
restrictions to match those 
imposed by other nations.

Developing countries often 
justify tariffs as an important 
source of government 
revenue.

TABLE 3 Tariffs as a Percentage of Total Government Revenue

Country Tariffs as Percentage of Government Revenue

United Kingdom  1.2%

United States  2.1%

Canada  3.3%

Mexico  5.6%

China  6.4%

Korea  8.1%

India 31.8%

Jordan 32.6%

Lesotho 68%

Source: World Customs Organization, “Annual Survey to Determine Percentage of National Revenues 
Represented by Customs Duties,” http://hotdocs.usitc.gov/tata/N_xxx/NCxxx/NC0013E1.pdf.
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the United States does not have a comparative advantage in shipbuilding, the ar-
gument goes, a domestic shipbuilding industry is necessary, since foreign-made 
ships may not be available during war. This is a valid argument as long as the 
protected industry is genuinely critical to the national defense. In some indus-
tries, such as copper or other basic metals, it might make more sense to import 
the crucial products during peacetime and store them for use in the event of war; 
these products do not require domestic production in order to be useful. Care 
must be taken to ensure that the national defense argument is not used to protect 
industries other than those that are truly crucial to the nation’s defense.

1.e. Infant Industries
Nations are often inclined to protect new industries on the basis that the protec-
tion will give those industries adequate time to develop. New industries need 
time to establish themselves and to become efficient enough that their costs are 
no higher than those of their foreign rivals. An alternative to protecting young 
and/or critical domestic industries with tariffs and quotas is to subsidize them. 
Subsidies allow such firms to charge lower prices and to compete with more-
efficient foreign producers, while permitting consumers to pay the world price 
rather than the higher prices associated with tariffs or quotas on foreign goods.

Protecting an infant industry from foreign competition may make sense, but 
only until the industry matures. Once the industry achieves sufficient size, protec-
tion should be withdrawn, and the industry should be made to compete with its 
foreign counterparts. Unfortunately, such protection is rarely withdrawn, because 
the larger and more successful the industry becomes, the more political power it 
wields. In fact, if  an infant industry truly has a good chance to become competi-
tive and produce profitably once it is well established, it is not at all clear that 
government should even offer protection to reduce short-run losses. New firms 
typically incur losses, but they are only temporary if  the firm is successful.

1.f. Strategic Trade Policy
There is another view of international trade that regards the description of com-
parative advantage presented in the previous chapter as misleading. According 
to this outlook, called strategic trade policy, international trade largely involves 
firms that pursue economies of scale—that is, firms that achieve lower costs per 
unit of production the more they produce. In contrast to the constant opportunity 
costs  illustrated in the example of wheat and cloth in the chapter “World Trade 
Equilibrium,” opportunity costs in some industries may fall with the level of output. 
Such increasing-returns-to-scale industries will tend to concentrate production in 
the hands of a few very large firms, rather than many competitive firms. Proponents 
of strategic trade policy contend that government can use tariffs or subsidies to give 
domestic firms with decreasing costs an advantage over their foreign rivals.

A monopoly exists when there is only one producer in an industry and no close 
substitutes for the product exist. If the average costs of production decline with 
increases in output, then the larger a firm is, the lower its per unit costs will be. One 
large producer will be more efficient than many small ones. A simple example of 
a natural-monopoly industry will indicate how strategic trade policy can make a 
country better off. Suppose that the production of buses is an industry character-
ized by increasing returns to scale and that there are only two firms capable of 
producing buses: Volkswagen in Germany and Ford in the United States. If both 
firms produce buses, their costs will be so high that both will experience losses. If  
only one of the two produces buses, however, it will be able to sell buses both at 
home and abroad, creating a level of output that allows the firm to earn a profit.

Industries that are truly critical 
to the national defense should 
be protected from foreign 
competition if that is the only 
way to ensure their existence.

Countries sometimes justify 
protecting new industries 
that need time to become 
competitive with the rest of 
the world.

Government can use trade 
policy as a strategy to 
stimulate production by 
a domestic industry that 
is capable of achieving 
increasing returns to scale.

strategic trade policy: the 
use of trade restrictions or 
subsidies to allow domestic 
firms with decreasing costs 
to gain a greater share of 
the world market

increasing-returns-
to-scale industry: an 
industry in which the costs 
of producing a unit of 
output fall as more output is 
produced
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Assume further that a monopoly producer will earn $100 million and that if  
both firms produce, they will each lose $5 million. Obviously, a firm that doesn’t 
produce earns nothing. Which firm will produce? Because of the decreasing-
cost nature of the industry, the firm that is the first to produce will realize lower 
costs and be able to prevent the other firm from entering the market. But stra-
tegic trade policy can alter the market in favor of the domestic firm.

Suppose Volkswagen is the world’s only producer of buses. Ford does not 
produce them. The U.S. government could offer Ford an $8 million subsidy 
to produce buses. Ford would then enter the bus market, since the $8 million 
subsidy would more than offset the $5 million loss it would suffer by entering 
the market. Volkswagen would sustain losses of $5 million once Ford entered. 
Ultimately, Volkswagen would stop producing buses to avoid the loss, and Ford 
would have the entire market and earn $100 million plus the subsidy.

Strategic trade policy is aimed at offsetting the increasing-returns-to-scale ad-
vantage enjoyed by foreign producers and at stimulating production in domestic 
industries that are capable of realizing decreasing costs. One practical problem 
for government is the need to understand the technology of different industries 
and to forecast accurately the subsidy needed to induce domestic firms to produce 
new products. A second problem is the likelihood of retaliation by the foreign 
government. If the U.S. government subsidizes Ford in its attack on the bus mar-
ket, the German government is likely to subsidize Volkswagen rather than lose the 
entire bus market to a U.S. producer. As a result, taxpayers in both nations will be 
subsidizing two firms, each producing too few buses to earn a profit.

R E C A P
1. Government restrictions on foreign trade are usually aimed at protecting 

 domestic producers from foreign competition.

2. Import restrictions may save domestic jobs, but the costs to consumers 
may be greater than the benefits to those who retain their jobs.

3. Advocates of “fair trade,” or the creation of a “level playing field,” call 
for import restrictions as a means of lowering foreign restrictions on 
markets for domestic exports.

4. Tariffs are an important source of revenue in many developing countries.

5. The national-defense argument in favor of trade restrictions is that 
protection from foreign competition is necessary to ensure that certain 
key defense- related industries continue to produce.

6. The infant-industries argument in favor of trade restriction is to allow a 
new industry a period of time in which to become competitive with its 
foreign counterparts.

7. Strategic trade policy is intended to provide domestic increasing-returns- 
to-scale industries with an advantage over their foreign competitors.

■ 2. Tools of Commercial Policy
Commercial policy makes use of several tools, including tariffs, quotas, subsidies, 
and nontariff  barriers like health and safety regulations that restrict the entry of 
foreign products. Since 1945, barriers to trade have been reduced. Much of the 
progress toward free trade may be linked to the General Agreement on Tariffs and 
Trade, or GATT, which began in 1947. In 1995, the World Trade Organization 

2  |  How do countries 
restrict the entry of 
foreign goods and 
promote the export of 
domestic goods?
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(WTO) was formed to incorporate the agreements under GATT into a formal 
permanent international organization to oversee world trade. The WTO has 
three objectives: to help global trade flow as freely as possible, to achieve re-
ductions in trade restrictions gradually through negotiation, and to provide an 
impartial means of settling disputes. Nevertheless, restrictions on trade still exist, 
and this section will review the most commonly used restrictions.

2.a. Tariffs
A tariff is a tax on imports or exports. Every country imposes tariffs on at least some 
imports. Some countries also impose tariffs on selected exports as a means of rais-
ing government revenue. Brazil, for instance, taxes coffee exports. The United States 
does not employ export tariffs, which are forbidden by the U.S. Constitution.

Tariffs are frequently imposed in order to protect domestic producers from 
foreign competition. The dangers of imposing tariffs are well illustrated in the 
Global Business Insight “Smoot-Hawley Tariff.” The effect of a tariff is illustrated 
in Figure 1, which shows the domestic market for oranges. Without international 
trade, the domestic equilibrium price, Pd, and the quantity demanded, Qd, are 
determined by the intersection of the domestic demand and supply curves. If the 
world price of oranges, Pw, is lower than the domestic equilibrium price, this coun-
try will import oranges. The quantity imported will be the difference between the 
quantity Q1 produced domestically at a price of Pw and the quantity Q2 demanded 
domestically at the world price of oranges.

tariff: a tax on imports or 
exports

Smoot-Hawley Tariff

Many economists believe that the Great Depression of 
the 1930s was at least partly due to the Smoot-Hawley 
Tariff Act, signed into law by President Herbert Hoover 
in 1930. Hoover had promised that, if elected, he would 
increase tariffs on agricultural products to raise U.S. farm 
income. Congress began work on the tariff increases 
in 1928. Congressman Willis Hawley and Senator Reed 
Smoot conducted the hearings.

In testimony before Congress, manufacturers and 
other special interest groups also sought protection 
from foreign competition. The resulting bill increased 
tariffs on over 12,000 products. Tariffs reached their 
highest levels ever, about 60 percent of average import 
values. Only twice before in U.S. history had tariffs ap-
proached the levels of the Smoot-Hawley era.

Before President Hoover signed the bill, 38 foreign 
governments made formal protests, warning that they 
would retaliate with high tariffs on U.S. products. A peti-
tion signed by 1,028 economists warned of the harmful 
effects of the bill. Nevertheless, Hoover signed the bill 
into law.

World trade collapsed as other countries raised 
their tariffs in response. Between 1930 and 1931, 
U.S. imports fell 29 percent, but U.S. exports fell 
33 percent. By 1933, world trade was about one-third 
of its 1929 level. As the level of trade fell, so did 
income and prices. In 1934, in an effort to correct 
the mistakes of Smoot-Hawley, Congress passed the 
Reciprocal Trade Agreements Act, which allowed the 
president to lower U.S. tariffs in return for reductions 
in foreign tariffs on U.S. goods. This act ushered in 
the modern era of relatively low tariffs. In the United 
States today, tariffs are about 5 percent of the average 
value of imports.

Many economists believe that the collapse of world 
trade and the Depression were linked by a decrease in 
real income caused by abandoning production based 
on comparative advantage. Few economists argue that 
the Great Depression was caused solely by the Smoot-
Hawley tariff, but the experience serves as a lesson to 
those who support higher tariffs to protect domestic 
producers.

Global Business Insight
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When the world price of the traded good is lower than the domestic equilib-
rium price without international trade, free trade causes domestic production 
to fall and domestic consumption to rise. The domestic shortage at the world 
price is met by imports. Domestic consumers are better off, since they can buy 
more at a lower price. But domestic producers are worse off, since they now sell 
fewer oranges and receive a lower price.

Suppose a tariff  of T (the dollar value of the tariff) is imposed on orange 
imports. The price paid by consumers is now Pw � T, rather than Pw. At this 
higher price, domestic producers will produce Q3 and domestic consumers will 
purchase Q4. The tariff  has the effect of increasing domestic production and 
reducing domestic consumption, relative to the free trade equilibrium. Imports 
fall accordingly, from Q2 � Q1 to Q4 � Q3.

Domestic producers are better off, since the tariff  has increased their sales 
of oranges and raised the price they receive. Domestic consumers pay higher 
prices for fewer oranges than they would with free trade, but they are still better 
off  than they would be without trade. If  the tariff  had raised the price paid by 
consumers to Pd, there would be no trade, and the domestic equilibrium quan-
tity, Qd, would prevail.

The government earns revenue from imports of oranges. If  each ton of or-
anges generates tariff  revenue of T, the total tariff  revenue to the government is 
found by multiplying the tariff  by the quantity of oranges imported. In Figure 
1, this amount is T � (Q4 � Q3). As the tariff  changes, so do the quantity of 
imports and the government revenue.

2.b. Quotas
Quotas are limits on the quantity or value of goods imported and exported. A quan-
tity quota restricts the physical amount of a good. For instance, for 2009, the United 
States allowed only 1.1 million tons of sugar to be imported. Even though the 

quantity quota: a limit on 
the amount of a good that 
may be imported

The Effects of a TariffFIGURE 1

The domestic equilibrium price and quantity with no trade are Pd and Qd, respectively. The 
world price is Pw. With free trade, therefore, imports will equal Q2 − Q1. A tariff added to 
the world price reduces imports to Q4 − Q3.
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United States is not a competitive sugar producer compared to other nations like 
the Dominican Republic or Cuba, the quota allowed U.S. firms to produce about 81 
percent of the sugar consumed in the United States in 2005. A value quota restricts 
the monetary value of a good that may be traded. Instead of a physical quota on 
sugar, the United States could have limited the dollar value of sugar imports.

Quotas are used to protect domestic producers from foreign competition. By 
restricting the amount of a good that may be imported, they increase the price 
of that good and allow domestic producers to sell more at a higher price than 
they would with free trade. For example, one effect of the U.S. sugar quota is a 
higher sugar price for U.S. consumers. In May 2009, the world price of sugar was 
$0.1689 per pound, but the U.S. price was about 30 percent higher at $0.2164 
per pound. Beyond the obvious effect on sugar production and consumption in 
the United States, there are spillover effects in related industries, such as candy 
manufacturing. The high price of sugar in the United States has resulted in candy 
manufacturers moving jobs to other countries, like Canada, where the price of 
sugar is about half the U.S. price. The lesson is that one must think about the total 
effects of trade restrictions on the economy when evaluating costs and benefits.

Figure 2 illustrates the effect of a quota on the domestic orange market. The 
domestic equilibrium supply and demand curves determine that the equilibrium 
price and quantity without trade are Pd and 250 tons, respectively. The world 
price of oranges is Pw. Since Pw lies below Pd, this country will import oranges. 
The quantity of imports is equal to the amount of the domestic shortage at Pw. 
The quantity demanded at Pw is 400 tons, and the quantity supplied domesti-
cally at Pw is 100 tons, so imports will equal 300 tons of oranges. With free trade, 
domestic producers sell 100 tons at a price of Pw.

But suppose domestic orange growers convince the government to restrict 
orange imports. The government then imposes a quota of 100 tons on imported 
oranges. The effect of the quota on consumers is to shift the supply curve to the 

value quota: a limit on the 
monetary value of a good 
that may be imported

The Effects of a QuotaFIGURE 2

The domestic equilibrium price with no international trade is Pd. At this price, 250 tons of 
oranges would be produced and consumed at home. With free trade, the price is Pw, and 
300 tons will be imported. An import quota of 100 tons will cause the price to be Pq, where 
the domestic shortage equals the 100 tons allowed by the quota.
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right by the amount of the quota, 100 tons. Since the quota is less than the quan-
tity of imports with free trade, the quantity of imports will equal the quota. The 
domestic equilibrium price with the quota occurs at the point where the domestic 
shortage equals the quota. At price Pq, the domestic quantity demanded (300 
tons) is 100 tons more than the domestic quantity supplied (200 tons).

Quotas benefit domestic producers in the same way that tariffs do. Domestic 
producers receive a higher price (Pq instead of Pw) for a greater quantity (200 in-
stead of 100) than they do under free trade. The effect on domestic consumers is 
also similar to that of a tariff: They pay a higher price for a smaller quantity than 
they would with free trade. A tariff generates government tax revenue; a quota 
does not (unless the government auctions off the right to import under the quota). 
Furthermore, a tariff raises the price of the product only in the domestic market. 
Foreign producers receive the world price, Pw. With a quota, both domestic and 
foreign producers receive the higher price, Pq, for the goods sold in the domestic 
market. So foreign producers are hurt by the reduction in the quantity of imports 
permitted, but they receive a higher price for the amount that they do sell.

2.c. Other Barriers to Trade
Tariffs and quotas are not the only barriers to the free flow of goods across inter-
national borders. There are three additional sources of restrictions on free trade: 
subsidies, government procurement, and health and safety standards. Though 
these practices are often entered into for reasons other than protection from 
foreign competition, a careful analysis reveals their import-reducing effect.

Before discussing these three types of barriers, let us note the cultural or in-
stitutional barriers to trade that also exist in many countries. Such barriers may 
exist independently of any conscious government policy. For instance, Japan 
has frequently been criticized by U.S. officials for informal business practices 
that discriminate against foreigners. Under the Japanese distribution system, 
goods typically pass through several layers of middlemen before appearing in a 
retail store. A foreign firm faces the difficult task of gaining entry to this system 
to supply goods to the retailer. Furthermore, a foreigner cannot easily open a 
retail store. Japanese law requires a new retail firm to receive permission from 
other retailers in the area in order to open a business. A firm that lacks contacts 
and knowledge of the system cannot penetrate the Japanese market.

The economic stimulus bill that the U.S. Congress passed in February 2009 in-
cluded a “buy American” provision requiring that any steel or manufactured goods 
bought with federal government funds must be made in the United States. Many 
U.S. trade partners expressed concerns over the protectionist aspects of this policy. 
Such inward-looking policies in response to the financial crisis were not confined 
just to the United States. The level of international trade fell during the crisis and 
there was a fear that if many countries tried to stimulate their domestic economies 
at the expense of other nations, trade would not recover once the crisis passed.  

2.c.1. Export Subsidies Export subsidies are payments by a government to an 
exporter. These subsidies are paid in order to stimulate exports by allowing the 
exporter to charge a lower price. The amount of a subsidy is determined by the in-
ternational price of a product relative to the domestic price in the absence of trade. 
Domestic consumers are harmed by subsidies in that their taxes finance the sub-
sidies. Also, since the subsidy diverts resources from the domestic market toward 
export production, the increase in the supply of export goods could be associated 
with a decrease in the supply of domestic goods, causing domestic prices to rise.

Subsidies may take forms other than direct cash payments. These include 
tax reductions, low-interest loans, low-cost insurance, government-sponsored 

export subsidies: 
payments made by a 
government to domestic 
firms to encourage exports
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research funding, and other devices. The U.S. government subsidizes export 
activity through the U.S. Export-Import Bank, which provides loans and insur-
ance to help U.S. exporters sell their goods to foreign buyers. Subsidies are more 
common in Europe than in Japan or the United States.

2.c.2. Government Procurement Governments are often required by law 
to buy only from local producers. In the United States, a “buy American” 
act passed in 1933 required U.S. government agencies to buy U.S. goods and 
services unless the domestic price was more than 12 percent above the foreign 
price. This kind of policy allows domestic firms to charge the government a 
higher price for their products than they charge consumers; the taxpayers bear 
the burden. The United States is by no means alone in the use of such policies. 
Many other nations also use such policies to create larger markets for domestic 
goods. The World Trade Organization has a standing committee working to 
reduce discrimination against foreign producers and open government procure-
ment practices to global competition.

2.c.3. Health and Safety Standards Government serves as a guardian of the 
public health and welfare by requiring that products offered to the public be 
safe and fulfill the use for which they are intended. Government standards for 
products sold in the domestic marketplace can have the effect (intentional or 
not) of protecting domestic producers from foreign competition. These effects 
should be considered in evaluating the full impact of such standards.

As mentioned in the Preview, the government of Japan once threatened to 
prohibit foreign-made snow skis from entering the country for reasons of safety. 
Only Japanese-made skis were determined to be suitable for Japanese snow. The 
government of Japan certifies auto parts that are safe for use by repair shops. 
U.S.-manufactured parts are not certified for use, so U.S. parts manufacturers 
are excluded from the Japanese market. Several western European nations once 
announced that U.S. beef would not be allowed into Europe because the U.S. 
government had approved the feeding of hormones to U.S. beef cattle. In the late 
1960s, France required tractors sold there to have a maximum speed of 17 miles 
per hour; in Germany, the permissible speed was 13 miles per hour, and in the 
Netherlands, it was 10 miles per hour. Tractors produced in one country had to 
be modified to meet the requirements of the other countries. Such modifications 
raise the price of goods and discourage international trade.

Product standards may not eliminate foreign competition, but standards dif-
ferent from those of the rest of the world do provide an element of protection 
to domestic firms.

R E C A P
1. The World Trade Organization works to achieve reductions in trade barriers.

2. A tariff  is a tax on imports or exports. Tariffs protect domestic firms by 
raising the prices of foreign goods.

3. Quotas are government-imposed limits on the quantity or value of an 
imported good. Quotas protect domestic firms by restricting the entry of 
foreign products to a level less than the quantity demanded.

4. Subsidies are payments by the government to domestic producers. 
Subsidies lower the price of domestic goods to foreign buyers.

5. Governments are often required by law to buy only domestic products.

6. Health and safety standards can also be used to protect domestic firms.
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■ 3. Preferential Trade Agreements
In an effort to stimulate international trade, groups of countries sometimes 
enter into agreements to abolish most barriers to trade among themselves. 
Such arrangements between countries are known as preferential trading agree-
ments. The European Union and the North American Free Trade Agreement 
(NAFTA) are examples of preferential trading agreements.

3.a. Free Trade Areas and Customs Unions
Two common forms of preferential trade agreements are free trade areas (FTAs) 
and customs unions (CUs). These two approaches differ with regard to the 
treatment of countries outside the agreement. In an FTA, member countries 
eliminate trade barriers among themselves, but each member country chooses 
its own trade policies toward nonmember countries. Members of a CU agree to 
both eliminate trade barriers among themselves and maintain common trade 
barriers against nonmembers.

The best-known CU is the European Union (EU), formerly known as the 
European Community and still earlier as the European Economic Community 
(EEC), created in 1957 by France, West Germany, Italy, Belgium, the Netherlands, 
and Luxembourg. The United Kingdom, Ireland, and Denmark joined in 1973, 
followed by Greece in 1981 and Spain and Portugal in 1986. In 1992 the EEC was 
replaced by the EU with an agreement to create a single market for goods and 
services in western Europe. On May 1, 2004, ten new members were admitted to 
the EU: Cyprus, Czech Republic, Estonia, Hungary, Latvia, Lithuania, Malta, 
Poland, Slovakia, and Slovenia. In 2007, Bulgaria and Romania were admitted to 
the EU. Turkey is negotiating to be included in future enlargements of the EU. In 
addition to free trade in goods, European financial markets and institutions will 
eventually be able to operate across national boundaries. For instance, a bank in 
any EU country will be permitted to operate in any or all other EU countries.

In 1989, the United States and Canada negotiated a free trade area. The United 
States, Canada, and Mexico negotiated a free trade area in 1992 that became effective 
on January 1, 1994. The North American Free Trade Agreement (NAFTA) lowered 
tariffs on 8,000 different items and opened each nation’s financial market to competi-
tion from institutions in the other two nations. NAFTA does not eliminate all barri-
ers to trade among the three nations, but it is a significant step in that direction.

3  |  What sorts of 
agreements do 
countries enter into 
to reduce barriers to 
international trade?

free trade area: an 
organization of nations 
whose members have 
no trade barriers among 
themselves but are free 
to fashion their own 
trade policies toward 
nonmembers

customs union: an 
organization of nations 
whose members have 
no trade barriers among 
themselves but impose 
common trade barriers on 
nonmembers

The North American Free Trade 

Agreement stimulates trade 

among Mexico, Canada, and the 

United States. The act results in 

more container ships from Mexico 

unloading their cargo at U.S. docks. 

Similarly, freight from Canada and 

the United States will increase in 

volume at Mexican ports.
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Trade Creation and Trade Diversion with a Free Trade AreaFIGURE 3

With no trade, the domestic equilibrium price is $500, and the equilibrium quantity is 
425 tons. With free trade, the price is $150, and 650 tons would be imported, as indicated 
by the supply curve for Israel, SI. A 100 percent tariff on imports would result in imports of 
350 tons from Israel, according to the supply curve SI � Tariff. A free trade agreement that 
eliminates tariffs on Brazilian oranges only would result in a new equilibrium price of $200 
and imports of 550 tons from Brazil, according to supply curve SB.
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3.b. Trade Creation and Diversion
Free trade agreements provide for free trade among a group of countries, not 
worldwide. As a result, a customs union or free trade area may make a nation 
better off  or worse off  compared to the free trade equilibrium.

Figure 3 illustrates the effect of a free trade area. With no international trade, 
the U.S. supply and demand curves for oranges would result in an equilibrium price 
of $500 per ton and an equilibrium quantity of 425 tons. Suppose there are two 
other orange-producing countries, Israel and Brazil. Israel, the low-cost producer 
of oranges, is willing to sell all the oranges the United States can buy for $150 per 
ton, as represented by the horizontal supply curve SI. Brazil will supply oranges for 
a price of $200 per ton, as represented by the horizontal supply curve SB.

With free trade, the United States would import oranges from Israel. The 
quantity demanded at $150 is 750 tons, and the domestic quantity supplied at 
this price is 100 tons. The shortage of 650 tons is met by imports from Israel.

Now suppose a 100 percent tariff is imposed on orange imports. The price 
that domestic consumers pay for foreign oranges is twice as high as before. For 
oranges from Israel, the new price is $300, twice the old price of $150. The new 
supply curve for Israel is represented as SI + Tariff. Oranges from Brazil now sell 
for $400, twice the old price of $200; the new supply curve for Brazil is shown 
as SB + Tariff. After the 100 percent tariff is imposed, oranges are still imported 
from Israel. But at the new price of $300, the domestic quantity demanded is 600 
tons, and the domestic quantity supplied is 250 tons. Thus, only 350 tons will be 
imported. The tariff reduces the volume of trade relative to the free trade equilib-
rium, at which 650 tons were imported.

Now suppose that the United States negotiates a free trade agreement with 
Brazil, eliminating tariffs on imports from Brazil. Israel is not a member of 

Chapter 20  International Trade Restrictions 453



the free trade agreement, so imports from Israel are still covered by the 100 
percent tariff. The relevant supply curve for Brazil is now SB, so oranges may 
be imported from Brazil for $200, a lower price than Israel’s price including the 
tariff. At a price of $200, the domestic quantity demanded is 700 tons and the 
domestic quantity supplied is 150 tons; 550 tons will be imported.

The effects of the free trade agreement are twofold. First, trade is diverted 
away from the lowest-cost producer, Israel, to the FTA partner, Brazil. This trade-
diversion effect of an FTA reduces worldwide economic efficiency, since produc-
tion is diverted from the country with the comparative advantage. Oranges are 
not being produced as efficiently as possible. The other effect of the FTA is that 
the quantity of imports increases relative to the effect of a tariff  applicable to 
all imports. Imports rise from 350 tons (the quantity imported from Israel with 
the tariff ) to 550 tons. The FTA thus has a trade-creation effect as a result of the 
lower price that is available after the tariff  reduction. Trade creation is a benefi-
cial aspect of the FTA: The expansion of international trade allows this country 
to realize greater benefits from trade than would be possible without trade.

Countries form preferential trade agreements because they believe that FTAs 
will make each member country better off. The member countries view the trade 
creation effects of such agreements as benefiting their exporters by increasing ex-
ports to other member countries and as benefiting consumers by making a wider 
variety of goods available at a lower price. From the point of view of the world 
as a whole, preferential trade agreements are more desirable the more they stimu-
late trade creation to allow the benefits of trade to be realized and the less they 
emphasize trade diversion, so that production occurs on the basis of comparative 
advantage. This principle suggests that the most successful FTAs or CUs are those 
that increase trade volume but do not change the patterns of trade in terms of who 
specializes and exports each good. In the case of Figure 3, a more successful FTA 
would reduce tariffs on Israeli as well as Brazilian oranges, so that oranges would 
be imported from the lowest-cost producer, Israel.

trade diversion: an effect 
of a preferential trade 
agreement that reduces 
economic efficiency by 
shifting production to a 
higher cost producer

trade creation: an effect 
of a preferential trade 
agreement that allows a 
country to obtain goods at a 
lower cost than is available 
at home

R E C A P
1. Countries form preferential trade agreements in order to stimulate trade 

among themselves.

2. The most common forms of preferential trade agreement are free trade 
areas (FTAs) and customs unions (CUs).

3. Preferential trade agreements have a harmful trade-diversion effect when 
they cause production to shift from the nation with a comparative advantage 
to a higher-cost producer.

4. Preferential trade agreements have a beneficial trade-creation effect when they 
reduce prices for traded goods and stimulate the volume of international trade.

SUMMARY

1  | Why do countries restrict international trade?

 •  Commercial policy is government policy that influ-
ences the direction and volume of international 
trade. Preview

 •  Protecting domestic producers from foreign competi-
tion usually imposes costs on domestic consumers. §1

 •  Rationales for commercial policy include saving do-
mestic jobs, creating a fair-trade relationship with 
other countries, raising tariff  revenue, ensuring a 

domestic supply of key defense goods, allowing 
new industries a chance to become internationally 
 competitive, and giving domestic industries with in-
creasing returns to scale an advantage over foreign 
competitors. §1.a–1.f

2  | How do countries restrict the entry of foreign goods 
and promote the export of domestic goods?

 •  Tariffs protect domestic industry by increasing the 
price of foreign goods. §2.a
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 •  Quotas protect domestic industry by limiting the 
quantity of  foreign goods allowed into the coun-
try. §2.b

 •  Subsidies allow relatively inefficient domestic pro-
ducers to compete with foreign firms. §2.c.1

 •  Government procurement practices and health and 
safety regulations can protect domestic industry 
from foreign competition. §2.c.2, 2.c.3

3  | What sorts of agreements do countries enter into to 
reduce barriers to international trade?

 •  Free trade areas and customs unions are two types 
of preferential trade agreements that reduce trade 
restrictions among member countries. §3.a

 •  Preferential trade agreements have harmful 
 trade-diversion effects and beneficial trade-creation 
effects. §3.b

KEY TERMS

commercial policy Preview

strategic trade policy §1.f

increasing-returns-to-scale 
industry §1.f

tariff  §2.a

quantity quota §2.b

value quota §2.b

export subsidies §2.c.1

free trade area §3.a

customs union §3.a

trade diversion §3.b

trade creation §3.b

 1. What are the potential benefits and costs of a com-
mercial policy designed to pursue each of the follow-
ing goals?
a. Save domestic jobs
b. Create a level playing field
c. Increase government revenue
d. Provide a strong national defense
e. Protect an infant industry
f. Stimulate exports of an industry with increasing 

 returns to scale

 2. For each of the goals listed in exercise 1, discuss 
what the appropriate commercial policy is likely to 
be (in terms of tariffs, quotas, subsidies, etc.).

 3. Tariffs and quotas both raise the price of foreign 
goods to domestic consumers. What is the difference 
between the effects of a tariff  and the effects of a 
quota on the following?
a. The domestic government
b. Foreign producers
c. Domestic producers

 4. Would trade-diversion and trade-creation effects 
occur if  the whole world became a free trade area? 
Explain.

 5. What is the difference between a customs union and 
a free trade area?

 6. Draw a graph of the U.S. automobile market in 
which the domestic equilibrium price without trade 
is P

d and the equilibrium quantity is Qd. Use this 
graph to illustrate and explain the effects of a tariff  

if  the United States were an auto importer with free 
trade. Then use the graph to illustrate and explain 
the effects of a quota.

 7. If  commercial policy can benefit U.S. industry, why 
would any U.S. resident oppose such policies?

 8. Suppose you were asked to assess U.S. commercial 
policy to determine whether the benefits of pro-
tection for U.S. industries are worth the costs. Do 
Tables 1 and 2 provide all the information you need? 
If  not, what else would you want to know?

 9. How would the effects of international trade on the 
domestic orange market change if  the world price of 
oranges were above the domestic equilibrium price? 
Draw a graph to help explain your answer.

 10. Suppose the world price of kiwi fruit is $20 per case 
and the U.S. equilibrium price with no international 
trade is $35 per case. If the U.S. government had 
previously banned the import of kiwi fruit but then 
imposed a tariff of $5 per case and allowed kiwi im-
ports, what would happen to the equilibrium price and 
quantity of kiwi fruit consumed in the United States?

 11. Think of an industry in your country (if  you cur-
rently have a job, use that industry). What kind of 
nontariff  barrier could you design that would keep 
out foreign competitors to the domestic industry? 
This should be something like a health or safety 
standard or some other criterion that a government 
could use as an excuse to protect the domestic indus-
try from foreign competition.

EXERCISES

You can find further practice tests in the Online Quiz at www.cengage.com/economics/boyes.
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Speaking

A sweetener industry body 
claims the current U.S. 
sugar policy is harming the 

nation’s food and beverage industry 
by driving prices up and sending 
production overseas. 

The Sweetener Users Association 
(SUA) last week urged members of 
Congress to take note of a Georgia 
State Senate resolution designed to 
encourage reform of sugar policy. 

“The current system of govern-
ment production controls is hurting 
taxpayers, consumers, and work-
ers by distorting prices and reduc-
ing employment in the food and 
beverage industry. It is time for 
fundamental reform,” said Tom 
Earley, an economist with Promar 
International who has studied the 
impact of  the sugar program. 

According to SUA, which sup-
ports manufacturers that use sweet-
eners, the Commerce Department 
last year published a study that cited 
the sugar program as a factor be-
hind job losses in the food industry, 
especially in confectionery. 

“Georgia’s state senators agree 
with the Department of Commerce 
that the current sugar program is 
sending tens of thousands of good 
jobs in the food industry overseas. 

We need to reform the program so 
we can keep those jobs in this coun-
try,” the SUA quoted Earley as say-
ing last week. 

Each year, the government es-
timates sugar consumption and 
subtracts from that the amount of 
foreign sugar the U.S. is forced to 
import, while American sugar farm-
ers supply the remainder.

According to the American Sugar 
Alliance, a coalition of sugar farm-
ers and processors, this structure 
avoids oversupplies and shortages, 
resulting in sugar prices remaining 
stable. Consequently, this eliminates 
the need for government payments 
to farmers, said ASA. 

But SUA claims that by imposing 
government-regulated price floors, 
marketing quotas, and import re-
strictions, domestic sugar prices are 
increased. This results in more and 
more food companies sending their 
production overseas where sugar is 
cheaper, said the group, adding that 
this will eventually hurt domestic 
producers by undermining long-
term demand for their product. 

SUA said the current structure 
of  the sugar program is “increas-
ingly incompatible” with the na-
tion’s foreign trade obligations and 

the changing realities of the global 
marketplace. 

“As trade agreements like 
NAFTA lower trade barriers and 
sugar imports increase, the gov-
ernment will be forced to purchase 
more and more of the domestic sup-
ply, costing American taxpayers at 
least $1.3 billion over the next ten 
years,” it said. 

The SUA’s announcement follows 
a resolution passed by Georgia’s 
Senate urging the state’s congressio-
nal delegation to work for reform of 
sugar policy. 

The Senate had called for “the 
type of reasonable reform to U.S. 
sugar policy that will in turn stabilize 
our foreign trade and domestic eco-
nomic policies.” 

Lorraine Heller

Source: foodnavigator-usa.com, 26-Mar-
2007
Copyright © 2009 Decision News Media. 
Reprinted with the permission of food-
navigator-usa.com. This reprint does 
not constitute or imply any endorsement 
or sponsorship of any product, service, 
company or organization.

Article online at
http://www.foodproductiondaily.com/
news/ng.asp?n=77360-soil-association-
air-freight-food-miles

By Lorraine Heller, http://www.foodnavigator-usa.com

Trade Group Calls for Reform to
U.S. Sugar Policy
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This article shows how domestic firms may seek 
protection from international competition even 
though domestic consumers and other domestic 

producers will be harmed by the action. In this case, the 
U.S. sugar quotas on imports result in a higher price for 
sugar in the United States than in the rest of the world. 
Not only do U.S. consumers pay a higher price for sugar, 
but U.S. producers who use sugar as an input into their 
products are also hurt as they must pay higher costs for 
sugar than their competitors in other nations. One re-
sponse is for these producers to relocate their production 
out of the United States into other countries where sugar 
is cheaper than in the United States. This is not a unique 
situation; it is a familiar story worldwide as firms that 
are threatened with foreign competition seek government 
protection from that competition. The protectionist mea-
sure of imposing quotas or tariffs on imports saves jobs in 
the domestic import-competing industries, but at a great 
cost to consumers and, sometimes, to other producers.

The effect of reducing domestic competition with quo-
tas can be understood using supply and demand analysis. 
Let’s analyze the case of quotas on textile imports into 
the United States. In the diagram, S1 is the domestic sup-
ply of textiles, S2 is the sum of the domestic supply and 
the foreign supply allowed in by the quotas, and D is the 
demand for textiles. Under the quota system, the price of 
textiles in the United States is represented by Pq, and the 
quantity of textiles consumed is Qq. If  the quotas were 
removed, the price of textiles in the United States would 
equal the world price of Pw, and this lower price would be 
associated with an increase in the consumption of textiles 
to Qw. The quota represents a cost to society in terms of 
both a loss of consumer welfare and a loss from the ineffi-
cient use of resources in an industry in which this country 
has no comparative advantage, just as Maine has no com-
parative advantage in the production of pineapples.

Given the costs to society of these quotas, why is there 
such strong support for them in Congress? An important 
political aspect of protectionist policies is that their ben-
efits are concentrated among a relatively small number of 
people—in the case of the article, sugar beet and sugar 
cane growers—while their costs are diffused and spread 
across all consumers. Each individual import-competing 
producer faces very large losses from free trade, whereas 
the cost of a protectionist policy for each consumer is less 
dramatic. It is also easier to organize a relatively small 
number of manufacturers than to mobilize a vast popu-
lation of  consumers. These factors explain the strong 
lobby for the protection of industries like textiles and the 
absence of a legislative lobby that operates specifically in 
the interest of textile consumers.

Industrial arguments for trade protection should be 
seen for what they are: an attempt by an industry to in-
crease its profits at the expense of the general public.
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1  |  How does a commodity standard fix exchange 
rates between countries?

2  |  What kinds of exchange-rate arrangements exist 
today?

3  |  How is equilibrium determined in the foreign 
exchange market?

4  |  How do fixed and floating exchange rates 
differ in their adjustment to shifts in supply and 
demand for currencies?

5  |  What are the advantages and disadvantages of 
fixed and floating exchange rates?

6  |  How does a change in the exchange rate 
affect the prices of goods traded between 
countries?

7  |  Why don’t similar goods sell for the same price 
all over the world?

8  |  How do we find the domestic currency return on 
a foreign bond?

9  |  What is the relationship between domestic 
and foreign interest rates and changes in the 
exchange rate?

Fundamental Questions

Exchange Rates and Financial Links 
Between Countries

An exchange rate is the link between two nations’ monies. The value of a U.S. dollar in 

terms of Japanese yen or European euro determines how many dollars a U.S. resident 

will need in order to buy goods that are priced in yen or euro. Thus, changes in exchange 

rates can have far-reaching implications. Exchange rates may be determined in free mar-

kets, through government intervention in the foreign exchange market, or even by law.

In June 2007, one U.S. dollar was worth about 122 Japanese yen. By June 2009, the 

dollar was worth 96 yen, a 26 percent depreciation of the dollar against the yen. Why does 

the dollar fluctuate in value relative to the yen? What are the effects of such changes? 

© Paul Fleet/iStockphoto
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Should governments permit exchange rates to change? What can governments do to 

discourage changes in exchange rates? These are all important questions, and this chap-

ter will help to answer them.

The chapter begins with a review of the history of exchange-rate systems. It follows with 

an overview of exchange-rate practices in the world today, and how exchange rates pro-

vide a link between prices and interest rates across countries. Along the way, it introduces 

terminology and institutions that play a major role in the evolution of exchange rates.

1  |  How does a 
commodity standard 
fix exchange rates 
between countries?

■ 1.  Past and Current Exchange-Rate
Arrangements

1.a. The Gold Standard
In ancient times, government-produced monies were made of precious metals 
such as gold. Later, when governments began to issue paper money, that money 
was usually convertible into a fixed amount of gold. Ensuring the convertibility 
of paper money into gold was a way to maintain confidence in the currency’s 
value, both at home and abroad. If  a unit of currency was worth a fixed amount 
of gold, its value could be stated in terms of its gold value. The countries that 
maintained a constant gold value for their currencies were said to be on a gold 
standard.

Some countries had backed their currencies with gold long before 1880; how-
ever, the practice became widespread around 1880, so economists typically date 
the beginning of the gold standard to this period. From roughly 1880 to 1914, 
currencies had fixed values in terms of gold. For instance, the U.S. dollar’s value 
was fixed at $20.67 per ounce of gold. Any other currency that was fixed in terms 
of gold also had a fixed exchange rate against the dollar. A simple example will 
illustrate how this works.

Suppose the price of an ounce of gold is $20 in the United States and £4 in the 
United Kingdom. The pound is worth five times the value of a dollar, since it takes 
five times as many dollars as pounds to buy one ounce of gold. Because 1 pound 
buys five times as much gold as 1 dollar, the exchange rate is £1 � $5. Since cur-
rency values are linked by gold values, as the supply of gold fluctuates, there will be 
pressure to alter the prices of goods and services. The gold standard fixes only the 
current price of gold. As the stock of gold increases, everything else held constant, 
the gold and currency prices of goods and services will tend to rise (as would occur 
when the money supply increases).

A gold standard is only one possible commodity money standard. Any other 
highly valued commodity (silver, for instance) could serve as a standard linking 
monies in a fixed-exchange-rate system.

The gold standard ended with the outbreak of World War I. The war was par-
tially funded by increases in the money supplies of the hostile nations. A gold stan-
dard would not permit such a rapid increase in the money supply unless the stock 
of gold increased dramatically, which it did not. As money supplies grew faster 
than gold supplies, the link between money and gold had to be broken. During 
the war years and the Great Depression of the 1930s, and on through World War 
II, there was no organized system for setting exchange rates. Foreign trade and 
investment shrank as a result of the war, obviating the need for a well-functioning 
method of determining exchange rates.

gold standard: a system 
whereby national currencies 
are fixed in terms of their 
value in gold, thus creating 
fixed exchange rates 
between currencies

A commodity money standard 
exists when exchange rates 
are fixed based on the values 
of different currencies in terms 
of some commodity.

Chapter 21  Exchange Rates and Financial Links Between Countries 459



1.b. The Bretton Woods System
At the end of World War II, there was widespread political support for an 
exchange rate system linking all monies in much the same way as the gold 
standard had done. It was believed that a system of fixed exchange rates would 
promote the growth of world trade. In 1944, delegates from 44 nations met in 
Bretton Woods, New Hampshire, to discuss the creation of such a system. The 
agreement reached at this conference has had a profound impact on the world.

The exchange-rate arrangement that emerged from the Bretton Woods con-
ference is often called a gold exchange standard. Each country was to fix the 
value of its currency in terms of gold, just as it had under the gold standard. 
The U.S. dollar price of gold, for instance, was $35 an ounce. However, there 
were fundamental differences between this system and the old gold standard. 
The U.S. dollar, rather than gold, served as the focal point of the system. Instead 
of buying and selling gold, countries bought and sold U.S. dollars to maintain a 
fixed exchange rate with the dollar. Since the United States had the world’s larg-
est financial market and the strongest economy, its currency was the dominant 
world currency. The United States had the productive capacity to supply much-
needed goods to the rest of the world, and these goods were priced in dollars.

The U.S. dollar was the reserve currency of the system. International debts were 
settled with dollars, and international trade contracts were often denominated in 
dollars. In effect, the world was on a dollar standard following World War II.

1.c.  The International Monetary Fund 
and the World Bank

Two new organizations also emerged from the Bretton Woods conference: the 
International Monetary Fund and the World Bank. The International Monetary 
Fund (IMF) was created to supervise the exchange-rate practices of member 
 countries and to encourage the free convertibility of any national money into the 
monies of other countries. The IMF also lends money to countries that are experi-
encing problems meeting their international payment obligations. The funds avail-
able to the IMF come from the annual membership fees (called quotas) of the 185 
member countries of the IMF. The U.S. quota, for instance, is about $57 billion, or 
about 17 percent of the total quotas of all member countries. (The term quota has 
a different meaning in this context from the one it has in international trade.)

The World Bank was created to help finance economic development in poor 
countries. It provides loans to developing countries at more favorable terms 
than are available from commercial lenders, and it also offers technical exper-
tise. The World Bank obtains the funds it lends by selling bonds. It is one of the 
world’s major borrowers. See the Global Business Insight “The IMF and the 
World Bank” for an explanation of how these institutions work.

1.d. The Transition Years
The Bretton Woods system of fixed exchange rates required countries to actively 
buy and sell dollars in order to maintain fixed exchange rates when the free market 
equilibrium in the foreign exchange market differed from the fixed rate. The free 
market equilibrium exchange rate is the rate that would be established in the ab-
sence of government intervention. Governmental buying and selling of currencies 
to achieve a target exchange rate is called foreign exchange market intervention. 
The effectiveness of such intervention is limited to situations in which free market 
pressure to deviate from the fixed exchange rate is temporary. For instance, sup-
pose a country has a bad harvest and earns less foreign exchange than usual. This 
may be only a temporary situation if the next harvest is plentiful and the country 
resumes its typical export sales. During the period of reduced exports, it will be 

The Bretton Woods agreement 
established a system of fixed 
exchange rates.

reserve currency: a 
currency that is used to 
settle international debts 
and is held by governments 
to use in foreign exchange 
market interventions

gold exchange standard: 
an exchange-rate system 
in which each nation fixes 
the value of its currency in 
terms of gold, but buys and 
sells the U.S. dollar rather 
than gold to maintain fixed 
exchange rates

International Monetary 
Fund (IMF): an 
international organization 
that supervises exchange-
rate arrangements and 
lends money to member 
countries that are 
experiencing problems 
meeting their external 
financial obligations

World Bank: an 
international organization 
that makes loans and 
provides technical expertise 
to developing countries

foreign exchange market 
intervention: the buying 
and selling of currencies by 
a central bank to achieve a 
specified exchange rate
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necessary for the government of this country to intervene to avoid a depreciation 
of its domestic currency. In the 1960s, however, there were several situations in 
which permanent rather than temporary changes called for changes in exchange 
rates rather than government foreign exchange market intervention.

The Bretton Woods system was officially dissolved in 1971, at a meeting of 
the finance ministers of the leading world powers at the Smithsonian Institution 
in Washington, D.C. The Smithsonian agreement changed the exchange rates 
set during the Bretton Woods era. One result was a devaluation of the U.S. dol-
lar. (A currency is said to be devalued when its value is officially lowered.)

Under the Smithsonian agreement, countries were to maintain fixed exchange 
rates at newly defined values. It soon became clear, however, that the new ex-
change rates were not equilibrium exchange rates that could be maintained 
without government intervention and that government intervention could not 
maintain the disequilibrium fixed exchange rates forever. The U.S. dollar was 
devalued again in February 1973, when the dollar price of gold was raised to 
$42.22. This new exchange rate was still not an equilibrium rate, and in March 
1973 the major industrial countries abandoned fixed exchange rates.

1.e. Today
When the major industrial countries abandoned fixed exchange rates in March 
1973, the world did not move to purely free market–determined floating ex-
change rates. Under the system that has been in existence since that time, the 
major industrial countries intervene to keep their currencies within acceptable 
ranges, while many smaller countries maintain fixed exchange rates.

The world today consists of  some countries with fixed exchange rates, 
whose governments keep the exchange rates between two or more currencies 

The IMF and the World Bank

The International Monetary Fund (IMF) and the World 
Bank were both created at the Bretton Woods conference 
in 1944. The IMF oversees the international monetary 
system, promoting stable exchange rates and macroeco-
nomic policies. The World Bank promotes the economic 
development of the poor nations. Both organizations are 
owned and directed by their 182 member countries.

The IMF provides loans to nations that are having 
trouble repaying their foreign debts. Before the IMF 
lends any money, however, the borrower must agree to 
certain conditions. The IMF conditionality usually requires 
that the country meet targets for key macroeconomic 
variables like money-supply growth, inflation, tax col-
lections, and subsidies. The conditions attached to IMF 
loans are aimed at promoting stable economic growth.

The World Bank assists developing countries by 
providing long-term financing for development projects 

and programs. The bank also provides expertise in 
many areas in which poor nations lack expert knowl-
edge: agriculture, medicine, construction, and educa-
tion, as well as economics. The IMF primarily employs 
economists to carry out its mission.

The diversity of World Bank activities results in the 
employment of about 6,500 people. The IMF has a 
staff of approximately 1,700. Both organizations post 
employees around the world, but most work at the 
organizations’ headquarters in Washington, D.C.

World Bank funds are largely acquired by borrowing 
on the international bond market. The IMF receives its 
funding from member-country subscription fees, called 
quotas. A member’s quota determines its voting power 
in setting IMF policies. The United States, whose quota 
accounts for the largest fraction of the total, has the 
most votes.

Global Business Insight

devaluation: a deliberate 
decrease in the official value 
of a currency

equilibrium exchange 
rates: the exchange rates 
that are established in the 
absence of government 
foreign exchange market 
intervention

2  | What kinds of 
exchange-rate 
arrangements exist 
today?
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constant over time; other countries with floating exchange rates, which shift 
on a daily basis according to the forces of supply and demand; and still others 
whose  exchange-rate systems lie somewhere in between. Table 1, which lists the 
 exchange-rate arrangements of over 180 countries, illustrates the diversity of 
exchange-rate arrangements currently in effect.

We provide a brief  description of each:

Crawling pegs The exchange rate is adjusted periodically by small amounts 
at a fixed, preannounced rate or in response to certain indicators (such as 
inflation differentials against major trading partners).

In March 1973, the major 
industrial countries 
abandoned fixed exchange 
rates for floating rates.

TABLE 1 Exchange Rate Arrangments

Monetary Policy Framework

Exchange Rate
Arrangement  Monetary Inflation
(number of  Aggregate Targeting
countries) Exchange Rate Anchor Target Framework Other1

   Composite 
 U.S. dollar (66) Euro (27) (15) Other (7) (22) (44) (11)

Exchange Ecuador Palau Montenegro  Kiribati
arrangement El Salvador Panama San Marino
with no Marshall Timor-Leste
separate legal  Islands 
tender (10) Micronesia, 
  Fed. States   
  of    

Currency Antigua St. Lucia2 Bosnia and  Brunei
board  and St. Vincent  Herzegovina  Darussalam
arrangement  Barbuda2  and the Bulgaria 
(13) Djibouti  Grenadines2 Estonia3 
 Dominica2  Lithuania3 
 Grenada2  Benin4

 Hong Kong   Burkina
 SAR  Faso4

 St. Kitts     
  and Nevis2    

Other Angola Seychelles Cameroon5 Fiji Bhutan Argentina
conventional Argentina Sierra Leone Cape Verde Kuwait Lesotho Malawi
fixed peg Aruba Solomon Central Libya Namibia Rwanda
arrangement Bahamas, The  Islands  African Morocco Nepal Sierra Leone
(68) Bahrain Sri Lanka  Rep.5 Russian Swaziland
 Bangladesh Suriname Chad5  Federation 
 Barbados Tajikistan Comoros Samoa
 Belarus Trinidad and Congo, Rep. Tunisia
 Belize  Tobago  of5

 Eritrea Turkmenistan Côte
 Guyana United Arab  d'Ivoire4

 Honduras  Emirates Croatia
 Jordan Venezuela, Denmark3

 Kazakhstan  Rep. Equatorial
 Lebanon  Bolivariana  Guinea5

 Malawi  de Gabon5

 Maldives Vietnam Guinea-
 Mongolia Yemen, Rep.  Bissau4 
 Netherlands  of Latvia3 
 Antilles Zimbabwe Macedonia, 
 Oman  FYR  
 Qatar  Mali4   
 Rwanda  Niger4   
 Saudi  Senegal4   
  Arabia  Togo4   
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TABLE 1 Exchange Rate Arrangments

Pegged   Slovak Syria
exchange rate    Rep.3 Tonga
within
horizontal
bands (3)      

Crawling Bolivia   Botswana
peg (8) China   Iran, I.R. of.
 Ethiopia   
 Iraq   
 Nicaragua   
 Uzbekistan   

Crawling Costa Rica   Afghanistan, Azerbaijan
band (2)    I.R. of
   Burundi
   Gambia, The
   Georgia
   Guinea
   Haiti
   Jamaica
   Kenya
   Madagascar   

Managed Cambodia Algeria Moldova Colombia Dominican  Armenia6

floating with Kyrgyz Singapore Mozambique Ghana  Rep.
no pre- Rep. Vanuatu Nigeria Guatemala Egypt
determined Lao P.D.R.  Papua New Indonesia India
path for the Liberia  Guinea Peru Malaysia
exchange Mauritania  São Tomé Romania Pakistan
rate (44) Mauritius   and Príncipe Serbia6 Paraguay
 Myanmar  Sudan Thailand 
 Ukraine  Tanzania Uruguay 
   Uganda  

Independently   Zambia Albania Luxembourg7 Congo,
floating (40)    Australia Malta7  Dem. Rep.
    Austria7 Mexico  of
    Belgium7 Netherlands7 Japan
    Brazil New Zealand Somalia8

    Canada Norway Switzerland
    Chile Philippines United
    Cyprus7 Poland  States
    Czech Portugal7 
    Rep. Slovenia7 
    Finland7 South Africa 
    France7 Spain7 
    Germany7 Sweden 
    Greece7 Turkey 
    Hungary United 
    Iceland  Kingdom 
    Ireland7  
    Israel  
      Italy7  
    Korea,  
    Rep. of  

1 Includes countries that have no explicitly stated nominal anchor, but rather monitor various indicators in conducting monetary policy.
2 The member participates in the Eastern Caribbean Currency Union.
3 The member participates in the ERM II.
4 The member participates in the West African Economic and Monetary Union.
5 The member participates in the Central African Economic and Monetary Community.
6 The central bank has taken preliminary step toward inflation targeting and is preparing for the transition to full-fledged inflation targeting.
7 The member participates in the European Economic and Monetary Union.
8 As of end-December 1989.
Source: IMF, "De Facto Classification of Exchange Rate Arrangements and Monetary Frameworks," April 30, 2008.
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Crawling bands The exchange rate is maintained within certain fluctuation 
margins around a central rate that is periodically adjusted at a fixed, prean-
nounced rate or in response to certain indicators.
Managed floating The monetary authority (usually the central bank) influ-
ences the exchange rate through active foreign exchange market intervention 
with no preannounced path for the exchange rate.
Independently floating The exchange rate is market determined, and any 
intervention is aimed at moderating fluctuations rather than at determining 
the level of the exchange rate.
No separate legal tender Either another country’s currency circulates as the 
legal tender, or the country belongs to a monetary union where the legal 
tender is shared by the members (like the euro).
Currency board A fixed exchange rate is established by a legislative commit-
ment to exchange domestic currency for a specified foreign currency at a fixed 
exchange rate. New issues of domestic currency are typically backed in some 
fixed ratio (like 1-to-1) by additional holdings of the key foreign currency.
Fixed peg The exchange rate is fixed against a major currency or some bas-
ket of currencies. Active intervention may be required to maintain the target 
pegged rate.
Horizontal bands The exchange rate fluctuates around a fixed central target 
rate. Such target zones allow for a moderate amount of exchange-rate fluc-
tuation while tying the currency to the target central rate.

Note that the countries that use the euro as their currency are listed as 
“Independently floating.” The euro floats against other currencies, but each of 
the member nations of the euro have no separate national money.

Table 2 lists the end-of-year exchange rates for several currencies versus the U.S. 
dollar beginning in 1950. For most of the currencies, there was little movement in 

TABLE 2 Exchange Rates of Selected Countries (currency units per U.S. dollar)

Year Canadian Dollar Japanese Yen French Franc German Mark Italian Lira British Pound Euro

1950 1.06 361 3.5 4.2 625 0.36 —

1955 1 361 3.5 4.22 625 0.36 —

1960 1 358 4.9 4.17 621 0.36 —

1965 1.08 361 4.9 4.01 625 0.36 —

1970 1.01 358 5.52 3.65 623 0.42 —

1975 1.02 305 4.49 2.62 684 0.5 —

1980 1.19 203 4.52 1.96 931 0.42 —

1985 1.4 201 7.56 2.46 1,679 0.69 —

1990 1.16 134 5.13 1.49 1,130 0.52 —

1995 1.36 103 4.9 1.43 1,584 0.65 —

2000 1.49 114 — — — 0.67 1.06

2005 1.16 118 __ __ __ 0.58 0.84

2008 1.22 91 __ __ __ 0.68 0.72

Source: End-of-year exchange rates from International Monetary Fund, International Financial Statistics, Washington, D.C., various issues, and 
Pacific Exchange Rate Service: http://fx.sauder.ubc.ca/cgi/fxdata.
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■ 2. Fixed or Floating Exchange Rates
Is the United States better off today with floating exchange rates than it was 
with the fixed exchange rates of the post–World War II period? The choice of an 
exchange-rate system has multiple implications for the performance of a nation’s 
economy and, therefore, for the conduct of  macroeconomic policy. As with 
many policy issues in economics, economists often disagree about the merits of 
fixed versus flexible exchange rates. Let us look at the characteristics of the dif-
ferent exchange-rate systems.

2.a. Equilibrium in the Foreign Exchange Market
An exchange rate is the price of one money in terms of another. Equilibrium is 
determined by the supply of and demand for the two currencies in the foreign 
exchange market. Figure 1 contains two supply and demand diagrams for the 
U.S. dollar–euro foreign exchange market. The downward-sloping demand 
curve indicates that the higher the dollar price of euro, the fewer euro will be 
demanded. The upward-sloping supply curve indicates that the higher the dol-
lar price of euro, the more euro will be supplied.

In Figure 1(a), the initial equilibrium occurs at the point where the demand 
curve D1 intersects the supply curve. At this point, the equilibrium exchange rate 
is $1.00 (1 euro costs $1.00), and the quantity of euro bought and sold is Q1.

Suppose U.S. residents increase their demand for French wine. Because euro 
are needed to pay for the wine, the greater U.S. demand for French wine gener-
ates a greater demand for euro by U.S. citizens who hold dollars. The demand 
curve in Figure 1(a) thus shifts from D1 to D2. This increased demand for euro 
causes the euro to appreciate relative to the dollar. The new exchange rate is 
$1.03, and a greater quantity of euro, Q2, is bought and sold.

3  | How is equilibrium 
determined in the 
foreign exchange 
market?

Equilibrium in the foreign 
exchange market occurs at 
the point where the foreign 
exchange demand and supply 
curves intersect.

R E C A P
1. Under a gold standard, each currency has a fixed value in terms of gold. 

This arrangement provides for fixed exchange rates between countries.

2. At the end of World War II, the Bretton Woods agreement established 
a new system of fixed exchange rates. Two new organizations—the 
International Monetary Fund (IMF) and the World Bank—also emerged 
from the Bretton Woods conference.

3. Fixed exchange rates are maintained by government intervention in the 
foreign exchange market; governments or central banks buy and sell 
currencies to keep the equilibrium exchange rate steady.

4. The governments of the major industrial countries adopted floating ex-
change rates in 1973. In fact, the prevailing system is characterized by 
managed  floating—that is, by occasional government intervention—rather 
than being a pure free market–determined exchange-rate system.

5. Some countries choose floating exchange rates; others peg their currencies 
to a single currency or a composite.

the 1950s and 1960s, the era of the Bretton Woods agreement. In the early 1970s, 
exchange rates began to fluctuate. More recently, there has been considerable 
change in the foreign exchange value of a dollar, as Table 2 illustrates.
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If the U.S. demand for French wine falls, the demand for euro also falls, as 
illustrated by the shift from D1 to D3 in Figure 1(a). The decreased demand for 
euro causes the euro to depreciate relative to the dollar, so that the exchange rate 
falls to $.97.

So far, we have considered how shifts in the U.S. demand for French goods af-
fect the dollar-euro exchange rate. We can also use the same supply and demand 
diagram to analyze how changes in the French demand for U.S. goods affect the 
equilibrium exchange rate. The supply of euro to the foreign exchange market 
partly originates with French residents who buy goods from the rest of the world. If  
a French importer buys a tractor from a U.S. firm, the importer must exchange euro 
for dollars to pay for the tractor. As French residents’ demand for foreign goods and 
services rises and falls, the supply of euro to the foreign exchange market changes.

Suppose the French demand for U.S. tractors increases. This brings about a 
shift of the supply curve: As euro are exchanged for dollars to buy the U.S. trac-
tors, the supply of euro increases. In Figure 1(b), the supply of euro curve shifts 
from S1 to S2. The greater supply of euro causes the euro to depreciate relative to 
the dollar, and the exchange rate falls from $1.00 to $.97. If the French demand 
for U.S. tractors decreases, the supply of euro decreases from S1 to S3, and the euro 
appreciates to $1.03.

Foreign exchange supply and demand curves are affected by changes in tastes 
and technology and by changing government policy. As demand and supply 

FIGURE 1 The Supply of and Demand for Foreign Exchange
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This figure represents the foreign exchange market for euro traded for dollars. The demand curve for euro is based 
partly on the U.S. demand for French products, and the supply curve of euro is based partly on the French demand 
for U.S. products. An increase in demand for French wine causes demand for euro to increase from D1 to D2. This shift 
causes an increase from Q1 to Q2 in the equilibrium quantity of euro traded and causes the euro to appreciate to $1.03 
from the initial equilibrium exchange rate of $1.00. A decrease in demand for French wine causes the demand for euro 
to fall from D1 to D2. This shift leads to a fall in the equilibrium quantity traded to Q2 and a depreciation of the euro to 
$.97. If the French demand for U.S. tractors falls, fewer euro are supplied for exchange for dollars, as illustrated by the 
fall in supply from S1 to S2. This shift causes the euro to appreciate to $1.03 and the equilibrium quantity of euro traded 
to fall to Q1. If the French demand for U.S. tractors rises, then more euro are supplied for dollars and the supply curve 
increases from S1 to S2. This causes the euro to depreciate and the equilibrium quantity of euro traded to rise to Q2.
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change, the equilibrium exchange rate changes. In fact, continuous shifts in sup-
ply and demand cause the exchange rate to change as often as every day, on the 
basis of free market forces. Now let us consider how fixed exchange rates differ 
from floating exchange rates.

2.b.  Adjustment Mechanisms Under Fixed 
and Flexible Exchange Rates

Figure 2 shows the dollar-euro foreign exchange market. The exchange rate is 
the number of dollars required to buy 1 euro; the quantity is the quantity of 
euro bought and sold. Suppose that, initially, the equilibrium is at point A, with 
quantity Q1 euro traded at $1.00 per euro.

Suppose French wine becomes more popular in the United States, and the de-
mand for euro increases from D1 to D2. With flexible exchange rates (as in Figure 1), 
a new equilibrium is established at point B. The exchange rate rises to $1.03 per 
euro, and the quantity of euro bought and sold is Q2. The increased demand for 
euro has caused the euro to appreciate (rise in value against the dollar) and the dol-
lar to depreciate (fall in value against the euro). This is an example of a freely float-
ing exchange rate, determined by the free market forces of supply and demand.

Now suppose the Federal Reserve is committed to maintaining a fixed ex-
change rate of $1.00 per euro. The increase in demand for euro causes a shortage 
of euro at the exchange rate of $1.00. According to the new demand curve, D2, 
the quantity of euro demanded at $1.00 is Q3. The quantity supplied is found 
on the original supply curve S1, at Q1. The only way to maintain the exchange 

4  | How do fixed and 
floating exchange 
rates differ in their 
adjustment to shifts in 
supply and demand for 
currencies?

appreciate: when the value 
of a currency increases 
under floating exchange 
rates—that is, exchange 
rates determined by supply 
and demand

depreciate: when the value 
of a currency decreases 
under floating exchange 
rates

Foreign Exchange Market Equilibrium under Fixed and 
Flexible Exchange Rates

FIGURE 2

Ex
ch

an
ge

 R
at

e 
(d

ol
la

rs
 p

er
 e

ur
o)

Quantity (euro)

1.03

1.00

Q 1 Q 2 Q 3

D 1

D 2

B

A C

S 1

S 2

0

Increase in the Demand
For Euro

Amount of
Intervention
Needed to

Maintain the
Fixed Exchange

Rate

Initially, equilibrium is at point A; the exchange rate is $1.00 and Q1 euro are traded. An 
increase in demand for French wine causes the demand for euro to increase from D1 to 
D2. With flexible exchange rates, the euro appreciates in value to $1.03 and Q2 euro are 
traded; equilibrium is at point B. If the government is committed to maintaining a fixed ex-
change rate of $1.00, the supply of euro must be increased to S2 so that a new equilibrium 
can occur at point C. The government must intervene in the foreign exchange market and 
sell euro to shift the supply curve to S2.
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rate of $1.00 is for the Federal Reserve to supply euro to meet the shortage of 
Q3 − Q1. In other words, the Fed must sell Q3 − Q1 euro to shift the supply curve 
to S2 and thus maintain the fixed exchange rate.

If the increased demand for euro is temporary, the Fed can continue to supply 
euro for the short time necessary. However, if  the increased demand for euro is 
permanent, the Fed’s intervention will eventually end when it runs out of euro. 
This situation—a permanent change in supply or demand—is referred to as a 
fundamental disequilibrium. The fixed exchange rate is no longer an equilibrium 
rate. Under the Bretton Woods agreement, a country was supposed to devalue 
its currency in such cases.

Suppose that the shift to D2 in Figure 2 is permanent. In this case, the dollar 
should be devalued. A devaluation to $1.03 per euro would restore equilibrium 
in the foreign exchange market without requiring further intervention by the 
government. Sometimes, however, governments try to maintain the old exchange 
rate ($1.00 per euro, in this case), even though most people believe the shift in 
demand to be permanent. When this happens, speculators buy the currency 
that is in greater demand (euro, in our example) in anticipation of the eventual 
devaluation of the other currency (dollars, in Figure 2). A speculator who pur-
chases euro for $1.00 prior to the devaluation and sells them for $1.03 after the 
devaluation earns $.03 per euro purchased.

Speculation puts greater devaluation pressure on the dollar: The speculators 
sell dollars and buy euro, causing the demand for euro to increase even further. 
Such speculative activity contributed to the breakdown of the Bretton Woods 
system of fixed exchange rates. Several countries intervened to support exchange 
rates that were far out of line with free market forces. The longer a devaluation 
was put off, the more obvious it became that the devaluation was forthcoming 
and the more speculators entered the market. In 1971 and 1973, speculators 
sold dollars for yen and German marks. They were betting that the dollar would 
be devalued; both times they were correct. The speculative activity of the early 
1970s drew attention to the folly of efforts to maintain fixed exchange rates in 
the face of a change in the fundamental equilibrium exchange rate.

2.c. Constraints on Economic Policy
Fixed exchange rates can be maintained over time only between countries with 
similar economic policies and similar underlying economic conditions. As prices 
rise within a country, the domestic value of a unit of that country’s currency falls, 
since the currency buys fewer goods and services. In the foreign exchange market 
too, the value of a unit of domestic currency falls, since it buys relatively fewer 
goods and services than the foreign currency does. A fixed exchange rate thus 
requires that the purchasing power of the two currencies change at roughly the 
same rate over time. Only if two nations have approximately the same inflation 
experience will they be able to maintain a fixed exchange rate. This condition was 
a frequent source of problems in the Bretton Woods era of fixed exchange rates. 
In the late 1960s, for instance, the U.S. government was following a more expan-
sionary macroeconomic policy than was Germany. U.S. government expenditures 
on the war in Vietnam and domestic antipoverty initiatives led to inflationary 
pressures that were not matched in Germany. Between 1965 and 1970, price levels 
rose by 23.2 percent in the United States but by only 12.8 percent in Germany. 
Since the purchasing power of the dollar was falling faster than that of the mark, 
the fixed exchange rate could not be maintained. The dollar had to be devalued.

One of the advantages of floating exchange rates is that countries are free to 
pursue their own macroeconomic policies without worrying about maintaining 

fundamental 
disequilibrium: a 
permanent shift in the 
foreign exchange market 
supply and demand 
curves such that the fixed 
exchange rate is no longer 
an equilibrium rate

speculators: people 
who seek to profit from 
an expected shift in an 
exchange rate by selling the 
currency that is expected to 
depreciate and buying the 
currency that is expected to 
appreciate, then exchanging 
the appreciated currency for 
the depreciated currency 
after the exchange-rate 
adjustment

5  | What are the 
advantages and 
disadvantages of fixed 
and floating exchange 
rates?
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an exchange-rate commitment. If  U.S. policy produces a higher inflation rate 
than Japanese policy, the dollar will automatically depreciate in value against 
the yen. The United States can choose the macroeconomic policy it wants, 
independently of other nations, and let the exchange rate adjust if  its inflation 
rate differs markedly from that of other nations. If  the dollar were fixed in value 
relative to the yen, the two nations couldn’t follow independent policies and 
expect to maintain the exchange rate.

It became obvious in the late 1960s that many governments considered other 
issues more important than maintenance of a fixed exchange rate. A nation that 
puts a high priority on reducing unemployment will typically stimulate the econ-
omy to try to increase income and create jobs. This initiative may cause the domes-
tic inflation rate to rise and the domestic currency to depreciate relative to other 
currencies. If one goal or the other—lower unemployment or a fixed exchange 
rate—must be given up, it is likely that the exchange-rate goal will be sacrificed.

Floating exchange rates allow countries to formulate their domestic economic 
policy solely in response to domestic issues; they need not pay attention to the 
economic policies of the rest of the world. For residents of some countries, 
this freedom may be more of a problem than a benefit. The freedom to choose 
a rate of inflation and let the exchange rate adjust itself  can have undesirable 
consequences in  countries whose politicians, for whatever reason, follow highly 
inflationary  policies. In these countries, a fixed-exchange-rate system would 
impose discipline, since maintenance of the exchange rate would not permit 
policies that diverged sharply from those of its trading partner.

1. Under a fixed-exchange-rate system, governments must sometimes 
intervene in the foreign exchange market to maintain the exchange rate. 
A fundamental disequilibrium requires a currency devaluation.

2. Fixed exchange rates can be maintained only between countries with simi-
lar macroeconomic policies and similar underlying economic conditions.

3. Fixed exchange rates serve as an anchor to constrain inflationary 
 government policies.

R E C A P

■ 3. Prices and Exchange Rates
An exchange rate, as you learned in earlier chapters, is the price of one money 
in terms of another. The exchange rate doesn’t enter into the purchase and sale 
of Fords in Michigan and California because each state uses the U.S. dollar. But 
for goods and services that are traded across national borders, the exchange rate 
is an important part of the total price. We will assume that currencies are traded 
freely for each other and that foreign exchange markets respond to supply and 
demand without government intervention.

Let’s look at an example. A U.S. wine importer purchases 1,000,000 euro 
(€1,000,000) worth of wine from France. The importer demands euro in order to 
pay the French wine seller. Suppose the initial equilibrium exchange rate is $1 � €1. 
At this rate, the U.S. importer needs 1,000,000 euro at $1 apiece, or $1,000,000.

3.a. Appreciation and Depreciation
When the exchange rate between two currencies changes, we say that one cur-
rency depreciates while the other appreciates. Suppose the exchange rate goes 

6  | How does a change 
in the exchange rate 
affect the prices of 
goods traded between 
countries?
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from $1 � €1 to $1.10 � €1. The euro is now worth $1.10 instead of $1. The 
dollar has depreciated in value in relation to the euro; dollars are worth less in 
terms of euro. At the new equilibrium exchange rate, the U.S. importer needs 
$1,100,000 ($1.10 � 1,000,000) to buy €1,000,000 worth of wine.

Instead of saying that the dollar has depreciated against the euro, we can 
say that the euro has appreciated against the dollar. If  the dollar is depreciating 
against the euro, the euro must be appreciating against the dollar. Whichever 
way we describe the change in the exchange rate, the result is that euro are now 
worth more in terms of dollars. The price of a euro has gone from $1 to $1.10.

As exchange rates change, the prices of goods and services traded in inter-
national markets also change. Suppose the dollar appreciates against the euro. 
This means that a euro costs fewer dollars; it also means that French goods cost 
U.S. buyers less. If  the exchange rate falls to $.90 � €1, then €1,000,000 costs 
$900,000 ($.90 � 1,000,000). The French wine has become less expensive to the 
U.S. importer.

•  When the domestic (home) currency depreciates, foreign goods become 
more expensive to domestic buyers.

•  When the domestic currency appreciates, foreign goods become less expen-
sive to domestic buyers.

Let’s look at the problem from the French side. When the dollar price of the 
euro rises, the euro price of the dollar falls; and when the dollar price of the 
euro falls, the euro price of the dollar rises. If  the dollar price of the euro ($/€) 
is originally $1, the euro price of the dollar (€/$) is the reciprocal (1/1), or €1. 
If  the dollar depreciates against the euro to $1.10, then the euro appreciates 
against the dollar to 1/1.10, or €.91. As the euro appreciates, U.S. goods become 
less expensive to French buyers. If  the dollar appreciates against the euro to 
$.90, then the euro depreciates against the dollar to 1/.90, or €1.11. As the euro 
depreciates, U.S. goods become more  expensive to French buyers.

•  When the domestic currency depreciates, domestic goods become less ex-
pensive to foreign buyers.

•  When the domestic currency appreciates, domestic goods become more 
expensive to foreign buyers.

The exchange rate is just one determinant of  the demand for goods and ser-
vices. Income, tastes, the prices of  substitutes and complements, expectations, 
and the exchange rate all determine the demand for U.S. wheat, for example. 
As the dollar depreciates in relation to other currencies, the demand for U.S. 
wheat increases (along with foreign demand for all other U.S. goods), even if  
all the other determinants do not change. Conversely, as the dollar appreciates, 
the demand for U.S. wheat falls (along with foreign demand for all other U.S. 
goods), even if  all the other determinants do not change.

3.b. Purchasing Power Parity
Within a country, where prices are quoted in terms of a single currency, all we 
need to know is the price in the domestic currency of an item in two different 
locations to determine where our money buys more. If  Joe’s bookstore charges 
$20 for a book and Pete’s bookstore charges $30 for the same book, the pur-
chasing power of our money is greater at Joe’s than it is at Pete’s.

International comparisons of prices must be made using exchange rates be-
cause different countries use different monies. Once we cross national borders, 
prices are quoted in different currencies. Suppose Joe’s bookstore in New York 
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City charges $20 for a book and Pierre’s bookstore in Paris charges €30. To 
compare the prices, we must know the exchange rate between dollars and euro.

If  we find that goods sell for the same price in different markets, our money 
has the same purchasing power in those markets, which means that we have 
purchasing power parity (PPP). The PPP reflects a relationship among the do-
mestic price level, the exchange rate, and the foreign price level:

P � EPF

where

P � the domestic price
E �  the exchange rate (units of domestic currency per unit of foreign currency)
PF � the foreign price

If the dollar-euro exchange rate is .67 ($.67 � €1), then a book priced at €30 in 
Pierre’s store in Paris costs the same as a book priced at $20 in Joe’s New York 
store:

 P � EPF

 � $.67 × 30
 � $20

The domestic price (we are assuming that the U.S. dollar is the domestic currency) 
equals the exchange rate times the foreign price. Because the dollar price of the 
book in Paris is $20 and the price in the United States is $20, PPP holds. The 
purchasing power (value) of the dollar is the same in both places.

Realistically, similar goods don’t always sell for the same price everywhere. 
Actually they don’t even sell for the same price within a country. If the same text-
book is priced differently at different bookstores, it is unrealistic to expect the price 
of the book to be identical worldwide. There are several reasons why PPP does 
not hold. The most important are that goods are not identical, that information 
is costly, that shipping costs affect prices, and that tariffs and legal restrictions on 
trade affect prices. If these factors did not exist, we would expect that anytime a 
price was lower in one market than in another, people would buy in the low-price 
market (pushing prices up) and simultaneously sell in the high-price market (push-
ing prices down). This activity, known as arbitrage, would ensure that PPP holds.

purchasing power parity 
(PPP): the condition under 
which monies have the 
same purchasing power in 
different markets

R E C A P
1. When the exchange rate between two currencies changes, one currency 

 depreciates while the other appreciates.

2. Purchasing power parity means that money has the same purchasing 
power in different markets.

3. Similar goods do not sell for the same price all over the world because 
goods are not identical, information is costly, shipping costs affect prices, 
and tariffs and legal restrictions on international trade affect prices.

■ 4. Interest Rates and Exchange Rates
Exchange rates are used to compare international prices of goods and services. 
They are also used to compare the return on foreign currency–denominated 
stocks and bonds to the return on domestic assets. For example, suppose you have 
a choice of buying a U.S. bond or a U.K. bond. The U.S. bond is denominated 

7  | Why don’t similar 
goods sell for the 
same price all over the 
world?
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in dollars and pays 15 percent interest; the U.K. bond is denominated in British 
pounds and pays 10 percent interest. Because you are a U.S. resident and you 
ultimately want dollars for household spending, you must compare the dollar 
return from holding each bond.

4.a.  The Domestic Currency Return from 
Foreign Bonds

The U.S. bond is denominated in dollars, so the 15 percent interest is a dollar 
return. The U.K. bond, on the other hand, promises to pay 10 percent in terms 
of British pounds. If  you buy the U.K. bond, you exchange dollars for pounds 
at the time the bond is purchased. When the bond matures, you exchange the 
principal and interest (the proceeds), trading pounds for dollars. If  the ex-
change rate remains the same, the return on the U.K. bond is 10 percent. But 
if  the exchange rate changes between the time you buy the bond and the time it 
matures, your return in dollars may be more or less than 10 percent.

Figure 3 shows what happens when a U.S. resident buys a one-year U.K. bond. 
Suppose the exchange rate is $2 � £1 when the bond is purchased, and the bond 
sells for £1. The U.S. resident needs $2 to buy the bond. A year later, the bond ma-
tures. The bondholder receives the principal of £1 plus 10 percent interest (£.10). 
Now the U.S. resident wants to convert the pounds into dollars. If the exchange 
rate has gone up from $2 � £1 to $2.10 � £1, the £1.10 proceeds from the bond 
are converted into dollars at the rate of 2.10 dollars per pound. The dollar value of 
the proceeds is $2.31 (the exchange rate [2.10] multiplied by the pound proceeds 
[£1.10]). The dollar return from the U.K. bond is the percentage difference between 
the dollar proceeds received after one year and the initial dollar amount invested, 
or approximately 15 percent:

FIGURE 3 A U.S. Resident Buys a One-Year U.K. Bond
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Dollar return � $2.31 − $2
$2

    � 
$.31
$2

   � .15

We can also determine the dollar return from the U.K. bond by adding the 
U.K. interest rate to the percentage change in the exchange rate. The percentage 
change in the exchange rate is 5 percent:

Percentage change in exchange rate � $2.10 − $2
$2

              � 
$.10
$2

                 � 0.05

The dollar return from the U.K. bond equals the 10 percent interest paid in 
British pounds plus the 5 percent change in the exchange rate, or 15 percent.

In our example, the pound appreciates against the dollar. When the pound 
increases in value, foreign residents holding pound-denominated bonds earn a 
higher return on those bonds than the pound interest rate. If  the pound depreci-
ates against the dollar, so that the pounds received at maturity are worth less than 
the pounds originally purchased, then the dollar return from the U.K. bond is 
lower than the interest rate on the bond. If  the pound depreciates 5 percent, the 
dollar return is just 5 percent (the interest rate [10 percent] minus the exchange 
rate change [5 percent]).

We calculate the domestic currency return on a foreign bond by adding the for-
eign interest rate (iF) plus the percentage change in the exchange rate [(E2 − E1) / E1], 
where E2 is the dollar price of a unit of foreign currency in the next period, when 
the bond matures, and E1 is the exchange rate in the current period, when the bond 
is purchased:

Domestic currency return � foreign interest rate � percentage change in 
exchange rate

 � iF � 
E2 � E1

E1

4.b. Interest Rate Parity
Because U.S. residents can hold U.S. bonds, U.K. bonds, or the bonds or other 
securities of any country they choose, they compare the returns from the alterna-
tives when deciding what assets to buy. Foreign investors do the same thing. One 
product of this process is a close relationship among international interest rates. 
Specifically, the return, or interest rate, on similar bonds tends to be the same when 
returns are measured in terms of the domestic currency. This is called interest 
rate parity (IRP).

Interest rate parity is the financial asset version of purchasing power parity. 
Similar financial assets have the same percentage return when that return is com-
puted in terms of one currency. Interest rate parity defines a relationship among 
the domestic interest rate, the foreign interest rate, and the expected change in 
the exchange rate:

Domestic interest rate �  foreign interest rate � expected change in 
exchange rate

9  | What is the 
relationship between 
domestic and foreign 
interest rates and 
changes in the 
exchange rate?

8  | How do we find the 
domestic currency 
return on a foreign 
bond?
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1  | How does a commodity standard fix exchange rates 
between countries?

 •  Between 1880 and 1914, a gold standard provided 
for fixed exchange rates among countries. §1.a

 •  The gold standard ended with World War I, and 
no established international monetary system 
replaced it until after World War II, when the 
Bretton Woods agreement created a fixed-
exchange-rate system. §1.b

2  | What kinds of exchange-rate arrangements exist 
today?

 •  Today some countries have fixed exchange rates, 
others have floating exchange rates, and still 
others have managed floats or other types of 
systems. §1.e

3  | How is equilibrium determined in the foreign 
exchange market?

 •  Foreign exchange market equilibrium is determined 
by the intersection of the demand and supply 
curves for foreign exchange. §2.a

4  | How do fixed and floating exchange rates differ in 
their adjustment to shifts in supply and demand for 
currencies?

 •  Under fixed exchange rates, central banks must 
intervene in the foreign exchange market to keep 
the exchange rate from shifting. §2.b

5  | What are the advantages and disadvantages of fixed 
and floating exchange rates?

 •  Floating exchange rates permit countries to 
pursue independent economic policies. A fixed 

SUMMARY

In our example, the U.S. bond pays 15 percent interest; the U.K. bond offers 
10 percent interest in pounds. If  the pound is expected to appreciate 5 percent, 
the U.K. bond offers U.S. residents an expected dollar return of 15 percent. 
Interest rate parity holds in this case. The domestic interest rate is 15 percent, 
which equals the foreign interest rate (10 percent) plus the expected change in 
the exchange rate (5 percent).

Interest rate parity is the product of  arbitrage in financial markets. If  U.S. 
bonds and U.K. bonds are similar in every respect except the currency used 
to pay the principal and interest, then they should yield similar returns to 
bondholders. If  U.S. investors can earn a higher return by buying U.K. bonds, 
they are going to buy more U.K. bonds and fewer U.S. bonds. This tends to 
raise the price of  U.K. bonds, pushing U.K. interest rates down. At the same 
time, the price of  U.S. bonds drops, raising U.S. interest rates. The initial 
higher return on U.K. bonds and resulting greater demand for U.K. bonds 
increases the demand for pounds, increasing the value of  the pound versus 
the dollar today. As the pound appreciates today, if  investors expect the same 
future exchange rate as they did before the current appreciation, the expected 
appreciation in the future falls. The change in the exchange rate and interest 
rates equalizes the expected dollar return from holding a U.S. bond or a U.K. 
bond. U.K. bonds originally offered a higher return than U.S. bonds, but the 
increase in demand for U.K. bonds relative to U.S. bonds lowers both U.K. 
interest rates and the expected appreciation of  the pound, so that the bond 
returns are equalized.

R E C A P
1. The domestic currency return from a foreign bond equals the foreign 

 interest rate plus the percentage change in the exchange rate.

2. Interest rate parity exists when similar financial assets have the same 
interest rate when measured in the same currency or when the domestic 
interest rate equals the foreign interest rate plus the expected change in 
the  exchange rate.
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KEY TERMS

gold standard §1.a

gold exchange standard §1.b

reserve currency §1.b

International Monetary 
Fund (IMF) §1.c

World Bank §1.c

foreign exchange market 
intervention §1.d

devaluation §1.d

equilibrium exchange rates §1.d

appreciate §2.b

depreciate §2.b

fundamental disequilibrium §2.b

speculators §2.b

purchasing power parity (PPP) §3.b

interest rate parity (IRP) §4.b

EXERCISES

 1. Under a gold standard, if  the price of  an ounce 
of  gold is 400 U.S. dollars and 500 Canadian dol-
lars, what is the exchange rate between U.S. and 
Canadian dollars?

 2. What were the three major results of the Bretton 
Woods conference?

 3. What is the difference between the IMF and the 
World Bank?

 4. How can Mexico fix the value of the peso relative to 
the dollar when the demand for and supply of dol-
lars and pesos changes continuously? Illustrate your 
explanation with a graph.

 5. Draw a foreign exchange market supply and demand 
diagram to show how the yen-dollar exchange rate is 
determined. Set the initial equilibrium at a rate of 
100 yen per dollar.

 6. Using the diagram in exercise 5, illustrate the effect 
of a change in tastes that prompts Japanese residents 

to buy more goods from the United States. If  the 
exchange rate is floating, what will happen to the 
foreign exchange market equilibrium?

 7. Using the diagram in exercise 5, illustrate the effect 
of the change in Japanese tastes if  exchange rates are 
fixed. What will happen to the foreign exchange 
market equilibrium?

 8. When and why should exchange rates change under 
a fixed-exchange-rate system?

 9. Suppose you just returned home from a vacation 
in Mazatlán, Mexico, where you exchanged U.S. 
dollars for Mexican pesos. How did your trip to 
Mexico affect the supply and demand for dollars 
and the exchange rate (assume that all other things 
are equal)?

 10. What does it mean to say that a currency appreciates 
or depreciates in value? Give an example of each and 
briefly mention what might cause such a change.

exchange rate requires a country to adopt policies 
similar to those of  the country whose currency 
it is pegged to. A fixed exchange rate may serve 
to prevent a country from pursuing inflationary 
policies. §2.c

6  | How does a change in the exchange rate affect the 
prices of goods traded between countries?

 •  When the domestic currency depreciates against 
other currencies, foreign goods become more ex-
pensive to domestic buyers and domestic goods 
become less expensive to foreign buyers. §3.a

 •  When the domestic currency appreciates against 
other currencies, foreign goods become less 
expensive to domestic buyers and domestic 
goods become more expensive to foreign 
buyers. §3.a

 •  Purchasing power parity exists when monies have 
the same value in different markets. §3.b

7  | Why don’t similar goods sell for the same price all 
over the world?

 •  Deviations from PPP arise because goods are not 
identical in different countries, information is 
costly, shipping costs affect prices, and tariffs and 
restrictions on trade affect prices. §3.b

8  | How do we find the domestic currency return on a 
foreign bond?

 •  The domestic currency return from holding a for-
eign bond equals the foreign interest rate plus the 
percentage change in the exchange rate. §4.a

9  | What is the relationship between domestic and 
foreign interest rates and changes in the exchange rate?

 •  Interest rate parity exists when the domestic inter-
est rate equals the foreign interest rate plus the 
expected change in the exchange rate, so that 
similar financial assets yield the same return when 
measured in the same currency. §4.b
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 11. How does a currency speculator profit from ex-
change-rate changes? Give an example of a profit-
able speculation.

 12. Find the U.S. dollar value of each of the following 
currencies at the given exchange rates:
a. $1 � C$1.20 (Canadian dollars)
b. $1 � ¥140 (Japanese yen)
c. $1 � A$0.5 (Australian dollars)
d. $1 � SKr6 (Swedish krona)
e. $1 � SF1.5 (Swiss francs)

 13. You are a U.S. importer who buys goods from many 
different countries. How many U.S. dollars do you 
need to settle each of the following invoices?
a. 1,000,000 Australian dollars for wool blankets 

 (exchange rate: A$1 � $.769)
b. 500,000 British pounds for dishes (exchange rate: 

£1 � $1.5855)
c. 100,000 Indian rupees for baskets (exchange rate: 

Rs1 � $.0602)
d. 150 million Japanese yen for stereo components 

 (exchange rate: ¥1 � $.0069)
e. 825,000 euro for German wine (exchange rate: 

€1  � $1.05)

 14. What is the dollar value of the invoices in exercise 13 if  
the dollar:
a. Depreciates 10 percent against the Australian dollar
b. Appreciates 10 percent against the British pound
c. Depreciates 10 percent against the Indian rupee
d. Appreciates 20 percent against the Japanese yen
e. Depreciates 100 percent against the euro

 15. Explain purchasing power parity and why it does not 
hold perfectly in the real world.

 16.  Write an equation that describes purchasing power 
parity and explain the equation.

 17. Write an equation that describes interest rate parity 
and explain the equation.

 18. If  the interest rate on one-year government bonds is 
5 percent in Germany and 8 percent in the United 
States, what do you think is expected to happen to 
the dollar value of the euro? Explain your answer.

19. In 1960 a U.S. dollar sold for 620 Italian lire. If  PPP 
held in 1960, what would the PPP value of the ex-
change rate have been in 1987 if  Italian prices rose 
12 times and U.S. prices rose 4 times between 1960 
and 1987?

You can find further practice tests in the Online Quiz at www.cengage.com/economics/boyes.
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Frequently Asked Questions: EU Enlargement and 
Economic and Monetary Union (EMU)

1. Which countries have joined 
the EU since the ECB was 
established in 1998?
The Czech Republic, Estonia, Cyprus, 
Latvia, Lithuania, Hungary, Malta, 
Poland, Slovenia, and Slovakia be-
came members of the EU on May 1, 
2004. Two other countries, Bulgaria 
and Romania, joined the EU on 
January 1, 2007. Croatia, the Former 
Yugoslav Republic of  Macedonia, 
and Turkey are official candidates for 
accession to the EU. 

2. Will the new Member States 
automatically adopt the euro 
after joining the EU?
No, they won’t. However, they are ex-
pected to do so when they fulfill the 
Maastricht convergence criteria (see 
question 4 below). Unlike Denmark 
and the United Kingdom, the new EU 
Member States do not have a right to 
opt out of the single currency.

3. When are the new Member 
States expected to adopt the 
euro?
There is no pre-set timetable for the 
adoption of the euro by these coun-
tries as the Governing Council of the 
ECB noted in its “Policy position of 
the Governing Council of  the ECB 
on exchange rate issues relating to 
the acceding countries,” published 
on December 18, 2003. In order to 
adopt the euro, they have to achieve a 
high degree of sustainable economic 
convergence. This is assessed by the 
EU Council on the basis of reports 
produced by the Commission and 
the ECB on the degree of these coun-
tries’ fulfillment of  the Maastricht 

convergence criteria. These reports 
are prepared at least once every two 
years, or at the request of a Member 
State wishing to adopt the euro.

4. What are the convergence 
criteria?
In order to adopt the euro, Member 
States have to achieve a high degree 
of sustainable economic convergence. 
This is assessed on the basis of the 
fulfillment of the Maastricht conver-
gence criteria set out in Article 121 of 
the Treaty establishing the European 
Community and further detailed in a 
Protocol attached to the Treaty. The 
criteria entail:

•  “the achievement of a high degree 
of price stability.” This means that 
“a Member State has a price per-
formance that is sustainable and 
an average rate of  inflation, ob-
served over a period of one year 
before the examination, that does 
not exceed by more than 1½  per-
centage points that of, at most, the 
three best performing Member 
States in terms of price stability”;

•  “the sustainability of the govern-
ment financial position.” This 
means that, at the time of  the 

 examination, the Member State 
should not be deemed by the 
Council to have an excessive defi-
cit. The Council decides whether 
or not an excessive deficit exists by 
referring to:

1.  the ratio of  the planned or 
actual government deficit 
to GDP at market prices, 
which should not exceed 
3 percent,

2.  the ratio of government debt to 
GDP at market prices, which 
should not exceed 60 percent.

However,  the assessment of  com-
pliance with the fiscal discipline 
requirement will also take into 
account other factors, such as 
past progress in reducing budget-
ary imbalances and/or the exis-
tence of  exceptional and tempo-
rary factors contributing to such 
imbalances. At the same time, 
Member States with  government 
debt ratios to GDP in excess of 
60 percent are expected to bring 
them down toward the reference 
level at a satisfactory pace.

•  “the observance of  the normal 
fluctuation margins provided for 
by the exchange rate mechanism of 
the European Monetary System, 
for at least two years, without de-
valuing against the currency of 
any other Member State.”

Source: European Central Bank, 
http:/ /www.ecb.int/ecb/history/
en la rgement /h tml / faqen la rge.
en.html#l4.
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The expansion of the European Union to include 
the countries from eastern Europe holds much 
promise for the economic development of these 

countries. Once in the EU, these countries can trade 
freely with the other EU countries, just as the states of 
the United States trade freely with one another. Just as 
the U.S. states all share a common money to help facili-
tate interstate trade, it is likely that the eastern European 
countries will also welcome the adoption of the euro as 
their money to further solidify the links between their 
economies and those of the rest of the EU. The article 
discusses the criteria that the new accession countries 
must meet before joining the euro. In general, their mac-
roeconomic policy must converge to that of the current 
euro-area countries as defined by the “Maastricht conver-
gence criteria” (Maastricht is a town in the Netherlands 
where the convergence treaty was agreed upon). The 
criteria include such things as convergence of inflation 
rates, budget deficits, and government debt to levels near 
the average existing in the euro area.

A fixed-exchange-rate system represents an agreement 
among countries to convert their individual currencies from 
one to another at a given rate. The adoption of one money 
for Europe is the strongest possible commitment to fixed 
exchange rates among the EU countries. If every nation 
uses the same currency, the euro, then all will be linked to 
the same inflation rate and there will be no fluctuation of 
the value of the currency across the EU nations using the 
currency—just as each state in the United States uses the 
same money, the U.S. dollar. The adoption of a single cur-
rency requires that economic policies across EU countries 
be similar. This means that individual countries must sub-
jugate their monetary policies to the goals of the European 
Central Bank. If each nation insists on exercising its own 
monetary and fiscal policies and chooses different interest 
and inflation rates, there can never be one money.

A convergence in inflation rates is necessary for the 
smooth operation of any fixed exchange rate. Persistent 
inflation differentials across the members of a fixed-ex-
change-rate system affect the competitiveness of  each 
member’s exports in the world market. Though a fixed-
exchange-rate system maintains stable nominal exchange 
rates (the rate observed in the foreign exchange market), 
the competitiveness of a currency is represented by the 
real exchange rate. The real exchange rate is the nominal 
exchange rate adjusted for the price level at home com-
pared to the price level abroad:

Real exchange rate � 
nominal exchange rate � foreign price level 

domestic price level

The disruptive changes in competitiveness caused by 
persistent inflation differentials require a realignment 
of  a fixed-exchange-rate system that adjusts nominal 
exchange rates to keep real exchange rates from drift-
ing too far from their correct value. For instance, if  the 
Italian price level starts to rise faster than the German 
price level, Italian goods will be priced out of the German 
market unless there is an Italian currency that depreciates 
on the foreign exchange market. According to the equa-
tion just presented, if  Italy is the domestic country and 
its price level rises, the real exchange rate falls and Italian 
goods are, therefore, relatively more expensive unless the 
nominal exchange rate rises to offset the higher domestic 
price level. The need for similar inflation rates within a 
fixed-exchange-rate system indicates that a country can 
successfully join a fixed-exchange-rate system or a region 
with one money only when its inflation rate falls to a level 
close to that of other European countries.

Any countries seeking to join the euro area must align 
their economic policies with those of the other member 
countries.

Commentary
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absolute advantage  an advantage derived from one country 
having a lower absolute input cost of producing a particular 
good than another country (426)

adaptive expectation  an expectation formed on the basis of 
information collected in the past (327)

aggregate demand curve  a curve that shows the different 
equilibrium levels of expenditures on domestic output at dif-
ferent levels of prices (167)

aggregate supply curve  a curve that shows the amount of real 
GDP produced at different price levels (171)

appreciate  when the value of a currency increases under float-
ing exchange rate, that is, exchange rates determined by sup-
ply and demand (467)

Asian tigers  Hong Kong, Korea, Singapore, and Taiwan, coun-
tries that globalized in the 1960s and 1970s and experienced 
fast economic growth (407)

association as causation  the mistaken assumption that because 
two events seem to occur together, one causes the other (7) 

automatic stabilizer  an element of fiscal policy that changes 
automatically as income changes (249)

autonomous consumption  consumption that is independent 
of income (190)

average propensity to consume (APC )  the proportion of dis-
posable income spent for consumption (192)

average propensity to save (APS )  the proportion of dispos-
able income saved (192)

balance of payments  a record of a country’s trade in goods, ser-
vices, and financial assets with the rest of the world (124)

balance of trade  the balance in the merchandise account in a 
nation’s balance of payments (125)

barter  the direct exchange of goods and services without the 
use of money (47)

base year  the year against which other years are measured (110)
bilateral aid  foreign aid that flows from one country to another 

(393)
budget deficit  the shortage that results when government 

spending is greater than tax revenue (90)
budget surplus  the excess that results when government spend-

ing is less than tax revenue (90)
business cycles  fluctuations in the economy between growth 

(expressed in rising real GDP) and stagnation (expressed in 
falling real GDP) (133)

business firm  a business organization controlled by a single 
management (81)

capital  products such as machinery and equipment that are 
used in production (5)

capital consumption allowance  the estimated value of deprecia-
tion plus the value of accidental damage to capital stock (105)

circular flow diagram  a model showing the flow of output and 
income from one sector of the economy to another (91)

classical economics  a school of thought that assumes that 
real GDP is determined by aggregate supply, while the 
equilibrium price level is determined by aggregate de-
mand (350)

coincident indicator  a variable that changes at the same time 
as real output changes (136)

commercial bank loan  a bank loan at market rates of interest, 
often involving a bank syndicate (391)

commercial policy  government policy that influences interna-
tional trade flows (441)

comparative advantage  the ability to produce a good or ser-
vice at a lower opportunity cost than someone else (426)

complementary goods  goods that are used together; as the 
price of one rises, the demand for the other falls (54)

composite currency  an artificial unit of account that is an aver-
age of the values of several national currencies (271)

consumer price index (CPI)  a measure of the average price of 
goods and services purchased by the typical household (112)

consumer sovereignty  the authority of consumers to deter-
mine what is produced through their purchases of goods and 
services (76)

consumption  household spending (80)
consumption function  the relationship between disposable in-

come and consumption (187)
corporation  a legal entity owned by shareholders whose liabil-

ity for the firm’s losses is limited to the value of the stock 
they own (81)

cost-of-living adjustment (COLA)  an increase in wages that 
is designed to match increases in the prices of items pur-
chased by the typical household (112)

cost-push inflation  inflation caused by rising costs of produc-
tion (161)

credit  available savings that are lent to borrowers to spend (267)
crowding out  a drop in consumption or investment spending 

caused by government spending (247)
currency substitution  the use of foreign money as a substitute 

for domestic money when the domestic economy has a high 
rate of inflation (267)

Glossary
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G-2 Glossary

current account  the sum of the merchandise, services, income, 
and unilateral transfers accounts in the balance of payments 
(125)

customs union  an organization of nations whose members 
have no trade barriers among themselves but impose com-
mon trade barriers on nonmembers (452)

deficit  in a balance of payments account, the amount by which 
debits exceed credits (125)

demand  the amount of a product that people are willing and 
able to purchase at each possible price during a given period 
of time, everything else held constant (47)

demand curve  a graph of a demand schedule that measures 
price on the vertical axis and quantity demanded on the hori-
zontal axis (49)

demand-pull inflation  inflation caused by increasing demand 
for output (161)

demand schedule  a table or list of prices and the correspond ing 
quantities demanded for a particular good or service (49)

dependent variable  a variable whose value depends on the 
value of the independent variable (16)

deposit expansion multiplier  the reciprocal of the reserve re-
quirement (281)

depreciate  when the value of a currency decreases under float-
ing exchange rates (467)

depreciation  a reduction in the value of capital goods over 
time as a result of their use in production (105)

depression  a severe, prolonged economic contraction (135)
determinants of demand  factors other than the price of the 

good that influence demand-income, tastes, prices of related 
goods and services, expectations, and number of buyers 
(48)

determinants of supply  factors other than the price of the good 
that influence supply-prices of resources, technology and 
productivity, expectations of producers, number of produc-
ers, and the prices of related goods and services (55)

devaluation  a deliberate decrease in the official value of a cur-
rency (461)

direct, or positive, relationship  the relationship that exists 
when the values of related variables move in the same direc-
tion (16)

discount rate  the interest rate that the Fed charges commercial 
banks when they borrow from it (300)

discouraged workers  workers who have stopped looking for work 
because they believe that no one will offer them a job (138)

discretionary fiscal policy  changes in government spend-
ing and taxation that are aimed at achieving a policy goal 
(249)

disequilibrium  prices at which quantity demanded and quan-
tity supplied are not equal at a particular price (62)

disposable personal income (DPI)  personal income minus 
personal taxes (107)

dissaving  spending financed by borrowing or using savings (190)

double coincidence of wants  the situation that exists when A 
has what B wants and B has what A wants (47)

double-entry bookkeeping  a system of accounting in which 
every transaction is recorded in at least two accounts 
(124)

dual economy  an economy in which two sectors (typically 
manufacturing and agriculture) show very different levels of 
development (390)

economic bad  any item for which we would pay to have less 
(4)

economic good  any item that is scarce (4)
economic growth  an increase in real GDP (359)
equation of exchange  an equation that relates the quantity of 

money to nominal GDP (294)
equilibrium  the price and quantity at which quantity demanded 

and quantity supplied are equal (61)
equilibrium exchange rates  the exchange rates that are estab-

lished in the absence of government foreign exchange mar-
ket intervention (461)

Eurocurrency market or offshore banking  the market for de-
posits and loans generally denominated in a currency other 
than the currency of the country in which the transaction 
occurs (276)

European currency unit (ECU )  a unit of account formerly 
used by western European nations as their official reserve 
 asset (271)

excess reserves  the cash reserves beyond those required, which 
can be loaned (280)

exchange rate  the price of one country’s money in terms of 
another country’s money (120)

export subsidies  payments made by a government to domestic 
firms to encourage exports (450)

export substitution  the use of resources to produce manufac-
tured products for export rather than agricultural products 
for the domestic market (389)

export supply curve  a curve showing the relationship between 
the world price of a good and the amount that a country will 
export (429)

exports  products that a country sells to other countries (84)
expropriation  the government seizure of assets, typically with-

out adequate compensation to the owners (383)
fallacy of composition  the mistaken assumption that what ap-

plies in the case of one applies to the case of many (7)
Federal Deposit Insurance Corporation (FDIC )  a federal 

agency that insures deposits in commercial banks (274)
federal funds rate  the interest rate that a bank charges when it 

lends excess reserves to another bank (297)
Federal Open Market Committee (FOMC)  the official 

policymaking body of the Federal Reserve System (290)
financial account  the record in the balance of payments of the 

flow of financial assets into and out of a country (126)



Glossary G-3

financial intermediaries  institutions that accept deposits from 
savers and make loans to borrowers (91)

FOMC directive  instructions issued by the FOMC to the 
Federal Reserve Bank of New York to implement monetary 
policy (297)

foreign aid  gifts or low-cost loans made to developing coun-
tries from official sources (393)

foreign direct investment  the purchase of a physical operating 
unit or more than 10 percent ownership of a firm in a foreign 
country (391)

foreign exchange  currency and bank deposits that are denomi-
nated in foreign money (119)

foreign exchange market  a global market in which people 
trade one currency for another (119)

foreign exchange market intervention  the buying and sell-
ing of currencies by a central bank to achieve a specified 
exchange rate (303, 460)

fractional reserve banking system  a system in which banks 
keep less than 100 percent of their deposits available for 
withdrawal (279)

free good  a good for which there is no scarcity (4)
free trade area  an organization of nations whose members 

have no trade barriers among themselves but are free to fash-
ion their own trade policies toward nonmembers (452)

fundamental disequilibrium  a permanent shift in the foreign 
exchange market supply and demand curves such that the 
fixed exchange rate is no longer an equilibrium rate (468)

gains from trade  the difference between what can be produced 
and consumed without specialization and trade and with spe-
cialization and trade (30)

GDP price index (GDPPI )  a broad measure of the prices of 
goods and services included in the gross domestic product 
(112)

gold exchange standard  an exchange-rate system in which 
each nation fixes the value of its currency in terms of gold, 
but buys and sells the U.S. dollar rather than gold to main-
tain fixed exchange rates (460)

gold standard  a system whereby national currencies are fixed 
in terms of their value in gold, thus creating fixed exchange 
rates between currencies (459)

gross domestic product (GDP)  the market value of all final 
goods and services produced in a year within a country (100)

gross investment  total investment, including investment ex-
penditures required to replace capital goods consumed in 
current production (106)

gross national product (GNP)  gross domestic product plus 
receipts of factor income from the rest of the world minus 
payments of factor income to the rest of the world (105)

hawala  an international informal financial market used by 
Muslims (278)

household  one or more persons who occupy a unit of housing 
(80)

hyperinflation  an extremely high rate of inflation (151)
import demand curve  a curve showing the relationship be-

tween the world price of a good and the amount that a coun-
try will import (429)

import substitution  the substitution of domestically produced 
manufactured goods for imported manufactured goods 
(388)

imports  products that a country buys from other countries (84)
increasing-returns-to-scale industry  an industry in which the 

costs of producing a unit of output fall as more output is 
produced (445)

independent variable  a variable whose value does not depend 
on the values of other variables (16)

indirect business tax  a tax that is collected by businesses for a 
government agency (105)

inferior goods  goods for which the income elasticity of de-
mand is negative (427)

inflation  a sustained rise in the average level of prices (146)
interest rate effect  a change in interest rates that causes invest-

ment and therefore aggregate expenditures to change as the 
level of prices changes (166)

interest rate parity (IRP)  the condition under which similar 
financial assets have the same interest rate when measured 
in the same currency (473)

intermediate good  a good that is used as an input in the pro-
duction of final goods and services (100)

intermediate target  an objective used to achieve some ulti-
mate policy goal (293)

international banking facility (IBF)  a division of a U.S. bank 
that is allowed to receive deposits from and make loans to 
nonresidents of the United States without the restrictions 
that apply to domestic U.S. banks (277)

International Monetary Fund (IMF)  an international organi-
zation that supervises exchange-rate arrangements and lends 
money to member countries that are experiencing problems 
meeting their external fi nancial obligations (460)

international reserve asset  an asset used to settle debts be-
tween governments (271)

international reserve currency  a currency held by a govern-
ment to settle international debts (271)

international trade effect  a change in aggregate expenditures 
resulting from a change in the domestic price level that 
changes the price of domestic goods relative to that of for-
eign goods (166)

intraindustry trade  the simultaneous import and export of 
goods in the same industry by a particular country (434)

 inverse, or negative, relationship  the relationship that exists 
when the values of related variables move in opposite direc-
tions (16)

inventory  the stock of unsold goods held by a firm (102)
investment  spending on capital goods to be used in producing 

goods and services (81)
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Keynesian economics  a school of thought that emphasizes the 
role government plays in stabilizing the economy by manag-
ing aggregate demand (346)

labor  the physical and intellectual services of people, including 
the training, education, and abilities of the individuals in a 
society (5)

lagging indicator  a variable that changes after real output 
changes (137)

land  all natural resources, such as minerals, timber, and water, 
as well as the land itself (5)

law of demand  the quantity of a well-defined good or service 
that people are willing and able to purchase during a par-
ticular period of time decreases as the price of that good or 
service rises and increases as the price falls, everything else 
held constant (48)

law of supply  the quantity of a well-defined good or service 
that producers are willing and able to offer for sale during a 
particular period of time increases as the price of the good 
or service increases and decreases as the price decreases,
everything else held constant (55)

leading indicator  a variable that changes before real output 
changes (136)

legal reserves  the cash a bank holds in its vault plus its deposit 
in the Fed (298)

liquid asset  an asset that can easily be exchanged for goods 
and services (266)

long-run aggregate supply curve (LRAS)  a vertical line at the 
potential level of real GDP (173)

M1 money supply  the financial assets that are the most liquid 
(268)

M2 money supply  M1 plus less liquid assets (269)
macroeconomics  the study of the economy as a whole (8)
marginal cost or marginal opportunity cost  the amount of 

one good or service that must be given up to obtain one ad-
ditional unit of another good or service, no matter how many 
units are being produced (29)

marginal propensity to consume (MPC)  the change in consump-
tion as a proportion of the change in disposable income (190)

marginal propensity to import (MPI)  the change in imports 
as a proportion of the change in income (205)

marginal propensity to save (MPS)  the change in saving as a 
proportion of the change in disposable income (190)

market  a place or service that enables buyers and sellers to 
exchange goods and services (41)

microeconomics  the study of economics at the level of the in-
dividual (8)

monetarist economics  a school of thought that emphasizes the 
role changes in the money supply play in determining equi-
librium real GDP and price level (347)

monetary reform  a new monetary policy that includes the in-
troduction of a new monetary unit (338)

money  anything that is generally acceptable to sellers in ex-
change for goods and services (266)

multilateral aid  aid provided by international organizations 
that are supported by many nations (394)

multinational business  a firm that owns and operates produc-
ing units in foreign countries (81)

national income (NI )  net national product plus or minus statis-
tical discrepancy (107)

national income accounting  the framework that summarizes 
and categorizes productive activity in an economy over a 
specific period of time, typically a year (98)

natural rate of unemployment  the unemployment rate that 
would exist in the absence of cyclical unemployment (140)

net exports  the difference between the value of exports and the 
value of imports (85)

net investment  gross investment minus capital consumption 
allowance (107)

net national product (NNP)  gross national product minus 
capital consumption allowance (106)

new classical economics  a school of thought that holds that 
changes in real GDP are a product of unexpected changes in 
the level of prices (351)

NICs  newly industrialized countries (407)
nominal GDP  a measure of national output based on the cur-

rent prices of goods and services (108)
nominal interest rate  the observed interest rate in the market 

(148)
normal goods  goods for which demand increases as income 

increases (52); goods for which the income elasticity of de-
mand is positive (427)

normative analysis  analysis of what ought to be (7)
open market operations  the buying and selling of government 

bonds by the Fed to control bank reserves, the federal funds 
rate, and the money supply (300)

opportunity costs  the highest-valued alternative that must be 
forgone when a choice is made (25)

partnership  a business with two or more owners who share the 
firm’s profits and losses (81)

per capita real GDP  real GDP divided by the population (360)
personal income (PI )  national income plus income currently 

received but not earned, minus income currently earned but 
not received (107)

Phillips curve  a graph that illustrates the relationship between 
inflation and the unemployment rate (317)

portfolio investment  the purchase of securities (391)
positive analysis  analysis of what is (6)
potential real GDP  the output produced at the natural rate of 

unemployment (140)
precautionary demand for money  the demand for money to 

cover unplanned transactions or emergencies (306)
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price ceiling  a situation in which the price is not allowed to rise 
above a certain level (65)

price floor  a situation in which the price is not allowed to de-
crease below a certain level (65)

price index  a measure of the average price level in an economy 
(110)

primary product  a product in the first stage of production, 
which often serves as an input in the production of another 
product (388)

private property rights  the rights of ownership (33, 269)
private sector  households, businesses, and the international 

sector (80)
producer price index (PPI )  a measure of average prices re-

ceived by producers (112)
producer surplus  the difference between the price firms would 

have been willing to accept for their products and the price 
they actually receive (112)

production possibilities curve (PPC)  a graphical represen-
tation showing all possible combinations of quantities of 
goods and services that can be produced using the existing 
resources fully and efficiently (25)

productivity  the quantity of output produced per unit of re-
source (58)

progressive tax  a tax whose rate rises as income rises (254)
public sector  the government (80)
purchasing power parity (PPP)  the condition under which mon-

ies have the same purchasing power in different markets (471)
quantitative easing  buying financial assets to stimulate the 

economy when the central bank target interest rate is near or 
at zero and the interest rate cannot be lowered further (302)

quantity demanded  the amount of a product that people are 
willing and able to purchase at a specific price (47)

quantity quota  a limit on the amount of a good that may be 
imported (448)

quantity supplied  the amount that sellers are willing and able 
to offer at a given price during a particular period of time, 
everything else held constant (55)

quantity theory of money  the theory that with constant velocity, 
changes in the quantity of money change nominal GDP (294)

“race to the bottom”  the argument that with globalization, coun-
tries compete for international investment by offering low or 
no environmental regulations or labor standards (402)

rational expectation  an expectation that is formed using all 
available relevant information (328)

rational self-interest  the means by which people choose the op-
tions that give them the greatest amount of satisfaction (5)

real GDP  a measure of the quantity of final goods and ser vices 
produced, obtained by eliminating the influence of price 
changes from the nominal GDP statistics (108)

real interest rate  the nominal interest rate minus the rate of 
inflation (148)

recession  a period in which real GDP falls (144)
recessionary gap  the increase in expenditures required to reach 

potential GDP (227)
required reserves  the cash reserves (a percentage of deposits) 

that a bank must keep on hand or on deposit with the Federal 
Reserve (279)

reservation wage  the minimum wage that a worker is willing 
to accept (323)

reserve currency  a currency that is used to settle international 
debts and is held by governments to use in foreign exchange 
market interventions (460)

resources, factors of production, or inputs  goods used to pro-
duce other goods, for that is, land, labor, and capital (5)

ROSCA  a rotating savings and credit association popular in 
developing countries (277)

rule of 72  the number of years required for an amount to double 
in value is 72 divided by the annual rate of growth (359)

saving function  the relationship between disposable income 
and saving (190)

scarcity  the shortage that exists when less of something is 
available than is wanted at a zero price (4)

shock  an unexpected change in a variable (333)
shortage  a quantity supplied that is smaller than the quantity 

demanded at a given price; it occurs whenever the price is 
less than the equilibrium price (62)

slope  the steepness of a curve, measured as the ratio of the rise 
to the run (20)

sole proprietorship  a business owned by one person, who 
receives all the profits and is responsible for all the debts 
incurred by the business (81)

special drawing right (SDR)  a composite currency whose 
value is the average of the values of the U.S. dollar, the euro, 
the Japanese yen, and the U.K. pound (271)

speculative attack  a situation in which private investors sell 
domestic currency and buy foreign currency, betting that the 
domestic currency will be devalued (411)

speculative demand for money  the demand for money created 
by uncertainty about the value of other assets (306)

speculators  people who seek to profit from an expected shift in 
an exchange rate by selling the currency that is expected to 
depreciate and buying the currency that is expected to appre-
ciate, then exchanging the appreciated currency for the de-
preciated currency after the exchange-rate adjustment (468)

spending multiplier  a measure of the change in equilibrium 
income or real GDP produced by a change in autonomous 
expenditures (225)

sterilization  the use of domestic open market operations to off-
set the effects of a foreign exchange market intervention on 
the domestic money supply (304)

strategic trade policy  the use of trade restrictions or subsi-
dies to allow domestic firms with decreasing costs to gain a 
greater share of the world market (445)
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substitute goods  goods that can be used in place of each 
other; as the price of one rises, the demand for the other 
rises (54)

supply  the amount of a good or service that producers are will-
ing and able to offer for sale at each possible price during a 
period of time, everything else held constant (55)

supply curve  a graph of a supply schedule that measures price 
on the vertical axis and quantity supplied on the horizontal 
axis (56)

supply schedule  a table or list of prices and the corresponding 
quantities supplied of a particular good or service (55)

surplus  a quantity supplied that is larger than the quantity 
demanded at a given price; it occurs whenever the price is 
greater than the equilibrium price (62)

tariff  a tax on imports or exports (447)
technology  ways of combining resources to produce output 

(366)
terms of trade  the amount of an exported good that must be 

given up to obtain an imported good (390, 427)
time inconsistent  a characteristic of a policy or plan that 

changes over time in response to changing conditions (329)
total factor productivity (TFP)  the ratio of the economy’s 

output to its stock of labor and capital (368)
trade creation  an effect of a preferential trade agreement that 

allows a country to obtain goods at a lower cost than is avail-
able at home (454)

trade credit  allowing an importer a period of time before it 
must pay for goods or services purchased (392)

trade deficit  the situation that exists when imports exceed ex-
ports (85)

trade diversion  an effect of a preferential trade agreement 
that reduces economic efficiency by shifting production to a 
higher-cost producer (454)

trade surplus  the situation that exists when imports are less 
than exports (85)

tradeoff  the giving up of one good or activity in order to obtain 
some other good or activity (25)

transactions account  a checking account at a bank or other 
financial institution that can be drawn on to make payments 
(268)

transactions demand for money  the demand to hold money to 
buy goods and services (306)

transfer payment  income or wealth earned by one person 
that is taken from that person by the government (in the 
form of taxes) and transferred or given to another person 
(90)

underemployment  the employment of workers in jobs that do 
not utilize their productive potential (138)

unemployment rate  the percentage of the labor force that is 
not working (137)

value added  the difference between the value of output and 
the value of the inter mediate goods used in the production 
of that output (101)

 value-added tax (VAT )  a general sales tax collected at each 
stage of production (257)

value quota  a limit on the monetary value of a good that may 
be imported (449)

velocity of money  the average number of times each dollar is 
spent on final goods and services in a year (294)

wealth  the value of all assets owned by a household (195)
wealth effect  a change in the real value of wealth that causes 

spending to change when the level of prices changes 
(165)

World Bank  an international organization that makes loans 
and provides technical expertise to developing countries 
(160)
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    191 (table)
 overview, 186–198
 savings versus, 187
Saving function, 187–190, 213–214, 214 (fig.)
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        GDP  
        Government Net Growth
Year Real GDP Consumption Investment Spending       Exports Rate

  $ billions  %

1960 2,501.8 1,597.4 266.6 715.4 −12.7 2.5
1965 3,191.1 2,007.7 393.1 861.3 −18.9 6.4
1970 3,771.9 2,451.9 427.1 1,012.9 −52.0 0.2
1971 3,898.6 2,545.5 475.7 990.8 −60.6 3.4
1972 4,105.0 2,701.3 532.1 983.5 −73.5 5.3
1973 4,341.5 2,833.8 594.4 980.0 −51.9 5.8
1974 4,319.5 2,812.3 550.6 1,004.7 −29.4 −0.5
1975 4,311.2 2,876.9 453.1 1,027.4 −2.4 −0.2
1976 4,540.9 3,035.5 544.7 1,031.9 −37.0 5.3
1977 4,750.5 3,164.1 627.0 1,043.3 −61.1 4.6
1978 5,015.0 3,303.1 702.6 1,074.0 −61.9 5.6
1979 5,173.4 3,383.4 725.0 1,094.1 −41.0 3.2
1980 5,161.7 3,374.1 645.3 1,115.4 12.6 −0.2
1981 5,291.7 3,422.2 704.9 1,125.6 8.3 2.5
1982 5,189.3 3,470.3 606.0 1,145.4 −12.6 −1.9
1983 5,423.8 3,668.6 662.5 1,187.3 −60.2 4.5
1984 5,813.6 3,863.3 857.7 1,227.0 −122.4 7.2
1985 6,053.7 4,064.0 849.7 1,312.5 −141.5 4.1
1986 6,263.6 4,228.9 843.9 1,392.5 −156.3 3.5
1987 6,475.1 4,369.8 870.0 1,426.7 −148.4 3.4
1988 6,742.7 4,546.9 890.5 1,445.1 −106.8 4.1
1989 6,981.4 4,675.0 926.2 1,482.5 −79.2 3.5
1990 7,112.5 4,770.3 895.1 1,530.0 −54.7 1.9
1991 7,100.5 4,778.4 822.2 1,547.2 −14.6 −0.2
1992 7,336.6 4,934.8 889.0 1,555.3 −15.9 3.3
1993 7,532.7 5,099.8 968.3 1,541.1 −52.1 2.7
1994 7,835.5 5,290.7 1,099.6 1,541.3 −79.4 4.0
1995 8,031.7 5,433.5 1,134.0 1,549.7 −71.0 2.5
1996 8,328.9 5,619.4 1,234.3 1,564.9 −79.6 3.7
1997 8,703.5 5,831.8 1,387.7 1,594.0 −104.6 4.5
1998 9,066.9 6,125.8 1,524.1 1,624.4 −203.7 4.2
1999 9,470.3 6,438.6 1,642.6 1,686.9 −296.2 4.5
2000 9,817.0 6,739.4 1,735.5 1,721.6 −379.5 3.7
2001 9,890.7 6,910.4 1,598.4 1,780.3 −399.1 0.8
2002 10,048.8 7,099.3 1,557.1 1,858.8 −471.3 1.6
2003 10,320.6 7,306.6 1,617.4 1,911.1 −521.4 2.7
2004 10,755.7 7,588.6 1,809.8 1,952.3 −601.3 4.2
2005 11,131.1 7,858.1 1,915.6 1,985.1 −631.9 3.5
2006 11,294.8 8,029.0 1,912.5 1,971.2 −615.7 2.8
2007 11,523.9 8,252.8 1,809.7 2,012.1 −546.5 2.0
2008 11,652.0 8,272.1 1,689.1 2,070.2 −390.2 1.1

U.S. Macroeconomic Data for Selected Years, 1960–2008
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 Price Price   Surplus/ Labor  Unemploy−  Growth   Growth  Funds
 Deflator Index Inflation Deficit Force ment Rate M1 Rate M2 Rate Rate**

 index % $ billions millions % $ billions % $ billions %

 21.04 29.6 1.7 0.3 69.63 5.5    140.7 0.5 312.4 4.9 3.22 
 22.54 31.5 1.6 −1.4 74.46 4.5    167.8 4.7 459.2 8.1 4.07
 27.53 38.8 5.7 −2.8 82.77 4.9    214.4 5.1 626.5 6.6 7.18
 28.91 40.5 4.4 −23.0 84.38 5.9 228.3 6.5 710.3 13.4 4.66
 30.17 41.8 3.2 −23.4 87.03 5.6 249.2 9.2 802.3 13.0 4.43
 31.85 44.4 6.2 −14.9 89.43 4.9 262.9 5.5 855.5 6.6 8.73
 34.73 49.3 11.0 −6.1 91.95 5.6 274.2 4.3 902.1 5.4 10.50
 38.00 53.8 9.1 −53.2 93.78 8.5 287.1 4.7 1,016.2 12.6 5.82
 40.20 56.9 5.8 −73.7 96.16 7.7 306.2 6.7 1,152.0 13.4 5.04
 42.75 60.6 6.5 −53.7 99.01 7.1 330.9 8.1 1,270.3 10.3 5.54
 45.76 65.2 7.6 −59.2 102.25 6.1 357.3 8.0 1,366.0 7.5 7.93
 49.55 72.6 11.3 −40.7 104.96 5.8 381.8 6.9 1,473.7 7.9 11.19
 54.04 82.4 13.5 −73.8 106.94 7.1 408.5 7.0 1,599.8 8.6 13.36
 59.12 90.9 10.3 −79.0 108.67 7.6 436.7 6.9 1,755.4 9.7 16.38
 62.73 96.5 6.2 −128.0 110.20 9.7 474.8 8.7 1,910.3 8.8 12.26
 65.21 99.6 3.2 −207.8 111.55 9.6 521.4 9.8 2,126.5 11.3 9.09
 67.66 103.9 4.3 −185.4 113.54 7.5 551.6 5.8 2,310.0 8.6 10.23
 69.71 107.6 3.6 −212.3 115.46 7.2 619.8 12.4 2,495.7 8.0 8.10
 71.25 109.6 1.9 −221.2 117.83 7.0 724.7 16.9 2,732.3 9.5 6.81
 73.20 113.6 3.6 −149.7 119.87 6.2 750.2 3.5 2,831.5 3.6 6.66
 75.69 118.3 4.1 −155.2 121.67 5.5 786.7 4.9 2,994.5 5.8 7.57
 78.56 124.0 4.8 −152.6 123.87 5.3 792.9 0.8 3,158.5 5.5 9.21
 81.59 130.7 5.4 −221.0 125.84 5.6 824.7 4.0 3,278.8 3.8 8.10
 84.44 136.2 4.2 −269.2 126.35 6.8 897.1 8.8 3,379.7 3.1 5.69
 86.39 140.3 3.0 −290.3 128.11 7.5 1,025.0 14.3 3,433.1 1.6 3.52
 88.38 144.5 3.0 −255.1 129.20 6.9 1,129.7 10.2 3,484.3 1.5 3.02
 90.26 148.2 2.6 −203.2 131.06 6.1 1,150.3 1.8 3,497.6 0.4 4.21
 92.11 152.4 2.8 −164.0 132.30 5.6 1,126.8 −2.0 3,640.6 4.1 5.83
 93.85 156.9 3.0 −107.4 133.94 5.4 1,080.0 −4.2 3,815.3 4.8 5.30
 95.41 160.5 2.3 −21.9 136.30 4.9 1,072.2 −0.7 4,031.7 5.7 5.46
 96.47 163.0 1.6 69.3 137.67 4.5 1,094.9 2.1 4,383.7 8.7 5.35
 97.87 166.6 2.2 125.6 139.37 4.2 1,123.1 2.6 4,648.7 6.0 4.97
 100.00 172.2 3.4 236.2 142.58 4.0 1,087.6 −3.2 4,931.3 6.1 6.24
 102.40 177.1 2.8 128.2 143.73 4.7 1,182.1 8.7 5,450.3 10.5 3.88
 104.19 179.9 1.6 −157.8 144.86 5.8 1,219.2 3.1 5,800.3 6.4 1.67
 106.31 184.0 2.3 −377.6 146.51 6.0 1,304.2 7.0 6,079.4 4.8 1.13
 109.10 188.9 2.7 −412.7 147.40 5.5 1,372.1 5.2 6,422.1 5.6 1.35
 112.11 195.3 3.4 −318.3 149.32 5.1 1,368.9 −0.2 6,680.5 4.0 3.22
 115.76 201.6 3.2 −248.2 151.428 4.6 1,365.6 −0.2 7,033.6 5.3 4.97
 119.08 207.342 2.8 −162.0 153.124 4.6 1,373.0 0.5 7,438.4 5.8 5.02
 121.62 215.3 3.8 −389.4 154.648 5.8 1,595.3 16.0 8,153.7 9.6 1.92

**Values are annual averages.
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