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re ace 

ince February 2006, Ben Bernanke has been chairman of the Board of Governors 
of the Federal Reserve System. Federal ethics rules prohibited him from making 
substantive contributions to the sixth edition. Dean Croushore, associate pro

fessor of economics and Rigsby Fellow at the University of Richmond, has helped 
prepare this new edition as a coauthor. Dean has been closely associated with Macro
economics since the first edition, having written or co-written the Instructor's Manual 
and Test Bank for the first through fifth editions, the Study Guide for the third through 
fifth editions, and having assisted with manuscript preparation in previous editions, 
taking a major role in the fifth edition. Dean has been able to draw on his fourteen 
years of experience at the Federal Reserve Bank of Philadelphia, twelve of which as 
head of the Macroeconomics Section, as well as his teaching experience at Penn State 
University, Temple University, the Wharton School of the University of Pennsylvania, 
Johns Hopkins University, Princeton University, and the University of Richmond, to 
help keep the book fresh, applied to real-world economic developments, and 
appealing to students. 

In the sixth edition, we have added new material to keep the text up-to-date, 
while building on the strengths that underlie the book's lasting appeal to instruc
tors and students, including: 

Real-world applications. A perennial challenge for instructors is to help stu
dents make active use of the economic ideas developed in the text. The rich 
variety of applications in this book shows by example how economic concepts 
can be put to work in explaining real-world issues such as the contrasting 
behavior of unemployment in the United States and Europe, the slowdown 
and revival in productivity growth, the challenges facing the Social Security 
system and the Federal budget, the impact of globalization on the u.s. economy, 
and alternative approaches to making monetary policy. The sixth edition offers 
new applications as well as updates of the best applications and analyses of 
previous editions. 
Broad modern coverage. From its conception, Macroeconomics has responded to 
students' desires to investigate and understand a wider range of macroeconomic 
issues than is permitted by the course's traditional emphasis on short-run fluc
tuations and stabilization policy. This book provides a modern treatment of these 
traditional topics but also gives in-depth coverage of other important macro
economic issues such as the determinants of long-run economic growth, the 
trade balance and financial flows, labor markets, and the institutional framework 
of policymaking. This comprehensive coverage also makes the book a useful tool 
for instructors with differing views about course coverage and topic sequence. 
Reliance on a set of core economic ideas. Although we cover a wide range of topics, 
we avoid developing a new model or theory for each issue. Instead we empha
size the broad applicability of a set of core economic ideas (such as the produc
tion function, the trade-off between consuming today and saving for tomorrow, 
and supply-demand analysis). Using these core ideas, we build a theoretical 

xv 
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framework that encompasses all the macroeconomic analyses presented in the 
book: long-run and short-run, open-economy and closed-economy, and classi
cal and Keynesian. 
A balanced presentation. Macroeconomics is full of controversies, many of which 
arise from the split between classicals and Keynesians (of the old, new, and 
neo-varieties). Sometimes the controversies overshadow the broad common 
ground shared by the two schools. We emphasize that common ground. First, 
we pay greater attention to long-run issues (on which classicals and Keynesians 
have less disagreement). Second, we develop the classical and Keynesian 
analyses of short-run fluctuations within a single overall framework, in which 
we show that the two approaches differ principally in their assumptions about 
how quickly wages and prices adjust. Where differences in viewpoint 
remain for example, in the search versus efficiency-wage interpretations of 
unemployment we present and critique both perspectives. This balanced 
approach exposes students to all the best ideas in modern macroeconomics. At 
the same time, an instructor of either classical or Keynesian inclination can 
easily base a course on this book. 
Innovative pedagogy. The sixth edition, like its predecessors, provides a variety 
of useful tools to help students study, understand, and retain the material. 
Described in more detail later in the preface, these tools include summary 
tables, key diagrams, key terms, and key equations to aid students in organiz
ing their study, and four types of questions and problems for practice and 
developing understanding, including problems that encourage students to do 
their own empirical work, using data readily available on the Internet. Several 
appendices illustrate how to solve numerical exercises that are based on the 
algebraic descriptions of the IS-LM/AS-AD model. 

N ew a n d  U p d ated Covera g e  

What is taught in intermediate macroeconomics courses and how it is taught
has changed substantially in recent years. Previous editions of Macroeconomics 
played a major role in these developments. The sixth edition provides lively cov
erage of a broad spectrum of macroeconomic issues and ideas, including a variety 
of new and updated topics: 

Long-term economic growth. Because the rate of economic growth plays a central 
role in determining living standards, we devote much of Part 2 to growth and 
related issues. We first discuss factors contributing to growth, such as produc
tivity (Chapter 3) and rates of saving and investment (Chapter 4); then in 
Chapter 6 we turn to a full-fledged analysis of the growth process, using tools 
such as growth accounting and the Solow model. Growth-related topics covered 
include the post-1973 productivity slowdown, the factors that determine long
run living standards, and the productivity "miracle" of the 1990s. New to this edition: 
The text now includes a discussion of the recent growth of China's economy. 
International macroeconomic issues. We address the increasing integration of the 
world economy in two ways. First, we frequently use cross-country compar
isons and applications that draw on the experiences of nations other than 
the United States. For example, in Chapter 3, we compare U.s. and European 
labor markets; in Chapter 6 we compare the long-term economic growth rates 
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Macroeconomics is the study of the structure and performance of national 
economies and of the policies that governments use to try to affect economic per
formance. The issues that macroeconomists address include the following: 

What determines a nation 's long-run economic growth? In 1870, income per capita 
was smaller in Norway than in Argentina. But today, income per capita is 
about three times as high in Norway as in Argentina. Why do some nations' 
economies grow quickly, providing their citizens with rapidly improving living 
standards, while other nations' economies are relatively stagnant? 
What causes a nation's economic activity to fluctuate? After nearly a decade of pros
perity during the 1980s, the U.s. economy began to falter in 1990. By the spring 
of 1991, output in the United States had fallen by more than 1.5% from its level 
nine months earlier. Economic growth was slow for a few more years before 
rising sharply in 1994. But then, for the remainder of the 1990s, the U.s. econo
my grew rapidly. Why do economies sometimes experience sharp short-run 
fluctuations, lurching between periods of prosperity and periods of hard times? 
What causes unemployment? During the 1930s, one-quarter of the work force in 
the United States was unemployed. A decade later, during World War II, less 
than 2% of the work force was unemployed. Why does unemployment some
times reach very high levels? Why, even during times of relative prosperity, is 
a significant fraction of the work force unemployed? 
What causes prices to rise? The rate of inflation in the United States crept steadi
ly upward during the 1970s, and exceeded 10% per year in the early 1980s, 
before dropping to less than 4% per year in the mid 1980s and dropping even 
further to less than 2% per year in the late 1990s. Germany's inflation experi
ence has been much more extreme: Although Germany has earned a reputation 
for low inflation in recent decades, following its defeat in World War I Germany 
experienced an eighteen-month period (July 1922-December 1923) during 
which prices rose by a factor of several billion! What causes inflation and what 
can be done about it? 
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How does being part of a global economic system affect nations' economies? In the late 
1990s, the U.s. economy was the engine of worldwide economic growth. The 
wealth gained by Americans in the stock market led them to increase their 
spending on consumer goods, including products made abroad, spurring 
greater economic activity in many countries. How do economic links among 
nations, such as international trade and borrowing, affect the performance of 
individual economies and the world economy as a whole? 
Can government policies be used to improve a nation's economic performance? In the 
1980s and 1990s, the U.s. economy's output, unemployment rate, and inflation 
rate fluctuated much less than they did in the 1960s and 1970s. Some econo
mists credit good goverrunent policy for the improvement in economic per
formance. How should economic policy be conducted so as to keep the 
economy as prosperous and stable as possible? 

Macroeconomics seeks to offer answers to such questions, which are of great 
practical importance and are constantly debated by politicians, the press, and the 
public. In the rest of this section, we consider these key macroeconomic issues in 
more detail. 

long - R u n  Econo m i c  G rowth 

If you have ever traveled in a developing country, you could not help but observe 
the difference in living standards relative to those of countries such as the United 
States. The problems of inadequate food, shelter, and health care experienced by the 
poorest citizens of rich nations often represent the average situation for the people 
of a developing country. From a macroeconomic perspective, the difference between 
rich nations and developing nations may be summarized by saying that rich nations 
have at some point in their history experienced extended periods of rapid economic 
growth but that the poorer nations either have never experienced sustained growth 
or have had periods of growth offset by periods of economic decline. 

Figure 1.1 summarizes the growth in output of the U.s. economy since 1869.1 The 
record is an impressive one: Over the past century and a third, the annual output of 
U.s. goods and services has increased by more than 100 times. The performance of the 
u.s. economy is not unique, however; other industrial nations have had similar, and 
in some cases higher, rates of growth over the same period of time. This massive 
increase in the output of industrial economies is one of the central facts of modern his
tory and has had enormous political, military, social, and even cultural implications. 

In part, the long-term growth of the U.s. economy is the result of a rising pop
ulation, which has meant a steady increase in the number of available workers. But 
another significant factor is the increase in the amount of output that can be pro
duced with a given amount of labor. The amount of output produced per unit of 
labor input for example, per worker or per hour of work is called average labor 
productivity. Figure 1 .2 shows how average labor productivity, defined in this 
case as output per employed worker, has changed since 1900. In 2005, the average 
U.s. worker produced more than six times as much output as the average worker 

'Output is measured in Fig. 1.1 by two very similar concepts, real gross national product (real GNP) 
until 1929 and real gross domestic product (real GOP) since 1929, both of which measure the physical 
volume of production in each year. We discuss the measurement of output in detail in Chapter 2. 
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Figure 1 . 1  

Output of the U.S. 
economy, 1869-2005 
In this graph the output 
of the U.s. economy is 
measured by real gross 
domestic product (real 
GOP) for the period 
1929-2005 and by real 
gross national product 
(real GNP) for the period 
prior to 1929, with goods 
and services valued at 
their 2000 prices in both 
cases (see Chapter 2). 
Note the strong upward 
trend in output over 
time, as well as sharp 
fluctuations during 
the Grea t Depression 
(1929-1940), World War II 
(1941-1945), and the 
recessions of 1973-1975, 
1981-1982, 1990-1991, 
and 200l. 
Sources: Real GNP ]869-1928 
from Christina D. Romer, 
"The Prewar Business Cycle 
Reconsidered : New Estimates 
of Gross National Product, 
1869-1908," Jotlmal of Political 
Economy, 97, 1 (February 1989), 
pp. 22-23; real CDP 1929-2005 
from FRED database, Federal 
Reserve Bank of St. Louis, 
resen rell .sf lOll isfcd. orglfred 2/seriesl 
COpeA. Data from Romer 
were rescaled to 2000 prices. 
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at the beginning of the twentieth century, despite working fewer hours over the 
course of the year. Because today's typical worker is so much more productive, 
Americans enjoy a significantly higher standard of living than would have been 
possible a century ago. 

Although the long-term record of productivity growth in the U.s. economy is 
excellent, productivity growth slowed from the early 1970s to the mid-1990s and 
only recently has picked up. Output per worker grew about 2.5% per year from 
1949 to 1973, but only 1.1 % per year from 1973 to 1995. More recently, from 1995 to 
2005, output per worker has increased 2.0% per year, a pace that has improved the 
health of the U.s. economy significantly. 

Because the rates of growth of output and, particularly, of output per worker 
ultimately determine whether a nation will be rich or poor, understanding what 
determines growth is one of the most important goals of macroeconomics. Unfor
tunately, explaining why economies grow is not easy. Why, for example, did 
resource-poor Japan and Korea experience growth rates that transformed them in a 
generation or two from war-torn nations into industrial powers, whereas several 
resource-rich nations of Latin America have had erratic or even negative growth in 
recent years? Although macroeconomists have nothing close to a complete answer 
to the question of what determines rates of economic growth, they do have some 
ideas to offer. For example, as we discuss in some detail in this book, most macro
economists believe that rates of saving and investment are important for growth. 
Another key determinant of growth we discuss is the rate at which technological 
change and other factors help increase the productivity of machines and workers. 

B usi ness Cyc l es 

If you look at the history of U.s. output in Fig. 1 .1, you will notice that the growth 
of output isn't always smooth but has hills and valleys. Most striking is the period 
between 1929 and 1945, which spans the Great Depression and World War II. 
During the 1929-1933 economic collapse that marked the first major phase of the 



Figure 1 .2 

Average labor 
productivity in the 
United States, 
1900-2005 
Average labor produc
tivity (output per 
employed worker) has 
risen over time, with a 
peak during World War II 
reflecting increased 
wartime production. 
Productivity growth was 
particularly strong in the 
19505 and 19605, slowed 
in the 19705, and picked 
up again in the mid 
19905. For the calculation 
of productivity, output is 
measured as in Fig. l .l.  
Sources: Employment in 
thousands of workers 14 and 
older for 1 900-1947 from 
Historical Stntistics of the Ullited 
States, Colollial Times to 1970, 
pp. 126�127; workers 16 and 
older for 1948-2005 from 
FRED database, Federal 
Reserve Bank of St. Louis, 
research .stlouisfed.orglfred/ series/ 
CE160V. Average labor pro
ductivity is output divided by 
employment, where output is 
from Fig. 1.1. 
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Great Depression, the output of the U.s. economy fell by nearly 30%. Over the 
period 1939-1944, as the United States entered World War II and expanded pro
duction of armaments, output nearly doubled. No fluctuations in U.s. output since 
1945 have been as severe as those of the 1929-1945 period. However, during the 
postwar era there have been periods of unusually rapid economic growth, such as 
during the 1960s and 1990s, and times during which output actually declined from 
one year to the next, as in 1973-1975, 1981-1982, and 1990-199l. 

Macroeconomists use the term business cycle to describe short-run, but some
times sharp, contractions and expansions in economic activity.2 The downward 
phase of a business cycle, during which national output may be falling or perhaps 
growing only very slowly, is called a recession. Even when they are relatively mild, 
recessions mean hard economic times for many people. Recessions are also a major 
political concern, because almost every politician wants to be reelected and the 
chances of reelection are better if the nation's economy is expanding rather than 
declining. Macroeconomists put a lot of effort into trying to figure out what causes 
business cycles and deciding what can or should be done about them. In this book 
we describe a variety of features of business cycles, compare alternative explana
tions for cyclical fluctuations, and evaluate the policy options that are available for 
affecting the course of the cycle. 

U n e m p l oyment 

One important aspect of recessions is that they usually are accompanied by an 
increase in unemployment, or the nwnber of people who are available for work and 
are actively seeking work but cannot find jobs. Along with growth and business 
cycles, the problem of unemployment is a third major issue in macroeconomics. 

2A more exact definition is given in Chapter 8. Business cycles do not inc1ude fluctuations lasting only 
a few months, such as the increase in activity that occurs around Christmas. 
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Figure 1 .3 

The U.S. 
unemployment rate, 
1890-2005 
The figure shows the 
percentage of the civilian 
labor force (excluding 
people in the military) 
that was unemployed in 
each year since 1890. 
Unemployment peaked 
during the depression of 
the 18905 and the Great 
Depression of the 1930s, 
and reached low points 
in 1920 and during 
World War II. Since 
World War II, the highest 
unemployment rates 
occurred during the 
1973-1975 and 1981-1982 . 
receSSIOns. 
Sources: Civilian 
unemployment rate (people 
aged 14 and older until 1 947, 
aged 16 and older after 1947) 
for 1 890-1947 from Historical 
Stntistics of the Ullited Stntes, 
Colol1ial Times to 1 970, 
p. 135; for 1945--2()()S from FRED 
database Federal Reserve Bank 
of St. Louis, research.stlouisfed. 
orglfred2/series/UN RATE. 
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The best-known measure of unemployment is the unemployment rate, which 
is the number of unemployed divided by the total labor force (the number of 
people either working or seeking work). Figure 1 .3 shows the unemployment rate 
in the United States over the past century. The highest and most prolonged period 
of unemployment occurred during the Great Depression of the 1930s. In 1933, the 
unemployment rate was 24.9%, indicating that about one of every four potential 
workers was unable to find a job. In contrast, the tremendous increase in economic 
activity that occurred during World War II significantly reduced unemployment. In 
1944, at the peak of the wartime boom, the unemployment rate was 1.2%. 

Recessions have led to significant increases in unemployment in the postwar 
period. For example, during the 1981-1982 recession the U.s. unemployment rate 
reached 10.8% 3 Even during periods of economic expansion, however, the unem
ployment rate remains well above zero, as you can see from Fig. 1 .3. In 2000, after 
nine years of economic growth with no recession, the unemployment rate was still 
about 4%. Why the unemployment rate can remain fairly high even when the econ
omy as a whole is doing well is another important question in macroeconomics. 

I nf lat ion  

When the prices of most goods and services are rising over time, the economy is 
said to be experiencing inflation. Figure 1.4 shows a measure of the average level 

3The unemployment rate was 10.8% in November and December 1982. The unemployment rate plotted 
in Fig. 1.3 is not this high because the graph only shows annual data-the average unemployment 
rate over the 12 months of each year-which was 9.7% in 1982. 
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Consumer prices in 
the United States, 
1800-2005 
Prior to World War II, the 
average level of prices 
faced by consumers 
remained relatively flat, 
with periods of inflation 
(rising prices) offset by 
periods of deflation 
(falling prices). Since 
World War II, however, 
prices have risen more 
than tenfold. In the 
figure, the average level 
of prices is measured by 
the consumer price index, 
or CPJ (see Chapter 2). 
The cpr measures the 
cost of a fixed set, or 
basket, of consumer 
goods and services rela
tive to the cost of the 
same goods and services 
in a base period-in this 
case, 1982-1984. Thus a 
cpr of 195.30 in 2005 
means that a basket of 
consumer goods and 
services that cost $100 in 
1982-1984 would cost 
$195.30 in 2005. 
Sources: Consumer price index, 
1800-1946 (1967 = 100) from 
Historical Statistics of the Ullited 
States, Colollial Times to 1970, 
pp. 210-211; 1947-2005 
(1982-1984 = 100) from FRED 
database, Federal Reserve 
Bank of St. Louis, researc1l. 
5 t 1011 is fed .orglfred 21ser ies! 
CPIAUCSL. Data prior to 1971 
were rescaled to a base with 
1982-1984 = 100. 
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of prices faced by consumers in the United States over the past two centuries.4 Note 
that prior to World War II inflation usually occurred only during wartime, such as 
during the War of 1812, the Civil War, and World War 1. These wartime periods of 
inflation were followed by periods of deflation, during which the prices of most 
goods and services fell. The result of these offsetting periods of inflation and defla
tion was that, over the long run, the level of prices was fairly constant. For exam
ple, prices at the end of World War I (1918) stood at about the same level as in 1800, 
more than a century earlier. 

The last significant deflation in the United States occurred during 1929-1933, 
the initial phase of the Great Depression. Since then, inflation, without offsetting 
deflation, has become the normal state of affairs, although inflation was fairly low 
in the 1990s and early 2000s. Figure 1 .4 shows that consumer prices have risen sig
nificantly since World War II, with the measure of prices shown increasing tenfold. 

The percentage increase in the average level of prices over a year is called the 
inflation rate. If the inflation rate in consumer prices is 10%, for example, then on 
average the prices of items that consumers buy are rising by 10% per year. Rates of 
inflation may vary dramatically both over time and by country, from 1 or 2 percent 
per year in low-inflation countries (such as Switzerland) to 1000% per year or more 
in countries (such as a number of the former Soviet republics in the early 1990s) that 
are experiencing hyperinflations, or extreme inflations. When the inflation rate 
reaches an extremely high level, with prices changing daily or hourly, the economy 
tends to function poorly. High inflation also means that the purchasing power of 
money erodes quickly. This situation forces people to scramble to spend their money 
almost as soon as they receive it. 

4This measure is called the consumer price index, or CPT, which is discussed in Chapter 2. Conceptu
ally, the CPI is intended to measure the cost of buying a certain fixed set, or "basket," of consumer 
goods and services. However, the construction of a consumer price index over a period as long as two 
centuries involves many compromises. For instance, the basket of goods and services priced by the 
CPT is not literally the same over the entire period shown in Fig. 1.4 but is periodically changed to 
reflect the different mix of consumer goods and services available at different times. 
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Figure 1 . 5  

U.S. exports and 
imports, 1869-2005 
The figure shows U.s. 
exports (black) and U.S. 
imports (red), each 
expressed as a percent
age of total output. 
Exports and imports 
need not be equa I in each 
year: U.s. exports 
exceeded imports 
(shaded gray) during 
much of the twentieth 
century. During the 
1980s, 19905 and early 
20005, however, U.s. 
exports were smaller 
than U.s. imports 
(shaded red). 
Sources: Imports and exports of 
goods and services: 1869-1959 
from Historical Statistics of tfle 
United States, Colonial Times 
to 1970. pp. 864-865; 
1960-2005 from FRED 
database, Federal Reserve 
Bank of St. Louis, researclJ. 
st lOll isfcd .org/fred2/series/B 0 P X 
and BOPM; output is from 
Fig. 1 . 1 .  

The Int e rnat i ona l Economy 

Today every major economy is an open economy, or one that has extensive trading 
and financial relationships with other national economies. (In contrast, a closed 
economy doesn't interact economically with the rest of the world.) Macroecono
mists study patterns of international trade and borrowing to understand better the 
links among national economies. For example, an important topic in macroeco
nomics is how international trade and borrowing relationships can help transmit 
business cycles from country to country. 

Another issue for which international considerations are central is trade imbal
ances. Figure 1.5 shows the historical behavior of the imports and exports of goods 
and services by the United States. U.s. imports are goods and services produced 
abroad and purchased by people in the United States; U.s. exports are goods and 
services produced in the United States and sold to people in other countries. To 
give you a sense of the relative importance of international trade, Fig. 1.5 expresses 
exports and imports as percentages of total U.s. output. Currently, both exports and 
imports are larger fractions of U.s. output than they were during the 1950s and 
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1960s, reflecting both the recovery of trade from the disruptions of the Great 
Depression and World War II and the trend toward greater economic interdepen
dence among nations. Note, though, that a century ago exports and imports 
already were important relative to the size of the overall economy. 

Figure 1 .5 demonstrates that exports and imports need not be equal in each 
year. For example, following World War I and World War II, U.s. exports out
stripped U.s. imports because the country was sending large quantities of supplies 
to countries whose economies had been damaged by war. When exports exceed 
imports, a trade surplus exists. In the 1980s, however, U.s. exports declined sharply 
relative to imports, a situation that has persisted through the 1990s and into the 
2000s, as you can see from Fig. 1.5. This recent excess of imports over exports, or 
trade deficit, has received considerable attention from policymakers and the news 
media. What causes these trade imbalances? Are they bad for the U.s. economy or 
for the economies of this country's trading partners? These are among the ques
tions that macroeconomists try to answer. 

M a cr o e c o n o m i c  P o l i cy 

A nation's economic performance depends on many factors, including its natural 
and human resources, its capital stock (buildings, machines, and software), its 
technology, and the economic choices made by its citizens, both individually and 
collectively. Another extremely important factor affecting economic performance is 
the set of macroeconomic policies pursued by the government. 

Macroeconomic policies affect the performance of the economy as a whole. The 
two major types of macroeconomic policies are fiscal policy and monetary policy. 
Fiscal policy, which is determined at the national, state, and local levels, concerns 
government spending and taxation. Monetary policy determines the rate of 
growth of the nation's money supply and is under the control of a government 
institution known as the central bank. In the United States, the central bank is the 
Federal Reserve System, or the Fed. 

One of the main macroeconomic policy issues of recent years in the United 
States has been in the realm of fiscal policy. Large Federal budget surpluses 
emerged in the late 1990s, but these gave way to large Federal budget deficits, 
exceeding $300 billion each year from 2003 to 2005. The recent behavior of the 
Federal budget is put into a long-term perspective in Fig. 1 .6, which presents data 
on Federal government spending and tax revenues for the past century and a 
third 5 Again, so that their importance relative to the economy as a whole is indi
cated, spending, tax collections, and government budget deficits and surpluses 
are expressed as percentages of total output. 

Two obvious features of Fig. 1.6 are the peaks in government spending and 
deficits that resulted from military buildups in World War I and World War II. At 
its high point during World War II, Federal government spending exceeded 43% 
of total output. Significant deficits also occurred during the Great Depression of 
the 1930s because the government increased its spending on various programs 
designed to help the economy, such as government-financed jobs programs. 

SGovernment spending includes both government purchases of goods and services, such as purchases 
of military equipment and the salaries of government officials, and government benefits paid to indi
viduals, such as Social Security payments. 
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Figure 1 .6 

u.s. Federal 
government spending 
and tax collections, 
1869-2005 
U.s. Federal government 
spending (red) and U.s. 
Federal government tax 
collections (black) are 
shown as a percentage of 
total output. Deficits 
(excesses of spending 
over tax collections) are 
shaded red, and surpluses 
(excesses of taxes over 
spending) are shaded 
gray. The government 
sector's share of the 
economy has grown 
since World War II. Large 
deficits occurred during 
the two world wars, the 
Grea t Depression, and 
during the 1980s and 
much of the 1990s. 
Sources: Federal spending and 
receipts: 1869-1929 from 
Historical Statistics afthe Ullited 
States, Colonial Times to 1970, 
p. 1 104; 1930 onward from 
Historical Tables, Budget of the 
U.S. GovemmeJ1l, Table 1.2; 
Output, 1869-1928 (GNP) 
from Christina O. Romer, 
"The Prewar Business Cycle 
Reconsidered: New Estimates 
of Gross National Product, 
1 869-1908," Journal of Political 
Economy, 97, 1 (February 1989), 
pp. 22-23; 1929-2005 (GDP) 
from BEA Web site, 
www.bea.gov. 
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Also shown clearly is the increase in the size of the government sector since World 
War II, an increase reflected in the major upward shift in government spending and 
in tax collections relative to national output that occurred in about 1940 as well as 
the mild upward trend in both variables that has occurred since then. 

The large and persistent Federal budget deficits of the 1980s and early and mid 
1990s were historically unusual in that they occurred during a period of peace and 
relative prosperity. The emergence of large Federal deficits in the 1980s coincided 
with the emergence of large trade deficits (see Fig. 1 .5). Indeed, the Federal budget 
deficit and the trade deficit have been called the "twin deficits."  Are these deficits 
related? If so, what can be done about them? These questions also fall within the 
purview of macroeconomics. 

The possible link between the government's budget deficit and the trade imbal
ance illustrates an important aspect of macroeconomics: Macroeconomic issues 
and problems are frequently interconnected. For this reason, studying one macro
economic question, such as the effects of the government budget deficit, in isolation 
generally is not sufficient. Instead, macroeconomists usually study the economy as 
a complete system, recognizing that changes in one sector or market may affect the 
behavior of the entire economy. 

Aggregat ion  

Macroeconomics is one of two broad areas within the field of economics, the other 
being microeconomics. Macroeconomics and microeconomics have many basic eco
nomic ideas and methods in common; the difference between them is the level at 
which the economy is studied. Microeconomists focus on individual consumers, 
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workers, and firms, each of which is too small to have an impact on the national 
economy. Macroeconomists ignore the fine distinctions among the many different 
kinds of goods, firms, and markets that exist in the economy and instead focus on 
national totals. For example, in their analyses macroeconomists do not care whether 
consumers are buying Microsoft Xboxes or Sony PlayStations, beef or chicken, Pepsi 
or Coke. Instead, they add consumer expenditures on all goods and services to get 
an overall total called aggregate consumption. The process of summing individual 
economic variables to obtain economywide totals is called aggregation. The use of 
aggregation and the emphasis on aggregate quantities such as aggregate consump
tion, aggregate investment, and aggregate output are the primary factors that dis
tinguish macroeconomics from microeconomics. 

1.2 What Macroeconom ists Do 

How do macroeconomists use their skills, and what do they do with all the data 
they gather and the theories they develop? Besides teaching economics, macro
economists engage in a wide variety of activities, including forecasting, macroeco
nomic analysis, basic research, and data development for government, nonprofit 
organizations, and private businesses. 

M a cr o e c o n o m i c  Fore c ast ing  

Many people believe that economists spend most of their time trying to forecast the 
performance of the economy. In fact, except for a relatively small number of fore
casting specialists, forecasting is a minor part of what macroeconomists do. One 
reason macroeconomists don't emphasize forecasting is that on the whole they are 
not terribly good at it! Forecasting is difficult not only because our understanding 
of how the economy works is imperfect, but also because it is impossible to take 
into account all the factors many of them not strictly economic that might affect 
future economic trends. Here are some questions that a forecaster, in trying to pro
ject the course of the economy, might have to try to answer: How will events 
abroad affect congressional authorizations for military spending over the next few 
years? What oil price will the Organization of Petroleum Exporting Countries 
(OPEC) decide on at its next meeting? Will there be a severe drought in agricultural 
regions, with adverse effects on food quantities and prices? Will productivity rise 
as rapidly in the future as it did in the late 1990s and early 2000s as businesses 
increasingly adopted computer technology? Because answers to such questions are 
highly uncertain, macroeconomic forecasters rarely offer a single prediction. 
Instead, they usually combine a "most likely" forecast with "optimistic" and 
"pessimistic" alternative scenarios. 

Does the fact that macroeconomics can't be used to make highly accurate fore
casts of economic activity mean that it is a pointless field of study? Some people 
may think so, but that's really an unreasonable standard. Meteorology is an exam
ple of a field in which forecasting is difficult (will it definitely be sunny this week
end?) but in which there is also a lot of useful knowledge (meteorologists helped 
discover the depletion of the earth's ozone layer and pointed out its dangers). Sim
ilarly, cardiologists usually can't predict if or when a patient will have a heart 
attack they can only talk about probabilities. Like meteorologists and doctors, 
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economists deal with a system whose complexity makes gaining a thorough lUlder
standing difficult and forecasting the system's behavior even more difficult. Rather 
than predicting what will happen, most macroeconomists are engaged in analyzing 
and interpreting events as they happen (macroeconomic analysis) or in trying to 
understand the structure of the economy in general (macroeconomic research). 

M a c r o e c o n o m i c  Ana lysis 

Macroeconomic analysts monitor the economy and think about the implications of 
current economic events. Many analysts are employed in the private sector, such as 
in banks or large corporations. Private-sector analysts try to determine how general 
economic trends will affect their employers' financial investments, their opportu
nities for expansion, the demand for their products, and so on. Some private firms 
specialize in macroeconomic analysis and assist clients on a fee-for-service basis. 

The public sector, wlUch includes national and regional governments and inter
national agencies such as the World Bank and the International Monetary Fund, 
also employs many macroeconomic analysts. The main function of public-sector 
analysts is to assist in policymaking for example, by writing reports that assess 
various macroeconomic problems and by identifying and evaluating possible 
policy options. Among U.s. policymakers, the officials who set monetary policy 
may call on the aid of several hundred Ph.D. economists employed within the 
Federal Reserve System, and the President has the advice of the Council of Eco
nomic Advisers and the professional staffs of numerous departments and agencies. 
For members of Congress, a frequent source of macroeconomic analysis is the 
Congressional Budget Office. Economic policymakers also often go outside the 
government to seek the advice of macroeconomists from business or academia. 

If a country has many well-trained macroeconomic analysts, as is true in the 
United States, does that mean that its macroeconomic policies will always be intel
ligent and farsighted? The answer, unfortunately, is "no." Because of the complexity 
of the economy, macroeconomic policy analysis, like macroeconomic forecasting, 
often is difficult and uncertain. Perhaps even more important, politicians, not econ
omists, often make economic policy. Politicians are typically less concerned with the 
abstract desirability of a policy than with the policy's immediate effects on their 
constituents. Thus in late 1990 international talks intended to reduce trade barriers 
failed because European governments found it politically inadvisable to reduce 
high subsidy payments to their farmers despite the nearly universal opposition of 
economists to both trade barriers and farm price support payments. In 2002, the 
Bush administration gave in to pressure from the steel industry and imposed tar
iffs on certain types of imported steel despite the nearly universal opposition of 
economists to trade barriers. 

Although the technical advice provided by macroeconomic analysts is not the 
sole basis on which macroeconomic policy is made, such advice is probably neces
sary for making good policy decisions, especially if dramatic changes are being con
sidered. Since the 1990s, for example, a number of countries in Eastern Europe, Latin 
America, and elsewhere have lUldertaken radical reforms of their economies. In 
most of these cases, the colUltries' leaders have sought the technical advice of domes
tic and foreign economists, and tlUs advice has been influential in policymaking. In 
the former Soviet Union, economists have played an important role in the debate 
over restructuring and reform, both as technical specialists and as political advocates. 
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Macroeconomic research takes an amazing variety of forms, from abstract mathe
matical analysis to psychological experimentation to simulation projects in which 
computers are used to generate random numbers that represent the randomness of 
day-to-day economic activity. Nevertheless, the goal of all macroeconomic research 
is to make general statements about how the economy works. The general insights 
about the economy gained from successful research form the basis for the analyses 
of specific economic problems, policies, or situations. 

To see why research is important, imagine that you are an economist with the 
International Monetary Fund whose task is to help a small African country control 
its high rate of inflation. On what basis can you offer advice? Basically, you should 
know what inflation-fighting policies other countries have used in the past, what 
the results have been, how the results have depended on the characteristics of the 
country employing the policy, and so on. Particularly if the situation you are ana
lyzing is not identical to any of the previous cases, having some theoretical princi
ples would also help you identify and understand the main factors contributing to 
that country's inflation. Analyzing the historical cases and working out the theo
retical principles by yourself from scratch might involve many years' effort. The 
value of ongoing research activities is that many of the results and ideas that you 
need will already be available in books or professional journals or circulated in 
unpublished form. Because it forms the basis for activities such as economic analy
sis and forecasting, in a very real sense macroeconomic research is the engine that 
pulls the whole enterprise of macroeconomics behind it. 

Macroeconomic research takes place primarily in colleges and universities, in 
nonprofit institutions (such as the National Bureau of Economic Research, the Brook
ings Institution, and the American Enterprise Institute), and in the public sector (the 
government and international agencies). Particularly in the public sector, the line 
between economic analysis and macroeconomic research is much fuzzier than we 
have drawn it here. The reason is that many economists move back and forth between 
analysis of specific problems (such as an African country's inflation problem) and 
more basic macroeconomic research (such as an analysis of inflation in general). 

Economic Theory. How is macroeconomic research carried out? As in many 
other fields, macroeconomic research proceeds primarily through the formulation 
and testing of theories. An economic theory is a set of ideas about the economy that 
has been organized in a logical framework. Most economic theories are developed 
in terms of an economic model, which is a simplified description of some aspect of 
the economy, usually expressed in mathematical form. Economists evaluate an 
economic model or theory by applying four criteria: 

1. Are its assumptions reasonable and realistic? 
2. Is it understandable and manageable enough to be used in studying real 

problems? 
3. Does it have implications that can be tested by empirical analysis? That is, can 

its implications be evaluated by comparing them with data obtained in the real 
world? 

4. When the implications and the data are compared, are the implications of the 
theory consistent with the data? 
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Deve lop ing  a n d  Test ing a n  Economic Theory 

To illustrate the process of developing and testing an 
economic theory, suppose that we want to develop a 
theory that explains the routes that people take when 
they commute from home to work and back. Such a 
theory would be useful, for example, to a traffic planner 
who is concerned about how a proposed housing devel
opment wiIJ affect traffic patterns. Here are the steps we 
would take. 

Step 1. State the research question. 
Example: What determines traffic flows in the city 
during rush hours? 

Step 2. Make provisional assumptions that describe the 
economic setting and the behavior of the economic 
actors. These assumptions should be simple yet capture 
the most important aspects of the problem. 
Example: The setting is described by the map of the city. 
The assumption about behavior is that commuters 
choose routes that minimize driving time. 

Step 3. Work out the implications of the theory. 
Example: Use the map of the city to plot a route that min
imizes driving time between home and place of work. 

Step 4. Conduct an empirical analysis to compare the 
implications of the theory with the data. 
Example: Conduct a survey of commuters to identify (1) 
home locations; (2) work locations; and (3) routes taken 
to work. Then determine whether the routes predicted 

by the model are generally the same as those reported in 
the comm uter survey. 

Step 5. Evaluate the results of your comparisons. 

If the theory fits the data well: Use the theory to predict 
what would happen if the economic setting or economic 
policies change. 

Example: Use the minimum-driving-time assumption to 
evaluate the traffic effects of a new housing develop
ment by figuring out which routes the residents of the 
development are likely to take. 

If the theory fits the data poorly: Start from scratch with a 
new model. Repeat Steps 2-5. 
Example: Change the provisional behavioral assumption 
to the following: Commuters choose the route that min
imizes the distance they must drive (not the time they 
spend driving). 

If the theory fits the data moderately well: Either make do 
with a partially successful theory or modify the model 
with additional assumptions and then repeat Steps 3-5. 

Example: A possible modification of the minimum-driving
time assumption is that commuters will choose more 
scenic over less scenic routes, if driving time is not 
increased by more than a certain number of minutes. To 
test the model with this modified assumption, you must 
determine which routes are more scenic (those that pass 
a lake) and which are less scenic (those that pass a dump). 

For a theory or model of any type, not just economic to be useful, the 
answer to each of these questions must be "yes." Unfortunately, though, econo
mists may not always agree in their evaluation of a particular model, with the 
result that controversies sometimes persist about the best way to model a given 
economic situation. 

We present a summary of the main steps in developing and testing an eco
nomic theory or model in Box 1 .1 .  

Data Developm ent 

The collection of economic data is a vital part of macroeconomics, and many econ
omists are involved in the data development process. In the United States as well 
as all other major countries, data on thousands of economic variables are collected 
and analyzed. We have already presented some important macroeconomic data 
series, such as measures of output and the price level, and will look at these and 
others in more detail in Chapter 2. Macroeconomists use economic data to assess 
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the current state of the economy, make forecasts, analyze policy alternatives, and 
test macroeconomic theories. 

Most economic data are coUected and published by the Federal government for 
example, by agencies such as the Bureau of the Census, the Bureau of Labor Statistics, 
and the Bureau of Economic Analysis in the United States, and by central banks 
such as the Federal Reserve. To an increasing degree, however, these activities also 
take place in the private sector. For example, marketing firms and private economic 
forecasting companies are important collectors, users, and sellers of economic data. 
In this book, boxes called "In Touch with the Macroeconomy" describe major macro
economic data series and tell you how they are collected and where to find them. 

Much of the data collection and preparation process is routine. However, 
because providers of data want their numbers to be as useful as possible while 
keeping costs down, the organization of major data collection projects is typically 
the joint effort of many skilled professionals. Providers of data must decide what 
types of data should be collected on the basis of who is expected to use the data and 
how. They must take care that measures of economic activity correspond to abstract 
concepts (such as "capital" and "labor") that are suggested by economic theory. In 
addition, data providers must guarantee the confidentiality of data that may reveal 
information about individual firms and people in the economy. In a large data
gathering organization such as the Bureau of the Census, each of these issues is 
exhaustively analyzed by economists and statisticians before data collection begins 6 

1.3 Why Macroecon ists Disagree 

Over the years, the efforts of thousands of analysts, data collectors, and researchers 
have greatly enhanced the understanding of macroeconomic phenomena. Yet no 
matter what the macroeconomic issue, the news media seemingly can find an econo
mist to argue either side of it. Why do macroeconomists appear to disagree so much?7 

To a certain extent, the amount of disagreement among macroeconomists is 
exaggerated by the tendency of the public and the media to focus on the most dif
ficult and controversial issues. In addition, the very fact that economic policy and 
performance are of such broad interest and concern contributes to the intensity of 
debate: More than controversies in many other fields, debates in macroeconomics 
tend to take place in public, rather than in the seminar room or the laboratory. 
Although important disagreements among macroeconomists certainly exist, there 
also are many areas of substantial agreement in macroeconomics. 

We can provide an insight into why macroeconomists disagree by drawing the 
important distinction between positive and normative analyses of economic policy. 
A positive analysis of an economic policy examines the economic consequences of 
a policy but doesn't address the question of whether those consequences are desirable. 

6For a readable discussion of issues that face data colJectors, see Janet L. Norwood, "Distinguished 
Lecture on Economics in Government: Data Quality and Public Policy," journal of Economic Perspec
tives, Spring 1990, pp. 3-12. 

7Not only do macroeconomists often seem to disagree with one another, but they also sometimes are 
accused of not being able to agree with themselves. President Harry Truman expressed the frustration 
of many policymakers when he said he wanted a one-handed economist-one who wouldn't always 
say, "On the one hand, . , , ;  on the other hand, , , ," 
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A normative analysis of policy tries to determine whether a certain policy should be 
used. For example, if an economist is asked to evaluate the effects on the economy 
of a 5% reduction in the income tax, the response involves a positive analysis. But 
if asked whether the income tax should be reduced by 5%, the economist's response 
requires a normative analysis. This normative analysis will involve not only the 
economist's objective, scientific understanding of how the economy works but 
also personal value judgments for example, about the appropriate size of the 
government sector or the amount of income redistribution that is desirable. 

Economists may agree on the positive analysis of a question yet disagree on the 
normative part because of differences in values. Value differences also are common 
in other fields: Physicists may be in perfect agreement on what would happen if a 
nuclear bomb were detonated (a positive analysis). But physicist "hawks" and 
physicist "doves" may disagree strongly about whether nuclear weapons should be 
deployed (a normative question). 

Disagreement may occur on positive issues, however, and these differences are 
important in economics. In macroeconomics there always have been many schools 
of thought, each with a somewhat different perspective on how the economy works. 
Examples include monetarism and supply-side economics, both of which we dis
cuss in this book. However, the most important and enduring disagreements 
on positive issues in macroeconomics involve the two schools of thought called the 
classical approach and the Keynesian approach. 

C l a s s i c a l s  Ve rsus Keyne s i ans 

The classical approach and the Keynesian approach are the two major intellectual 
traditions in macroeconomics. We discuss the differences between the two 
approaches briefly here and in much greater detail later in the book. 

The C lass ica l  Approach. The origins of the classical approach go back more 
than two centuries, at least to the famous Scottish economist Adam Smith. In 1776 
Smith published his classic, The Wealth of Nations, in which he proposed the concept 
of the "invisible hand." The idea of the invisible hand is that, if there are free 
markets and individuals conduct their economic affairs in their own best interests, 
the overall economy will work well. As Smith put it, in a market economy, indi
viduals pursuing their own self-interests seem to be led by an invisible hand to 
maximize the general welfare of everyone in the economy. 

However, we must not overstate what Smith claimed: To say that an invisible 
hand is at work does not mean that no one in a market economy will be hungry or 
dissatisfied; free markets cannot insulate a nation from the effects of drought, war, 
or political instability. Nor does the invisible hand rule out the existence of great 
inequalities between the rich and the poor, because in Smith's analysis he took the 
initial distribution of wealth among people as given. Rather, the invisible-hand idea 
says that given a country's resources (natural, human, and technological) and its 
irtitial distribution of wealth, the use of free markets will make people as econom
ically well off as possible. 

Validity of the invisible-hand idea depends on a key assumption: The various 
markets in the economy, including financial markets, labor markets, and markets 
for goods and services, must function smoothly and without impediments such as 
minimum wages and interest rate ceilings. In particular, wages and prices must 
adjust rapidly enough to maintain equilibrium a situation in which the quantities 
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demanded and supplied are equal in all markets. In markets where quantity 
demanded exceeds quantity supplied, prices must rise to bring the market into 
equilibrium. In markets where more of a good is available than people want to buy, 
prices must fall to bring the market into equilibrium. 

Wage and price flexibility is crucial to the invisible-hand idea, because in a free
market system, changes in wages and prices are the signals that coordinate the 
actions of people in the economy. To illustrate, suppose that war abroad disrupts oil 
imports. This drop in supply will drive up the price of oil. A higher oil price will 
make it profitable for domestic oil suppliers to pump more oil and to drill more 
wells. The higher price will also induce domestic consumers to conserve oil and to 
switch to alternative sources of energy. Increased demand for alternative energy 
sources will raise their prices and stimulate their production, and so on. Thus, in the 
absence of impediments such as government price controls, the adjustment of 
prices helps the free-market economy respond in a constructive and coordinated 
way to the initial disruption of supplies. 

The classical approach to macroeconomics builds on Smith's basic assumptions 
that people pursue their own economic self-interests and that prices adjust rea
sonably quickly to achieve equilibrium in all markets. With these two assump
tions as a basis, followers of the classical approach attempt to construct models of 
the macroeconomy that are consistent with the data and that can be used to answer 
the questions raised at the beginning of this chapter. 

The use of the classical approach carries with it some strong policy implications. 
Because the classical assumptions imply that the invisible hand works well, classi
cal economists often argue (as a normative proposition) that the government should 
have, at most, a limited role in the economy. As a positive proposition, classical 
economists also often argue that government policies will be ineffective or counter
productive at achieving their stated goals. Thus, for example, most classicals believe 
that the government should not try actively to eliminate business cycles. 

The Kevnesian Approach. Compared with the classical approach, the Keynesian 
approach is relatively recent. The book that introduced it, The General Theory of 
Employment, Interest, and Money, by British economist John Maynard Keynes, 
appeared in 1936 160 years after Adam Smith's The Wealth of Nations. In 1936 the 
world was suffering through the Great Depression: Unprecedentedly high rates of 
unemployment had afflicted most of the world's economies for years, and the 
invisible hand of free markets seemed completely ineffective. From the viewpoint 
of 1936, the classical theory appeared to be seriously inconsistent with the data, cre
ating a need for a new macroeconomic theory. Keynes provided this theory. 

In his book, Keynes offered an explanation for persistently high unemployment.s 
He based this explanation on an assumption about wage and price adjustment 
that was fundamentally different from the classical assumption. Instead of assuming 
that wages and prices adjust rapidly to achieve equilibrium in each market, as in the 
classical tradition, Keynes assumed that wages and prices adjust slowly. Slow wage 
and price adjustment meant that markets could be out of equilibrium with quan
tities demanded not equal to quantities supplied for long periods of time. In the 
Keynesian theory, unemployment can persist because wages and prices don't 

'Actually, Keynes presented a number of explanations of unemployment in his book, and debate con
tinues about "what Keynes really meant." OUf interpretation of what Keynes meant is the one adopted 
by his major followers. 



1 8  Chapter 1 Introduction to Macroeconomics 

adjust quickly enough to equalize the number of people that firms want to employ 
with the number of people who want to work. 

Keynes's proposed solution to high unemployment was to have the govern
ment increase its purchases of goods and services, thus raising the demand for 
output. Keynes argued that this policy would reduce unemployment because, to 
meet the higher demands for their products, businesses would have to employ 
more workers. In addition, Keynes suggested, the newly hired workers would 
have more income to spend, creating another source of demand for output that 
would raise employment further. More generally, in contrast to classicals, Keynesians 
tend to be skeptical about the invisible hand and thus are more willing to advocate 
a role for government in improving macroeconomic performance. 

The Evolution of the Classical-Keynesian Debate. Because the Great Depression 
so strongly shook many economists' faith in the classical approach, the Keynesian 
approach dominated macroeconomic theory and policy from World War II until 
about 1970. At the height of Keynesian influence, economists widely believed that, 
through the skillful use of macroeconomic policies, the government could pro
mote economic growth while avoiding inflation or recession. The main problems of 
macroeconomics apparently had been solved, with only some details to be filled in. 

However, in the 1970s the United States suffered from both high unemploy
ment and high inflation called stagflation, or stagnation plus inflation. This 
experience weakened economists' and policymakers' confidence in the traditional 
Keynesian approach, much as the Great Depression had undermined the tradi
tional classical approach. In addition, the Keynesian assumption that prices and 
wages adjust slowly, so that markets may be out of equilibrium, was criticized as 
being without sound theoretical foundations. While the Keynesian approach was 
coming under attack, developments in economic theory made classical macro
economics look more interesting and attractive to many economists. Starting in the 
early 1970s, a modernized classical approach enjoyed a major resurgence among 
macroeconomic researchers, although classical macroeconomics did not achieve the 
dominance that Keynesianism had enjoyed in the early postwar years. 

In the past three decades, advocates of both approaches have reworked them 
extensively to repair their weaknesses. Economists working in the classical tradition 
have improved their explanations of business cycles and lU1employment. Keynesians 
have worked on the development of sound theoretical foundations for the slow 
adjustment of wages and prices, and Keynesian models can now accommodate 
stagflation. Currently, excellent research is being conducted with both approaches, and 
substantial commlU1ication and cross-fertilization are occurring between them. 

A U n if ied  Approach  to M a c r o e c o n o m i c s  

In writing this book, we needed a strategy to deal with the fact that there are two 
major macroeconomic schools of thought. One strategy would have been to empha
size one of the two schools of thought and to treat the other only briefly. The prob
lem with that strategy is that it would not expose you to the full range of ideas and 
insights that compose modern macroeconomics. Alternatively, we might have pre
sented the two approaches separately and then compared and contrasted their 
conclusions but you would have missed the opportunity to explore the large 
common ground shared by the two schools of thought. 
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Our choice was to take an approach to macroeconomics that is as balanced and 
unified as possible. In keeping with this unified approach, all our analyses in this 
book whether of economic growth, business cycles, inflation, or policy, and whether 
classical or Keynesian in spirit are based on a single economic model, or on compo
nents or extensions of the basic model. This economic model, which draws heavily 
from both the classical and Keynesian traditions, has the following characteristics. 

1. Individuals, firms, and the government interact in goods markets, asset markets, 
and labor markets. We have already discussed the need for aggregation in macro
economics. In the economic model of this book we follow standard macroeconomic 
practice and aggregate all the markets in the economy into three major markets: the 
market for goods and services, the asset market (in which assets such as stocks, 
bonds, and real estate are traded), and the labor market. We show how participants 
in the economy interact in each of these three markets and how these markets 
relate to one another and to the economy as a whole. 

2. The model's macroeconomic analysis is based on the analysis of individual behav
ior. Macroeconomic behavior reflects the behaviors of many individuals and firms 
interacting in markets. To understand how individuals and firms behave, we take 
a "bottom-up" approach and focus our analysis at the level of individual decision 
making (as in Box 1 .1  where we discuss a model of individual choices about the 
route to take to work). The insights gained are then used for studying the economy 
as a whole. 

The guiding principle in analyzing the behavior of individuals and firms is the 
assumption that they try to maximize their own economic satisfaction, given their needs, 
desires, opportunities, and resources. Although the founder of classical economics, 
Adam Smith, emphasized this assumption, it is generally accepted by Keynesians 
and classicals alike, and it is used in virtually all modern macroeconomic research. 

3. Although Keynesians reject the classical assumption that wages and prices 
quickly adjust to achieve equilibrium in the short run, Keynesians and classicals both agree 
that, in the long run, prices and wages fully adjust to achieve equilibrium in the markets for 
goods, assets, and labor. Because complete flexibility of wages and prices in the long run 
is not controversial, we examine the long-term behavior of the economy (Chapters 3-7) 
before discussing short-run issues associated with business cycles (Chapters 8-13). 

4. The basic model that we present may be used with either the classical assumption 
that wages and prices are flexible or the KetJnesian assumption that wages and prices are slow 
to adjust. This aspect of the model allows us to compare classical and Keynesian con
clusions and policy recommendations within a common theoretical framework. 

C H A P T E R  S U M M A RY 

1. Macroeconomics is the study of the structure and per
formance of national economies and the policies that 
governments use to try to affect economic perfor
mance. Important topics in macroeconomics include 
the determinants of long-run economic growth, busi
ness cycles, unemployment, inflation, international 
trade and lending, and macroeconomic policy. 

2. Because macroeconomics covers the economy as a 
whole, macroeconomists ignore the fine distinctions 

among different kinds of goods, firms, or markets and 
focus on national totals such as aggregate consump
tion. The process of adding individual economic 
variables to obtain economywide totals is called 
aggregation. 

3. The activities engaged in by macroeconomists 
include (in addition to teaching) forecasting, macro
economic analysis, macroeconomic research, and 
data development. 
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4. The goal of macroeconomic research is to be able to 
make general statements about how the economy 
works. Macroeconomic research makes progress 
toward this goal by developing economic theories 
and testing them empirically-that is, by seeing 
whether they are consistent with data obtained from 
the real world. A useful economic theory is based on 
reasonable and realistic assumptions, is easy to use, 
has implications that can be tested in the real world, 
and is consistent with the data and the observed 
behavior of the real-world economy. 

5. A positive analysis of an economic policy examines 
the economic consequences of the policy but does not 
address the question of whether those consequences 
are desirable. A normative analysis of a policy tries 
to determine whether the policy should be used. 
Disagreements among macroeconomists may arise 
because of differences in normative conclusions, as 
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aggregation, p. 11 
average labor productivity, p. 3 

closed economy, p. 8 

equilibrium, p. 16 
fiscal policy, p. 9 

inflation, p. 6 

the result of differences in personal values and beliefs, 
and because of differences in the positive analysis of a 
policy proposal. 

6. The classical approach to macroeconomics is based 
on the assumptions that individuals and firms act in 
their own best interests and tha t wages and prices 
adjust quickly to achieve equilibrium in all markets. 
Under these assumptions the invisible hand of the 
free-market economy works well, with only a limited 
scope for government intervention in the economy. 

7. The Keynesian approach to macroeconomics assumes 
that wages and prices do not adjust rapidly and thus 
the invisible hand may not work well. Keynesians 
argue that, because of slow wage and price adjust
ment, unemployment may remain high for a long 
time. Keynesians are usually more inclined than clas
sicals to believe that government intervention in the 
economy may help improve economic performance. 

open economy, p. 8 
positive analysis, p. 15 
stagflation, p. 18 

deflation, p. 7 
economic model, p. 13 
economic theory, p. 13 
empirical analysis, p. 13 

invisible hand, p. 16 
macroeconomics, p. 2 

monetary policy, p. 9 
normative analysis, p. 16 

trade deficit, p. 9 
trade surplus, p. 9 
unemployment, p. 5 

R E V I E W  Q U E S T I O N S  

Questions marked with a brown circle are available in 
MyEconLab at www.myeconlab.com. 

1. How have total output and output per worker 
changed over time in the United States? How have 
these changes affected the lives of typical people? 

What is a business cycle? How does the unemploy
ment rate behave over the course of a business cycle? 
Does the unemployment rate ever reach zero? 

Define inflation and deflation. Compare the behavior 
of consumer prices in the United States in the years 
before and after World War II. 

Historically, when has the Federal government been 
most likely to run budget deficits? What has been the 
recent experience? 

Define trade deficit and trade surplus. In recent years, 
has the U.s. economy had trade deficits or trade 

surpluses? What was the U.s. experience from 1900 
to 1970? 

6. List the principal professional activities of macroecon
omists. What role does macroeconomic research play 
in each of these activities? 

7. What steps are involved in developing and testing an 
economic theory or model? What are the criteria for a 
useful theory or model? 

8. Might two economists agree about the effects of a partic
ular economic policy but disagree about the desirability 
of implementing the policy? Explain your answer. 

9. Compare the classical and Keynesian views on the speed 
of wage and price adjustment. What are the important 
consequences of the differences in their views? 

What was stagflation, and when did it occur? How did 
it change economists' views about macroeconomics? 
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Questions marked with a brown circle are available in 
MyEconLab at www.myeconlab.com. 

Here are some macroeconomic data for the country of 
Oz for the years 2005 and 2006. 

Output 

Employment 
Unemployed 
Total labor force 
Prices 

2005 
12,000 tons of 

potatoes 
1,000 workers 

100 workers 
1,100 workers 

2 shekels/ton 

2006 
14,300 tons of 

potatoes 
1,100 workers 

50 workers 
1,150 workers 

2.5 shekels/ton 
of potatoes of potatoes 

As the data suggest, Oz produces only potatoes, and its 
monetary tmit is the shekel. Calculate each of the following 
macroeconomic variables for Oz, being sure to give units. 
a.  Average labor productivity in 2005 and 2006. 

b. The growth rate of average labor productivity 
between 2005 and 2006. 

c. The unemployment rate in 2005 and 2006. 
d. The inflation rate between 2005 and 2006. 

A N A LY T I C A L  P RO B L E M S  

Questions marked with a brown circle are available in 
MyEconLab at www.myeconlab.com. 

Can average labor productivity fall even though total 
output is rising? Can the unemployment rate rise even 
though total output is rising? 

Prices were much higher in the United States in 2006 
than in 1890. Does this fact mean that people were eco-
nomically better off in 1890? Why or why not? 

3. State a theory for why people vote Republican or 
Democratic that potentially could satisfy the criteria for 
a useful theory given in the text. How would you go 
about testing your theory? 

Which of the following statements are positive in 
nature and which are normative? 

a. A tax cut will raise interest rates. 
b. A reduction in the payroll tax would primarily ben

efit poor and middle-class workers. 

Chapter Summ ary 2 1  

2. In a recent issue of the Survey of Current Business, find 
the data section entitled "Selected NIPA Tables." In 
Table 1 .1 .5, "Gross Domestic Product," find data on 
gross domestic product (a measure of total output), 
exports, and imports. In Table 3.2, "Federal Govern
ment Current Receipts and Expenditures,"find data on 
the government's total receipts (taxes) and expendi
tures. These tables from the Survey of Current Business 
can be accessed from the home page of the Bureau of 
Economic Analysis at www.bea.gov. 
a. Calculate the ratio of exports to GOP, the ratio of 

imports to GOP, and the ratio of the trade imbalance 
to GOP in the latest reported quarter. Compare the 
answers with the values reported for the previous 
two complete years. 

b. Calculate the ratio of Federal government receipts to 
GOP, the ratio of Federal government expenditures 
to GOP, and the ratio of the budget deficit to GOP, 
for the most recent quarter and for the previous two 
complete years. 

c. Payroll taxes are too high. 

d. A cut in the payroll tax would improve the Presi
dent's popularity ratings. 

e. Payroll taxes should not be cut unless capital gains 
taxes are cut also. 

5. In 2002, President George W. Bush imposed tariffs on 
certain types of imported steel. He argued that for
eign steel producers were dumping their steel on the 
U.s. market at low prices. The foreign steel producers 
were able to sell steel cheaply because they received 
subsidies from their governments. The Bush adminis
tration argued that the influx of steel was disrupting 
the U.s. economy, harming the domestic steel indus
try, and causing unemployment among U.S.  steel 
workers. What might a classical economist say in 
response to these claims? Would a Keynesian econo
mist be more or less sympathetic to the imposition of 
tariffs? Why? 
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WO R K I N G  W I T H  M A C RO E C O N O M I C  DATA 

For data to use in these exercises, go to the Federal Reserve Bank 
of St. Louis FRED database at research.stlouisfed.org/ fred. 

1. a. Calculate the total percentage growth in average labor 
productivity in the U.s. economy for the 1950s, 1960s, 
1970s, 1980s, and 1990s. Define average labor produc
tivity for any year as real gross domestic product in 
the last quarter of the year divided by civilian 
employment in the last month of the year. In which 
decades did average labor productivity grow the most 
quickly overall? The most slowly? Express the growth 
rates for each decade in annualized terms by using 
the formula 

(1 + g)'0 = 1 + G 

where g is the annual growth rate, expressed as a 
decimal (for example, 0.05 for 5%), and G is the 
growth rate for the decade (the change in productiv
ity during the decade divided by the initial produc
tivity level). For each of the five decades, use your 
calculated values for G and the formula above to 
solve for g. 

b. Calculate annual labor productivity growth rates for 
each year since 2000 for which data are available. 
How do the recent growth ra tes compare with those 
of the five previous decades? 

2. Graph the behavior of the civilian unemployment rate 
from 1961 until the present using monthly data. Can 
you see the periods of recession tha t occurred in 
1969-1970, 1973-1975, 1980, 1981-1982, and 1990-1991? 
In terms of the unemployment rate, how does the 2001 
recession compare in severity with those earlier down
turns? How does the behavior of the unemployment 
rate over the 1990s compare to its behavior in the 1960s, 
1970s, and 1980s? 

3. Using data on the consumer price index (CPI) for all 
urban consumers, calculate and graph the annual U.s. 
inflation rate (the percentage change in the price index, 
December to December) for each year since 1948. In 
which periods within the postwar era did the United 
States experience the most severe inflation problems? 
In which periods has inflation been the most stable 
(that is, roughly constant from one year to the next)? 
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easurement is a crucial part of scientific study. Accurate measurement is essential 
for making new discoveries, evaluating competing theories, and predicting 

future events or trends. During the first half of the twentieth century, painstaking 
research by economists such as Nobel Prize winner Simon Kuznets (the first person 
to obtain comprehensive measures of national output) and the team of Arthur Burns 
and Wesley Mitchell (who performed detailed measurements of the stages of the 
business cycle) showed that careful economic measurement is not only possible but 
also necessary for any serious understanding of the economy. Their work, and the 
efforts of many other researchers, transformed economics from a field in which 
scholars relied on informal observations and broad generalizations to one in which 
numbers and statistical analysis play an essential role. 

In this chapter we present some of the conceptual and practical issues involved 
in measuring the macroeconomy. We focus on the national income accounts, a 
framework for measuring economic activity that is widely used by economic 
researchers and analysts. Learning about the national income accounts will famil
iarize you with some useful economic data. In addition, because the national 
income accounts are set up in a logical way that mirrors the structure of the econ
omy, working through these accounts is an important first step toward under
standing how the macroeconomy works. When you finish this chapter, you will 
have a clearer understanding of the relationships that exist among key macroeco
nomic variables and among the different sectors of the economy. 

2 . 1  National Income Accounting : The Measurement 
of Production, Inco , and Ex pend iture 

The national income accounts are an accounting framework used in measuring 
current economic activity. Almost all countries have some form of official national 
income accounts. (For background information on the U.s. national income 
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accounts, see the box "In Touch with the Macroeconomy: The National Income and 
Product Accounts," p. 25) 

The national income accolUlts are based on the idea that the amount of eco
nomic activity that occurs during a period of time can be measured in terms of 

1. the amount of output produced, excluding output used up in intermediate 
stages of production (the product approach); 

2. the incomes received by the producers of output (the income approach); and 
3. the amount of spending by the ultimate purchasers of output (the expenditure 

approach). 

Each approach gives a different perspective on the economy. However, the 
fundamental principle underlying national income accounting is that, except for 
problems such as incomplete or misreported data, all three approaches give identical 
measurements of the amount of current economic activity. 

We can illustrate why these three approaches are equivalent by an example. 
Imagine an economy with only two businesses, called OrangeInc and JuiceInc. 
OrangeInc owns and operates orange groves. It sells some of its oranges directly to 
the public. It sells the rest of its oranges to JuiceInc, which produces and sells orange 
juice. The following table shows the transactions of each business during a year. 

Orange Inc Transactions 
Wages paid to Orange Inc employees 
Taxes paid to government 
Revenue received from sale of oranges 

Oranges sold to public 
Oranges sold to Juicelnc 

Juicelnc Transactions 
Wages paid to Juicelnc employees 
Taxes paid to government 
Oranges purchased from Orangelnc 
Revenue received from sale of orange juice 

$1 5,000 
5,000 

35,000 
10,000 
25,000 

$ 10,000 
2,000 

25,000 
40,000 

OrangeInc pays $15,000 per year in wages to workers to pick oranges, and it sells 
these oranges for $35,000 ($10,000 worth of oranges to households and $25,000 worth 
of oranges to JuiceInc). Thus OrangeInc's profit before taxes is $35,000 - $15,000 = 
$20,000. Because OrangeInc pays taxes of $5000, its after-tax profit is $15,000. 

JuiceInc buys $25,000 of oranges from OrangeInc and pays wages of $10,000 to 
workers to process the oranges into orange juice. It sells the orange juice for 
$40,000, so its profit before taxes is $5000 ($40,000 - $25,000 - $10,000). After paying 
taxes of $2000, its after-tax profit is $3000. 

What is the total value, measured in dollars, of the economic activity generated 
by these two businesses? The product approach, income approach, and expendi
ture approach are three different ways of arriving at the answer to this question; all 
yield the same answer. 

1. The product approach measures economic activity by adding the market 
values of goods and services produced, excluding any goods and services used up 
in intermediate stages of production. This approach makes use of the value-added 
concept. The value added of any producer is the value of its output minus the value 
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W I T H  T H E  MACRO E C O N O M Y  

J: The N ational Income and Product Accounts U 
::> 
o In the United States, the national income accounts are 
I- officially called the National Income and Product 
Z Accounts, or NIPA. These accounts provide compre
- hensive measurements of production, income, and 

known as "preliminary" estimates, are released about 
one month later, and "final" figures are released about 
one month after tha t. 

Historical NIPA data may be obtained from 
numerous sources, including the Survey of Current Busi
ness (the BEA's monthly publication) and the Economic 
Report of the President, which is issued each February 
by the President's Council of Economic Advisers. 
Latest-quarter NIPA data appear in the business press, 
which gives extensive coverage to the BEA's monthly 
releases. The BEA's home page at www.bea.gov provides 
access to current and historical data. Data on many 
NIPA variables can be downloaded conveniently from 
the Federal Reserve Bank of St. Louis FRED database at 
research.stlouisfed.orglfred. National income accounts data 
for other countries are available in National Accounts, a 
publication of the Organization for Economic Cooper
ation and Development (OECD), in World Economic 
Outlook (published by the International Monetary 
Fund), and in the United Nations' National Accounts 
Statistics. 

expenditure for the U.s. economy. Developed in the 
1930s and 1940s by the Department of Commerce, the 
U.s. national income accounts were used for economic 
planning during World War II. Official accounts have 
been constructed as far back as 1929, and some official 
data are available from as early as 1909. 

Currently, the accounts are constructed quarterly 
by government economists and statisticians in the Bureau 
of Economic Analysis (BEA), a part of the Department of 
Commerce. In constructing the accounts, the BEA relies 
heavily on data provided by other government agen
cies, such as the Census Bureau and the Bureau of Labor 
Statistics. The BEA also uses data from tax returns and 
from private sources, such as industry associations. 

Initial estimates, known as "advance" estimates, of 
quarterly economic activity are released about one 
month after the end of each quarter. Revised estimates, 

of the inputs it purchases from other producers. The product approach computes 
economic activity by summing the value added by all producers. 

In our example, OrangeInc produces output worth $35,000 and JuiceInc pro
duces output worth $40,000. However, measuring overall economic activity by 
simply adding $35,000 and $40,000 would "double count" the $25,000 of oranges 
that JuiceInc purchased from OrangeInc and processed into juice. To avoid this 
double counting, we sum value added rather than output: Because JuiceInc 
processed oranges worth $25,000 into a product worth $40,000, JuiceInc's value 
added is $15,000 ($40,000 - $25,000). OrangeInc doesn't use any inputs purchased 
from other businesses, so its value added equals its revenue of $35,000. Thus total 
value added in the economy is $35,000 + $15,000 = $50,000. 

2. The income approach measures economic activity by adding all income 
received by producers of output, including wages received by workers and profits 
received by owners of firms. As you have seen, the (before-tax) profits of OrangeInc 
equal its revenues of $35,000 minus its wage costs of $15,000, or $20,000. The prof
its of JuiceInc equal its revenues of $40,000 minus the $25,000 the company paid to 
buy oranges and the $10,000 in wages paid to its employees, or $5000. Adding the 
$20,000 profit of OrangeInc, the $5000 profit of JuiceInc, and the $25,000 in wage 
income received by the employees of the two companies, we get a total of $50,000, 
the same amount determined by the product approach. 

In this calculation we added the before-tax incomes of workers and firm 
owners. Equivalently, we could have added the after-tax incomes of producers of 
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output and the taxes received by the government. Recall that, when taxes are sub
tracted, OrangeInc's after-tax profits are $15,000 and JuiceInc's after-tax profits are 
$3000. Adding the two firms' after-tax profits of $18,000, total wage income of 
$25,000 (we assumed that workers pay no taxes), and the $7000 in taxes received 
by the government, we again obtain $50,000 as the measure of economic activity. 

3. Finally, the expenditure approach measures activity by adding the amount 
spent by all ultimate users of output. In this example, households are ultimate 
users of oranges. JuiceInc is not an ultimate user of oranges because it sells the 
oranges (in processed, liquid form) to households. Thus ultimate users purchase 
$10,000 of oranges from OrangeInc and $40,000 of orange juice from JuiceInc for a 
total of $50,000, the same amount computed in both the product and the expenditure 
approaches.1 

Why t h e  Three Approaches  Are E q u iva lent  

That the product, income, and expenditure approaches all give the same answer is 
no accident. The logic of these three approaches is such that they must always give 
the same answer. 

To see why, first observe that the market value of goods and services pro
duced in a given period is by definition equal to the amount that buyers must 
spend to purchase them. JuiceInc's orange juice has a market value of $40,000 only 
because that is what people are willing to spend to buy it. The market value of a 
good or service and the spending on that good or service are always the same, so 
the product approach (which measures market values) and the expenditure 
approach (which measures spending) must give the same measure of economic 
activity.2 

Next, observe that what the seller receives must equal what the buyers spend. 
The seller's receipts in turn equal the total income generated by the economic 
activity, including the incomes paid to workers and suppliers, taxes paid to the 
government, and profits (whatever is left over). Thus total expenditure must 
equal total income generated, implying that the expenditure and income 
approaches must also produce the same answer. Finally, as both product value 
and income equal expenditure, they also must be equal. 

Because of the equivalence of the three approaches, over any specified time 
period 

total production = total income = total expenditure, (2.1) 

where production, income, and expenditure all are measured in the same units (for 
example, in dollars). Equation (2.1)  is called the fundamental identity of national 
income accounting and forms the basis for national income accounting. (An identity 

l In the example, each business also purchases labor services from employees, but because these 
services are used in production, they aren't counted as services purchased by ultimate users. 

20ur explanation implicitly assumes that everything produced is sold. What if a firm produces some 
goods that it can't sell? As we discuss shortly, the national income accounts treat unsold goods as 
though they were purchased by the firm from itself; that is, accumulation of unsold goods in inven
tory is treated as part of expenditure. Thus expenditure and production remain equal even if some 
goods remain unsold. 
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is an equation that is true by definition.) In Section 2.2, we show how this funda
mental identity is used in measuring current economic activity for the economy as 
a whole. 

estic Product 

The broadest measure of aggregate economic activity, as well as the best-known 
and most often used, is the gross domestic product, or GOP. As in the example in 
Section 2.1, a country's GOP may be measured by the product approach, the 
expenditure approach, or the income approach. Although the three approaches 
arrive at the same value for GOP, each views GOP differently. Using all three 
approaches gives a more complete picture of an economy's structure than any 
single approach could. 

The P ro d u ct Approach  to M e a s u r i n g  G O P  

The product approach defines a nation's gross domestic product (GOP) as the 
market value of final goods and services newly produced within a nation during a 
fixed period of time. In working through the various parts of this definition, we 
discuss some practical issues that arise in measuring GOP. 

M a rket Va l u e . Goods and services are counted in GOP at their market 
values that is, at the prices at which they are sold. The advantage of using 
market values is that it allows adding the production of different goods and ser
vices. Imagine, for example, that you want to measure the total output of an 
economy that produces 7 cars and 100 pairs of shoes. Adding the number of cars 
and the number of pairs of shoes to get a total output of 107 wouldn't make 
much sense because cars and shoes aren't of equal economic value. But suppose 
that each car sells for $10,000 and each pair of shoes sells for $60. Taking these 
market-determined prices as measures of relative economic values, you can cal
culate the value of cars produced as $70,000 (7 x $10,000) and the value of shoes 
produced as $6000 (100 x $60). The total market value of production, or GOP, is 
$70,000 + $6000 = $76,000. Using market values to measure production makes 
sense because it takes into account differences in the relative economic impor
tance of different goods and services. 

A problem with using market values to measure GOP is that some useful 
goods and services are not sold in formal markets. Ideally, GOP should be adjusted 
upward to reflect the existence of these goods and services. However, because of 
the difficulty of obtaining reliable measures, some nonmarket goods and services 
simply are ignored in the calculation of GOp.3 Homemaking and child-rearing services 

3Periodically, private economists have attempted to devise measures that include non market economic 
activity. The Committee on National Statistics (part of the National Academy of Sciences) recently 
formed a panel to study the design of norunarket accounts. This panel of prominent economists, 
headed by Katherine Abraham of the University of Maryland, has examined past measures of non
market accounting and is expected to produce a final report soon on how to integrate non market 
accounts into the government's national income accounts. For more information, see the panel's 
Web si te at: www7.l1atiOl1nlacademies.org/cl1stat/Nol1markeCelirrellt.html. 
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performed within the family without pay, for example, are not included in GOP, 
although homemaking and child care that are provided for pay (for example, by 
professional housecleaners or by private day-care centers) are included. Similarly, 
because the benefits of clean air and water aren't bought and sold in markets, 
actions to reduce pollution or otherwise improve environmental quality usually are 
not reflected in GOP (see Box 2.1, p.  30). 

Some nonmarket goods and services are partially incorporated in official GOP 
measures. An example is activities in the so-called underground economy. The 
underground economy includes both legal activities hidden from government 
record keepers (to avoid payment of taxes or compliance with regulations, for example) 
and illegal activities such as drug dealing, prostitution, and (in some places) gam
bling. Some might argue that activities such as drug dealing are "bads" rather than 
"goods" and shouldn't be included in GOP anyway although a consistent appli
cation of this argument might rule out many goods and services currently included 
in GOP. Clearly, though, the services of a housepainter who is paid in cash to avoid 
taxes should be included in GOP. Government statisticians regularly adjust GOP fig
ures to include estimates of the lUlderground economy's size. Because cash is the 
favored means of payment for off-the-books transactions, one clue to the size of the 
underground economy is the amount of cash in circulation.4 

A particularly important component of economic activity that does not pass 
through markets is the value of the services provided by government, such as 
defense, public education, and the building and maintenance of roads and bridges. 
The fact that most government services are not sold in markets implies a lack of 
market values to use when calculating the government's contribution to GOP. In 
this case, the solution that has been adopted is to value government services at their 
cost of production. Thus the contribution of national defense to GOP equals the gov
ernment's cost of providing defense: the salaries of service and civilian personnel, 
the costs of building and maintaining weapons and bases, and so on. Similarly, the 
contribution of public education to GOP is measured by the cost of teachers' salaries, 
new schools and equipment, and so on. 

Newly Produced Goods  and  S e rvi ces . As a measure of current economic 
activity, GOP includes only goods or services that are newly produced within the 
current period. GOP excludes purchases or sales of goods that were produced in 
previous periods. Thus, although the market price paid for a newly constructed 
house would be included in GOP, the price paid in the sale of a used house is not 
counted in GOP. (The value of the used house would have been included in GOP 
for the year it was built.) However, the value of the services of the real estate agent 
involved in the sale of the used house is part of GOP, because those services are pro
vided in the current period. 

Final Goods and Services. Goods and services produced during a period of 
time may be classified as either intermediate goods and services or final goods 

4 A detailed discussion of NIPA adjustments for the underground economy is given in "The Under
ground Economy: An Introduction" in the May and July 1984 issues of the Slirvey ojCllrrellt Blisilless. 
On the use of cash in circulation to estimate the size of the underground economy, see Vito Tanzi, 
"The Underground Economy in the United States: Annual Estimates, 1930-1980," TMF Staff Papers, 
June 1983, pp. 283-305. 
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and services. Intermediate goods and services are those used up in the production 
of other goods and services in the same period that they themselves were produced. For 
example, flour that is produced and then used to make bread in the same year is an 
intermediate good. The trucking company that delivers the flour to the bakery 
provides an intermediate service. 

Final goods and services are those goods and services that are not interme
diate. Final goods and services are the end products of a process. For example, 
bread produced by the bakery is a final good, and a shopper's bus ride home from 
the bakery is a final service. Because the purpose of economic activity is the pro
duction of final goods and services, with intermediate goods being but a step 
along the way, only final goods and services are counted in CDP. 

Sometimes the distinction between intermediate goods and final goods is 
subtle. For example, is a new lathe sold to a furniture manufacturer an interme
diate good or a final good? Although the lathe is used to produce other goods, it 
is not used up during the year. Hence it is not an intermediate good; it is a final 
good. In particular, the lathe is an example of a type of final good called a capi
tal good. Other more general examples of capital goods include factories, office 
buildings, equipment, and software. A capital good is a good that is itself pro
duced (which rules out natural resources such as land) and is used to produce 
other goods; however, unlike an intermediate good, a capital good is not used up 
in the same period that it is produced. The preparers of the national income 
accounts decided to classify capital goods as final goods and thus to include their 
production in CDP. Their reasoning was that the addition to productive capacity 
from new capital goods represents economic activity. 

Another subtle distinction between intermediate and final goods arises in 
the treatment of inventory investment. Inventories are stocks of unsold fin
ished goods, goods in process, and raw materials held by firms. Inventory 
investment is the amount by which inventories increase during the year.s For 
example, suppose that a baker began the year with $1000 worth of flour in her 
storeroom and that at the end of the year she is holding $1100 worth of flour. 
The difference between her beginning and ending stocks, or $100 worth of flour, 
equals the baker 's inventory investment during the year. Even though the ulti
mate purpose of the baker's flour is for making bread, her increase in inventory 
represents production of flour that is not used up during the year 6 As in the 
case of capital goods, inventory investment is treated as a final good and thus 
part of CDP because increased inventories on hand imply greater productive 
ca paci ty in the fu ture. 

In the OrangeInc-JuiceInc example, we showed that total economic activity 
could be measured by summing the value added (value of output minus value of 
purchased inputs) for each producer. The advantage of the value-added tech
nique is that it automatically includes final goods and excludes intermediate 
goods from the measure of total output. If you go back to that example, you will 
see that, by summing the value added of the two companies, we obtained a measure 
of economic activity that included the value of final sales of the two businesses to the 

5When inventories decline during the year, inventory investment is negative. 
6Inventory investment is the change in the physical quantity of goods in inventory multiplied by their 
price. Changes in the valuation of inventories arising from price changes (capital gains or losses) are 
not considered inventory investment. 
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Natural Resources. the Environment. 
a n d  the Nat ional  I ncome Accounts 

Much of any country's economic well-being flows from 
natural, rather than human-made, assets-land, rivers 
and oceans, natural resources (such as oil and timber), 
and indeed the air that everyone breathes. Ideally, for 
the purposes of economic and environmental planning, 
the use and misuse of natural resources and the environ
ment should be appropriately measured in the national 
income accounts. Unfortunately, they are not. There are 
at least two important conceptual problems with the way 
the national income accounts currently handle the eco
nomic use of natural resources and the environment. 

1. Natural resource depletion. When an oil driller 
pumps oil from an underground field, the value of the 
oil produced is counted as part of the nation's CDP; 
there is no offsetting deduction to account for the fact 
that nonrenewable resources are being depleted. In prin
ciple, the draining of the oil field can be thought of as a 
type of negative inventory investment because in a 
sense it reduces the inventory of oil. If it were included 
in the national income accounts, this negative inventory 
investment would reduce the computed value of CDP. 

2. The costs and benefits of pollution control. Imagine 
that a company has the following choices: It can produce 
$100 million worth of output and in the process pollute 
the local river by dumping its wastes; alternatively, by 
using 10% of its workers to dispose properly of its wastes, 
it can avoid polluting but will get only $90 million of 
output. Under current national income accounting rules, 
if the firm chooses to pollute rather than not to pollute, 
its contribution to CDP will be larger ($100 million rather 

than $90 million) because the national income accounts 
attach no explicit value to a clean river. In an ideal 
accounting system, the economic costs of environmental 
degradation would be subtracted in the calculation of a 
firm's contribution to output, and activities that 
improve the environment-because they provide real 
economic benefits-would be added to output. 

Discussing the national income accounting impli
cations of resource depletion and pollution may seem to 
trivialize these important problems. Actually, because 
CDP and related statistics are used continually in policy 
analyses, abstract questions of measurement often may 
turn out to have significant real effects. For example, 
economic development experts have expressed concern 
that some poor countries, in attempting to raise mea
sured CDP as quickly as possible, have done so in part 
by overexploiting their natural resources and harming 
the environment. Conceivably, explicitly incorporating 
"hidden" resource and environmental costs into offi
cial measures of economic growth might cause these 
policies to be modified. Similarly, in industrialized 
countries, political debates about the environment at 
times have emphasized the impact on conventionally 
measured CDP of proposed pollution control measures, 
rather than their impact on overall economic welfare. 
Better accounting for environmental quality might 
serve to refocus these debates to the more relevant 
question of whether, for any particular environmental 
proposal. the benefits (economic and noneconomic) 
exceed the costs. 

public but excluded the intermediate goods (unprocessed oranges) sold to Juicelnc 
by Orangelnc. 

G N P  Versus G O P. Until 1991, most economists working with U.s. data focused 
on a measure of economic activity known as gross national product (GNP) rather 
than on GDP. However, in 1991, primarily to conform with national income 
accounting practices in other major industrialized countries, the Department of 
Commerce began to use GDP as its basic measure of economic activity. The differ
ence between GNP and GDP lies in the treatment of output produced by capital 
and labor working outside its home (domestic) country. Specifically, gross 
national product is the market value of final goods and services newly produced 
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by domestic factors of production during the current period, whereas GDP is produc
tion taking place within a country. 

When U.s. capital and labor also called factors of production are used 
abroad, they produce output and earn income. This output and income are includ
ed in U.s. GNP but not in u.s. GDP because they don't represent production taking 
place within the United States. So, for example, the value of roads built by a U.s. 
construction company in Saudi Arabia, as measured by the fees that the construc
tion company receives from the Saudi government, is counted in U.s. GNP but not 
in U.s. GDP. Similarly, when foreign capital or labor is used in the United States, 
the output produced and the income earned are part of U.s. GDP (because the pro
duction occurs within the United States) but not of U.s. GNP (they are counted 
in the foreign country's GNP instead). For example, the portion of the value of 
Japanese cars built in the United States that is attributable to Japanese capital and 
management counts in Japanese GNP and U.s. GDP, but not in U.s. GNP. 

We define net factor payments from abroad (NFP) to be income paid to 
domestic factors of production by the rest of the world minus income paid to for
eign factors of production by the domestic economy. Using this concept, we express 
the relationship between GDP and GNP as 

GDP = GNP - NFP. (2.2) 

For the United States, GDP and GNP give similar measures of economic activ
ity. For example, in 2005 the U.s. GDP was $12,487 billion and the U.s. GNP was 
$12,521 billion, a difference of about 0.3%. The distinction between GNP and GDP 
is more important for countries such as Egypt and Turkey that have many citizens 
working abroad. The reason is that income earned by workers abroad is part of a 
country's GNP but not its GDP. 

The Expend iture Approach  to M e a s u r i n g  G O P  

A different perspective on the components of GDP is obtained by looking at the 
expenditure side of the national income accounts. The expenditure approach mea
sures GDP as total spending on final goods and services produced within a nation 
during a specified period of time. Four major categories of spending are added to 
get GDP: consumption, investment, government purchases of goods and services, 
and net exports of goods and services. In sym bois, 

Y = GDP = total production (or output) 
= total income 
= total expenditure; 

C = consumption; 
I = investment; 

G = government purchases of goods and services; 
NX = net exports of goods and services. 

With these symbols, we express the expenditure approach to measuring GDP as 

Y = C + I + G + NX. (2.3) 

Equation (2.3), like Eq. (2.1), is one of the basic relationships in macroeconomics. 
Equation (2.3) is called the income-expenditure identity because it states that 
income, Y, equals total expenditure, C + I + G + NX. Recent U.s. data for the four 
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Table 2.1 

Expenditure Approach to Measuring GOP in the United States. 2005 

Personal consumption expenditures (C) 
Consumer durables 
Nondurable goods 
Services 

Gross private domestic investment (/ ) 
Business fixed investment 

Nonresidential structures 
Equipment and software 

Residential investment 
Inventory investment 

Government purchases of goods and services (G) 
Federal 

National defense 
Nondefense 

State and local 
Net exports (NX) 
Exports 
Imports 

Total (equals GOP) (Y) 
Note: Numbers may not add to totals shown owing to rounding. 

Billions 
of dollars 

8745.7 
1026.5 
2564.4 
5 1 54.9 
2105.0 
1329.8 
335.1 
994.7 
756.3 

18.9 
2362.9 

877.7 
587.1 
290.6 

1485.2 
-726.5 
1301.2 
2027.7 

1 2487.1 

Source: Bureau of Economic Analysis Web site, www.bea.gov, Table 1 . 1 .5, May 31 ,  2006. 

Percent 
of GOP 

70.0 
8.2 

20.5 
41.3 
16.9 
10.6 
2.7 
8.0 
6.1 
0.2 

18.9 
7.0 
4.7 
2.3 

1 1 .9 
-5.8 
10.4 
16.2 

1 00.0 

categories of spending, along with some major subcategories, are given in Table 2.l. 
As you read the rest of this section, you should look at Table 2.1 to get a feel for the 
relative sizes of different components of spending in the U.s. economy. 

Consumption. Consumption is spending by domestic households on final goods 
and services, including those produced abroad? It is the largest component of 
expenditure, usually accounting for about two-thirds of GDP in the United States. 
Consumption expenditures are grouped into three categories: 

1. consumer durables, which are long-lived consumer items, such as cars, televisions, 
furniture, and major appliances (but not houses, which are classified under 
investment); 

2. nondurable goods, which are shorter-lived items, such as food, clothing, and 
fuel; and 

3. services, such as education, health care, financial services, and transportation. 

Investment. Investment includes both spending for new capital goods, called 
fixed investment, and increases in finns' inventory holdings, called inventory investment. 
Fixed investment in turn has two major components: 

7Later, we subtract imports from total expenditures and add exports to calculate total spending on the 
goods and services produced by the domestic economy_ 
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1. business fixed investment, which is spending by businesses on structures (factories, 
warehouses, and office buildings, for example) and equipment (such as 
machines, vehicles, computers, and furniture) and software; and 

2. residential investment, which is spending on the construction of new houses 
and apartment buildings. Houses and apartment buildings are treated as cap
ital goods because they provide a service (shelter) over a long period of time. 

Like consumption, investment includes spending on foreign-produced goods. 
Overall, fixed investment in the United States usually is about one-sixth of GDP. 

As we have mentioned, increases in inventories are included in investment 
spending, regardless of why inventories rose. In particular, if a firm produces goods 
that it can't sell, the resulting rise in inventories counts as investment by the firm. 
For the purposes of national income accounting, the firm has, in effect, purchased 
the unsold goods from itself. This accounting rule is useful because it guarantees 
that production and expenditure will always be equal in the national income 
accounts. Anything that is produced must, by definition, either be bought by a cus
tomer or "purchased" by the firm itself. 

Government P u rchases of Goods and S e rvices. Government purchases of 
goods and services, which include any expenditure by the government for a cur
rently produced good or service, foreign or domestic, is the third major compo
nent of spending. Government purchases in the United States recently have been 
about one-fifth of GDP. Note in Table 2.1 that in the United States the majority of 
government purchases are made by state and local governments, not the Federal 
government. 

Not all the checks written by the government are for purchases of current 
goods and services. Transfers, a category that includes government payments for 
Social Security and Medicare benefits, unemployment insurance, welfare pay
ments, and so on, are payments (primarily to individuals) by the government that 
are not made in exchange for current goods or services. As a result, they are excluded 
from the government purchases category and are not counted in GDP as calcu
lated by the expenditure approach. Similarly, interest payments on the national 
debt are not counted as part of government purchases. 

Much like the distinction between private-sector consumption and investment, 
some part of government purchases goes toward current needs (such as employee 
salaries) and some is devoted to acquiring capital goods (such as office buildings). 
Before 1996, the U.s. national income accounts didn't distinguish between con
sumption and investment activities carried out by the government. Since 1996, how
ever, government spending on capital goods (buildings, equipment, and software) 
has been broken out from other government purchases. Investment by the gov
ernment is fairly sizable more than $400 billion annually in recent years, or about 
one-fifth of the amount invested annually by the private sector. When we speak of 
"investment" in the national income accounts, however, we are generally referring 
to investment by the private sector, I; for simplicity, we include government invest
ment with other government purchases of goods and services, G. 

Net Exports. Net exports are exports minus imports. As discussed in Chapter 1, 
exports are the goods and services produced within a country that are purchased by 
foreigners; imports are the goods and services produced abroad that are purchased 
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by a country's residents. Net exports are positive if exports are greater than imports 
and negative if imports exceed exports. 

Exports are added to total spending because they represent spending (by 
foreigners) on final goods and services produced in a country. Imports are sub
tracted from total spending because consumption, investment, and government 
purchases are defined to include imported goods and services. Subtracting imports 
ensures that total spending, C + I + G + NX, reflects spending only on output pro
duced in the country. For example, an increase in imports may mean that Americans 
are buying Japanese cars instead of American cars. For fixed total spending by 
domestic residents, therefore, an increase in imports lowers spending on domestic 
production. 

The I n c o m e  A p p roach  to M e a s u r i n g  G O P  

The third and final way to measure GDP is the income approach. It calculates GDP 
by adding the incomes received by producers, including profits, and taxes paid to 
the government. A key part of the income approach is a concept known as national 
income. National income is the sum of eight types of income (see Table 2.2 for 
recent U.s. data). 

1. Compensation of employees. Compensation of employees is the income of 
workers (excluding the self-employed) and includes wages, salaries, employee ben
efits (including contributions by employers to pension plans), and employer contri
butions to Social Security. As you can see from Table 2.2, compensation of employees 
is the largest component of national income, accounting for 57% of GDP in 2005.8 

2. Proprietors' income. Proprietors' income is the income of the nonincorpo
rated self-employed. Because many self-employed people own some capital (exam
ples are a farmer's tractor or a dentist's X-ray machine), proprietors' income 
includes both labor income and capital income. Proprietors' income was 7.5% of 
GDP in 2005. 

3. Rental income of persons. Rental income of persons, a small item, is the 
income earned by individuals who own land or structures that they rent to others. 
Some miscellaneous types of income, such as royalty income paid to authors, 
recording artists, and others, also are included in this category. Rental income of 
persons was about 0.6% of GDP in 2005.9 

4. Corporate profits. Corporate profits are the profits earned by corporations 
and represent the remainder of corporate revenue after wages, interest, rents, and 
other costs have been paid. Corporate profits are used to pay taxes levied on cor
porations, such as the corporate income tax, and to pay dividends to shareholders. 
The rest of corporate profits after taxes and dividends, called retained earnings, are 
kept by the corporations. Corporate profits generally are a modest fraction of GDP 
(10.8% of GDP in 2005), but the amount of profits earned by corporations may 
change dramatically from year to year or even from quarter to quarter. 

8Compensation of employees overstates the take-home income of workers. As in each of the other 
measures of income on this list, part of the income received by employees must be paid to the 
government as taxes. 

9Rental income of persons is a tiny fraction of CDP because it represents net rental income, or rents 
received minus the cost of replacing worn-out or depreciated structures. Also, rental income of persons 
does not include all rents paid in the economy because it excludes rents received by corporations. 
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Income Approach to Measuring GOP in the United States, ZOOS 

Compensation of employees 
Proprietor's income 
Rental income of persons 
Corporate profits 
Net interest 
Taxes on production and imports 
Business current transfer payments 
Current surplus of government enterprises 
Total (equals National Income) 
Plus Statistical discrepancy 
Equals Net National Product (NNP) 
Plus Consumption of fixed capital 
Equals Gross National Product (GNP) 
Less Factor income received from rest of world 
Plus Payments of factor income to rest of world 
Equals Gross Domestic Product (GOP) 

Note: Numbers may not add to totals shown owing to rounding. 

Billions 
of dollars 

7 1 1 3  
939 

73 
1352 
498 
848 
80 

- 1 1  
10892 

55 
10947 

1 574 
12521 

508 
474 

12487 

Source: Bureau of Economic Analysis Web site, www.bea.gov, Tables 1.7.5 and 1.12, May 31, 2006. 

Percent 
of GOP 

57.0 
7.5 
0.6 

10.8 
4.0 
6.8 
0.6 

-0.1 
87.2 

0.4 
87.7 
12.6 

100.3 
4.1 
3.8 

100.0 

5. Net interest. Net interest is interest earned by individuals from businesses 
and foreign sources minus interest paid by individuals. Net interest has varied 
from 4% to 8% of GDP each year over the past 25 years. 

6. Taxes on production and imports. Taxes on production and imports include 
indirect business taxes, such as sales and excise taxes, that are paid by businesses 
to Federal, state, and local governments, as well as customs duties and taxes on res
idential real estate and motor vehicle licenses paid by households. These taxes 
have averaged about 7% of GDP for the past 25 years. 

7. Business current transfer payments (net). Business current transfer payments 
are payments made by businesses to individuals or governments or foreigners, but 
not for wages or taxes or as payment for services. Instead, such transactions as 
charitable donations, insurance payments, FDIC insurance premiums paid by 
banks, and legal settlements are covered by this category of income. Business cur
rent transfer payments have been between 0.5% and 0.9% of GDP each year for the 
past 25 years. 

8. Current surplus of government enterprises. Current surplus of government 
enterprises is essentially the profit of businesses that are owned by governments, 
such as water, electric, and sewer companies, trash companies, mass transit firms, 
and housing firms. Current surplus of government enterprises is often negative 
when the firms suffer losses, as has occurred in 7 of the past 25 years, though the 
losses have never been more than 0.2% of GDP. 

In addition to the eight components of national income just described, three 
other items need to be accounted for to obtain GDP: 

statistical discrepancy; 
deprecia tion; and 
net factor payments. 
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Statistical discrepancy arises because data on income are compiled from dif
ferent sources than data on production; the production measure minus the income 
measure equals the statistical discrepancy. Thus, a positive statistical discrepancy 
means that the income measure adds up to less than the production measure. 
National income plus the statistical discrepancy equals net national product 
(NNP), as indicated in Table 2.2. 

Depreciation (also known as consumption of fixed capital) is the value of the 
capital that wears out during the period over which economic activity is being mea
sured lO In the calculation of the components of national income (specifically, pro
prietors' income, corporate profits, and rental income), depreciation is subtracted 
from total, or gross, income. Thus, to compute the total or gross amount of income, 
we must add back in depreciation. The sum of net national product and deprecia
tion is gross national product (GNP). Gross national product and gross domestic 
product are called gross because they measure the nation's total production or 
output of goods and services without subtracting depreciation. 

As we discussed earlier, to go from GNP to GOP we have to subtract net factor 
payments from abroad, NFP (see Eq. 2.2). As we have already mentioned and as 
you can see from Table 2.2, for the United States net factor payments are relatively 
small and so GOP and GNP are very close. 

P rivate S ector and Government Sector Income. In this section we have mea
sured economic activity as the sum of all the incomes received in an economy. 
Sometimes, however, economists need to know how much of total income was 
received by the private sector (households and businesses) and how much accrues 
to the government sector, which in the United States consists of Federal, state, and 
local governments. For example, in trying to predict the demand for consumer 
goods, focusing on the income available to the private sector might be more useful 
than focusing on the income of the economy as a whole. 

The income of the private sector, known as private disposable income, mea
sures the amount of income the private sector has available to spend. In general, as 
for an individual family, the disposable income of the private sector as a whole 
equals income received from private-sector activities, plus payments received by 
the private sector from the government, minus taxes paid to the government. The 
precise definition is 

where 

private disposable income = Y + NFP + TR + [NT - T, 

Y = gross domestic product (GOP); 
NFP = net factor payments from abroad; 

TR = transfers received from the government; 
[NT = interest payments on the government's debt; 

T = taxes. 

(2.4) 

IODepreciation (consumption of fixed capital) includes both capital that physically wears out and cap· 
ital that is scrapped because it is no longer economically useful. For instance, stil1-functioning com
puters that are scrapped because they have been made obsolete by newer models would be included 
in depreciation. 
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As you can see from Eq. (2.4), private disposable income equals private 
sector income earned at home (GOP) and abroad (net factor payments from 
abroad, NFP);l1 plus payments to the private sector from the government sector 
(transfers, TR, and interest on the government debt, INT); minus taxes paid to 
the government, T. 

The part of GOP that is not at the disposal of the private sector is the net 
income of the government sector. Net government income equals taxes paid by the 
private sector, T, minus payments from the government to the private sector (trans
fers, TR, and interest payments on the government debt, INT): 

net government income = T - TR - INT. (2.5) 

Adding Eqs. (2.4) and (2.5) yields the sum of private disposable income and net 
government income, Y + NFp, which is gross national product. 

2.3 Saving  and Wealth 

If you wanted to assess the economic situation of a household, the current income 
of the household would be an important piece of information. However, someone 
with a high current income isn't necessarily better off economically than someone 
with a low current income. For example, a retired tycoon who has no current earn
ings but owns real estate worth $10 million probably is economically better off than 
a newly graduated doctor with a high salary but heavy debts left over from medical 
school. To determine how well off a household is, in addition to knowing current 
income, you also need to know what the household owns (its assets) and owes (its 
liabilities). The value of assets minus the value of liabilities is called wealth. 

As for a household, the economic well-being of a country depends not only on its 
income but also on its wealth. The wealth of an entire nation is called national wealth. 

An important determinant of wealth is the rate of saving: A family that puts 
aside a quarter of its income each month will accumulate wealth much more quickly 
than a family with the same income that saves only 2% of its income. Similarly, the 
rate at which national wealth increases depends on the rate at which individuals, 
businesses, and governments in the economy save. Thus rates of saving and wealth 
accumulation are closely related. 

In this section we present some concepts of aggregate saving and wealth and 
examine the relationships among them. Our main interest here is measurement. 
Questions such as what determines the rate of saving in a country are covered in 
later chapters. 

M easu res of Aggregate S a v i n g  

In general, the saving of any economic unit is the unit's current income minus its 
spending on current needs. The saving rate of an economic unit is its saving divided 
by its income. From a macroeconomic perspective, three important measures of 
saving are private saving, government saving, and national saving. Summary table 1 
outlines the definitions of each measure. 

"Note that the sum of incomes earned at home and abroad, GOP + NFP, equals GNP. 
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S U M M A RY 1 
Measures of Aggregate Saving 

Saving measure 

Private savi ng 

Government saving 

National saving 

Definition and formula 

Private disposable income less consumption 

Sp� = (Y +NFP - T + TR + tNT) - C 

Government receipts less government outlays 

5 = (T - TR - tNT) - G govt 
Private saving plus government saving; also GNP (Y + 
NFP) less consumption and government purchases 

S = Spvt + Sgovt 
= Y + NFP - C - G 

P rivate Savi  n g .  The saving of the private sector, known as private saving, 
equals private disposable income minus consumption. Using the definition of pri
vate disposable income from Eq. (2.4), we have 

S
p
vt = private disposable income - consumption (2.6) 

= (Y + NFP - T + TR + INT) - C, 

where S
p
vt is private saving. Consumption is subtracted from private disposable 

income to obtain private saving because consumption represents the private sector's 
spending to meet current needs. Investment, although part of private sector spend
ing, is not subtracted from private disposable income because capital goods are pur
chased to enhance future productive capacity rather than to satisfy current needs. The 
private saving rate is private saving divided by private disposable income. For more 
on private saving, see the Application "Wealth Versus Saving" on p. 42. 

Government Savi n g . The 1996 revision of the national income and product 
accounts (NIPA) led to a change in the official definition of government saving. 
Before 1996, government saving was defined as net government income, Eq. (2.5), 
less government purchases of goods and services. Using Sgovt for government 
saving, we write the traditional definition of government saving as 

S
g
ovt = net government income - government purchases 

= (T - TR - [NT) - G. 
(2.7) 

Equation (2.7) treats total government purchases, G, as the government's 
spending to meet current needs. Thus the definition of government saving fits the 
general definition of saving as income less spending on current needs. 

However, as we discussed earlier, not all government purchases are in fact 
devoted to satisfying current needs; some part of G is devoted to the acquisition of 
long-lived capital, such as schools, highways, and dams. The 1996 NIPA revision, 
unlike prior versions, breaks total government purchases into the portion devoted 
to current needs (referred to as government consumption 12) and the portion spent 
on long-lived capital goods (referred to as government investment). Under the 

12The measure of government consumption includes depreciation of the government's capital goods. 
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new system, government saving is defined as net government income less gov
ernment consumption only, rather than net government income less all government 
purchases. This new approach increases the amount of measured saving and 
investment in the U.s. economy by the amount of government investment, an 
amount exceeding $400 billion per yearY 

Although the new definition of government saving is conceptually more correct, 
for most analyses in this book, keeping track of government consumption and gov
ernment investment separately is an unnecessary complication. To keep things simple, 
we usually ignore government investment, assuming that government purchases are 
made up entirely of government consumption. With this assumption, we can use the 
traditional definition of government saving, Eq. (2.7). When considering issues such as 
the government budget deficit, however, keep in mind that, in fact, some government 
spending is devoted to building or acquiring long-lived capital goods. 

Another, probably more familiar, name for government saving is the govern
ment budget surplus. The government budget surplus equals government 
receipts minus government outlays. Government receipts equal tax revenue, T. 
Government outlays are the sum of government purchases of goods and services, 
G, transfers, TR, and interest payments on government debt, INT. Thus the govern
ment budget surplus equals T - (G + TR + INT), which, as you can see from Eq. (2.7), 
is the same as government saving. 

When government receipts are less than government outlays, the difference 
between outlays and receipts is known as the government budget deficit. Thus, 
when the government runs a budget deficit, with its outlays greater than its 
receipts, government saving is negative. 

Nationa l  Savi n g .  National saving, or the saving of the economy as a whole, 
equals private saving plus government saving. Using the definitions of private 
and government saving, Eqs. (2.6) and (2.7), we obtain national saving, S: 

5 = Spvt + Sgovt (2.8) 
= (Y + NFP - T + TR + INT - C) + (T - TR - INT - G) 

= Y + NFP - C  - G. 

Equation (2.8) shows that national saving equals the total income of the economy, 
Y + NFP (which equals GNP), minus spending to satisfy current needs (consumption, 
C, and government purchases, G). 

The Uses of P rivate Sav i ng 

How is private saving in an economy put to use? Private saving is used to fund 
new capital investment, provide the resources the government needs to finance its 
budget deficits, and acquire assets from or lend to foreigners. 

To derive an important identity that illustrates the uses of private saving, we 
first use the income-expenditure identity (Eq. 2.3) and substitute C + I + G + NX for 
Y in the expression for national saving (Eq. 2.8): 

5 = (C + I + G + NX) + NFP - C - G. 

13Note that, by sim.ilar reasoning, household spending on cars and other long-lived consumer 
durables should not be subtracted from private disposable income in the calculation of private 
saving; however, in practice they are subtracted. 
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Simplifying this expression, we obtain 

5 = I + (NX + NFP). (2.9) 

The expression for national saving in Eq. (2.9) contains the term NX + NFP, 
which is the sum of net exports and net factor payments, and is called the current 
account balance, CA.14 The current account balance equals payments received 
from abroad in exchange for currently produced goods and services (including 
factor services), minus the analogous payments made to foreigners by the domes
tic economy. Substituting CA for NX + NFP in Eq. (2.9), we obtain 

5 = 1 +  CA. (2.10) 

We now have an expression for national saving, S; our goal is an expression for 
private saving, Spvt' Equation (2.8) shows that private saving, Spvt' equals national 
saving, S, minus government saving, Sgovt' Then, subtracting Sgovt from both sides 
of Eq. (2.10), we get 

Spvt = 1 +  (-Sgovt) + CA, (2.11) 

where -5 govt is the government budget deficit. 
Equation (2.11) is another important macroeconomic identity, called the uses

of-saving identity. It states that an economy's private saving is used in three ways. 

1. Investment (l). Firms borrow from private savers to finance the construction 
and ptuchase of new capital (including residential capital) and inventory investment. 

2. The government budget deficit (-Sgovt). When the government runs a budget 
deficit (so that S

sovt 
is negative and -Sgovt is positive), it must borrow from private 

savers to cover the difference between outlays and receipts. 
3. The current account balance (CA). When the U.s. current account balance is 

positive, foreigners' receipts of payments from the United States are not sufficient 
to cover the payments they make to the United States. To make up the difference, 
foreigners must either borrow from U.s. private savers or sell to U.s. savers some 
of their assets, such as land, factories, stocks, and bonds. Thus financing the current 
account balance is a use of a country's private saving. 

In contrast, when the U.s. current account balance is negative, as it was during 
most of the 1980s, 1990s, and early 2000s, U.s. receipts of payments from foreign
ers are not sufficient to cover U.s. payments to foreigners. To offset this excess of 
payments over receipts, the United States must borrow from foreigners or sell to 
foreigners some U.s. assets. In this case, foreigners use their saving to lend to the 
United States or to acquire U.s. assets 15 

R e l a t i n g  S av i n g  a n d  We a l th 

Saving is a key economic variable because it is closely related to the rate of wealth 
accumulation. In the rest of this section we discuss the relationship of saving and 
wealth. To do so, however, we must first introduce the concept of stocks versus flows. 

14Actually, the current account balance also includes the term l1et !l11ilateral tra11sfers, which measures 
transfers between countries such as private gifts or official foreign aid (see Chapter 5). In our analysis 
we generally ignore this term. 

15The current account and its relationship to international borrowing and lending are discussed in 
greater detail in Chapter 5. 
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Stocks and F lows. The economic variables we have discussed so far in this 
chapter such as GOP and the various types of expenditure, income, and saving:
are measured per unit of time (for example, per quarter or per year). For instance, 
annual GOP figures measure the economy's production per year. Variables that are 
measured per unit of time are called flow variables. 

In contrast, some economic variables, called stock variables, are defined at a 
point in time. Examples of stock variables include the amount of money in your 
bank account on September 15 of this year and the total value of all houses in the 
United States on January 1, 2007. 

In many applications, a flow variable is the rate of change in a stock variable. 
A classic example is a bathtub with water flowing in from a faucet. The amount of 
water in the tub at any moment is a stock variable. The units of a stock variable 
(gallons, in this case) don't have a time dimension. The rate at which water enters 
the tub is a flow variable; its units (gallons per minute) have a time dimension. In 
this case the flow equals the rate of change of the stock. 

Wealth and  Saving as  Sto ck and  F low. Saving and wealth are related to each 
other in much the same way that the flow and stock of water in a bathtub are related. 
The wealth of any economic unit (a household, firm, or government), also called net 
worth, is its assets (the things that it owns, including IOUs from other economic 
units) minus its liabilities (what it owes to other units). Wealth is measured in dol
lars at a point in time and is a stock variable. Saving is measured in dollars per unit 
time and is a flow variable. Because saving takes the form of an accumulation of 
assets or a reduction in liabilities (for example, if saving is used to pay off debts), it 
adds to wealth just as water flowing into a bathtub adds to the stock of water. 

Nat ional  Wea lth. National wealth is the total wealth of the residents of a coun
try. National wealth consists of two parts: (1) the country's domestic physical 
assets, such as its stock of capital goods and land;16 and (2) its net foreign assets. 
The net foreign assets of a country equal the country's foreign assets (foreign 
stocks, bonds, and factories owned by domestic residents) minus its foreign liabil
ities (domestic physical and financial assets owned by foreigners). Net foreign 
assets are part of national wealth because they represent claims on foreigners that 
are not offset by foreigners' claims on the domestic economy. 

Domestic financial assets held by domestic residents are not part of national 
wealth because the value of any domestic financial asset is offset by a domestic 
financial liability. For example, a checking account of a U.s. resident in a U.s. bank 
is an asset for the depositor but a liability for the bank; it thus does not represent 
wealth for the economy as a whole. In contrast, a U.s. resident's checking 
account in a foreign bank has no corresponding domestic liability (it is a liability of 
a foreigner) and so is part of U.s. national wealth. 

National wealth can change in two ways over time. First, the value of the existing 
assets or liabilities that make up national wealth may change. For example, the dra
matic increase in the stock market during the 1990s increased U.s. national wealth. 

16In principle, national wealth should also include the value of the skills and training of the country's 
residents-what economists call human capital. In practice, because of measurement problems, human 
capital is not usually included in measures of national wealth. 
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The wearing out or depreciation of physical assets, which corresponds to a drop in 
the value of those assets, reduces national wealth. 

The second way that national wealth can change is through national saving. 
Over any particular period of time, with the value of existing assets and liabilities 
held constant, each extra dollar of national saving adds a dollar to national 
wealth. That is, 

S = I + CA, 

which you will recognize as Eq. (2.10). This equation shows that national saving 
has two uses: (1) to increase the stock of domestic physical capital through invest
ment, I, and (2) to increase the nation's stock of net foreign assets by lending to for
eigners or acquiring foreign assets in an amount equal to the current account 
balance, CA. But each dollar by which domestic physical assets or net foreign assets 
increase is a dollar by which national wealth increases. Thus, as we claimed, 
increases in national saving increase national wealth dollar for dollar. As in the 
example of water flowing into a bathtub, the more rapid the flow of national 
saving, the more quickly the stock of national wealth will rise. 

How do national saving and investment in the United States compare to that in 
other countries? The United States is a relatively low-saving country, compared 
with other industrialized nations. Investment is also relatively low in the United 
States, according to the official statistics.17 However, investment rates in the United 
States are generally higher than saving rates. Using the relationship S = I + CA, we 
see that, if investment, I, is greater than national saving, S, then the current account 
balance, CA, must be negative. As we mentioned earlier, the U.s. current account 
has indeed been in deficit nearly every year since 1980. In contrast, high-saving 
countries such as Japan have typically had investment rates lower than their saving 
rates, resulting in consistently positive current account balances for those countries. 

17Some economists have suggested that the low U.s. saving and investment rates reflect various 
measurement problems as much as fundamental differences in behavior. See, for example, Wi1Ham 
Dewald and Michael Ulan, "Appreciating U.s. Saving and Investment," Business Economics, January 
1992, pp. 42-46. 

Wealth Versus Saving 

Policymakers and pundits have wondered whether the United States is becoming 
a debt-ridden society, incapable of saving for the future and wedded to the use of 
easy credit. For the past quarter-century, the personal saving rate (the amount of 
saving by households divided by disposable personal income) in the United States 
has declined dramatically, as shown in Figure 2.1 .  

How much of a problem is the huge decline in the personal saving rate shown 
in Figure 2.1? We will examine three reasons why we might not need to worry 
about the decline in the personal saving rate: (1) private saving, not personal 
saving, is the relevant measure of saving; (2) the personal saving rate may be 



Figure 2. 1 

Personal saving rate 
The chart shows quarterly 
values for the personal 
saving rate for the period 
1947:Ql to 2006:Q1. 
Source: NIPA Table 2.1, avail-
able online at www.bea.govl 
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revised upward in the future; and (3) the personal saving rate ignores the capital 
gains that people earn and is thus a misleading measure of the increase in household 
net worth. 

First, private saving is a more appropriate measure than is personal saving. 
Personal saving excludes saving done by businesses, but businesses are owned and 
controlled by households. If we combine household and business saving together, 
we arrive at private saving. The private saving rate did not decline in the 1990s as 
much as the personal saving rate did. Still, there was a substantial decline in the 
private saving rate, also beginning in the early 1980s. So, we might stiU have reason 
to be concerned. 

Second, there is a good chance that the personal saving rate will be revised 
upward in the future. Initial estimates of the personal saving rate from 1965 to 1999 
were revised upward by nearly 3 percentage points, from 5% to 8% 18 Why? Gov
ernment statisticians do not measure income very well initially. As the government 
collects additional data on people's incomes (from tax records and Social Security 
records), the personal saving rate is revised. It turns out that the errors the gov
ernment makes in its initial estimates of income tend to underestimate personal 
income, so personal income is later revised upward substantially. Since saving is 
estimated as personal income minus consumption, the upward revision in personal 
income means both the numerator and denominator of the personal saving rate get 
revised upward by the same dollar amount. Since personal saving (the numerator) 
is much smaller than personal income (the denominator), personal saving is 
revised upward by a larger percentage than is personal income; thus the personal 
saving rate is revised upward. 

18Leonard L Nakamura and Tom Stark, "Benchmark Revisions and the U.S. Personal Saving Rate," 
Federal Reserve Bank of Philadelphia working paper 2005-6, March 2005. 
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Figure 2.2 

Personal saving 
rates reported by 
the government at 
different vintage dates 
The chart shows quarterly 
values for the personal 
saving rate for the period 
1995:Q1 to 2006:Q1 from 
data reported by the gov
ernment at different dates. 
Source: Federal Reserve Bank 
of Philadelphia, Real-Time 
Data Set for Macroeconomists, 
available online at www.pltil. 
frb .org/ecollljorecastlreadow.l11 m I. 

� 5 � b() 
= 4 .-
> 
.. '" 3 -.. 
= 
o 2 � <II 

0.. 1 VINTAG 
NOV. 1 998 

VINTAGE 
NOV. 2002 

O �----------------�----�� .. ���--------------�--.
VINTAGE 

-1 NOV. 2000 VINTAGE 
MAY 2006 

-2 LJ��� __ ���� __ ������ __ ���� __ ���� __ � 1 995 1 996 1 997 1 998 1 999 2000 2001 2002 2003 2004 2005 

Year 

To show the effect of data revisions on the personal saving rate, Figure 2.2 
presents some measures of the personal saving rate that the government reported 
at various dates. The reporting dates are called vintage dates (think of data as you 
do wine!). In November 1998, the government reported that the personal saving 
rate had declined from 4.1 % in the first quarter of 1995 to 0.1 % in the third quarter 
of 1998. By November 2000, the government had revised upward the personal 
saving rate for the entire 1995 to 1998 period but said that the personal saving rate 
had declined from 6.5% in the first quarter of 1995 to 3.8% in the fourth quarter of 
1998, then declined further to -0.2% by the third quarter of 2000. By November 2002, 
the government had revised upward the personal saving rate for the 1998 to 2000 
period. For example, the value for the third quarter of 2000 was revised upward 
from the -0.2% reported in November 2000 to +2.9%. Finally, by May 2006, the 
government revised downward the personal saving rate for many years. On aver
age, though, the personal saving rate gets revised upward by about 3 percentage 
points. If this average upward revision continues, then eventually the -0.5% per
sonal saving rate for 2005 will be revised upward to +2.5%. 

The third, and most compelling, reason not to worry about the decline in the 
personal saving rate is that it does not reflect consumers' wealth. In fact, as dis
cussed in Chapter 4 (p. 118) and the Application on pp. 144-147, "Macroeconomic 
Consequences of the Boom and Bust in Stock Prices," when consumers gain wealth, 
we should expect their consumption to increase and their saving to fall. Indeed, 
research shows that the group of households whose personal saving rate declined 
in the 1990s is exactly the same group of households that received capital gains 
from owning stock those in the top 20% of the income distribution. Poorer house
holds, those in the bottom 40% of the income distribution, increased their saving rate 
in the 1990s.'9 

"Dean M. Maki and Michael C. Palumbo, "Disentangling the Wealth Effect: A Cohort Analysis of 
Household Saving in the 1990s," Federal Reserve Board FEDS working paper 2001-21, April 2001. 
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Annual change in net 
worth divided by 
disposable personal • 
1ncome 
The chart shows the 
annual change in house-
hold net worth divided 
by disposable personal 
income for the period 
1953:Ql to 2006:Q1. 
SOllree: Federal Reserve Board 
of Governors, Flow of Funds 
Accounts, available online at 
wwwjederalrcscrve.govl 
releases/z1. 
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Figure 2.3 shows the annual change in net worth of households, divided by dis
posable personal income. Generally, the annual change in net worth relative to 
disposable income exceeds the personal saving rate, though it is much more 
volatile. At the same time that the personal saving rate declined in the 1990s, the 
annual change in net worth relative to disposable personal income increased. How
ever, in the early 2000s, net worth declined for a few years. More recently, net 
worth began rising again, and by the end of 2005 the annual change in net worth 
relative to disposable personal income was closer to its long-term average. As one 
Fed economist put it: "To a large extent the low personal saving rate in the U.s. 
economy is a systematic response of households to changes in its fundamental 
determinants, most notably the increase in financial wealth."2o 

An examination of the data leads us to conclude that we should not be too wor
ried about the decline in the personal saving rate. First, we should focus more on 
the private saving rate, which has declined since the early 1980s but not nearly as 
much as the personal saving rate. Second, data on the personal saving rate are noto
riously subject to upward revision, so some of our concerns may disappear as the 
data are revised. Finally, the increase in the financial wealth of households explains 
why the personal saving rate has declined and tells us that households' net worth 
remains quite high relative to their disposable personal income. Thus, the accu
mulation of wealth by u.s. households is much larger than the data on the personal 
saving rate might suggest.21 

20Milt Marquis, "What's Behind the Low US. Personal Saving Rate?" Federal Reserve Bank of San 
Francisco FRBSF Economic Letter 2002-09, March 29, 2002. 
21Some government researchers are investigating ways to integrate the wealth and saving measures to 
avoid this problem; see the article "Integrated Macroeconomic Accounts for the United States: Draft 
SNA-USA," by Rochelle Antoniewicz, Susan Mclntosh, Charles Mead, Karin Moses, Brent Moulton, 
Michael Palumbo, Genevieve Solomon, and Albert Teplin, FEDS working paper 2004-54, Board of 
Governors of the Federal Reserve System, July 2004. 
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2.4 Real G O P, Price Indexes, and Inf lation 

All of the key macroeconomic variables that we have discussed so far in this 
chapter GDP, the components of expenditure and income, national wealth, and 
saving are measured in terms of current market values. Such variables are called 
nominal variables. The advantage of using market values to measure economic 
activity is that it allows summing of different types of goods and services. 

However, a problem with measuring economic activity in nominal terms 
arises if you want to compare the values of an economic variable GDP, for 
example at two different points in time. If the current market value of the goods 
and services included in GDP changes over time, you can't tell whether this 
change reflects changes in the quantities of goods and services produced, changes 
in the prices of goods and services, or a combination of these factors. For exam
ple, a large increase in the current market value of GDP might mean that a country 
has greatly expanded its production of goods and services, or it might mean 
that the country has experienced inflation, which raised the prices of goods and • 
serVICes. 

R e a l  G O P  

Economists have devised methods for breaking down changes in nominal vari
ables into the part owing to changes in physical quantities and the part owing to 
changes in prices. Consider the numerical example in Table 2.3, which gives pro
duction and price data for an economy that produces two types of goods: com
puters and bicycles. The data are presented for two different years. In year 1, the 
value of GDP is $46,000 (5 computers worth $1200 each and 200 bicycles worth 
$200 each). In year 2, the value of GDP is $66,000 (10 computers worth $600 each 
and 250 bicycles worth $240 each), which is 43.5% higher than the value of GDP in 
year 1 .  This 43.5% increase in nominal GDP does not reflect either a 43.5% increase 
in physical output or a 43.5% increase in prices. Instead, it reflects changes in 
both output and prices. 

Table 2.3 

Production and Price Data 

Year 1 

Product (quantity) 
Computers 5 
Bicycles ZOO 

Price 
Computers $ 1 ,ZOO/computer 
Bicycles $ZOO/bicycle 

Value 
Computers $6,000 
Bicycles $40,000 

Total $46,000 

Year 2 

10 
Z50 

$600/computer 
$Z40/bicycle 

$6,000 
$60,000 

$66,000 

Percent change from 
year 1 to year 2 

+100% 
+25% 

-50% 
+20% 

0 
+50% 

+43.5% 
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Table 2.4 

Calculation of Real Output with Alternative Base Years 

Calculation of real output with base year = Year 1 

Current 
quantities Base-year prices 

Year 1 
Computers 5 x $ 1 ,200 
Bicycles 200 x $200 

Year 2 
Computers 10  x $ 1 ,200 
Bicycles 250 x $200 

Percentage growth of real GOP = ($62,000 - $46,000)/$46,000 = 34.8% 

Calculation of real output with base year = Year 2 

Current 
quantities Base-year prices 

Year 1 
Computers 5 x $600 
Bicycles 200 x $240 

Year 2 
Computers 10  x $600 
Bicycles 250 x $240 

Percentage growth of real GOP = ($66,000 - $51,000)/$51,000 = 29.4% 

- $6,000 -
- $40,000 -

Total - $46,000 -

- $ 1 2,000 -
- $50,000 -

Total - $62,000 -

- $3,000 -
- $48,000 -

Total - $51 ,000 -

- $6,000 -
- $60,000 -

Total - $66,000 -

How much of the 43.5% increase in nominal output is attributable to an increase 
in physical output? A simple way to remove the effects of price changes, and thus to 
focus on changes in quantities of output, is to measure the value of production in 
each year by using the prices from some base year. For this example, let's choose 
year 1 as the base year. Using the prices from year 1 ($1200 per computer and $200 
per bicycle) to value the production in year 2 (10 computers and 250 bicycles) yields 
a value of $62,000, as shown in Table 2.4, We say that $62,000 is the value of real GDP 
in year 2, measured using the prices of year 1 .  

In general, an economic variable that is measured by the prices of a base year 
is called a real variable. Real economic variables measure the physical quantity of 
economic activity. Specifically, real GDP, also called constant-dollar GOP, measures 
the physical volume of an economy's final production using the prices of a base 
year. Nominal GDp, also called current-dollar GOP, is the dollar value of an econo
my's final output measured at current market prices. Thus nominal GDP in year 2 
for our example is $66,000, which we computed earlier using current (that is, year 2) 
prices to value output. 

What is the value of real GDP in year I ?  Continuing to treat year 1 as the base 
year, use the prices of year 1 ($1200 per computer and $200 per bicycle) to value 
production. The production of 5 computers and 200 bicycles has a value of 
$46,000. Thus the value of real GDP in year 1 is the same as the value of nominal 
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GOP in year 1 .  This result is a general one: Because current prices and base-year 
prices are the same in the base year, real and nominal values are always the same 
in the base year. Specifically, real GOP and nominal GOP are equal in the base year. 

Now we are prepared to calculate the increase in the physical production from 
year 1 to year 2. Real GOP is designed to measure the physical quantity of pro
duction. Because real GOP in year 2 is $62,000, and real GOP in year 1 is $46,000, 
output, as measured by real GOP, is 34.8% higher in year 2 than in year 1 .  

Price I n dexes 

We have seen how to calculate the portion of the change in nominal GOP owing to 
a change in physical quantities. Now we turn our attention to the change in prices 
by using price indexes. A price index is a measure of the average level of prices for 
some specified set of goods and services, relative to the prices in a specified base 
year. For example, the GDP deflator is a price index that measures the overall level 
of prices of goods and services included in GOP, and is defined by the formula 

real GOP = nominal GOP /(GOP deflator/lOO). 

The GOP deflator (divided by 100) is the amount by which nominal GOP must 
be divided, or "deflated," to obtain real GOP. In our example, we have already 
computed nominal GOP and real GOP, so we can now calculate the GOP deflator 
by rewriting the preceding formula as 

GOP deflator = 100 x nominal GOP/real GOP. 

In year 1 (the base year in our example), nominal GOP and real GOP are equal, 
so the GOP deflator equals 100. This result is an example of the general principle 
that the GOP deflator always equals 100 in the base year. In year 2, nominal GOP 
is $66,000 (see Table 2.3) and real GOP is $62,000 (see Table 2.4), so the GOP defla
tor in year 2 is 100 x $66,000/$62,000 = 106.5, which is 6.5% higher than the value of 
the GOP deflator in year 1. Thus the overall level of prices, as measured by the GOP 
deflator, is 6.5% higher in year 2 than in year 1. 

The measurement of real GOP and the GOP deflator depends on the choice of 
a base year. Box 2.2 demonstrates that the choice of a base year can have important 

The Com puter Revo l ut ion a n d  C h a in-We i g hted G D P  

The widespread use of computers has revolutionized 
business, education, and leisure throughout much of 
the developed world. The fraction of the real spending 

in the United States devoted to computers quintupled 
between the mid-1980s and the mid-1990s,* while com
puter prices fell by more than 10% per year on average ' 

'See Joseph Haimowitz, "Has the Surge in Computer Spending Fundamentally Changed the Economy?" Federal Reserve Bank 
of Kansas City Economic Review, Second Quarter 1998, pp. 27-42. 
'These prices are for computer and peripheral equipment in Table 1 of Stephen D. Oliner and Daniel E. Sichel, "Computers 
and Output Growth Revisited: How Big Is the Puzzle?" Brookings Papers on Economic Activity, 2: 1994, pp. 273-317. 

(Continued) 



The sharp increase in the real quantity of computers 
and the sharp decline in computer prices highlight the 
problem of choosing a base year in calculating the 
growth of real CDP. 

We can use the example in Tables 2.3 and 2.4, 
which includes a large increase in the quantity of com
puters coupled with a sharp decrease in computer 
prices, to illustrate the problem. We have shown that, 
when we treat year 1 as the base year, real output 
increases by 34.8% from year 1 to year 2. However, as 
we will see in this box using Table 2.4, we get a sub
stantially different measure of real output growth if we 
treat year 2 as the base year. Treating year 2 as the base 
year means that we use the prices of year 2 to value 
output. Specifically, each computer is valued at $600 
and each bicycle is valued at $240. Thus the real value 
of the 5 computers and 200 bicycles produced in year 1 
is $51,000. If we continue to treat year 2 as the base year, 
the real value of output in year 2 is the same as the 
nominal value of output, which we have already calcu
lated to be $66,000. Thus, by treating year 2 as the base 
year, we see real output grow from $51,000 in year 1 to 
$66,000 in year 2, an increase of 29.4%. 

Let's summarize our calculations so far. Using year 1 
as the base year, the calculated growth of output is 
34.8%, but using year 2 as the base year, the calculated 
growth of output is only 29.4%. Why does this differ
ence arise? In this example, the quantity of computers 
grows by 100% (from 5 to 10) and the quantity of bicy
cles grows by 25% (from 200 to 250) from year 1 to year 2. 
The computed growth of overall output-34.8% using 
year 1 as the base year or 29.4% using year 2 as the base 
year-is between the growth rates of the two individual 
goods. The overall growth rate is a sort of weighted 
average of the growth rates of the individual goods. 
When year 1 is the base year, we use year 1 prices to 
value output, and in year 1 computers are much more 
expensive than bicycles. Thus the growth of overall 
output is closer to the very high growth rate of comput
ers than when the growth rate is computed using year 2 
as the base year. 

Which base year is the "right" one to use? There is 
no clear reason to prefer one over the other. To deal 
with this problem, in 1996 the Bureau of Economic 
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Analysis introduced chain-weighted indexes to mea
sure real CDP. Chain-weighted real CDP represents a 
mathematical compromise between using year 1 and 
using year 2 as the base year. The growth rate of real 
CDP computed using chain-weighted real CDP is a sort 
of average of the growth rate computed using year 1 as 
the base year and the growth rate computed using year 
2 as the base year. (In this example, the growth rate of 
real CDP using chain-weighting is 32.1 %, but we will 
not go through the details of that calculation here.)l 

Before the Bureau of Economic Analysis adopted 
chain-weighting, it used 1987 as the base year to com
pute real CDP. As time passed, it became necessary to 
update the base year so that the prices used to compute 
real CDP would reflect the true values of various goods 
being produced. Every time the base year was changed, 
the Bureau of Economic Analysis had to calculate new 
historical data for real CDP. Chain-weighting effectively 
updates the base year automatically. The annual growth 
rate for a given year is computed using that year and 
the preceding year as base years. As time goes on, there 
is no need to recompute historical growth rates of 
real CDP using new base years. Nevertheless, chain
weighted real CDP has a peculiar feature. Although the 
income-expenditure identity, Y = C + 1 +  G + NX, 
always holds exactly in nominal terms, for technical 
reasons, this relationship need not hold exactly when 
CDP and its components are measured in real terms 
when chain-weighting is used. Because the discrepancy 
is usually small, we assume in this book that the 
income-expenditure identity holds in both real and nom
inal terms. 

Chain-weighting was introduced to resolve the 
problem of choosing a given year as a base year in cal
culating real CDP. How large a difference does chain
weighting make in the face of the rapidly increasing 
production of computers and plummeting computer 
prices? Using 1987 as the base year, real CDP in the 
fourth quarter of 1994 was computed to be growing at a 
5 .1  % annual rate. Using chain-weighting, real CDP 
growth during this quarter was a less impressive 4.0%. 
The Bureau of Economic Analysis estimates that com
puters account for about three-fifths of the difference 
between these two growth rates.** 

IPor discussions of chain-weighting, see Charles Steindel, "Chain-Weighting: The New Approach to Measuring GOP," Clirrent 
[sslles in Economics and Finance, New York: Federal Reserve Bank of New York, December 1995, and " A Guide to the NIPAs," 
on the Web site of the Bureau of Economic Analysis, www.bea.gov/bea/an/nipagllid.htm. 
**These figures are from p. 36 of J. Steven Landefeld and Robert P. Parker, "Preview of the ComprehenSive Revision of the 
National Income and Product Accounts: BE A's New Featured Measures of Output and Prices," Survey a/ Current Business, 
July 1995, pp. 31-38. 
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effects on the calculated growth of real output, which in turn affects the calculated 
change in the price level. 

The Consumer Pr ice In dex. The GDP deflator measures the average level of 
prices of goods and services included in GDP. The consumer price index, or CPI, 
measures the prices of consumer goods. Unlike the GDP deflator, which is calcu
lated quarterly, the CPI is available monthly. The Bureau of Labor Statistics con
structs the CPI by sending people out each month to find the current prices of a 
fixed list, or "basket," of consumer goods and services, including many specific 
items of food, clothing, housing, and fuel. The cpr for that month is then calculated 
as 100 times the current cost of the basket of consumer items divided by the cost of 
the same basket of items in the reference base period. 

The calculation of the consumer price index requires the use of a reference 
base period, for comparing prices over time, and an expenditure base period, for 
determining the basket of goods used in the index. Currently the reference base 
period is 1982-1984, which means that the consumer price index is constructed so 
it averages 100 for the three-year period from January 1982 to December 1984. So, 
if the CPI averages 195 in 2005, that means the average level of consumer prices is 
95% higher than it was in the 1982-1984 period. 

The expenditure base period for the CPI is the period on which the Bureau of 
Labor Statistics bases the basket of goods, which is currently 2003-2004. A survey 
of consumers' expenditure patterns over the years 2003-2004 is used to weight the 
goods and services for constructing the CPI. Currently the reference base period 
differs from the expenditure base period. The government updates the expenditure 
base period every few years and does not want to recalculate the past values of the 
index by changing the reference base period. Even though the government updates 
the expenditure base period every few years, there is reason to think that the CPI 
inflation rate is biased upward, as discussed in Box 2.3. 

Inf lat ion.  An important variable that is measured with price indexes is the infla
tion rate. The inflation rate equals the percentage rate of increase in the price index 
per period. Thus, if the GDP deflator rises from 100 in one year to 105 the next, the 
inflation rate between the two years is (105 - 100)/100 = 5/100 = 0.05 = 5% per year. 
If in the third year the GDP deflator is 112, the inflation rate between the second 
and third years is (112 - 105)/105 = 7/105 = 0.0667 = 6.67% per year. More generally, 
if P, is the price level in period t and P'+l is the price level in period t + 1, the infla
tion rate between t and t + 1, or 1t,+1' is 

where flP,+l' or P'+l - P" represents the change in the price level from date t to 
date t + l .  

Figure 2.4 shows the U.s. inflation rate for 1960-2005, based on the GDP 
deflator as the measure of the price level. Inflation rose during the 1960s and 
1970s, fell sharply in the early 1980s, and fell more in the 1990s, but has had an 
upward trend from 1998 to 2005. 



Figure 2.4 

The inflation rate 
in the United States, 
1960-2005 
Here, inflation is mea
sured as the annual per
centage change in the 
GDP deflator. Inflation 
rose during the 1960s and 
19705, fell sharply in the 
19805, and fell more in 
the 19905, but has had an 
upward trend from 1998 
to 2005. 
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Does CPl lnfiation Overstate I n c reases i n  the Cost of living? 

In 1995-1996 a government commission, headed by 
Michael Boskin of Stanford University, prepared a 
report on the accuracy of official inflation measures. 
The commission concluded that inflation as measured 
by the CPI may overstate true increases in the cost of 
living by as much as 1-2 percentage points per year. 
In other words, if the official inflation rate is 3% per 
year, the "true" inflation rate may well be only 1 %-2% 
per year. 

Why might increases in the CPI overstate the actual 
rate at which the cost of living rises? One reason is the 
difficulty that government statisticians face in trying to 
measure changes in the quality of goods. For example, if 
the design of an air conditioner is improved so that it 
can put out 10% more cold air without an increased use 
of electricity, then a 10% increase in the price of the air 
conditioner should not be considered inflation; 
although paying 10% more, the consumer is also receiv
ing 10% more cooling capacity. However, if government 
statisticians fail to account for the improved quality of 
the air conditioner and simply note its 10% increase in 
price, the price change will be incorrectly interpreted 
as inflation. 

Although measuring the output of an air conditioner 
isn't difficult, for some products (especially services) 
quality change is hard to measure. For example, by what 
percentage does the availability of 24-hour cash 
machines improve the quality of banking services? To 
the extent that the CPI fails to account for quality 
improvements in the goods and services people use, 
inflation will be overstated. This overstatement is called 
the quality adjustment bias. 

Another problem with CPI inflation as a measure of 
cost of living increases can be illustrated by the follow
ing example. Suppose that consumers like chicken and 
turkey about equally well and in the base year consume 
equal amounts of each. But then for some reason the 
price of chicken rises sharply, leading consumers to 
switch to eating turkey almost exclusively. Because con
sumers are about equally satisfied with chicken and 
turkey, this switch doesn't make them significantly 
worse off; their true cost of living has not been affected 
much by the rise in the price of chicken. However, the 
official CPr, which measures the cost of buying the base
year basket of goods and services, will register a signif
icant increase when the price of chicken skyrockets. 

(Continued) 
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Thus the rise in the cpr exaggerates the true increase in 
the cost of living. The problem is that the cpr is based on 
the assumption that consumers purchase a basket of 
goods and services that is fixed over time, ignoring the 
fact that consumers can (and do) substitute cheaper 
goods or services for more expensive ones. This source 
of overstatement of the true increase in the cost of living 
is called the substitution bias. 

If official inflation measures do, in fact, overstate 
true inflation, there are important implications. First, if 
cost of living increases are overstated, then increases in 
important quantities such as real family income (the 
purchasing power of a typical family's income) are cor
respondingly understated. As a result, the bias in the 
cpr may lead to too gloomy a view of how well the U.s. 
economy has done over the past few decades. Second, 
many government payments and taxes are tied, or 
indexed, to the CPr. Social Security benefits, for example, 

automatically increase each year by the same percentage 
as the CPr. If cpr inflation overstates true inflation, then 
Social Security recipients have been receiving greater 
benefit increases than necessary to compensate them for 
increases in the cost of living. If Social Security and other 
transfer program payments were set to increase at the 
rate of "true" inflation, rather than at the cpr inflation 
rate, the Federal government would save billions of 
dollars each year. 

rn response to the Boskin commission's report, the 
Bureau of Labor Statistics (BLS) made several technical 
changes in the way it constructs the cpr to reduce sub
stitution bias. These changes have reduced the overstate
ment of the "true" inflation rate by 0.2 to 0.4 percentage 
points per year. However, the substitution bias was orig
inally larger than the Boskin Commission's estimate, so 
the bias in the inflation rate is still ! % per year, or perhaps 
even higher. 

Note: For a detailed discussion of biases in the CPI, see David Lebow and Jeremy Rudd, "Measurement Error in the Consumer 
Price Index: Where Do We Stand?" jOllmal of Economic Literatllre, March 2003, pp. 159-201; and Robert j. Gordon, "The Boskin 
Commission Report: A Retrospective One Decade Later," NBER Working Paper No. 12311, June 2006. 

2.5 Interest Rates 

Interest rates are another important and familiar type of economic variable. 
An interest rate is a rate of return promised by a borrower to a lender. If, for 
example, the interest rate on a $100, one-year loan is 8%, the borrower has 
promised to repay the lender $108 one year from now, or $8 interest plus repay
ment of the $100 borrowed. 

As we discuss in more detail in Chapter 4, there are many different interest 
rates in the economy. Interest rates vary according to who is doing the borrowing, 
how long the funds are borrowed for, and other factors (see "In Touch with the 
Macroeconomy: Interest Rates," p .  122). There are also many assets in the economy, 
such as shares of corporate stock, that do not pay a specified interest rate but do 
pay their holders a return; for shares of stock, the return comes in the form of div
idends and capital gains (increases in the stock's market price). The existence of 
so many different assets, each with its own rate of return, has the potential to 
complicate greatly the study of macroeconomics. Fortunately, however, most 
interest rates and other rates of return tend to move up and down together. For 
purposes of macroeconomic analysis we usually speak of "the" interest rate, as if 
there were only one. If we say that a certain policy causes "the" interest rate to 
rise, for example, we mean that interest rates and rates of return in general are 
likely to rise. 
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Interest rates and other rates of return share a measurement problem with 
nominal GDP: An interest rate indicates how quickly the nominal, or dollar, 
value of an interest-bearing asset increases over time, but it does not reveal 
how quickly the value of the asset changes in real, or purchasing-power, terms. 
Consider, for example, a savings account with an interest rate of 4% per year 
that has $300 in it at the beginning of the year. At the end of the year the sav
ings account is worth $312, which is a relatively good deal for the depositor if 
inflation is zero; with no inflation the price level is unchanged over the year, 
and $312 buys 4% more goods and services in real terms than the initial $300 
did one year earlier. If inflation is 4%, however, what cost $300 one year earlier 
now costs $312, and in real terms the savings account is worth no more today 
than it was a year ago. 

To distinguish changes in the real value of assets from changes in nominal 
value, economists frequently use the concept of the real interest rate. The real 
interest rate (or real rate of return) on an asset is the rate at which the real value or 
purchasing power of the asset increases over time. We refer to conventionally mea
sured interest rates, such as those reported in the media, as nominal interest rates, 
to distinguish them from real interest rates. The nominal interest rate (or nominal 
rate of return) is the rate at which the nominal value of an asset increases over time. 
The symbol for the nominal interest rate is i. 

The real interest rate is related to the nominal interest rate and the inflation rate 
as follows: 

real interest rate = nominal interest rate - inflation rate (2.12) • = 1 - n. 

We derive and discuss Eq. (2.12) further at the end of the book in Appendix A, 
Section A.7.22 For now, consider again the savings account paying 4% interest. If the 
inflation rate is zero, the real interest rate on that savings account is the 4% nomi
nal interest rate minus the 0% inflation rate, which equals 4%. A 4% real interest 
rate on the account means that the depositor will be able to buy 4% more goods and 
services at the end of the year than at the beginning. But if inflation is 4%, the real 
interest rate on the savings account is the 4% nominal interest rate minus the 4% 
inflation rate, which equals 0%. In this case, the purchasing power of the account 
is no greater at the end of the year than at the beginning. 

Nominal and real interest rates for the United States for 1960-2005 are shown 
in Fig. 2.5. The real interest rate was unusually low in the mid 1970s; indeed, it was 
negative, which means that the real values of interest-bearing assets actually were 
declining over time. Both nominal and real interest rates rose to record highs in the 
early 1980s before returning to a more normal level in the 1990s. But the real inter
est rate turned negative again in the early 2000s. 

The Expected Rea l  I nterest Rate. When you borrow, lend, or make a bank 
deposit, the nominal interest rate is specified in advance. But what about the real 

22Equation (2.12) is an approximation rather than an exact relationship. This approximation holds 
most c10sely when interest rates and inflation rates are not too high. 
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Figure 2.5 

Nominal and real 
interest rates in the 
United States, 
1960-2005 
The nominal interest rate 
shown is the interest rate 
on three-year Treasury 
securities. The real inter
est rate is measured as 
the nominal interest rate 
minus the average infla
tion rate (using the GDP 
deflator) over the current 
and subsequent two 
years. The real interest 
rate was unusually low 
(actually negative) in the 
mid 1970s. In the early 
1980s, both the nominal 
and real interest fa tes 
were very high. Nominal 
and real interest fa tes 
returned to more normal 
levels in the 1990s, then 
fell sharply in the early 
2000s. 
Source: The implicit price 
deflator for GOP is the same 
as for Fig. 2.4. Inflation rates 
for 2006 and 2007 are assumed 
to be 2%. The nominal interest 
rate on three-year Treasury 
securities is from the Board 
of Governors of the Federal 
Reserve System, Statistical 
Release H1S, wwwfederal 
reserve.gov/releases. 
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interest rate? For any nominal interest rate, Eq. (2.12) states that the real interest rate 
depends on the rate of inflation over the period of the loan or deposit say, one 
year. However, the rate of inflation during the year generally can't be determined 
until the year is over. Thus, at the time that a loan or deposit is made, the real interest 
rate that will be received is uncertain. 

Because borrowers, lenders, and depositors don't know what the actual real 
interest rate will be, they must make their decisions about how much to borrow, 
lend, or deposit on the basis of the real interest rate they expect to prevail. They 
know the nominal interest rate in advance, so the real interest rate they expect 
depends on what they think inflation will be. The expected real interest rate is the 
nominal interest rate minus the expected rate of inflation, or 

r = i - 1t' , (2.13) 

where r is the expected real interest rate and it' is the expected rate of inflation. 
Comparing Eqs. (2.13) and (2.12), you can see that if people are correct in 

their expectations so that expected inflation and actual inflation turn out to be 
the same the expected real interest rate and the real interest rate actually received 
will be the same. 

The expected real interest rate is the correct interest rate to use for studying 
most types of economic decisions, such as people's decisions about how much to 
borrow or lend. However, a problem in measuring the expected real interest rate is 
that economists generally don't know exactly what the public's expected rate of 
inflation is. Economists use various means to measure expected inflation. One 
approach is to survey the public and simply ask what rate of inflation people 
expect. A second method is to assume that the public's expectations of inflation are 
the same as publicly announced government or private forecasts. A third possibil
ity is to assume that people's inflation expectations are an extrapolation of recently 
observed rates of inflation. Unfortunately, none of these methods is perfect, so the 
measurement of the expected real interest rate always contains some error. 
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1. The national income accounts are an accounting 
framework used in measuring current economic 
activity. The national income accounts measure activ
ity in three ways: the product approach, the expendi
ture approach, and the income approach. Although 
each gives the same value for current economic activ
ity, all three approaches are used because each gives a 
different perspective on the economy. 

2. Gross domestic product (GOP) is the broadest mea
sure of aggregate economic activity occurring during 
a specified period of time. The product approach 
measures GOP by adding the market values of final 
goods and services newly produced in an economy; 
this approach sums the value added by all producers. 
The expenditure approach measures GOP by adding 
the four categories of spending: consumption, invest
ment, government purchases, and net exports. The 
income approach measures GOP by adding all the 
incomes, including taxes and profits, generated by 
economic activity. 

3. The income of the private sector (domestic house
holds and businesses) is called private disposable 
income. Private disposable income equals income 
received from private-sector activities (GOP plus net 
factor payments from abroad, or GNP) plus payments 
received from the government (transfers and interest 
on government debt) minus taxes paid to the govern
ment. The net income of the government sector equals 
taxes collected minus transfer payments and interest 
paid on government debt. Private disposable income 
and net government income sum to GNP. 

4. Saving is the portion of an economic unit's current 
income that it doesn't spend to meet current needs. 
Saving by the private sector, called private saving, 
equals private disposable income minus consump
tion. Government saving, which is the same as the 
government budget surplus, equals the government's 
net income minus its purchases of goods and services 
(assuming that government purchases are devoted 
solely to government consumption rather than par
tiaJJy to government investment). Equivalently, gov
ernment saving equals government receipts minus 
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government outlays. National saving is the sum of 
private saving and government saving; it equals GOP 
plus net factor payments from abroad minus con
sum ption and government purchases. 

5. The uses-of-saving identity states that private saving 
equals the sum of investment, the government budget 
deficit, and the current account balance. Equivalently, 
national saving equals the sum of investment and the 
current account balance. 

6. The national wealth of a country equals its physical 
assets, such as capital, plus its net foreign assets. 
National wealth increases in two ways: through 
changes in the value of existing assets and through 
national saving. National saving adds to national 
wealth because national saving is used either for 
investment, thus adding to physical capital, or for 
lending to foreigners an amount that equals the cur
rent account balance, which increases the country's 
net foreign assets. 

7. Nominal GOP is the value of an economy's final 
output measured at current market prices. Real GOP 
is a measure of the economy's final output valued in 
terms of prices in a base year. Real GOP equals nom
inal GOP divided by the GOP deflator/lOa. 

B. A price index is a measure of the current price level 
relative to a base year. The GOP deflator measures 
the overall price level of goods and services included 
in GOP. The consumer price index (CP!) measures 
the price level of a basket of consumer goods. The 
rate of inflation is the percentage rate of change of the 
price level, as measured by percentage rate of change 
of a price index such as the GOP deflator or the CPr. 

9. An interest rate is a rate of return promised by a bor
rower to a lender. The nominal interest rate is the rate at 
which the nominal value of an interest-bearing asset 
increases over time. The real interest rate, or the nomi
nal interest rate minus the rate of inflation, is the rate at 
which the value of an asset grows in real, or purchasing
power, terms. Borrowing and lending decisions are 
based on the expected real interest rate, which is the 
nominal interest rate less the expected rate of inflation. 

budget deficit, p. 39 

budget surplus, p. 39 
capital good, p. 29 

consumer price index, p. 50 

consumption, p. 32 

depreciation, p. 36 

expected real interest rate, p. 54 
expenditure approach, p. 26 current account balance, p. 40 



56 Chapter 2 The Measurement and Structure of the National Economy 

final goods and services, p. 29 

flow variables, p. 41 

fundamental identity of national 

inventories, p. 29 

investment, p. 32 

national income, p. 34 

price index, p. 48 
private disposable income, p. 36 
private saving, p. 38 

income accounting, p. 26 

GDP deflator, p. 48 
national income accounts, p. 23 

national saving, p. 39 

product approach, p. 24 
real GDP, p. 47 

government outlays, p. 39 

government purchases, p. 33 

government receipts, p. 39 
government saving, p. 38 

national wealth, p. 37 real interest rate, p. 53 
real variable, p. 47 
saving, p. 37 

net exports, p. 33 

net factor payments from 
abroad, p. 31 

gross domestic product, p. 27 

gross national product, p. 30 

income approach, p. 25 
income-expenditure identity, p. 31 

interest rate, p. 52 

net foreign assets, p. 41 
statistical discrepancy, p. 36 
stock variables, p. 41 
transfers, p. 33 net government income, p. 37 

net national product, p. 36 
nominal GDP, p. 47 

underground economy, p. 28 
uses-of-saving identity, p.  40 
value added, p. 24 

intermediate goods and 

nominal interest rate, p. 53 
nominal variables, p. 46 wealth, p. 37 

services, p. 29 

K E Y  E Q U AT I O N S  

total 
production 

total 
• 

Income 
total 

expenditure 
(2.1) surplus and is the negative of the government budget 

deficit. 

The fundamental identity of national income accounting states 
that the same value of total economic activity is obtained 
whether activity is measured by the production of final 
goods and services, the amount of income generated by 
the economic activity, or the expenditure on final goods 
and services. 

Y = C + I + G + NX (2.3) 

According to the income-expenditure identity, total income 
or product or output, Y, equals the sum of the four types of 
expenditure: consumption, C, investment, I, government 
purchases, G, and net exports, NX. 

5 = 5pvt + 5govt = Y + NFP - C - G  (2.8) 

National saving, S, is the sum of private saving and gov
ernment saving. Equivalently, national saving equals gross 
domestic product, Y, plus net factor payments from 
abroad, NFP, less consumption, C. and government 
purchases, G. 

5 = I + CA (2.10) 

National saving, S, has two uses: to finance investment, I, 
and to lend to foreigners (or to acquire foreign assets) an 
amount that equals the current account balance, CA. The 
current account balance equals the increase in net foreign 

Sp,.t = (Y + NFP - T + TR + TNT) - C (2.6) assets. 

Private saving equals private disposable income less con
sumption, C. Private sector disposable income equals 
gross domestic prod uct, Y, plus net factor payments from 
abroad, NFP, plus transfers, TR, and interest, TNT, received 
from the government, less taxes paid, T. 

5 = (T - TR - INT) - G govt (2.7) 

Government saving equals government receipts from 
taxes, T, less outlays for transfers, TR, interest on the 
national debt, INT, and government purchases, G. Gov
ernment saving is the same as the government budget 

(2.11) 

According to the uses-of-saving identity, private saving is 
used to finance investment spending, I, to provide the 
government with the funds it needs to cover its budget 
deficit, -5govt' and to lend to foreigners (or to acquire for
eign assets) an amount that equals the current account bal
ance, CA. 

(2.13) 

The expected real interest rate, r, equals the nominal interest 
rate, i, minus expected inflation 11:'. 



R E V I E W  Q U E S T I O N S  

Questions marked with a brown circle are available in 
MyEconLab at www.myeconlab.com. 

1.  What are the three approaches to measuring economic 
activity? Why do they give the same answer? 

Why are goods and services counted in GOP at market 
value? Are there any disadvantages or problems in 
using market values to measure production? 

What is the difference between intermediate and final 
goods and services? In which of these categories do 
capital goods, such as factories and machines, fall? 
Why is the distinction between intermediate and final 
goods important for measuring GOP? 

How does GOP differ from GNP? If  a country 
employs many foreign workers, which is likely to be 
higher: GOP or GNP? 

List the four components of total spending. Why are 
imports subtracted when GOP is calculated in the 
expenditure approach? 

N U M E R I C A L  P R O B L E M S  

Questions marked with a brown circle are available in 
MyEconLab at www.myeconlab.com. 

After a boat rescues everyone else from Gilligan's Island, 
the Professor and Gilligan remain behind, afraid of get
ting shipwrecked again with the same bunch of people. 
The Professor grows coconuts and catches fish. Last year 
he harvested 1000 coconuts and caught 500 fish. He 
values one fish as worth two coconuts. The Professor 
gave 200 coconuts to Gilligan in exchange for help in 
the harvest, and he gave Gilligan 100 fish in exchange for 
collecting worms for use in fishing. The Professor stored 
100 of his coconuts in his hut for consumption at some 
future time. He also used 100 fish as fertilizer for the 
coconut trees, as he must every year to keep the trees 
producing. Gilligan consumed all his coconuts and fish. 

In terms of fish, what is the GOP of Gilligan's 
Island? What are consumption and investment? What 
are the incomes of the Professor and Gilligan? 

National income and product data are generally revised. 
What effects would the following revisions have on con
sumption, investment, government purchases, net 
exports, and GOP? 
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Define private saving. How is private saving used in 
the economy? What is the relationship between private 
saving and national saving? 

7. What is national wealth, and why is it important? 
How is national wealth linked to national saving? 

For the purposes of assessing an economy's growth 
performance, which is the more important statistic: 
real GOP or nominal GOP? Why? 

Describe how the CPI and CPI inflation are calculated. 
What are some reasons that CPI inflation may over-
state true inflation? 

Explain the differences among the nominal interest 
rate, the real interest rate, and the expected real inter
est rate. Which interest rate concept is the most impor
tant for the decisions made by borrowers and lenders? 
Why? 

a.  It is discovered that consumers bought $6 billion 
more furniture than previously thought. This furni
ture was manufactured in North Carolina. 

b. It is discovered that consumers bought $6 billion 
more furniture than previously thought. This furni
ture was manufactured in Sweden. 

c. It is discovered that businesses bought $6 billion 
more furniture than previously thought. This furni
ture was manufactured in North Carolina. 

d. It is discovered that businesses bought $6 billion 
more furniture than previously thought. This furni
ture was manufactured in Sweden. 

ABC Computer Company has a $20,000,000 factory in 
Silicon Valley. During the current year ABC builds 
$2,000,000 worth of computer components. ABC's costs 
are labor, $1,000,000; interest on debt, $100,000; and 
taxes, $200,000. 

ABC sells all its output to XYZ Supercomputer. 
Using ABC's components, XYZ builds four supercom
puters at a cost of $800,000 each ($500,000 worth of 
components, $200,000 in labor costs, and $100,000 in 
taxes per computer). XYZ has a $30,000,000 factory. 
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XYZ sells three of the supercomputers for $1,000,000 
each. At year's end, it had not sold the fourth. The unsold 
computer is carried on XYZ's books as an $800,000 
increase in inventory. 
a .  Calculate the contributions to GOP of these transac

tions, showing that all three approaches give the 
same answer. 

b. Repeat part (a), but now assume that, in addition to 
its other costs, ABC paid $500,000 for imported 
computer chips. 

For each of the following transactions, determine the con
tribution to the current year's GOP. Explain the effects on 
the product, income, and expenditure accounts. 
a. On January 1, you purchase 10 gallons of gasoline at 

$2.80 per gallon. The gas station purchased the gaso
line the previous week at a wholesale price (trans
portation included) of $2.60 per gallon. 

b. Colonel Hogwash purchases a Civil War-era man
sion for $1,000,000. The broker's fee is 6%. 

c. A homemaker enters the work force, taking a job 
that will pay $40,000 over the year. The homemaker 
must pay $16,000 over the year for professional 
child care services. 

d. A Japanese company builds an auto plant in Ten
nessee for $100,000,000, using only local labor and 
materials. (Hint: The auto plant is a capital good pro
duced by Americans and purchased by the Japanese.) 

e. You are informed that you have won $3,000,000 in 
the New Jersey State Lottery, to be paid to you, in 
total, immediately. 

f The New Jersey state government pays you an addi
tional $5000 fee to appear in a TV commercial pub
licizing the state lottery. 

g. Hertz Rent-a-Car replaces its rental fleet by buying 
$1 00,000,000 worth of new cars from General 
Motors. It sells its old fleet to a consortium of used
car dealers for $40,000,000. The consortium resells 
the used cars to the public for a total of $60,000,000. 

You are given the following information about an 
economy: 

Gross private domestic investment = 40 
Government purchases of goods and services = 30 
Gross national product (GNP) = 200 
Current account balance = -20 
Taxes = 60 

Government transfer payments to the domestic private 
sector = 25 
Interest payments from the government to the domestic 
private sector = 15 (Assume all interest payments by 
the government go to domestic households.) 

Factor income received from rest of world = 7 
Factor payments made to rest of world = 9 

Find the following, assuming that government invest
ment is zero: 
a. Consumption 
b. Net exports 
c. GOP 
d. Net factor payments from abroad 
e. Private saving 
f Government saving 

g. National saving 

o Consider an economy that produces only three types of 
fruit: apples, oranges, and bananas. In the base year (a 
few years ago), the production and price data were as 
follows: 
Fruit 
Apples 
Bananas 
Oranges 

Quantity 
3,000 bags 
6,000 bunches 
8,000 bags 

Price 
$2 per bag 
$3 per bunch 
$4 per bag 

In the current year the production and price data are as 
follows: 
Fruit 
Apples 
Bananas 
Oranges 

Quantity 
4,000 bags 

14,000 bunches 
32,000 bags 

Price 
$3 per bag 
$2 per bunch 
$5 per bag 

a. Find nominal GOP in the current year and in the 
base year. What is the percentage increase since the 
base year? 

b. Find real GOP in the current year and in the base 
year. By what percentage does real GOP increase 
from the base year to the current year? 

c. Find the GOP deflator for the current year and the 
base year. By what percentage does the price level 
change from the base year to the current year? 

d. Would you say that the percentage increase in nom
inal GOP in this economy since the base year is due 
more to increases in prices or increases in the phys
ical volume of output? 

For the consumer price index values shown, calculate 
the rate of inflation in each year from 1930 to 1933. 
What is unusual about this period, relative to recent 
experience? 

Year 
CPI 

1929 
51.3 

1930 
50.0 

1931 
45.6 

1932 
40.9 

1933 
38.8 

Hy Marks buys a one-year government bond on Janu
ary 1, 2006, for $500. He receives principal plus interest 
totaling $545 on January 1 ,  2007. Suppose that the CPI 
is 200 on January 1, 2006, and 214 on January 1, 2007. 
This increase in prices is more than Hy had anticipated; 



his guess was that the CPI would be at 2 10  by the 
beginning of 2007. 

Find the nominal interest rate, the inflation rate, 
the real interest rate, Hy's expected inflation rate, and 
Hy's expected real interest rate. 

The GOP deflator in Econoland is 200 on January 1, 
2005. The deflator rises to 242 by January 1, 2007, and to 
266.2 by January 1, 2008. 

n .  What is the annual rate of inflation over the two-year 
period between January 1, 2005, and January 1, 2007? 

A N ALY T I C A L  PR O B L E M S  

1. A reputable study shows that a particular new work
place safety regulation will reduce the growth of real 
GOP. Is this an argument against implementing the 
regulation? Explain. 

2. Consider a closed economy with a single telephone 
company, Calls-R-Us. The residents of the country 
make 2 million phone calls per year and pay $3 per 
phone call. One day a new phone company, Cheap
Call, enters the market and charges only $2 per phone 
call. All of the residents immediately stop using Calls
R-Us and switch to CheapCall. They still make 2 mil
lion phone calls per year. The executives of CheapCall 
are proud of their market share. Moreover, they post 
billboards stating, "Our country has increased its 
national saving by $2 million per year by switching to 
CheapCall." Comment on the accuracy of the state
ment on the billboards. 

3. Economists have tried to measure the GOPs of virtually 
all the world's nations. This problem asks you to think 
about some practical issues that arise in that effort. 
n. Before the fall of communism, the economies of 

the Soviet Union and Eastern Europe were centrally 
planned. One aspect of central planning is that 
most prices are set by the government. A govern
ment-set price may be too low, in that people want 
to buy more of the good at the fixed price than 
there are supplies available; or the price may be 
too high, so that large stocks of the good sit unsold 
on store shelves. During the past several years cen
tral planning has been largely eliminated in East
ern Europe and the former Soviet Union, but 
government price-setting has not been completely 
abandoned. 

What problem does government control of 
prices create for economists attempting to measure 
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In other words, what constant yearly rate of infla
tion would lead to the price rise observed over those 
two years? 

b. What is the annual rate of inflation over the three
year period from January 1, 2005, to January 1, 2008? 

c. In general, if Po is the price level at the beginning of 
an n-year period, and P" is the price level at the end 
of that period, show that the annual rate of inflation 
It over that period satisfies the equation 

(1 + It)'' = P,/Po. 

a country's GOP? Suggest a strategy for dealing 
with this problem. 

b. In very poor, agricultural countries, many people 
grow their own food, make their own clothes, and 
provide services for one another within a family or 
village group. Official GOP estimates for these 
countries are often extremely low, perhaps just a 
few hundred dollars per person. Some economists 
have argued that the official GOP figures underes
timate these nations' actual GOPs. Why might this 
be so? Again, can you suggest a strategy for deal
ing with this measurement problem? 

4. Government saving is defined as T - (G + TR + INT ), 
where G is government purchases. But suppose that 
we split government purchases into two parts:  
government consumption expenditures (GCE) and 
government investment (Gl) and that we define a new 
version of government saving, which is T - (GCE + 
TR + TNT ). With this new definition of government 
saving, which treats government investment similarly 
to private investment, how would the uses-of-savings 
identity be modified? 

To investigate how much difference this redefini
tion would make, look at the NIPA section of a recent 
issue of the Survey of Current Business or online at unuw. 
bea.gov, and find Table 5.1,  "Gross Saving and Invest
ment." The table refers to private saving as gross pri
vate saving, to investment as gross private domestic 
investment, to the current account balance as net for
eign investment, to government investment as gross 
government investment, and to the new version of 
government saving as gross government saving. 
Verify that both the old and new definitions of the 
uses-of-savings identity are valid, except for statistical 
discrepancies. 
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WO R K I N G  W I T H  M A C RO E C O N O M I C  DATA 

For data to use in these exercises, go to the Federal Reserve Bank 
of St. Louis FRED database at research.stlouisfed.org/fred. 

1. Graph the four main expenditure components of GOP, 
in real terms, since the first quarter of 1947. Also graph 
the expenditure components as a share of total real 
GOP. Do you see any significant trends? 

2. On the same figure, graph national saving and invest
ment as fractions of real GOP, using quarterly U.s. 
data since 1947. (Note that national saving is called 
gross saving in the FRED database.) How does the 
behavior of these variables in the past ten years com
pare to their behavior in earlier periods? How is it pos
sible for investment to exceed national saving, as it 
does in some periods? 

3. Graph the annual (December to December) CPI infla
tion rate and the annual (fourth quarter to fourth quar
ter) GOP deflator inflation rate since 1960 on the same 
figure. What are the conceptual differences between 
these two measures of infla tion? Judging from your 

graph, would you say that the two measures give sim
ilar or different estimates of the rate of inflation in the 
economy? 

4. If the real interest rate were approximately constant, 
then in periods in which inflation is high, the nominal 
interest rate should be relatively high (because the 
nominal interest rate equals the real interest rate plus 
the inflation rate). Using annual data since 1948, graph 
the three-month Treasury bill interest rate ("Discount 
rate on new ninety-one-day Treasury bills") and the 
CPI inflation rate for the U.s. economy. (Take annual 
averages of monthly interest rates and measure annual 
inflation rates as the change in the CPI from December 
to December.) Is it generally true that nominal interest 
rates rise with inflation? Does the relationship appear 
to be one-for-one (so that each additional percentage 
point of inflation raises the nominal interest rate by 
one percentage point), as would be the case if the real 
interest rate were constant? Calculate the real interest 
rate and graph its behavior since 1948. 
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n Chapter 2 we discussed the measurement of several economic variables used to 
gauge the economy's health. The measurement of economic performance is a 

prelude to the main objective of macroeconomics: to understand how the economy 
works. Understanding how the economy works requires a shift from economic 
measurement to economic analysis. 

In Part 2 of this book, which begins with this chapter, we have two main goals. 
The first is to analyze the factors that affect the longer-term performance of the 
economy, including the rate of economic growth, productivity and living stan
dards, the long-run levels of employment and unemployment, saving and capital 
formation, and the rate of inflation, among others. 

The second goal is to develop a theoretical model of the macroeconomy that 
you can use to analyze the economic issues covered in this book and others that 
you may encounter in the future. As outlined in Chapter 1, our model is based on 
the assumption that individuals, firms, and the government interact in three 
aggregate markets: the labor market (covered in this chapter), the goods market 
(Chapter 4), and the asset market (Chapter 7). In developing and using this model 
in Part 2, we generally assume that the economy is at full employment, with quan
tities supplied and demanded being equal in the three major markets. As we are 
focusing on the long-term behavior of the economy, this assumption is a reason
able one. In Part 3, in which we explore business cycles, we allow for the possi
bility that quantities supplied and demanded may not be equal in the short run. 

In this chapter, we begin the discussion of how the economy works with what is 
perhaps the most fundamental determinant of economic well-being in a society: the 
economy's productive capacity. Everything else being equal, the greater the quantity 
of goods and services an economy can produce, the more people will be able to con
sume in the present and the more they will be able to save and invest for the future. 

In the first section of the chapter we show that the amount of output an econo
my produces depends on two factors: (1) the quantities of inputs (such as labor, cap
ital, and raw materials) utilized in the production process; and (2) the productivity 
of the inputs that is, the effectiveness with which they are used. As discussed in 
Chapter 1, an economy's productivity is basic to determining living standards. In 
this chapter we show how productivity affects people's incomes by helping to deter
mine how many workers are employed and how much they receive in wages. 



3.1 

3.1 How Much Does the Economy Produce? The Production Function 63 

Of the various inputs to production, the most important (as measured by 
share of total cost) is labor. For this reason, we spend most of the chapter ana
lyzing the labor market, using the tools of supply and demand. We first consider 
the factors that affect the quantity of labor demanded by employers and sup
plied by workers and then look at the forces that bring the labor market into 
equilibrium. Equilibrium in the labor market determines wages and employ
ment; in turn, the level of employment, together with the quantities of other 
inputs (such as capital) and the level of productivity, determines how much 
output an economy produces. 

Our basic model of the labor market rests on the assumption that the quan
tities of labor supplied and demanded are equal so that all labor resources are 
fully utilized. In reality, however, there are always some unemployed workers. In 
the latter part of the chapter, we introduce unemployment and look at the rela
tionship between the unemployment rate and the amount of output produced in 
the economy. 

How Much Does the Econo 
The Production Function 

Produce? 

Every day the business news reports many economic variables that influence 
the economy's performance the rate of consumer spending, the value of the 
dollar, the gyrations of the stock market, the growth rate of the money supply, 
and so on. All of these variables are important. However, no determinant of eco
nomic performance and living standards is more basic than the economy's phys
ical capacity to produce goods and services. If an economy's factories, farms, and 
other businesses all shut down for some reason, other economic factors wouldn't 
mean much. 

What determines the quantity of goods and services that an economy can 
produce? A key factor is the quantity of inputs such as capital goods, labor, raw 
materials, land, and energy that producers in the economy use. Economists refer 
to inputs to the production process as factors of production. All else being equal, 
the greater the quantities of factors of production used, the more goods and ser
vices are produced. 

Of the various factors of production, the two most important are capital 
(factories and machines, for example) and labor (workers). Hence we focus on 
these two factors in discussing an economy's capacity to produce goods and ser
vices. In modern economies, however, output often responds strongly to changes 
in the supply of other factors, such as energy or raw materials. Later in this 
chapter, the Application "Output, Employment, and the Real Wage During Oil 
Price Shocks," p .  90, discusses the effects of a disruption in oil supplies on the 
economy. 

The quantities of capital and labor (and other inputs) used in production 
don't completely determine the amount of output produced. Equally important is 
how effectively these factors are used. For the same stocks of capital and labor, an 
economy with superior technologies and management practices, for example, will 
produce a greater amount of output than an economy without those strengths. 

The effectiveness with which capital and labor are used may be summa
rized by a relationship called the production function. The production function 



64 Chapter 3 Productivity, Output, and Employment 

is a mathematical expression relating the amount of output produced to quantities 
of capital and labor utilized. A convenient way to write the production function is 

where 

Y = AF(K, N), 

Y = real output produced in a given period of time; 
A = a number measuring overall productivity; 
K = the capital stock, or quantity of capital used in the period; 
N = the number of workers employed in the period; 
F = a function relating output Y to capital K and labor N. 

(3.1) 

The production function in Eq. (3.1) applies both to an economy as a whole (where 
Y, K, and N refer to the economy's output, capital stock, and number of workers, 
respectively) and to an individual firm, in which case Y, K, and N refer to the firm's 
output, capital, and number of workers, respectively. 

According to Eq. (3.1), the amount of output Y that an economy (or firm) can 
produce during any period of time depends on the size of the capital stock K and 
the number of workers N. The symbol A in Eq. (3.1), which multiplies the function 
F(K, N), is a measure of the overall effectiveness with which capital and labor are 
used. We refer to A as total factor productivity, or simply productivity. Note that, 
for any values of capital and labor, an increase in productivity of, say, 10% implies 
a 10% increase in the amount of output that can be produced. Thus increases in 
productivity, A, correspond to improvements in production technology or to any 
other change in the economy that allows capital and labor to be utilized more 
effectively. 

The Production Function of the U.S. Economy 
and U.S. Productivity Growth 

Empirical studies show that the relationship between output and inputs in the 
U.s. economy is described reasonably well by the following production function:1 

Y = AJ(03NJ ? (3.2) 

The production function in Eq. (3.2) is a specific example of the general pro
duction function in Eq. (3.1), in which we set the general function F(K, N) equal to 
J(0 3NJ7. (Note that this production function contains exponents; if you need to 
review the properties of exponents, see Appendix A, Section A.6.) 

'This type of production function is called a Cobb-Douglas production function. Cobb-Douglas pro
duction functions take the form Y = AKaNJ-II, where 0 < a < 1. Under certain conditions, the parameter a 
in the Cobb-Douglas production function corresponds to the share of income received by owners of 
capital, whereas labor receives a share of income equal to 1 - a. Thus observing the actual shares of 
income received by capital and labor provides a way of estimating the parameter il. 
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The Production Function of the United States, 1979-2004 

Year 

1979 
1980 
1981 
1982 
1983 
1984 
1985 
1986 
1987 
1988 
1989 
1990 
1991 
1992 
1993 
1994 
1995 
1996 
1997 
1998 
1999 
2000 
2001 
2002 
2003 
2004 

(1 ) 
Real GOP, Y 
(billions of 

2000 dollars) 

5 173 
5162 
5292 
5189 
5424 
5814 
6054 
6264 
6475 
6743 
6981 
7 1 13  
7101 
7337 
7533 
7836 
8032 
8329 
8704 
9067 
9470 
981 7  
9891 

1 0049 
10321 
10756 

(2) 
Capital stock, K 

(billions of 
2000 dollars) 

5615 
5831 
6060 
6236 
6383 
6614 
6863 
7060 
7239 
7429 
7623 
7809 
7932 
8045 
8208 
8396 
8638 
891 7  
9242 
9605 
9986 

10392 
1 0669 
10841 
1 1010 
1 1249 

aTotal factor productivity is calculated by the formula A = Y/{Jr�J.3!VOJ). 

(3) 
Labor, N 

(millions of 
workers) 

98.8 
99.3 

100.4 
99.5 

100.8 
105.0 
107.2 
109.6 
1 1 2.4 
1 1 5.0 
1 1 7.3 
1 1 8.8 
1 1 7.7 
1 1 8.5 
1 20.3 
1 23.1 
1 24.9 
1 26.7 
1 29.6 
13 1 .5 
133.5 
136.9 
136.9 
136.5 
137.7 
139.3 

(4) 

A' 

1 5.58 
1 5.32 
1 5.40 
1 5.07 
1 5.50 
1 5.98 
16.22 
16.38 
16.51 
16.79 
1 7.01 
1 7.06 
1 7.06 
17.47 
17.64 
17.94 
18.04 
18.35 
18.67 
19.03 
19.44 
19.57 
19.55 
19.82 
20.13 
20.68 

(5) 

Growth in A 
(% change in A) 

-1.7 
0.6 

-2.2 
2.8 
3.1 
1 .5 
1 .0 
0.8 
1 .7 
1 .3 
0.3 
0.0 
2.4 
1 .0 
1 .7 
0.6 
1 .7 
1 .8 
1 .9 
2.1 
0.6 

-0.1 
1 .3 
1 .6 
2.8 

Sources: Y is real GDP in billions of 2000 chained dollars from the St. Louis FRED database, research.stlouisfed.orgl fred2/ 
serieslGDPCA; K is real net stock of fixed private nonresidential capital in billions of 2000 dollars from Bureau of Economic 

Analysis, www.bea.gov/bea/dnlfaweb/AIIFATab/es.asp;N is civilian employment in millions of workers from Bureau of Labor 

Statist iC5, ftp:/lftp.hls.gov/pub/special.requests/lf!aat1.txt. 

Equation (3.2) shows how output, Y, relates to the use of factors of production, 
capital, K, and labor, N, and to productivity, A, in the United States. Table 3.1 pre
sents data on these variables for the U.s. economy for 26 years beginning in 1979. 
Columns (1), (2), and (3) show output (real GOP), capital stock, and labor for each 
year. Real GOP and the capital stock are measured in billions of 2000 dollars, and 
labor is measured in millions of employed workers. Column (4) shows the U.s. 
economy's productivity for each year. 

Output, capital, and labor in Table 3.1 are measured directly, but there is no 
way to measure productivity directly. Instead, the productivity index, A, shown 
in column (4) is measured indirectly by assigning to A the value necessary to 
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satisfy Eq. (3.2). Specifically, for each year A is determined by the formula A = 
YI(K03N0 7), which is just another way of writing Eq. (3.2). In 2004, for example, 
Table 3.1 reports that Y = 10,756, K = 11,249, and N = 139.3; therefore the value of 
A for 2004 is 10,756/[(11,249)°3(139.3)° 7] or A = 20.68. Calculating productivity in 
this way ensures that the production function relationship, Eq. (3.2), is satisfied 
exactly for each year. 

The levels of the productivity index, A, reported in Table 3.1 depend on the units 
in which output, capital, and labor are measured for example, the values of A 
would change if workers were measured in thousands rather than millions and 
thus are difficult to interpret. In contrast, the year-to-year growth rates of the pro
ductivity measure shown in column (5) are units-free and are therefore easier to 
work with. A close look at the productivity growth rates shown in Table 3.1 empha
sizes two points. 

First, productivity growth can vary sharply from year to year. Most strikingly, 
productivity in the United States fell 2.2% in 1982, a deep recession year, then rose 
2.8% in 1983 and 3.1% in 1984, a period of economic recovery. Productivity also fell 
slightly during the 1990-1991 and 2001 recessions. Productivity normally falls in 
recessions and rises in recoveries, but explanations for its behavior over the busi
ness cycle are controversial. We return to this issue in Part 3 of this book. 

Second, from 1980 to 1995, productivity in the United States had been growing 
relatively slowly, averaging about 0.9% per year. This result is better than the per
formance in the 1970s, when productivity growth was only 0.4% per year, but 
notably less than in the 1950s and 1960s, when productivity growth averaged about 
2.1% per year. But since 1995, productivity growth has increased, averaging 1.5% 
per year. This recent increase in productivity growth is good news if it is sustained, 
because the rate of productivity growth is closely related to the rate of improve
ment of living standards. In Chapter 6 we discuss the relationship between pro
ductivity and living standards in greater detail. 

The S h a pe of the Prod uct ion  F u n ct ion  

The production function in Eq. (3.1) can be shown graphically. The easiest way to 
graph it is to hold one of the two factors of production, either capital or labor, con
stant and then graph the relationship between output and the other factor.2 Sup
pose that we use the U.s. production function for the year 2004 and hold labor N at 
its actual 2004 value of 139.3 million workers (see Table 3.1). We also use the actual 
2004 value of 20.68 for A. The production function (Eq. 3.2) becomes 

Y = AK o W07 = (20.68)(K03)(139.307) = 655.11K o3. 

This relationship is graphed in Fig. 3.1, with capital stock K on the horizon
tal axis and output Y on the vertical axis. With labor and productivity held at 
their 2004 values, the graph shows the amount of output that could have been 

2To show the relationship among output and both factors of production simultaneously would require 
a three-dimensional graph. 



Figure 3.1 

The production 
function relating 
output and capital 
This production function 
shows how much output 
the U.s. economy could 
produce for each level of 
U.s. capital stock, holding 
U.s. labor and produc
tivity at 2004 levels. 
Point A corresponds to 
the actual 2004 output 
and capital stock. The 
production function has 
diminishing marginal 
productivity of capital: 
Raising the capital stock 
by $1000 billion to move 
from point B to point C 
raises output by $828 
billion, but adding 
another $1000 billion in 
capital to go from point 
C to point D increases 
output by only $652 
billion. 

-� !! 10,756 
-Q ." 
o 10,000 
is 
N 
� 
Q 
� 
C 
Q .� 

-
-.� 
..0 
-

9000 

8000 
7887 

7235 

6407 

6000 

5000 

4000 

3000 

2000 

1000 

0 

3.1 How Much Does the Economy Produce? The Production Function 67 

A 
• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • 

• • • • • • • • • • • • • • • • • • • • • • • • • • • • • 

toy = 652 
• • • • • • • • • • • • • • • • • • • • • 

toy = 828 
· . . . . . . . . . . . 

B 
• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

· 

• 

• 

• 

• 

• 

· 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

· 

• 

• 

• 

• 

• 

· 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

· 

• 

• 

• 

· 

• 

· 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

· 

• • 
• 

· 

• 

· 

• 

• 

• 

• 

• 

• 

• 

· 

· 

• 

· 

• 

• 

• 

· 

• 

· 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

· 

• 

• 

• 

• 

• 

• 

• 

· 

• 

• 

• 

• 

• 

• 

• 

· 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

· 

• • 
• • 
• 

• 

• 

· 

• 

• 

• 

· 

• 

· 

1000 2000 3000 4000 

Production 
function 

/' 
Actua] : 

• 

2004 : 
• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• • 
• 

• 

• 

• 

• 

5000 6000 7000 8000 9000 10,000 11,249 

Capital stock, K (billions of 2000 dollars) 

produced in that year for any value of the capital stock. Point A on the graph 
shows the situation that actually occurred in 2004: The value of the capital stock 
($11,249 billion) appears on the horizontal axis, and the value of real GDP ($10,756 
billion) appears on the vertical axis. 

The U.s. production function graphed in Fig. 3.1 shares two properties with 
most production functions: 

1. The production function slopes upward from left to right. The slope of the produc
tion function reveals that, as the capital stock increases, more output can be 
produced. 

2. The slope of the production function becomes flatter from left to right. This property 
implies that although more capital always leads to more output, it does so at a 
decreasing rate. 

Before discussing the economics behind the second property of the produc
tion function, we can illustrate it numerically, using Fig. 3.1 .  Suppose that we are 
initially at point B, where the capital stock is $2000 billion. Adding $1000 billion 
in capital moves us to point C, where the capital stock is $3000 billion. How 
much extra output has this expansion in capital provided? The difference in 
output between points B and C is $828 billion ($7235 billion output at C minus 
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$6407 billion output at B). This extra $828 billion in output is the benefit from 
raising the capital stock from $2000 billion to $3000 billion, with productivity and 
employment held constant. 

Now suppose that, starting at C, we add another $1000 billion of capital. This 
new addition of capital takes us to 0, where the capital stock is $4000 billion. The 
difference in output between C and 0 is only $652 billion ($7887 billion output at 
o minus $7235 billion output at C), which is less than the $828 billion increase in 
output between B and C. Thus, although the second $1000 billion of extra capital 
raises total output, it does so by less than did the first $1000 billion of extra capital. 
This result illustrates that the production function rises less steeply between points 
C and 0 than between points B and C. 

The Margina l  Product of Capital .  The two properties of the production function 
are closely related to a concept known as the marginal product of capital. To under
stand this concept, we can start from some given capital stock, K, and increase the 
capital stock by some amount, tJ.K (other factors held constant). This increase in cap
ital would cause output, Y, to increase by some amount, tJ. Y. The marginal product of 
capital, or MPK, is the increase in output produced that results from a one-unit 
increase in the capital stock. Because tJ.K additional units of capital permit the pro
duction of tJ.Y additional units of output, the amount of additional output produced 
per additional unit of capital is tJ.Y/tJ.K. Thus the marginal product of capital is tJ.Y/ tJ.K. 

The marginal product of capital, tJ.Y/tJ.K, is the change in the variable on the 
vertical axis of the production function graph, tJ.Y, divided by the change in the 
variable on the horizontal axis, tJ.K, which you might recognize as a slope.3 For 
small increases in the capital stock, the MPK can be measured by the slope of a line 
drawn tangent to the production function. Figure 3.2 illustrates this way of mea
suring the MPK. When the capital stock is 2000, for example, the MPK equals the 
slope of the line tangent to the production function at point B.4 We can use the con
cept of the marginal product of capital to restate the two properties of production 
functions listed earlier. 

1, The marginal product of capital is positive. Whenever the capital stock is increased, 
more output can be produced. Because the marginal product of capital is pos
itive, the production function slopes upward from left to right. 

2. The marginal product of capital declines as the capital stock is increased. Because the 
marginal product of capital is the slope of the production function, the slope of 
the production function decreases as the capital stock is increased. As Fig. 3.2 

shows, the slope of the production function at point 0, where the capital stock 
is 4000, is smaller than the slope at point B, where the capital stock is 2000. Thus 
the production function becomes flatter from left to right. 

The tendency for the marginal product of capital to decline as the amount of 
capital in use increases is called the diminishing marginal productivity of capital. 
The economic reason for diminishing marginal productivity of capital is as follows: 
When the capital stock is low, there are many workers for each machine, and the 

3For definitions and a discussion of slopes of lines and curves, see Appendix A, Section A.2. 
4We often refer to the slope of the line tangent to the production function at a given point as simply 
the slope of the production function at that point, for short. 
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benefits of increasing capital further are great; but when the capital stock is high, 
workers already have plenty of capital to work with, and little benefit is to be 
gained from expanding capital further. For example, in a business firm's call center 
in which there are many more staff members than workstations (phones and com
puter terminals), each workstation is constantly being utilized, and the staff must 
waste time waiting for a free workstation. In this situation, the benefit in terms of 
increased output of adding extra workstations is high. However, if there are already 
as many workstations as staff members, so that workstations are often idle and 
there is no waiting for a workstation to become available, little additional output 
can be obtained by adding yet another workstation. 

The Marginal Product of Labor. In Figs. 3.1 and 3.2 we graphed the relationship 
between output and capital implied by the 2004 U.s. production function, hold
ing constant the amount of labor. Similarly, we can look at the relationship 
between output and labor, holding constant the quantity of capital. Suppose 
that we fix capital, K, at its actual 2004 value of $11,249 billion and hold pro
ductivity, A, at its actual 2004 value of 20.68 (see Table 3.1) .  The production 
function (Eq. 3.2) becomes 

Y = AKo W07 = (20.68)(11,24903)(N07) = 339.54N°? 

This relationship is shown graphically in Fig. 3.3. Point A, where N = 139.3 million 
workers and Y = $10,756 billion, corresponds to the actual 2004 values. 
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Figure 3.3 
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The production function relating output and labor looks generally the same as 
the production function relating output and capitaJ.5 As in the case of capital, 
increases in the number of workers raise output but do so at a diminishing rate. 
Thus the principle of diminishing marginal productivity also applies to labor, and 
for similar reasons: the greater the number of workers already using a fixed amount 
of capital and other inputs, the smaller the benefit (in terms of increased output) of 
adding even more workers. 

The marginal product of labor, or MPN, is the additional output produced by 
each additional unit of labor, Ll.Y / Ll.N. As with the marginal product of capital, for 
small increases in employment, the MPN can be measured by the slope of the line 
tangent to a production function that relates output and labor. In Fig. 3.3, when 
employment equals 30 million workers, the MPN equals the slope of the line 
tangent to the production function at point B; when employment is 90 million 
workers, the MPN is the slope of the line that touches the production function at 
point C. Because of the diminishing marginal productivity of labor, the slope of the 
production function relating output to labor is greater at B than at C, and the 
production function flattens from left to right. 

5Because N is raised to the power of 0.7 but K is raised to the power of 0.3, the production function 
reJating output and Jabor is not as sharply bowed as the production function relating output and 
capital. The closer the power is to 1, the closer the production function will be to a straight line. 
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S u p p ly S h ocks 

The production function of an economy doesn't usually remain fixed over time. 
Economists use the term supply shock or, sometimes, productivity shock to 
refer to a change in an economy's production function 6 A positive, or beneficial, 
supply shock raises the amount of output that can be produced for given quantities 
of capital and labor. A negative, or adverse, supply shock lowers the amount of 
output that can be produced for each capital-labor combination. 

Real-world examples of supply shocks include changes in the weather, such as 
a drought or an unusually cold winter; inventions or innovations in management 
techniques that improve efficiency, such as computerized inventory control or 
statistical analysis in quality control; and changes in government regulations, 
such as antipollution laws, that affect the technologies or production methods 
used. Also included in the category of supply shocks are changes in the supplies 
of factors of production other than capital and labor that affect the amount that can 
be produced. 

Figure 3.4 shows the effects of an adverse supply shock on the production 
function relating output and labor. The negative supply shock shifts the pro
duction function downward so that less output can be produced for specific 
quantities of labor and capital. In addition, the supply shock shown reduces 
the slope of the production function so that the output gains from adding a 

6The term shock is a slight misnomer. Not all changes in the production function are sharp or 
unpredictable, although many are. 
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3.2 The De 

worker (the marginal product of labor) are lower at every level of employment? 
Conversely, a beneficial supply shock makes possible the production of more 
output with given quantities of capital and labor and thus shifts the production 
function upward 8 

n d  for Labor 

We have shown that the amount of output produced by a country, or by a firm, 
depends both on productivity and the quantities of inputs used in the production 
process. In Section 3.1 our focus was on productivity its measurement and factors 
such as supply shocks that cause it to change. In this section, we examine what 
determines the quantities of inputs that producers use. 

Recall that the two most important inputs are capital and labor. The capital 
stock in an economy changes over time as a result of investment by firms and the 
scrapping of worn-out or obsolete capital. However, because the capital stock is 
long-lived and has been built up over many years, new investment and the scrap
ping of old capital only slowly have a significant effect on the overall quantity of 
capital available. Thus, for analyses spanning only a few quarters or years, econo
mists often treat the economy's capital stock as fixed. For now we follow this prac
tice and assume a fixed capital stock. In taking up long-term economic growth in 
Chapter 6, we drop this assumption and examine how the capital stock evolves 
over time. 

In contrast to the amount of capital, the amount of labor employed in the econ
omy can change fairly quickly. For example, firms may lay off workers or ask them 
to work overtime without much notice. Workers may quit or decide to enter the 
work force quickly. Thus year-to-year changes in production often can be traced to 
changes in employment. To explain why employment changes, for the remainder 
of this chapter we focus on how the labor market works, using a supply and 
demand approach. In this section we look at labor demand, and in Section 3.3 we 
discuss factors affecting labor supply. 

As a step toward understanding the overall demand for labor in the economy, 
we consider how an individual firm decides how many workers to employ. To keep 
things simple for the time being, we make the following assumptions: 

1. Workers are all alike. We ignore differences in workers' aptitudes, skills, ambitions, 
and so on. 

2. Firms view the wages of the workers they hire as being determined in a competitive 
labor market and not set by the firms themselves. For example, a competitive firm 
in Cleveland that wants to hire machinists knows that it must pay the going 
local wage for machinists if it wants to attract qualified workers. The firm then 
decides how many machinists to employ. 

'Logically, an adverse supply shock need not always reduce the marginal products of labor and capital; 
for example, the production function could make a parallel downward shift. However, thinking of an 
adverse supply shock reducing marginal products as being the normal case seems reasonable. A shift 
of the production function like that shown in Fig. 3.4 would occur if there were a decline in total 
factor productivity, A, for example. 

8The effects of supply shocks on the production function relating output and capital would be similar. 
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3. In making the decision about how many workers to employ, a firm's goal is to earn the 
highest possible level of profit (the value of its output minus its costs of production, 
including taxes). The firm will demand the amount of labor that maximizes 
its profit. 

To figure out the profit-maximizing amount of labor, the firm must compare the 
costs and benefits of hiring each additional worker. The cost of an extra worker is the 
worker's wage, and the benefit of an extra worker is the value of the additional 
goods or services the worker produces. As long as the benefits of additional labor 
exceed the costs, hiring more labor will increase the firm's profits. The firm will 
continue to hire additional labor until the benefit of an extra worker (the value of 
extra goods or services produced) equals the cost (the wage). 

The M a r g i n a l  Prod uct  of Labor  a n d  La b o r  D e m a n d : An Example  

Let's make the discussion of labor demand more concrete by looking at The Clip 
Joint, a small business that grooms dogs. The Clip Joint uses both capital, such as 
clippers, tubs, and brushes, and labor to produce its output of groomed dogs. 

The production function that applies to The Clip Joint appears in Table 3.2. For 
given levels of productivity and the capital stock, it shows how The Clip Joint's daily 
output of groomed dogs, column (2), depends on the number of workers employed, 
column (1). The more workers The Clip Joint has, the greater its daily output is. 

The MPN of each worker at The Clip Joint is shown in column (3). Employing 
the first worker raises The Clip Joint's output from 0 to 11, so the MPN of the first 
worker is 11 .  Employing the second worker raises The Clip Joint's output from 11 
to 20, an increase of 9, so the MPN of the second worker is 9; and so on. Column (3) 
also shows that, as the number of workers at The Clip Joint increases, the MPN falls 
so that labor at The Clip Joint has diminishing marginal productivity. The more 
workers there are on the job, the more they must share the fixed amount of capital 
(tubs, clippers, brushes), and the less benefit there is to adding yet another worker. 

Table 3.2 

The Clip Joint's Production Function 

(1 ) (2) (3) (4) 
Marginal revenue 
product of labor, 

Marginal fvfRPN = fvfPN x P 
Number of Number of dogs product of (when P = $30 
workers, N groomed, Y labor, fvfPN per grooming) 

0 0 
1 1  $330 

1 1 1  
9 $270 

2 20 
7 $210  

3 27 
5 $ 1 50 

4 32 
3 $90 

5 35 
1 $30 

6 36 
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The marginal product of labor measures the benefit of employing an additional 
worker in terms of the extra output produced. A related concept, the marginal rev
enue product of labor, or MRPN, measures the benefit of employing an addition
al worker in terms of the extra revenue produced. To calculate the MRPN, we need 
to know the price of the firm's output. If The Clip Joint receives $30 for each dog it 
grooms, the MRPN of the first worker is $330 per day (11 additional dogs groomed 
per day at $30 per grooming). More generally, the marginal revenue product of an 
additional worker equals the price of the firm's output, P, times the extra output 
gained by adding the worker, MPN: 

MRPN = P x MPN. (3.3) 

At The Clip Joint the price of output, P, is $30 per grooming, so the MRPN of each 
worker, column (4), equals the MPN of the worker, column (3), multiplied by $30. 

Now suppose that the wage, W, that The Clip Joint must pay to attract qualified 
workers is $240 per day. (We refer to the wage, W, when measured in the conven
tional way in terms of today's dollars, as the nominal wage.) How many workers 
should The Clip Joint employ to maximize its profits? To answer this question, The 
Clip Joint compares the benefits and costs of employing each additional worker. 
The benefit of employing an additional worker, in dollars per day, is the worker 's 
marginal revenue product, MRPN. The cost of an additional worker, in dollars per 
day, is the nominal daily wage, W. 

Table 3.2 shows that the MRPN of the first worker is $330 per day, which 
exceeds the daily wage of $240, so employing the first worker is profitable for The 
Clip Joint. Adding a second worker increases The Clip Joint's profit as well because 
the MRPN of the second worker ($270 per day) also exceeds the daily wage. How
ever, employing a third worker reduces The Clip Joint's profit because the third 
worker's MRPN of $210 per day is less than the $240 daily wage. Therefore The 
Clip Joint's profit-maximizing level of employment at $240/day equivalently, the 
quantity of labor demanded by The Clip Joint is two workers. 

In finding the quantity of labor demanded by The Clip Joint, we measured the 
benefits and costs of an extra worker in nominal, or dollar, terms. If we measure the 
benefits and costs of an extra worker in real terms, the results would be the same. 
In real terms the benefit to The Clip Joint of an extra worker is the number of extra 
groomings that the extra worker provides, which is the marginal product of labor, 
MPN. The real cost of adding another worker is the real wage, which is the wage 
measured in terms of units of output. Algebraically, the real wage, w, equals the 
nominal wage, W, divided by the price of output, P 

In this example the nominal wage, W, is $240 per day and the price of output, 
P, is $30 per grooming, so the real wage, w, equals ($240 per day)/($30 per grooming), 
or 8 groomings per day. To find the profit-maximizing level of employment, 
The Clip Joint compares this real cost of an additional worker with the real benefit 
of an additional worker, the MPN. The MPN of the first worker is 11 groomings per 
day, which exceeds the real wage of 8 groomings per day, so employing this worker 
is profitable. The second worker also should be hired, as the second worker's MPN 
of 9 groomings per day also exceeds the real wage of 8 groomings per day. However, 
a third worker should not be hired, as the third worker's MPN of 7 groomings per 
day is less than the real wage. The quantity of labor demanded by The Clip Joint is 
therefore two workers, which is the same result we got when we compared costs 
and benefits in nominal terms. 
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This example shows that, when the benefit of an additional worker exceeds the 
cost of an additional worker, the firm should increase employment so as to maxi
mize profits. Similarly, if at the firm's current employment level the benefit of the 
last worker employed is less than the cost of the worker, the firm should reduce 
employment. For example, if The Clip Joint currently employed three workers, 
the MRPN of the third worker is $210, which is less than the nominal wage of 
$240, so the firm should fire one worker. Summary table 2 compares benefits and 
costs of additional labor in both real and nominal terms. In the choice of the profit
maximizing level of employment, a comparison of benefits and costs in either real 
or nominal terms is equally valid. 

A C h a n g e  i n  the  Wa g e  

The Clip Joint's decision to employ two workers was based on a nominal wage of 
$240 per day. Now suppose that for some reason the nominal wage needed to 
attract qualified workers drops to $180 per day. How will the reduction in the 
nominal wage affect the number of workers that The Clip Joint wants to employ? 

To find the answer, we can compare costs and benefits in either nominal or real 
terms. Let's make the comparison in real terms. If the nominal wage drops to $180 
per day while the price of groomings remains at $30, the real wage falls to ($180 per 
day)/($30 per grooming), or 6 groomings per day. Column (3) of Table 3.2 shows 
that the MPN of the third worker is 7 groomings per day, which is now greater than 
the real wage. Thus, at the lower wage, expanding the quantity of labor demanded 
from two to three workers is profitable for The Clip Joint. However, the firm will 
not hire a fourth worker because the MPN of the fourth worker (5 groomings per 
day) is less than the new real wage (6 groomings per day). 

This example illustrates a general point about the effect of the real wage on labor 
demand: All else being equal, a decrease in the real wage raises the amount of labor 
demanded. Similarly, an increase in the real wage decreases the amount of labor demanded. 

The M a r g i n a l  Pro d u ct of Labor  a n d  the  La b o r  D e m a n d  C u rve 

Using The Clip Joint as an example, we showed the negative relationship between 
the real wage and the quantity of labor that a firm demands. Figure 3.5 shows in 

S U M M A RY 2 
Comparing the Benefits and Costs of Changing the Amount of Labor 

To maximize profits. 
the firm should: 

Real terms 

Nominal terms 

fv1PN = marginal product of labor 
P = price of output 

Increase employment if, 
for an additional worker 

fv1PN > w 
(fv1PN > WIP) 

P x fv1PN > W 
(fv1RPN > W) 

fv1RPN = marginal revenue product of labor = P x fv1PN 
W = nominal wage 
w = real wage = WIP 

Decrease employment if, for 
the last worker employed 

fv1PN < w 
(fv1PN < WIP) 

P x fv1PN < W 
(fv1RPN < W) 



76 Chapter 3 Productivity, Output, and Employment 

Figure 3.5 
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more general terms how the link between the real wage and the quantity of labor 
demanded is determined. The amount of labor, N, is on the horizontal axis. The 
MPN and the real wage, both of which are measured in goods per unit of labor, are 
on the vertical axis. The downward-sloping curve is the MPN curve; it relates the 
marginal product of labor, MPN, to the amount of labor employed by the firm, N. 
The MPN curve slopes downward because of the diminishing marginal produc
tivity of labor. The horizontal line represents the real wage firms face in the labor 
market, which the firms take as given. Here, the real wage is w*. 

For any real wage, w*, the amount of labor that yields the highest profit (and 
therefore the amount of labor demanded) is determined at point A, the intersection 
of the real-wage line and the MPN curve. At A the quantity of labor demanded is 
N*. Why is N* a firm's profit-maximizing level of labor input? At employment 
levels of less than N*, the marginal product of labor exceeds the real wage (the 
MPN curve lies above the real-wage line); thus, if the firm's employment is initially 
less than N*, it can increase its profit by expanding the amount of labor it uses. Sim
ilarly, if the firm's employment is initially greater than N*, the marginal product of 
labor is less than the real wage (MPN < w*) and the firm can raise profits by reduc
ing employment. Only when employment equals N* will the firm be satisfied with the 
number of workers it has. More generally, for any real wage, the profit-maximizing 
amount of labor input labor demanded corresponds to the point at which the 
MPN curve and the real-wage line intersect. 

The graph of the relationship between the amount of labor demanded by a 
firm and the real wage that the firm faces is called the labor demand curve. Because 
the MPN curve also shows the amount of labor demanded at any real wage, the 
labor demand curve is the same as the MPN curve, except that the vertical axis 
measures the real wage for the labor demand curve and measures the marginal 
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product of labor for the MPN curve.9 Like the MPN curve, the labor demand 
curve slopes downward, indicating that the quantity of labor demanded falls as 
the real wage rises. 

This labor demand curve is more general than that in the example of The Clip 
Joint in a couple of ways that are worth mentioning. First, we referred to the 
demand for labor and not specifically to the demand for workers, as in The Clip 
Joint example. In general, labor, N, can be measured in various ways for example, 
as total hours worked, total weeks worked, or the number of employees depending 
on the application. Second, although we assumed in the example that The Clip 
Joint had to hire a whole number of workers, the labor demand curve shown in 
Fig. 3.5 allows labor, N, to have any positive value, whole or fractional. Allowing N 
to take any value is sensible because people may work fractions of an hour. 

Factors That  S h ift the La b o r  D e m a n d  C u rve 

Because the labor demand curve shows the relation between the real wage and the 
amount of labor that firms want to employ, changes in the real wage are repre
sented as movements along the labor demand curve. Changes in the real wage do 
not cause the labor demand curve to shift. The labor demand curve shifts in 
response to factors that change the amount of labor that firms want to employ at 
any given level of the real wage. For example, we showed earlier in this chapter that 
beneficial, or positive, supply shocks are likely to increase the MPN at all levels of 
labor input and that adverse, or negative, supply shocks are likely to reduce the 
MPN at all levels of labor input. Thus a beneficial supply shock shifts the MPN 
curve upward and to the right and raises the quantity of labor demanded at any 
given real wage; an adverse supply shock does the reverse. 

The effect of a supply shock on The Clip Joint's demand for labor can be illus
trated by imagining that the proprietor of The Clip Joint discovers that playing 
New Age music soothes the dogs. It makes them more cooperative and doubles the 
number of groomings per day that the same number of workers can produce. This 
technological improvement gives The Clip Joint a new production function, as 
described in Table 3.3. Note that doubling total output doubles the MPN at each 
employment level. 

The Clip Joint demanded two workers when faced with the original produc
tion function (Table 3.2) and a real wage of 8 groomings per day. Table 3.3 shows 
that the productivity improvement increases The Clip Joint's labor demand at the 
given real wage to four workers, because the MPN of the fourth worker (10 
groomings per day) now exceeds the real wage. The Clip Joint will not hire a fifth 
worker, however, because this worker 's MPN (6 groomings per day) is less than 
the real wage. 

The effect of a beneficial supply shock on the labor demand curve is shown 
in Fig. 3.6. The shock causes the MPN to increase at any level of labor input, so 
the MPN curve shifts upward and to the right. Because the MPN and labor 
demand curves are identical, the labor demand curve also shifts upward and to 
the right, from N01 to N02 in Fig. 3.6. When the labor demand curve is N02, the 
firm hires more workers at any real wage level than when the labor demand 

9Recall that the real wage and the MPN are measured in the same units, goods per unit of labor. 
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Figure 3.6 
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Table 3.3 

The Clip Joint's Production Function After a Beneficial Productivity Shock 

(1) (2) (3) (4) 
Marginal revenue 
product of labor, 

Marginal MRPN = MPN x P  
Number of Number of dogs product of (when P = $30 
workers, N groomed, Y labor, MPN per grooming) 

0 0 
22 $660 

1 22 
1 8  $540 

2 40 
14 $420 

3 54 
1 0  $300 

4 64 
6 $ 1 80 

5 70 
2 $60 

6 72 

curve is N01• Thus worker productivity and the amount of labor demanded are 
closely linked. 

Another factor that may affect labor demand is the size of the capital stock. 
Generally, an increase in the capital stock, K by giving each worker more 
machines or equipment to work with raises workers' productivity and increases 
the MPN at any level of labor. Hence an increase in the capital stock will cause the 
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Factors That Shift the Aggregate Labor Demand Curve 

An increase in 

Productivity 

Capital stock 

Causes the labor 
demand curve to shift 

Right 

Right 

Reason 

Beneficial supply shock increases f>1PN and 
shifts f>1PN curve up and to the right. 

Higher capital stock increases {llfPN and 
shifts f>1PN curve up and to the right. 

labor demand curve to shift upward and to the right, raising the amount of labor 
that a firm demands at any particular real wage W 

Aggregate La bor  D e m a n d  

So far we have focused on the demand for labor by an individual firm, such as The 
Clip Joint. For macroeconomic analysis, however, we usually work with the con
cept of the aggregate demand for labor, or the sum of the labor demands of all the 
firms in an economy. 

Because the aggregate demand for labor is the sum of firms' labor demands, 
the factors that determine the aggregate demand for labor are the same as those for 
an individual firm. Thus the aggregate labor demand curve looks the same as the 
labor demand curve for an individual firm (Fig. 3.5). Like the firm's labor demand 
curve, the aggregate labor demand curve slopes downward, showing that an 
increase in the economywide real wage reduces the total amount of labor that 
firms want to use. Similarly, a beneficial supply shock or an increase in the aggre
gate capital stock shifts the aggregate labor demand curve upward and to the 
right; an adverse supply shock or a drop in the aggregate capital stock shifts it 
downward and to the left. The factors affecting aggregate labor demand are listed 
for convenience in Summary table 3. 

3.3 The Supp ly  of Labor 

The demand for labor is determined by firms, but the supply of labor is determined 
by individuals or members of a family making a joint decision. Each person of 
working age must decide how much (if at all) to work in the wage-paying sector of 
the economy versus non-wage-paying alternatives, such as taking care of the home 
and children, going to school, or being retired. The aggregate supply of labor is the 
sum of the labor supplied by everyone in the economy. 

Recall that, in determining how much labor to demand, firms compare the costs 
and benefits of hiring additional workers. Similarly, in deciding how much to work, 
an individual should weigh the benefits against the costs of working. Beyond any 
psychological satisfaction gained from having a job, the principal benefit of working is 
the income earned, which can be used to buy necessities and luxuries. The principal 

lOAn increase in the capital stock may reduce the demand for labor if the new capital substitutes for 
the use of labor. For example, the installation of automatic tollbooths has reduced the marginal product 
of toll takers and thus the demand for these workers. 
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cost of working is that it involves time and effort that are no longer avaiJable for other 
activities. Economists use the term leisurell for aU off-the-job activities, including 
eating, sleeping, working around the house, spending time with family and friends, 
and so on. To make themselves as well off as possible, individuals should choose to 
supply labor up to the point at which the income obtained from working an extra 
hour just makes up for the extra hour of leisure they have to forgo. 

The I n c o me-Le i s u re Tra d e-off 

To illustrate how the trade-off between income and leisure affects the labor supply 
decision, let's look at an example. Consider a tennis instructor named Ace who 
offers tennis lessons. After paying taxes and job-related expenses, Ace can earn $35 
per hour, which we will call his (after-tax) nominal wage rate. Ace enjoys a repu
tation as an outstanding tennis instructor and could work as many hours per year 
as he chooses. He is reluctant to work too much, however, because every day he 
spends teaching tennis means one less day available to devote to his real passion, 
skydiving. The decision Ace faces is how many hours to work this year or, in 
other words, how much labor to supply. 

Ace approaches this question by asking himself: Economically speaking, what 
really makes me happy? After a little reflection, Ace concludes that his level of hap
piness, or utility, depends on the amount of goods and services he consumes and on 
the amount of leisure time he has available to jump out of airplanes. His question 
can therefore be recast as follows: How much should I work this year so as to 
obtain the highest possible level of utility? 

To find the level of labor supply that maximizes his utility, Ace must compare the 
costs and benefits of working an extra hour. The cost of an extra hour of work is the loss 
of an hour of leisure; this cost can be measured as the loss in utility that Ace experiences 
when he must work for an hour instead of skydive. The benefit of working an extra 
hour is an increase of $35 in income, which allows Ace to enjoy more consumption. 

If the benefit of working an extra hour (the utility gained from extra income) 
exceeds the cost (the utility lost by reducing leisure), Ace should work the extra 
hour. In fact, he should continue to increase his time at work until the utility he 
receives from the additional income of $35 just equals the loss of utility associated 
with missing an hour of leisure. Ace's labor supply at that point is the one that max
imizes his utilityP Using the idea that the labor supply decision results from a 
trade-off of leisure against income, we can discuss factors that influence the amount 
of labor supplied by Ace. 

R e a l  Wages a n d  La b o r  S u p p l y  

The real wage is the amount of real income that a worker receives in exchange for 
giving up a unit of leisure (an hour, a day, or a week, for example) for work. It is an 
important determinant of the quantity of labor that is supplied. 

"The term leisure does not imply that all off-the-job activities (housework or schoolwork, for example) 
are "leisurely"! 
12Not everyone can choose his or her labor supply as flexibly as Ace; for example, some jobs are avail
able for forty hours a week or not at all. Nevertheless, by choosing to work overtime, part-time, or at 
a second job, or by varying the number of family members who are working, households do have a 
significant amount of latitude over how much labor to supply. 
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Generally, an increase in the real wage affects the labor supply decision in two 
ways. First, an increase in the real wage raises the benefit (in terms of additional 
real income) of working an additional hour and thus tends to make the worker 
want to supply more labor. The tendency of workers to supply more labor in 
response to a higher reward for working is called the substitution effect of a 
higher real wage on the quantity of labor supplied. 

Second, an increase in the real wage makes workers effectively wealthier 
because for the same amount of work they now earn a higher real income. Someone 
who is wealthier will be better able to afford additional leisure and, as a result, will 
supply less labor. The tendency of workers to supply less labor in response to 
becoming wealthier is called the income effect of a higher real wage on the quan
tity of labor supplied. Note that the substitution and income effects of a higher real 
wage operate in opposite directions, with the substitution effect tending to raise the 
quantity of labor supplied and the income effect tending to reduce it. 

A Pure Su bstitut ion  Effect: A One-Day Rise i n  the Real  Wage.  We can illus
trate the substitution effect by supposing that, after some consideration, Ace 
decides to work forty-eight hours per week, by working eight hours per day for six 
days each week. He leaves every Wednesday free to go skydiving. Although Ace 
could work and earn $35 per hour each Wednesday, his highest utility is obtained 
by taking leisure on that day instead. 

Now imagine that one Tuesday, an eccentric tennis player calls Ace and 
requests a lesson on Wednesday to help him prepare for a weekend amateur tour
nament. He offers Ace his regular wage of $35 per hour, but Ace declines, explain
ing that he plans to go skydiving on Wednesday. Not willing to take "no" for an 
answer, the tennis player then offers to pay Ace $350 per hour for an all-day lesson 
on Wednesday. When Ace hears this offer to work for ten times his usual wage rate, 
he thinks: "I don't get offers like this one every day. I'll go skydiving some other 
day, but this Wednesday I'm going to work." 

Ace's decision to work rather than skydive (that is, to substitute labor for 
leisure) on this particular Wednesday represents a response to a very high reward, 
in terms of additional income, that each additional hour of work on that day will 
bring. His decision to work the extra day results from the substitution effect. 
Because receiving a very high wage for only one day doesn't make Ace substan
tially wealthier, the income effect of the one-day wage increase is negligible. Thus 
the effect of a one-day increase in the real wage on the quantity of labor supplied 
by Ace is an almost pure example of the substitution effect. 

A P u re Income Effect: W i n n i ng the Lottery. In addition to skydiving, Ace 
enjoys playing the state lottery. As luck would have it, a week after spending 
the Wednesday teaching the eccentric tennis player, Ace wins $300,000 in the state 
lottery. Ace's response is to reduce his workweek from six to five days, because 
the additional $300,000 of wealth enables him to afford to take more time off from 
work and so he does. Because the lottery prize has made him wealthier, he 
reduces his labor supply. As the lottery prize does not affect the current reward 
for giving up an hour of leisure to work Ace's real wage is still $35 per hour'
there is no substitution effect. Thus, winning the lottery is an example of a pure 
income effect. 
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Another example of a pure income effect is an increase in the expected future real 
wage. Suppose that the aging termis pro at the posh country club in Ace's community 
announces that he will retire the following year, and the country club agrees to hire Ace 
beginning one year from now. Ace will earn $50 per hour (after taxes) for as many 
hours as he wants to teach termis 13 Ace recognizes that this increase in his future wage 
has effectively made him wealthier by increasing the future income he will receive for 
any given amount of labor supplied in the future. Looking at his lifetime income, Ace 
realizes that he is better able to afford leisure today. That is, the increase in the future 
real wage has an income effect that leads Ace to reduce his current labor supply. 
Because this increase in the future wage does not change Ace's current wage, and thus 
does not affect the current reward for giving up an hour of leisure to work an addi
tional hour, there is no substitution effect on Ace's current labor supply. Thus the 
increase in the future real wage has a pure income effect on Ace's labor supply. 

The S u bst itu t ion  Effect a n d  the  I n c o m e  Effect To g ether :  A Long -Te rm 
Increase i n  the Rea l  Wage. The aging tennis pro at the country club quits sud
denly, and the country club asks Ace to start work immediately. Ace accepts the offer 
and earns $50 per hour (after taxes) for as many hours as he wants to teach tennis. 

On his new job, will Ace work more hours or fewer hours than he did before? 
In this case, the two effects work in opposite directions. On the one hand, because 
the reward for working is greater, Ace will be tempted to work more than he did 
previously. This tendency to increase labor supply in response to a higher real 
wage is the substitution effect. On the other hand, at his new, higher wage, Ace can 
pay for food, rent, and skydiving expenses by working only three or four days each 
week, so he is tempted to work less and spend more time skydiving. This tendency 
to reduce labor supply because he is wealthier is the income effect. 

Which effect wins? One factor that will influence Ace's decision is the length of 
time he expects his new, higher wage to last. The longer the higher wage is expected 
to last, the larger its impact on Ace's lifetime resources is, and the stronger the income 
effect is. Thus, if Ace expects to hold the new job until he retires, the income effect is 
strong (he is much wealthier) and he is more likely to reduce the amount of time that 
he works. In contrast, if Ace believes that the job may not last very long, the income 
effect is weak (the increase in his lifetime resources is small) and he may choose to 
work more so as to take advantage of the higher wage while he can. In general, the 
longer an increase in the real wage is expected to last, the larger the income effect is 
and the more likely it is that the quantity of labor supplied will be reduced. 

Empir ica l  Evidence o n  Real  Wages and Labor Supp ly. Because of conflicting 
income and substitution effects, some ambiguity exists regarding how a change in 
the real wage will affect labor supply. What is the empirical evidence? 

Research on labor supply generally shows that the aggregate amount of labor 
supplied rises in response to a temporary increase in the real wage but falls in 
response to a permanent increase in the real wage.14 The finding that a temporary 

13We assume that zero inflation is expected over the next year, so the $50 per hour wage rate in the 
following year is an increase in Ace's real wage rate as well as an increase in his nominal wage rate. 
"For a detailed review of research on labor supply, see the article by Richard Blundell and Thomas 
MaCurdy, "Labor Supply: A Review of Alternative Approaches," in O. Ashenfelter and D. Card, eds., 
Handbook of Labor Economics, volume 3 (Amsterdam: North-Holland, 1999), pp. 1559-1695. 
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increase in the real wage raises the amount of labor supplied confirms the substi
tution effect: If the reward for working rises for a short period, people will take 
advantage of the opportunity to work more. The result that a permanent increase 
in the real wage lowers the aggregate amount of labor supplied indicates that for 
long-lived increases in the real wage, the income effect outweighs the substitution 
effect: If permanently higher wages make workers much better off, they will choose 
to work less. The size of these effects depends on a person's family situation 
(married or not and whether the family has children) and the tax rate (which deter
mines how much income can be kept after taxes are paid). 

The La b o r  S u p p ly C u rve 

We have discussed how the amount of labor supplied by an individual depends on 
the current and expected future real wage rates. The labor supply curve of an indi
vidual relates the amount of labor supplied to the current real wage rate, holding 
constant all other factors (induding the expected future real wage rate) that affect 
the amount of labor supplied. Figure 3.7 presents a graph of a typical labor supply 
curve. The current real wage is measured on the vertical axis, and the amount of 
labor supplied is measured on the horizontal axis. The labor supply curve slopes 
upward because an increase in the current real wage (holding constant the expected 
future real wage) leads to an increase in the amount of labor supplied. 

Factors That S hift the Labor Supp ly Curve. Any factor that changes the amount 
of labor supplied at a given level of the current real wage shifts the labor supply 
curve. Specifically, any factor that increases the amount of labor supplied at a given 
level of the real wage shifts the labor supply curve to the right, and any factor that 
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Figure 3.8 
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decreases the amount of labor supplied at a given real wage shifts the labor supply 
curve to the left. We have already discussed how an increase in wealth (say, from 
winning the lottery) has a pure income effect that reduces the amount of labor sup
plied at a given real wage. Thus, as shown in Fig. 3.8, an increase in wealth shifts 
the labor supply curve to the left. We have also discussed how an increase in the 
expected future real wage has a pure income effect that reduces the amount of labor 
supplied at a given real wage. Figure 3.8 also depicts the response of the labor 
supply curve to an increase in the expected future real wage. 

Aggre ga te Labor  S u p p ly 

As we mentioned earlier, the aggregate supply of labor is the total amount of labor 
supplied by everyone in the economy. Just as the quantity of labor supplied by an 
individual rises when the person's current real wage rises, the aggregate quantity 
of labor supplied increases when the economywide real wage rises. An increase in 
the current economywide real wage raises the aggregate quantity of labor supplied 
for two reasons. First, when the real wage rises, people who are already working 
may supply even more hours by offering to work overtime, by changing from 
part-time to full-time work, or by taking a second job. Second, a higher real wage 
may entice some people who are not currently in the labor force to decide to look 
for work. Because higher current real wages induce people to want to work more, 
the aggregate labor supply curve which shows the relation between the aggregate 
amount of labor supplied and the current real wage slopes upward. 

Factors other than the current real wage that change the amount of labor that 
people want to supply cause the aggregate labor supply curve to shift. Summary 
table 4 lists the factors that shift aggregate labor supply. We have discussed the first 
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Factors That Shift the Aggregate Labor Supply Curve 

An increase in 

Wealth 

Expected future 
real wage 

Working-age 
population 

Participation rate 

Causes the labor 
supply curve to shift Reason 

Left Increase in wealth increases amount 
of leisure workers can afford. 

Left Increase in expected future real 
wage increases amount of leisure workers 
can afford. 

Right Increased number of potential workers 
increases amount of labor supplied. 

Right Increased number of people wanting to 
work increases amount of labor supplied. 

two factors in the table, wealth and the expected future real wage. Aggregate labor 
supply will also increase if the country's working-age population increases (for 
example, because of an increased birth rate or immigration), or if changes in the 
social or legal environment cause a greater proportion of the working-age popula
tion to enter the labor force (increased labor force participation). For example, evolv
ing attitudes about the role of women in society contributed to a large increase in the 
number of women in the U.s. labor market from the late 1960s to the mid-1990s; 
and the elimination of mandatory retirement in many fields may increase the 
participation rates of older workers. 

Comparing U.S. and European Labor Markets 

Most of our discussion in this chapter relates to the labor market in the United 
States, but the same theory and analysis apply to other countries. Although the 
theory is the same, there are many differences in labor market institutions and 
government policy between the United States and other countries. In this applica
tion, we compare U.s. and European labor markets. 

Economists have studied Europe's labor markets with particular interest in the 
past decade because unemployment rates in the United States and Europe were 
similar in the 1970s and early 1980s but have diverged since then. In the 1990s, the 
unemployment rate fell to a low level in the United States but rose to high levels in 
several European countries, as Figure 3.9 illustrates. By 2005, the U.s. unemploy
ment rate of 5.1 % was well below the rates of most countries in Europe. Why has 
the U.s. labor market performed so well while most European labor markets have 
stagnated? 

Research has suggested several possible reasons for high unemployment in 
Europe. These include generous unemployment insurance systems, high income 
tax rates, and government policies that interfere with labor markets. We consider 
these possible factors in turn. 



86 Chapter 3 Productivity, Output, and Employment 

Figure 3.9 
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European countries generally have more generous unemployment insurance 
systems than the United States. For one thing, the replacement rate the fraction of 
lost wages a worker receives as unemployment payments is higher in Europe 
than in the United States. Also, unemployed European workers can receive unem
ployment payments for a longer period than can unemployed U.s. workers. As a 
result, unemployed workers have a strong incentive to remain unemployed longer 
in Europe, and so the unemployment rate is higher. 

Some economists have challenged the view that Europe's generous unem
ployment benefits have caused the high unemployment. They point out that 
Europe has had generous unemployment benefits for many decades, but that the 
high unemployment rates (relative to U.s. rates) began only in the mid-1980s for 
most countries. However, according to Lars Ljungqvist and Thomas Sargent, 
European unemployment was lower in earlier decades because the economy was 
tranquil in the 1950s to 1970s, before becoming much more turbulent in the 1980s 
and 1990S 15 Although there had been no need to do so in earlier decades, workers 
took advantage of the system of unemployment benefits as the chances of losing a 
job increased. 

A country that refonns its unemployment benefits system can bring its unem
ployment rate down substantially. Two cases in point are Ireland and the Nether
lands. Both countries engaged in major reforms in the 1990s, substantially reducing 
the generosity of unemployment benefits.16 Ireland's unemployment rate declined 

l5"A Supply-Side Explanation of European Unemployment," Federal Reserve Bank of Chicago, 
Ecol1omic Perspectives (September 1996), pp. 2-15. 

'''See the article by Cedric Tille and Kei-Mu Yi, "Curbing Unemployment in Europe: Are There 
Lessons from Ireland and the Netherlands?" Federal Reserve Bank of New York, Curre11t issues in 
Economics and Finance (May 2001). 
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from 15.6% in 1993 to 4.3% in 2005, while the Netherlands' unemployment rate fell 
from 7.7% in 1982 to 2.2% in 200l. 

In Ireland and the Netherlands, however, reform of the unemployment bene
fits system was not the only change. Ireland reduced income tax rates, and the 
Netherlands reduced government restrictions on part-time work. 

Recall now that some economists think that it is the high income tax rates in 
most European countries that largely explain Europe's weak labor markets. 
Notable in this group is Nobel laureate Edward Prescott. High income tax rates, 
Prescott points out, give people little incentive to workY Prescott suggests that 
differences in tax rates are the main reason why Americans work so much relative 
to Europeans: Americans get to keep more of what they earn and give less to the 
government. 

Also recall that other researchers have emphasized government meddling in 
labor markets as a factor in Europe's high unemployment. Governments in Europe 
generally do interfere more in labor markets than is the case in the United States. 
For example, some European countries restrict firms' ability to fire workers. This 
restriction causes labor supply to shift to the right and labor demand to shift to the 
left. As we will consider in Chapter 11, when this happens and when wages cannot 
decline to clear the labor market, unemployment increases. European governments 
have interfered in the labor market in other ways as well. The Netherlands' gov
ernment, for example, restricted part-time work. When the government loosened 
those restrictions beginning in 1982, many more women immediately entered the 
labor force than before, and the unemployment rate of women fell dramatically 
because labor demand increased even more than labor supply. 

Thus, there is significant evidence that unemployment rates are high in Europe 
relative to the United States because of generous unemployment benefits, high tax 
rates, and laws that restrict part-time work. Countries that have removed these 
impediments to the labor market have experienced lower unemployment rates. In 
fact, in 2005, the unemployment rates in Ireland and the Netherlands were lower 
than the unemployment rate in the United States, whereas the opposite is true for 
most other European countries. 

17See Edward C. Prescott, "Why Do Americans Work So Much More Than Europeans?" Federal 
Reserve Bank of Minneapolis, Quarterly Review (July 2004), pp. 2-13. 

3.4 Labor Market Equilibrium 

Equilibrium in the labor market requires that the aggregate quantity of labor 
demanded equal the aggregate quantity of labor supplied. The basic supply
demand model of the labor market introduced here (called the classical model of the 
labor market) is based on the assumption that the real wage adjusts reasonably 
quickly to equate labor supply and labor demand. Thus, if labor supply is less 
than labor demand, firms competing for scarce workers bid up the real wage, 
whereas if many workers are competing for relatively few jobs, the real wage will 
tend to fall. 
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Figure 3 .10 
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Labor market equilibrium is represented graphically by the intersection of the 
aggregate labor demand curve and the aggregate labor supply curve at point E 
in Fig. 3.10. The equilibrium level of employment, achieved after the complete 
adjustment of wages and prices, is known as the full-employment level of 
employment, N. The corresponding market-clearing real wage is w. 

Factors that shift either the aggregate labor demand curve or the aggregate 
labor supply curve affect both the equilibrium real wage and the full-employment 
level of employment. An example of such a factor is a temporary adverse supply 
shock. A temporary adverse supply shock because of, say, a spell of unusually 
bad weather decreases the marginal product of labor at every level of employ
ment. As Fig. 3.11 shows, this decrease causes the labor demand curve to shift to the 
left, from NOI to N02 Because the supply shock is temporary, however, it is not 
expected to affect future marginal products or the future real wage, so the labor 
supply curve doesn't shift. Equilibrium in the labor market moves from point A to 
point B. Thus the model predicts that a temporary supply shock will lower both the 
current real wage (from WI to w2) and the full-employment level of employment 
(from NI to NJ 

The classical supply-demand model of the labor market has the virtue of sim
plicity and is quite useful for studying how economic disturbances or changes in 
economic policy affect employment and the real wage. However, a significant 
drawback of this basic model is that it cannot be used to study unemployment. 
Because it assumes that any worker who wants to work at the equilibrium real 
wage can find a job, the model implies zero unemployment, which never occurs. 
We discuss unemployment later in this chapter, but in the meantime we will con
tinue to use the classical supply-demand model of the labor market. 
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By combining labor market equilibrium and the production function, we can deter
mine the amount of output that firms want to supply. Full-employment output, Y, 
sometimes called potential output, is the level of output that firms in the economy 
supply when wages and prices have fully adjusted. Equivalently, full-employment 
output is the level of output supplied when aggregate employment equals its full
employment level, N. Algebraically, we define full-employment output, Y, by using 
the production function (Eq. 3.1) :  

Y = AF(K, N). (3.4) 

Equation (3.4) shows that, for constant capital stock, K, full-employment output 
is determined by two general factors: the full-employment level of employment, N, 
and the production function relating output to employment. 

Anything that changes either the full-employment level of employment, N, or 
the production function will change full-employment output, Y. For example, an 
adverse supply shock that reduces the MPN (Fig. 3.11) works in two distinct ways 
to lower full-employment output: 

1. The adverse supply shock lowers output directly, by reducing the quantity of 
output that can be produced with any fixed amounts of capital and labor. 
This direct effect can be thought of as a reduction in the productivity measure 
A in Eq. (3.4). 

2. The adverse supply shock reduces the demand for labor and thus lowers the 
full-employment level of employment N, as Fig. 3.11 shows. A reduction in N 
also reduces full-employment output, Y, as Eq. (3.4) confirms. 
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Figure 3. 1 2  

Relative price of 
energy, 1960-2005 
The figure shows the 
producer price index of 
fuels and related products 
and power (an index of 
energy prices paid by 
producers) relative to the 
CDP deflator. Note the 
impact of the 1973-1974, 
1979-1980, and 2003--2005 
oil shocks and the decline 
in energy prices in the 
first half of the 1980s. 
Sources: Producer price index 
for fuels and related products 
and power from FRED data
base, series PPJENG; GOP 
deflator from FRED database, 
series GDPDEF. Data were 
scaled so that the relative 
price of energy equals 100 
in year 2000. 

Output, Employment, and the Real Wage During Oil Price Shocks 

Among the most severe supply shocks hitting the U.s. and world economies since 
World War II were sharp increases in the prices of oil and other energy products. 
Figure 3.12 shows how the price of energy paid by firms, measured relative to the 
CDP deflator (the general price level of all output), varied during the period 
1960-2005. Three adverse oil price shocks stand out: one in 1973-1974, when the 
Organization of Petroleum Exporting Countries (OPEC) first imposed an oil 
embargo and then greatly increased crude oil prices; a second in 1979-1980, after 
the Iranian revolution disrupted oil supplies; and a third in 2003-2005, when 
surging demand for oil by large rapidly developing countries such as China and 
India, combined with weak supply (because of insufficient production capacity, 
hurricanes that damaged Gulf of Mexico production, and geopolitical concerns in 
the Middle East, Russia, Venezuela, and Nigeria) caused the price of oil to rise 
sharply. The 1979-1980 oil price shock turned out to be temporary, as energy 
prices subsequently fell. The increase in oil prices following Iraq's invasion of 
Kuwait in August 1990 had less of an impact on overall energy prices than the 
three oil price shocks mentioned above and thus doesn't appear as much more 
than a blip in Fig. 3.12. 

When energy prices rise, firms cut back on energy use, implying that less 
output is produced at any particular levels of capital and labor. An increase in 
energy prices is therefore an adverse supply shock. How large is the effect on CDP 
from an oil price shock? It is difficult to disentangle everything else going on in the 
economy when such a shock occurs, and the outcome depends on the govern
ment's policy response. But empirical research suggests that an increase of 10% in 
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the price of oil reduces GDP by about 0.4 percentage points .'S Thus the 50% 
increase in oil prices from 2002 to 2005 leads GDP to be about 2% lower than it 
would have been in the absence of the increase in oil prices. 

Our analysis predicts that an adverse supply shock will lower labor demand, 
reducing employment and the real wage, as well as reducing the supply of output. In 
fact, the economy went into recession following the 1973-1974, the 1979-1980, and 
the 1990 oil shocks, with negative GDP growth each time. In each case, employment 
and the real wage fell. The real wage declined by about 5% between 1973 and 1975, 
by more than 8% between 1978 and 1981, and by more than 2% between 1989 and 
1991. Care must be taken in interpreting these results because macroeconomic poli
cies and other factors were changing at the same time; however, our model appears 
to account for the response of the economy to these major oil price increases. 

ISSee Charles T. Carlstrom and TImothy S. Fuerst, "Oil Prices, Monetary Policy, and the Macroeconomy," 
Federal Reserve Bank of Cleveland, Ecol1omic Commel1tary (July 2005), and John Fernald and Bharat 
Trehan, "Why Hasn't the Jump in Oil Prices Led to a Recession?" Federal Reserve Bank of San 
Francisco, Ecol1omic Letter, Number 2005-31, November 18, 2005. 

Technical Change and Wage Inequality 

Because many families have little income other than wage income, trends in real 
wages have important implications for the standard of living of a large segment of the 
society. During the first twenty-five years after World War II, real wages in the United 
States grew strongly. Since about 1970, however, there have been two disturbing 
trends: (1) overall real wage growth has slowed considerably; and (2) real wages have 
become more unequal, with wages of the best-paid workers continuing to rise but 
wages of the worst-paid workers actually falling substantially in real terms. 

The explanations offered by most economists for both trends focus on the pat
tern of technological change. The overall slowdown in real wage growth is gener
ally attributed to the slowdown in productivity growth in the U.s. economy over 
the period from 1970 to 1995 (discussed in the Application "The Production Func
tion of the U.s. Economy and U.s. Productivity Growth," p .  64). Because of slow 
productivity growth, the marginal product of labor, MPN, and thus labor demand 
have grown slowly. Coupled with relatively rapid increases in labor supply (the 
fraction of the adult population in the work force has risen from about 60% to 
more than 66% during this period), slow growth in labor demand has held down 
the growth of real wages. In Chapter 6, we further discuss the general slowdown in 
productivity growth and its implications. 

Some economists link the rising inequality in real wages to the character, not 
the pace, of technical change. In particular, they argue that technical change during 
the past two decades has been skill-biased, meaning that it has raised the produc
tivity of highly trained or educated workers more than that of the less skilled.19 

19This conclusion is drawn by, among others, John Bound and George Johnson, "Changes in the 
Structure of Wages in the 1980's: An Evaluation of Alternative Explanations," America1l Economic 
Review, June 1992, pp. 371-392. 
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Figure 3. 1 3  

The effects of skiJI-biased technical change on wage inequality 
The supply and demand for skilled labor are shown in (a), and the supply and demand for unskilled labor are shown in (b). 
The initial equilibrium is shown as point A in both parts. Because skilled workers have a higher MPN than unskilled workers 
do, their real wage is higher. 

A skill-biased technical change increases the MPN of skilled workers relative to the MPN of unskilled workers. A rise in 
the MPN of skilled workers raises the demand for skilled labor from NO;, to NO;, in (a). If the MPN of unskilled workers actually 
falls, demand for unskilled labor falls, from NO:,"" to NO�n.' in (b). At the new equilibrium, point B in both parts, the wages 
of skilled workers have risen relative to those of unskilled workers. 

For example, some new manufacturing techniques rely considerably more on 
worker initiative and problem solving than did the traditional assembly-line 
approach and thus require more highly skilled workers. Computerization is 
another development that has in many cases increased the productivity of more 
skilled workers while squeezing out those without the education or training to 
use this new tool effectively. For example, a study by Alan Krueger of Princeton 
University found that workers who are able to use computers in their jobs enjoy 
a 10% to 15% wage premium over similar workers who are not trained to use 
computers 20 

Figure 3.13 illustrates the labor market effects of a skill-biased technical change. 
Here we drop the simplifying assumption made earlier that all workers are identical 

2O"How Computers Have Changed the Wage Structure: Evidence from Microdata, 1984-1989," Quarterly 
Joumal of Economics, February 1993, pp. 33-60. 
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and instead allow for two types of workers, skilled and unskilled 21 Supply and 
demand for each type of worker are shown separately, with the market for skilled 
workers shown in Fig. 3.13(a) and the market for unskilled workers shown in 
Fig. 3.13(b). The supply of each type of worker reflects the number of people in the 
labor force with each level of skills. For simplicity, and to focus on the effects of a 
skill-biased technical change, we ignore population growth and changing partici
pation rates and assume that the labor supply curves are fixed. The demand for 
each type of worker depends on the MPN of that type of worker, for constant cap
ital stock and number of employed workers of the other type. 

The initial labor demand curves are ND!k in Fig. 3.13(a) and ND�nsk in Fig. 
3.13(b), and the initial labor market equilibrium is at point A in both parts. The real 
wages of skilled workers are higher than those of unskilled workers [that is, the 
equilibrium real wage at point A in Fig. 3.13(a) is higher than the equilibrium real 
wage at point A in Fig. 3.13(b)]. This difference reflects the higher MPN and lower 
supply of skilled workers, relative to unskilled workers. 

A skill-biased technical change, such as the introduction of computers, raises 
the MPN of skilled workers (who can accomplish more with the aid of a computer 
than they could without one) but reduces the MPN of unskilled workers (who do 
not have the training to be productive in a computerized workplace). Because the 
MPN curve and the demand curve for labor are the same, this technical change 
raises the demand for skilled workers [from ND!k to ND;k in Fig. 3.13(a)] but 
reduces the demand for unskilled workers [from ND�nsk to ND�nsk in Fig. 3.13(b )] .  
At the new equilibrium, at point B in both parts, skilled workers' real wages and 
employment have risen, and the wages and employment of the unskilled have 
fallen. The increased wage inequality predicted by this analysis is consistent with 
the increase in wage inequality in the United States over the past three decades. 

21With two types of workers, there are three factors of production: capital, skilled labor, and unskilled 
labor. The production function thus becomes Y::: AF(K, Nskl Nunsk)' where Nsk is the number of skilled 
and NUllSk the number of unskilled workers employed. A skill-biased technical change changes the 
function F so that the marginal product of skilled workers rises relative to the marginal product of 
unskilled workers. 

3.5 Unemployment 

Our classical model of the labor market, which relies on supply-demand analysis, 
is useful for studying the wage rate and the level of employment in an economy 
and for showing how these variables are linked to output and productivity. How
ever, this model of the labor market is based on the strong assumption that, when 
the labor market is in equilibrium, all workers who are willing to work at the 
prevailing wage are able to find jobs. In reality, of course, not everyone who would 
like to work has a job; there is always some unemployment. The existence of unem
ployment implies that, at any time, not all of society's labor resources are actively 
involved in producing goods and services. 

We discuss the problem of unemployment several times in this book, notably 
in Chapter 12. Here we introduce the topic by presenting some basic facts about 
unemployment and then turning to a preliminary economic analysis of it. 
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M e a s u r i n g  U n e m p l oyment 

To estimate the unemployment rate in the United States, each month the Bureau of 
Labor Statistics (BLS) surveys about 60,000 households. Each person over age 16 in 
the surveyed households is assigned to one of three categories: 

1. employed, if the person worked full-time or part-time during the past week (or 
was on sick leave or vacation from a job); 

2. unemployed, if the person didn't work during the past week but looked for 
work during the past four weeks; or 

3. not in the labor force, if the person didn't work during the past week and didn't 
look for work during the past four weeks (examples are full-time students, 
homemakers, and retirees). 

Table 3.4 shows the number of people in each category in May 2006. (Good 
sources for these and other data about the labor market are described in the box "In 
Touch with the Macroeconomy: Labor Market Data," p. 95.) In that month there were 
144.0 million employed and 7.0 million unemployed workers. The labor force consists 
of all employed and unemployed workers, so in May 2006 it totaled 151.0 million 
workers (144.0 million employed plus 7.0 million unemployed). The adult (over age 16) 
population in May 2006 was 228.4 million, which leaves 77.4 million adults not in the 
labor force (total population of 228.4 million less 151.0 million in the labor force). 

Some useful measures of the labor market are the unemployment rate, the 
participation rate, and the employment ratio. The unemployment rate is the frac
tion of the labor force that is unemployed. In May 2006, the unemployment rate 
was 4.6% (7.0 million unemployed divided by 151.0 million in the labor force). 
Figure 1.3 shows the U.s. unemployment rate for the period since 1890. 

The fraction of the adult population in the labor force is the participation rate. Of 
the 228.4 million adults in the United States in May 2006, 151.0 million were in the 
labor force, so the participation rate was 66.1 % (because 151.0/228.4 = 0.661 = 66.1 %). 

The employment ratio is the employed fraction of the adult population. In 
May 2006 the employment ratio was 63.0% (144.0 million employed divided by the 

Table 3.4 

Employment Status of the U.S. Adult Population, May 2006 

Category 

Employed workers 

Unemployed workers 

Labor force 
(employed + unemployed workers) 

Not in labor force 

Adult population 
(labor force + not in labor force) 

Number 
(millions) 

1 44.0 

7.0 

1 5 1 .0 

77.4 

228.4 

Note: Figures may not add up because of rounding. 

Source: The Employment Situation, May 2006, Table A. 

Share of labor 
force (percent) 

95.4 

4.6 
(unemployment rate) 

1 00.0 

Share of adult 
population (percent) 

63.0 
(employment ratio) 

3.1 

66.1 
(participation rate) 

33.9 

100.0 
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5 Labor Market Data 
::> 
o Government agencies collect and distribute a remark
I- able variety of data pertaining to the labor market. A 
Z useful summary of labor market data can be found in - The Employment Situation, a monthly report issued by 

the Bureau of Labor Statistics (available online a t  
www.bls.gov/news.release/pdf/empsit.pdf). This report, 
which is usually released on the first Friday of the 
month, includes data for the previous month on 
employment, unemployment, average hours worked 
each week, and average weekly and hourly earnings. 
The data are presented for the aggregate U.s. economy 
and for various categories of workers based on age, 
gender, race, occupation, and industry. Many of these 
data are later reprinted in a variety of sources, including 
Employment and Earnings, the Economic Report of the Pres
ident, and electronic databases such as the FRED data
base at research.stlouisfed.orglfred. 

The data in The Employment Situation are obtained 
from two different surveys, a household survey and an 
establishment survey. The household survey is the 
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monthly survey described in this chapter and is used to 
calculate employment and the unemployment rate. The 
establishment survey (also known as the payroll survey) 
is based on the responses of almost 400,000 business 
establishments about their employment, hours worked, 
and employee earnings. 

Both the household survey and the establishment 
survey provide information on employment, but they 
sometimes give conflicting signals about what happened 
to employment in the previous month. An important 
difference between the two surveys is that the establish
ment survey counts jobs whereas the household survey 
counts people. Thus a worker with two jobs could be 
counted twice in the establishment survey but only once in 
the household survey. The employment data from the 
establishment survey are more comprehensive and are 
more closely related to output than are the employment 
data from the household survey.' However, the house
hold survey provides information about unemployment 
and the establishment survey doesn't. 

'See Robert Ingenito and Bharat Trehan, "Using Monthly Data to Predict Quarterly Output," Federal Reserve Bank of San 
Francisco, Ecollomic Review, 1996, no. 3: pp. 3-11. 

adult population of 228.4 million). With an employment ratio of 63.0%, 37.0% of the 
adult population was not employed in May 2006. Of this 37.0%, 3.1% reflected 
unemployment and the remaining 33.9% reflected people not in the labor force. 
Thus a large majority of adults who are not employed at any given time are not in 
the labor force rather than unemployed. 

C h a n g e s  i n  E m pl oyment Status 

The labor market is in a constant state of flux. Even when the unemployment rate 
remains unchanged from one month to the next, during the month hundreds of 
thousands of U.s. workers become unemployed and hundreds of thousands 
become employed. 

Figure 3.14 shows how workers change their employment status (that is, 
whether they are employed, unemployed, or not in the labor force) in a typical 
month. The arrows between each pair of boxes represent changes from one 
employment status to another, and the number on each arrow shows the fraction 
of the people in one status that switch to the other status in a typical month.22 

22Figure 3.14 makes use of data on employed and unemployed people and people not in the labor 
force from Table 3.4. The flow rates are from Katharine G. Abraham and Robert Shimer, "Changes in 
Unemployment Duration and Labor Force Attachment," in The Roaring Nilleties, edited by Alan 
Krueger and Robert Solow, New York: Russell Sage Foundation, 2001. The flow rates are US. aver
ages from 1976 to 2000. 
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Figure 3. 14  

Changes in employment 
status in a typical month 
The arrows between two 
boxes represent changes 
from one employment 
status to another; the 
labels on the arrows show 
the fraction of the people 
in one status who switch 
to the other status in a 
typical month. For exam
ple, the arrow from the 
unemployed box to the 
employed box indicates 
that 22% of unemployed 
workers become 
employed the following 
month; the arrow from 
the employed box to 
the unemployed box 
indica tes tha t 1 % of 
employed workers 
become unemployed 
the following month. 
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For example, the arrow from the employed box to the unemployed box has the 
label 1 %, indicating that 1 % of employed workers in a typical month will become 
unemployed by the following month. 

What are the employment prospects of an unemployed worker? Figure 3.14 
shows that 22% of the unemployed people in a typical month will be employed the 
following month and that 13% of the unemployed people will be out of the labor 
force the next month. The remaining 65% of the unemployed people will still be 
unemployed the following month. Of the 13% of the unemployed who leave the 
labor force each month, some are discouraged workers, or people who have 
become so discouraged by lack of success at finding a job that they stop searching. 
Other unemployed workers leave the labor force to engage in some activity outside 
the labor market, such as homemaking or going to school. 

H o w  Long Are P e o p l e  U n e m p l oyed? 

Of the 65% of those unemployed in a typical month who remain unemployed the 
following month, some may remain unemployed for a considerable period of time. 
The period of time that an individual is continuously unemployed is called an 
unemployment spell. The length of time that an unemployment spell lasts is called 
its duration. The duration of an unemployment spell determines in large part the 
degree of hardship suffered by an unemployed worker. At one extreme, a one-week 
unemployment spell will cost a worker a week's pay but probably will not seri
ously affect the worker's standard of living. At the other extreme, an unemploy
ment spell that lasts for several months may force an unemployed worker to 
exhaust his or her life savings or to sell a car or house. 

The duration of unemployment spells in the United States is characterized by 
two seemingly contradictory statements: 

1. Most unemployment spells are of short duration, about two months or less. 
2. Most people who are unemployed on a given date are experiencing unem

ployment spells with long duration. 
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To understand how both of these statements can be true, consider an economy 
with 100 people in the labor force. Suppose that at the beginning of every month, 
two workers become unemployed and remain unemployed for one month before 
finding new jobs. In addition, at the beginning of every year four workers become 
unemployed and remain unemployed for the entire year. 

In this example, there are twenty-eight spells of unemployment during a year: 
twenty-four spells that last one month, and four spells that last one year. Thus 
twenty-four of twenty-eight, or 86%, of the spells last only one month, which is 
consistent with the first statement: Most spells are short. 

How many people are unemployed on a given day say, on May 15? There are 
six unemployed workers on May 15: two unemployed workers who began one
month spells of unemployment on May 1, and four unemployed workers who 
began one-year spells of unemployment on January 1. Thus, four of six, or 67%, of 
the workers unemployed on May 15 are experiencing one-year spells of unem
ployment, which is consistent with the second statement: Most people who are 
unemployed on a given date are experiencing long spells of unemployment. 

Why T h e re Alw ays Are  U n e m p loyed P e o p l e  

Even when the economy is growing vigorously and many new jobs are being 
created, some people remain unemployed. Why is unemployment apparently a 
permanent feature of the economy? Here we discuss frictional unemployment 
and structural unemployment, two types of unemployment that always exist in 
the labor market and thus prevent the unemployment rate from ever reaching 
zero. 

Fri ctiona l  Unemployment. The labor market is characterized by a great deal of 
searching by both workers and firms. Unemployed workers search for suitable 
jobs, and firms with vacancies search for suitable workers. If all workers were 
identical and all jobs were identical, these searches would be short and easy: Unem
ployed workers would simply have to find firms that had vacancies and they 
would immediately be hired. The problem, of course, is that neither jobs nor work
ers are identical. Workers vary in their talents, skills, experience, goals, geograph
ic location (and willingness to move), and amount of time and energy they are 
willing to commit to their job. Similarly, jobs vary in the skills and experience 
required, working conditions, location, hours, and pay. Because of these differ
ences, an unemployed worker may search for several weeks or more before finding 
a suitable job; similarly, a firm may search for a considerable time before it is able 
to hire a suitable worker. 

The unemployment that arises as workers search for suitable jobs and firms 
search for suitable workers is called frictional unemployment. Because the econ
omy is dynamic, with jobs continually being created and destroyed and workers 
continually entering and exiting the labor force, there is always some frictional 
unemployment as workers are matched with appropriate jobs. 

Structu ral Unemployment. In addition to those suffering long spells of unem
ployment, many people are chronically unemployed. Although their unemploy
ment spells may be broken by brief periods of employment or being out of the labor 
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force, workers who are chronically unemployed are lUlemployed a large part of the 
time. Long spells of lUlemployment and chronic unemployment can't be attributed 
primarily to the matching process. People in these situations don't seem to search 
for work very intensively and don't generally find stable employment. The long
term and chronic unemployment that exists even when the economy is not in a 
recession is called structural unemployment. 

Structural unemployment occurs for two primary reasons. First, unskilled or 
low-skilled workers often are unable to obtain desirable, long-term jobs. The jobs 
available to them typically offer relatively low wages and little chance for training 
or advancement. Most directly related to the issue of structural unemployment is 
the fact that jobs held by low-skilled workers often don't last long. After a few 
months the job may end, or the worker may quit or be fired, thus entering another 
spell of unemployment. Some workers with low skill levels eventually get enough 
training or experience to obtain more secure, long-term jobs. Because of factors 
such as inadequate education, discrimination, and language barriers, however, 
some unskilled workers never make the transition to long-term employment and 
remain chronically lUlemployed. 

The second source of structural unemployment is the reallocation of labor 
from industries that are shrinking, or regions that are depressed, to areas that are 
growing. When industries find that their products are no longer in demand (for 
example, buggy whip manufacturers) or that they are no longer competitive (for 
example, U.s. producers of color television sets that lost much of the market to the 
Japanese), workers in these industries lose their jobs. At the same time, some indus
tries will be growing (for example, health care providers and computer software 
developers). To prevent unemployment from rising requires that workers who lose 
jobs in declining industries be matched somehow with jobs in growing industries. 
This matching may involve a long period of unemployment, especially if workers 
need to relocate or be trained for a new job. 

The Natural  Rate of Unemplovment. Because of the combination of frictional 
and structural unemployment, an economy's unemployment rate is never zero, 
even when the economy is at its full-employment level. The rate of unemployment 
that prevails when output and employment are at the full-employment level is 
called the natural rate of unemployment, II. The natural rate of unemployment 
reflects unemployment owing to frictional and structural causes. Although there is 
no single official measure of the natural rate of unemployment, many economists 
believe that the natural rate was in the range of 4% to 5% during the 1950s and 
increased gradually to about 6% in the 1980s. Many economists think that the 
natural rate fell toward 5.5% or lower during the 1990s. In Chapter 12 we discuss 
the reasons for the variations in the natural rate. 

As output fluctuates around its full-employment level, the unemployment 
rate fluctuates around the natural rate. The difference between the actual unem
ployment rate and the natural rate of unemployment is called cyclical unem
ployment. Specifically, cyclical unemployment = u - II, where u is the actual 
unemployment rate and u is the natural rate. Cyclical unemployment is positive 
whenever the economy's output and employment are below full-employment 
levels; it is negative when output and employment exceed full-employment 
levels. 



3.6 Relati 

3.6 Relating Output and Unemployment: Okun's Law 99 

Ou ut and Un ent: O kun's Law 

Earlier in this chapter we said that many short-run output fluctuations result from 
changes in employment. When employment falls and unemployment rises, the reduc
tion in the number of people working leads to a decline in the quantity of goods and 
services produced. We can use the concept of cyclical unemployment to provide a 
more precise link between the state of the labor market and aggregate output. 

The quantitative impact on aggregate output of a change in the unemployment 
rate is described by Okun's law, a rule of thumb (rather than a "law") first stated by 
Arthur Okun, chairman of the Council of Economic Advisers in the 1960s during 
the Johnson administration. According to Okun's law, the gap between an econo
my's full-employment output and its actual level of output increases by 2 percent
age points for each percentage point the unemployment rate increases.23. 24 We 
express Okun's law algebraically as 

y - y  
_ = 2(u - u). 
y 

(3.5) 

The left side of Eq. (3.5) equals the amount by which actual output, Y, falls 
short of full-employment output, Y, expressed as a percentage of Y. Thus Eq. (3.5) 
says that the percentage gap between potential and actual output equals 2 times the 
cyclical unemployment rate. 

Let's apply Okun's law by supposing that the natural rate of unemployment is 
6% and that the full-employment level of output is $10,000 billion. If the actual 
unemployment rate is 7%, or 1 percentage point above the natural rate, cyclical 
unemployment, u - u, equals 1 %. If cyclical unemployment is 1 %, Okun's law pre
dicts that actual output, Y, will be 2% (2 times 1%) lower than full-employment 
output, Y. Because Y equals $10,000 billion, Okun's law says that actual output will 
be $200 billion below the full-employment level (2% times $10,000 billion). 

You may wonder why a 1 percentage point increase in the unemployment rate, 
which reduces employment by about 1 %, leads (according to Okun's law) to a drop in 
output that is about twice as large in percentage terms. The reason is that when cycli
cal unemployment increases, other factors that determine output the number of 
people in the labor force, the number of hours each worker works per week, the aver
age productivity of labor also fall, which magnifies the effect of the increase in 
unemployment. Numerical Problem 10 at the end of this chapter illustrates this point. 

Sometimes we express Okun's law in a slightly different form: 

.1Y - = 3 - 2.1u 
Y 

(3.6) 

where !'J.Y/y is the percentage growth rate of output and !'J.u is the change in the 
actual unemployment rate from one year to the next. Equation (3.6) says that when 

21When the unemployment rate increases, for example, from 6% to 9%, we say that it increases by 
3 percentage points (9% - 6%), or that it increases by 50 percent (3% is 50 percent of 6%). 

"In Okun's original work ("Potential GNP: Its Measurement and Significance," reprinted in Arthur 
Okun, The Political Ecollomy of Prosperity, Washington, D.C.: Brookings Institution, 1970, pp. 132-145), 
the "Ok un's law coefficient" was about 3 rather than 2, so each percentage point of cyclical unem
ployment was associated with a difference between actual output and full-employment output of 
3 percentage points. Current estimates put the Okun's law coefficient closer to 2. 
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Figure 3. 1 5  

Okun's law in the 
United States: 
1951-2005 
This figure shows the 
relation between the 
growth rate of real GOP 
(vertical axis) and the 
change in the unemploy
ment rate (horizontal 
axis). Line OL is a graph 
of Okun's law (Eq. 3.6). 
The slope of this line is -2, 
indicating that a 1 per
centage point change in 
the unemployment rate 
changes the growth rate 
of output by 2 percentage 
points in the opposite 
direction. The horizontal 
line at 3% shows the 
approximate average 
growth rate of full
employment output, 
equaling the rate at 
which actual output 
would grow if there were 
no change in the unem
ployment rate (1'", = 0). 

Sources: Real GOP growth rate 
from Table 1.1.1 from Bureau 
of Economic Analysis Web site, 
roww. ben .gov/bea/d II/II ipaweb. 
Civilian unemployment rate 
for all civilian workers from 
Bureau of Labor Statistics 
Web site, data.bls.gov. 

0::: .. 1 0  
� ,----- OKUN'S LAW: 
� 9 OL "" -
= " � " "" 

-

;.. ;.. <l 

8 

7 

6 

5 

4 

1 

1 95 1  
• 

2004 
1 98 
2005 

1 993 1 

0------

-1 

-2 
-3 

-4 -3 -2 -1 0 

1 972 
1999 
1 968 
1953 

. 1971  
1 992 .1 961 1 981 

. 2002 

• 
1974 1 99 1  

1 

Average growth rate 
of ful l-employment 
output 

• 
1 982 

2 

1 958 
5 

3 
Change in unemployment rate, t.u (percentage points) 

unemployment is rising (f).u > 0), actual output, Y, is growing more slowly than 3% 
per year, which is the average growth rate of full-employment output in the United 
States. Equation (3.6), which requires the assumption that the natural rate of unem
ployment is constant, is called the growth rate form of Okun's law. See Appendix 3.A 
at the end of this chapter for a derivation of Eq. (3.6). 

Figure 3.15 illustrates the growth rate form of Okun's law. The figure shows the 
relation between the annual change in the unemployment rate (measured on the 
horizontal axis) and the annual growth rate of U.s. output (measured on the verti
cal axis) for the period 1951-2005. Line OL in this figure represents Okun's law. Its 
slope is -2, indicating that a 1 percentage point increase in the unemployment rate 
is associated with a 2% drop in output. The vertical line rising from 0 on the hori
zontal axis intersects OL at 3%. This intercept indicates that, when no change 
occurs in the unemployment rate, the growth rate of actual output is 3%, or the 
approximate average growth rate of full-employment output in the United States. 

C H A P T E R  S U M M A RY 

1. The production function tells us the amount of 
output that can be produced with any given quanti
ties of capital and labor. It can be graphed as a rela
tionship between output and capital, holding labor 
fixed, or as a relationship between output and labor, 
holding capital fixed. In either case, the production 
function slopes upward, implying that greater use of 
capital or labor leads to more output. A shift in the 
production function, which indicates a change in the 

amount of output that can be produced with given 
amounts of capital and labor, is called a supply shock. 

2. The extra output that can be produced when the cap
ital stock is increased by one unit, with labor held 
constant, is called the marginal product of capital 
(MPK). In a graph of the production function relating 
output to capital, the MPK can be measured as the 
slope of the production function. The MPK falls as 
the capital stock increases, reflecting the diminishing 



marginal productivity of capital. Similarly, the mar
ginal product of labor (MPN) is the extra output that 
can be produced when labor increases by one unit, 
with capital held constant. The MPN-which can be 
measured as the slope of the production function 
relating output to labor-falls as employment rises, 
indicating that labor also has diminishing marginal 
productivity. 

3. To maximize profits, firms demand labor to the point 
that the marginal revenue product of labor (MRPN) 
equals the nominal wage, W; or, equivalently, to the 
point that the MPN equals the real wage, w. 

4. The labor demand curve is identical to the MPN 
curve. Because an increase in the real wage causes 
firms to demand less labor, the labor demand curve 
slopes downward. Factors that increase the amount 
of labor demanded at any real wage, such as a bene
ficial supply shock or an increase in the capital stock, 
shift the labor demand curve to the right. Aggregate 
labor demand is the sum of the labor demands of 
firms in the economy. 

5. An individual's decision about how much labor to 
supply reflects a comparison of the benefit and cost of 
working an additional hour. The benefit of working 
an additional hour is the additional real income earned, 
which can be used to increase consumption. The cost 
of working an extra hour is the loss of an hour's 
leisure. An individual's happiness, or utility, is max
imized by supplying labor to the point where the cost 
of working an extra hour (the utility lost because of 
reduced leisure) equals the benefit (the utility gained 
because of increased income). 

6. An increase in the real wage has competing substi
tution and income effects on the amount of labor 
supplied. The substitution effect of a higher real 
wage increases the amount of labor supplied, as the 
worker responds to the increased reward for work
ing. The income effect red uces the amount of labor 
supplied, as the higher real wage makes the worker 
wealthier and thus able to afford a greater amount of 
leisure. The longer an increase in the real wage is 
expected to last, the stronger the income effect is. 
Thus a temporary increase in the real wage will 
increase the amount of labor supplied. A permanent 
increase in the real wage will increase the amount of 
labor supplied by a smaller amount than a tempo
rary increase in the real wage of the same size, how
ever, and may even lead to a decrease in the amount 
of labor supplied. 

7. The labor supply curve relates the amount of labor 
supplied to the current real wage. The labor supply 
curve slopes upward, indicating that an increase in 
the current real wage-with other factors, including 
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the expected future real wage, held fixed-raises the 
amount of labor supplied. Factors that decrease the 
quantity of labor supplied at the current real wage, 
and thus shift the labor supply curve to the left, 
include an increase in wealth and an increase in the 
expected future real wage. Aggregate labor supply, 
which is the sum of labor supplies of the individuals 
in the economy, is also influenced by changes in the 
adult population and social or legal factors that affect 
the number of people participating in the labor 
market. 

8. The classical supply-demand model of the labor 
market is based on the assumption that the real wage 
adjusts relatively quickly to equalize the quantities 
of labor demanded and supplied. The equilibrium 
level of employment, which arises when wages and 
prices in the economy have fully adjusted, is called 
the full-employment level of employment. Fluctua
tions in employment and the real wage result from 
factors that shift the labor supply curve and/ or the 
labor demand curve. 

9. Full-employment output, or potential output, is the 
amount of output produced when employment is at 
its full-employment level. Increases in the full
employment level of employment or beneficial 
supply shocks increase the full-employment level of 
output. 

10. Adults without jobs are classified as unemployed if 
they looked for work during the preceding four 
weeks; they are classified as not in the labor force if 
they haven't been looking for work. The labor force 
consists of all employed workers plus all unem
ployed workers. The unemployment rate is the frac
tion of the labor force that is unemployed. 

11. Frictional unemployment reflects the time required 
for potential workers to find suitable jobs and for 
firms with vacancies to find suitable workers. Struc
tural unemployment-long-term and chronic 
unemployment that exists even when the economy 
isn't in recession-occurs because some workers 
don't have the skills needed to obtain long-term 
employment, or because of delays as workers relo
cate from economically depressed areas to those 
that are growing. Frictional and structural unem
ployment together account for the natural rate of 
unemployment, which is the unemployment rate 
that exists when employment is at its full-employment 
level. Cyclical unemployment is the excess of the 
actual unemployment rate over the natural rate of 
unemployment. 

12. According to Okun's law, a 1 percentage point increase 
in the rate of cyclical unemployment reduces output 
by 2 percentage points. 
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K E Y  D I AG RA M  1 

The production 
function 
The production function 
indicates how much 
output an economy or 
a firm can produce with 
any given quantities of 
capital and labor. 

Slope =MPK 

� Production function 
Y = AF(K, N) 

Diagram Elements 
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The production function graphed here has the 
amount of output produced, Y, on the vertical axis 
and the quantity of capital used, K, on the horizontal 
axis, with labor, N, held constant. It can also be 
drawn as a relationship between output and labor, 
with capital held constant. The production function 
relating output to labor looks like the graph shown 
here. 
The equation for the production function is Y = 
AF(K, N), where A (total factor productivity, or simply 
productivity) measures how effectively the economy 
uses capital and labor. 

Analysis 

The production function slopes upward, reflecting the 
fact that an increase in the quantity of capital will 
allow more output to be produced. 
The production function becomes flatter from left to 
right, implying that the larger the capital stock 
already is, the less extra output is gained by adding 
another unit of capital. The fact that extra capital 

Capital, K 

becomes less productive as the capital stock grows is 
called diminishing marginal productivity of capital. 
With labor held constant, if an increase in capital of 
M leads to an increase in output of ,1Y, then ,1Y/M is 
called the marginal product of capital, or MPK. The 
MPK is measured graphically by the slope of the line 
tangent to the production function. For example, in 
the diagram the MPK when the capital stock is Kj 
equals the slope of the line tangent to the production 
function at point B. 

Factors That Shift the Curve 

Any change that allows more output to be produced 
for given quantities of capital and labor-a beneficial 
supply shock-shifts the production function upward. 
Examples of beneficial supply shocks include new 
inventions and improved management techniques. 
Any change that reduces the amount of output that can 
be produced for given quantities of capital and labor
an adverse supply shock-shifts the production func
tion downward. Examples of adverse supply shocks 
include bad weather and the depletion of natural 
resources. 
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The labor market 
An economy's level of 
employment and the real 
wage are determined in 
the labor market. 

Diagram Elements 

-.. " � 
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The current real wage, w, is on the vertical axis, and 
the level of employment, N, is on the horizontal axis. 
The variable N may also represent alternative mea
sures of labor, such as total hours worked. 
The labor demand curve, ND, shows the amount of 
labor that firms want to employ at each current real 
wage. The labor demand curve slopes downward 
because firms find hiring more labor profitable when 
the real wage falls. The labor demand curve for an 
individual firm is the same as the MPN curve, which 
shows the marginal prod uct of labor at each level of 
employment. 
The labor supply curve, NS, shows the amount of 
labor offered by workers at each current real wage. 
The labor supply curve slopes upward because an 
increase in the current real wage, with other factors 
held constant, increases the amount of labor supplied. 

Analysis 

Equilibrium in the labor market occurs when the quan
tity of labor demanded equals the quantity of labor 
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Labor supply, NS 

Labor demand, ND 

Labor, N 

supplied. In the figure, equilibrium employment is Nj 
and the equilibrium real wage is w,. The equilibrium 
level of employment, which occurs after wages and 
prices have fully adjusted, is called the full-employment 
level of employment. 

Factors That Shift the Curves 

Any factor that increases the amount of labor 
demanded at a given current real wage shifts the 
labor demand curve to the right. Such factors include 
an increase in productivity that increases the marginal 
product of labor and an increase in the capital stock. 
See Summary table 3 on page 79. 
Any factor that increases the amount of labor sup
plied at a given current real wage shifts the labor 
supply curve to the right. Such factors include a 
decline in wealth, a drop in the expected future real 
wage, an increase in the adult population, and an 
increase in labor force participation. See Summary 
table 4 on page 85. 
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K E Y  E Q U AT I O N S  

Y = AF(K, N) (3.1) 

The production function indicates how much output, Y, can 
be produced for given quantities of capital, K, and labor, 
N, and for a given level of total factor productivity, A. 

Y = AF(K, N) (3.4) 

Full-employment output, Y, is the quantity of output sup
plied by firms when wages and prices have fully adjusted, 
and employment equals its equilibrium value, N. 

-Y - Y  
_ = 2(u- u). 
Y 

(3.5) 

Ohm's law states that a 1 percentage point increase in the 
unemployment rate, u, reduces output, Y, by 2% of the 

R E V I EW Q U E S T I O N S  

Questions marked with a brown circle are available in 
MyEconLab at www.myeconlab.com. 

• What is a production function? What are some factors 
that can cause a nation's production function to shift 
over time? What do you have to know besides an 
economy's production function to know how much 
output the economy can produce? 

The production function slopes upward, but its slope 
declines from left to right. Give an economic interpre
tation of each of these properties of the production 
function. 

full-employment level of output, Y. When the unemploy
ment rate equals the natural rate of unemployment, u, 

output equals its full-employment level. 

�Y 
- = 3 - 2�u (3.6) Y 

The growth rate form of Okun's law relates the growth 
rate of output, !'J.Y/y, to the average growth rate of full
employment output in the United States, 3%, and the change 
in the unemployment rate, !'J.u. According to Eq. (3.6), output 
grows more slowly than full-employment output when 
unemployment is rising and more quickly than full
employment output when unemployment is falling. This 
version of Okun's law is based on the assumption that the 
natural rate of unemployment is constant. 

Define marginal product of capital, or MPK. How can 
the MPK be shown graphically? 

o Explain why the profit-maximizing level of employ
ment for a firm occurs when the marginal revenue prod
uct of labor equals the nominal wage. How can this 
profit-maximizing condition be expressed in real terms? 

What is the MPN curve? How is the MPN curve related 
to the production function? How is it rela ted to labor 
demand? 

Use the concepts of income effect and substitution 
effect to explain why a temporary increase in the real 



wage increases the amount of labor supplied, but a 
permanent increase in the real wage may decrease the 
quantity of labor supplied. 

What two variables are related by the aggregate labor 
supply curve? What are some factors that cause the 
aggregate labor supply curve to shift? 

full-employment output. How is full-employment 
output affected by an increase in labor supply? By a 
beneficial supply shock? 

OWhy is the classical model of the labor market dis-
cussed in this chapter not very useful for studying 
unemployment? 

Define the following: labor force, unemployment rate, 
participation rate, and employment ratio. 

e Define unemployment spell and duration. What are the 
two seemingly contradictory facts about unem-

N U M E R I C A L  P RO B L E M S  

The following data give real GOP, Y, capital, K, and 
labor, N, for the U.s. economy in various years. 
�ar Y K N 

1960 
1970 
1980 
1990 
2000 

2502 
3772 
5162 
7113 
9817 

2695 
4044 
5831 
7809 

10,392 

65.8 
78.7 
99.3 

118.8 
136.9 

Units and sources are the same as in Table 3.1. Assume 
that the production function is Y = AK°.3No.7 
a. By what percentage did U.S. total factor produc

tivity grow between 1960 and 1970? Between 1970 
and 1980? Between 1980 and 1990? Between 1990 
and 2000? 

b. What happened to the marginal product of labor 
between 1960 and 2000? Calculate the marginal 
product numerically as the extra output gained by 
adding 1 million workers in each of the two years. 
(The data for employment, N, are measured in mil
lions of workers, so an increase of 1 million work
ers is an increase of 1 .0.) 

An economy has the production function 

In the current period, K = 100 and N = 100. 
a. Graph the relationship between output and capital, 

holding labor constant at its current value. What is 
the MPK? Does the marginal productivity of capital 
diminish? 
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ployment spells? Why are the two facts not actually 
contradictory? 

What is frictional unemployment? Why is a certain 
amount of frictional unemployment probably neces
sary in a well-functioning economy? 

What is structural unemployment? What are the two 
principal sources of structural unemployment? 

Define the natural rate of unemployment and cyclical 
unemployment. What does negative cyclical unemploy
ment mean? 

What is Okun's law? If the unemployment rate increas
es by 2 percentage points between this year and next 
year, by how much will output change during the same 
period? Assume that the natural unemployment rate 
and full-employment output are constant. 

b. Graph the relationship between output and labor, 
holding capital constant at its current value. Find 
the MPN for an increase of labor from 100 to 110. 
Compare this result with the MPN for an increase 
in labor from 110 to 120. Does the marginal pro
ductivity of labor diminish? 

Acme Widget, Inc., has the following production 
function. 

Number of Workers 

o 
1 
2 
3 
4 
5 
6 

Number of 
Widgets Prod uced 

o 
8 

15 
21 
26 
30 
33 

a. Find the MPN for each level of employment. 

b. Acme can get $5 for each widget it produces. How 
many workers will it hire if the nominal wage is 
$38? If it is $27? If it is $22? 

c. Graph the relationship between Acme's labor 
demand and the nominal wage. How does this 
graph differ from a labor demand curve? Graph 
Acme's labor demand curve. 

d. With the nominal wage fixed at $38, the price of 
widgets doubles from $5 each to $10 each. What 
happens to Acme's labor demand and production? 
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e. With the nominal wage fixed at $38 and the price 
of widgets fixed at $5, the introduction of a new 
automatic widget maker doubles the number of 
widgets that the same number of workers can 
produce. What happens to labor demand and 
production? 

f What is the relationship between your answers to 
part (d) and part (e)? Explain. 

The marginal product of labor (measured in units of 
output) for a certain firm is 

MPN = A(100 - N), 

where A measures productivity and N is the number 
of labor hours used in production. The price of output 
is $2.00 per unit. 
a. If A = 1 .0, what will be the demand for labor if the 

nominal wage is $10? If i t  is $20? Graph the 
demand curve for labor. What is the equilibrium 
real wage if the supply of labor is fixed at 95? 

b. Repeat part (a) for A = 2.0. 

Consider an economy in which the marginal product 
of labor MPN is MPN = 309 - 2N, where N is the 
amount of labor used. The amount of labor supplied, 
NS, is given by NS = 22 + 1210 + 2T, where 10 is the real 
wage and T is a lump-sum tax levied on individuals. 
a. Use the concepts of income effect and substitution 

effect to explain why an increase in lump-sum 
taxes will increase the amount of labor supplied. 

b. Suppose that T = 35. What are the equilibrium 
values of employment and the real wage? 

c. With T remaining equal to 35, the government 
passes minimum-wage legislation that requires 
firms to pay a real wage greater than or equal to 7. 
What are the resulting values of employment and 
the real wage? 

Suppose that the production function is Y = 9K".5�P5. 
With this production function, the marginal product of 
labor is MPN = 4.5Ko sN-()5 The capital stock is K = 25. 
The labor supply curve is NS = 100[(1 - 1)10]', where 10 
is the real wage rate, 1 is the tax rate on labor income, 
and hence (1 - 1)10 is the after-tax real wage rate. 
a. Assume that the tax rate on labor income, I, equals 

zero. Find the equation of the labor demand curve. 
Calculate the equilibrium levels of the real wage and 
employment, the level of full-employment output, 
and the total after-tax wage income of workers. 

b. Repeat part (a) under the assumption that the tax 
rate on labor income, I, equals 0.6. 

c. Suppose that a minimum wage of 10 = 2 is imposed. 
If the tax rate on labor income, I, equals zero, what 

are the resulting values of employment and the 
real wage? Does the introduction of the minimum 
wage increase the total income of workers, taken 
as a group? 

Consider an economy with 500 people in the labor 
force. At the beginning of every month, 5 people lose 
their jobs and remain unemployed for exactly one 
month; one month later, they find new jobs and 
become employed. In addition, on January 1 of each 
year, 20 people lose their jobs and remain unemployed 
for six months before finding new jobs. Finally, on July 
1 of each year, 20 people lose their jobs and remain 
unemployed for six months before finding new jobs. 

a. What is the unemployment rate in this economy in 
a typical month? 

b. What fraction of unemployment spells lasts for one 
month? What fraction lasts for six months? 

c. What is the average duration of an unemployment 
spell? 

d. On any particular date, what fraction of the unem
ployed are suffering a long spell (six months) of 
unemployment? 

Use the data in Fig. 3.14 to calculate how many people 
become unemployed during a typical month. How 
many become employed? How many leave the labor 
force? 
You are given the following data on the unemploy
ment rate and output. 
Year 1 2 
Unemployment rate 8% 6% 
Output 950 1030 

3 4 
7% 5% 

1033.5 1127.5 
a. Assume that the natural rate of unemployment is 

6% and that (Y - Y)IY = 2(u - 11) . Find the full
employment level of output in each year. 

b. Calculate the growth rate of full-employment 
output in years 2, 3, and 4 two different ways. First, 
calculate the growth rates by using the values for 
full-employment output that you found in part (a). 
Then calculate the growth rate of full-employment 
output by using only the change in the unemploy
ment rate, the growth rate of output, and the 
growth rate version of Okun's law, /'" Y IY = /'" Y IY -
2/'"u, which is similar to Eq. (3.6), except that in Eq. 
(3.6), /'"y IY = 3 for the United States, where for this 
economy, /'"Y!Y could differ from 3. Compare your 
answers from the two sets of calculations. 

Consider an economy that initially has a labor force of 
2000 workers. Of these workers, 1900 are employed 
and each works 40 hours per week. Ten units of 
output are produced by each hour of labor. 



a. What is the total number of hours worked per 
week in the economy? What is the total output 
per week in the economy? What is the unemploy
ment rate? 

b. The economy enters a recession. Employment 
falls by 4%, and the number of hours per week 
worked by each employed worker falls by 2.5%. 
In addition, 0 .2% of the labor force becomes 
discouraged at the prospect of finding a job and 
leaves the labor force. Finally, suppose that 

A N A LY T I C A L  P RO B L E M S  

Questions marked with a brown circle are available in 
MyEconLab at www.myeconlab.com. 

a. A technological breakthrough raises a country's total 
factor productivity A by 10%. Show how this change 
affects the graphs of both the production function 
relating output to capital and the production function 
relating output to labor. 

b. Show that a 10% increase in A also increases the MPK 
and the MPN by 10% at any level of capital and labor. 
(Hint: What happens to '" Y for any increase in capital, 
M, or for any increase in labor, L'>N?) 

c. Can a beneficial supply shock leave the MPK and 
MPN unaffected? Show your answer graphically. 

How would each of the following affect the current 
level of full-employment output? Explain. 
a. A large number of immigrants enter the country. 
b. Energy supplies become depleted. 
c. New teaching techniques improve the educational 

performance of high school seniors. 
d. A new law mandates the shutdown of some unsafe 

forms of capita\. 

During the 1980s and 1990s the average rate of unem
ployment in Europe was high. Some economists claimed 
that this rate was in part the result of "real-wage rigidity," 
a situation in which unions kept real wages above their 
market-clearing levels. 
a. Accepting for the sake of argument that real wages 

were too high in Europe in the 1980s and 1990s, 
show how this situation would lead to unemploy
ment (a situation where people who would like to 
work at the going wage cannot find jobs). 

b. What is the effect of real-wage rigidity on the 
output actually supplied by firms, relative to the 
output they would supply if there were no real
wage rigidity? 
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whenever total hours fall by 1 %, total output 
falls by 1 .4%. 

After the recession begins, what is the size of 
the labor force? How many workers are unem
ployed and what is the unemployment rate? What 
is the total output per week in the economy? 

By what percentage has total output fallen rel
ative to the initial situation? What is the value of 
the Okun's law coefficient relating the loss of 
output to the increase in the unemployment rate? 

How would each of the following affect Helena Hand
basket's supply of labor? 
a. The value of Helena's home triples in an unexpect

edly hot real estate market. 

b. Originally an unskilled worker, Helena acquires 
skills that give her access to a higher-paying job. 
Assume that her preferences about leisure are not 
affected by the change in jobs. 

c. A temporary income tax surcharge raises the per
centage of her income that she must pay in taxes, for 
the current year only. (Taxes are proportional to 
income in Helena's country.) 

Suppose that under a new law all businesses must pay 
a tax equal to 6% of their sales revenue. Assume that 
this tax is not passed on to consumers. Instead, con
sumers pay the same prices after the tax is imposed as 
they did before. What is the effect of this tax on labor 
demand? If the labor supply curve is unchanged, what 
will be the effect of the tax on employment and the 
real wage? 

• Can the unemployment rate and the employment ratio 
rise during the same month? Can the participation rate 
fall at the same time that the employment ratio rises? 
Explain. 

Self-employed workers in the United States must pay 
Social Security taxes equal to 12.4% of any income up to 
$94,200 in 2006. This income level of $94,200 is known 
as the "cap." Income in excess of the cap is not subject 
to Social Security tax, so self-employed workers with 
incomes exceeding $94,200 pay $94,200 x 0 . 124 = 
$11,681. Now consider two proposals designed to 
increase Social Security tax revenue. Proposal A 
increases the cap to $113,952, so that Social Security 
taxes equal 12.4% of income up to $113,952. Proposal B 
increases the Social Security tax rate to 15%, but leaves 
the cap unchanged at $94,200. For people with income 
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that always exceeds the cap, the amount of Social Secu
rity tax is the same under Proposal A ($113,952 x 0.124 = 
$14,130) as under Proposal B ($94,200 x 0.15 = $14,130). 
There are no planned changes in future Social Security 
benefits anticipated by current workers. 
a. Sally is self-employed and earns $150,000 per year. 

What are the effects of Proposal A and Proposal B on 
Sally's labor supply? Under which proposal would 

she supply a greater amount of labor? Explain your 
answers using the concepts of income effect and 
substitution effect. 

b. Fred is self-employed and earns $50,000 per year. What 
are the effects of Proposal A and Proposal B on Fred's 
labor supply? Under which proposal would he supply 
a greater amount of labor? Explain your answers using 
the concepts of income effect and substitution effect. 

W O R K I N G  W I T H  M A C RO E C O N O M I C  DATA 

For data to use in these exercises, go to the Federal Reserve Bank 
of St. Louis FRED database at research.stlouisfed.orgl fred. 

1. Using the production function in Equation (3.2) and 
annual data for real CDP, the capital stock, and civilian 
employment from the sources in Table 3.1, calculate 
and graph U.s. total factor productivity for the period 
since 1948. 

Calculate and graph the growth rate of total factor 
productivity. In what period was total factor produc
tivity growth highest? Lowest? Compare your graph 
to a graph of the civilian unemployment rate. How 
does productivity behave in periods around recessions? 
How was productivity affected by the oil shocks of 
1973-1975, 1979-1980, 1990, and 2003-2005? 

2. Using monthly data from 1948 to the present, calcu
late and graph the total working-age population 
(called the civilian noninstitutional population), the 

number of employed workers, the number of unem
ployed workers, and the number of workers in the 
labor force. 

At the Web site of the Bureau of Labor Statistics, 
www.bls.gov/cps/cpsatabs.htm. find data and graph the 
labor force participation rate for the overall working
age population, and graph the labor force participa
tion rates for males aged 20 and older and for females 
aged 20 and older. What are the major changes in 
these variables that have occurred over the postwar 
period? 

3. Plot a graph of quarterly data for real CDP and full
employment CDP from 1970 to the present. (In the 
FRED database, full-employment CDP is called Real 
Potential CDP.) Which variable is "smoother"? Can you 
pick out the dates of recessions (1953-1954, 1957-1958, 
1960-1961, 1969-1970, 1973-1975, 1980, 1981-1982, 
1990-1991, and 2001) on the graph? 



APPENDIX 

• 

The G rowth Rate Form of Okun's Law 

To derive the growth rate form of Okun's law, Eq. (3.6), we start with the basic form 
of Okun's law, Eq. (3.5): 

y - y 
_ = 2(u - u). 
y 

After multiplying by -1, we rewrite Eq. (3.5) as 

y --1 + = = -2u+2u .  Y 

(3.5) 

We now calculate the change from the previous year to the current year for 
each side of this equation. Setting the change on the left side equal to the change on 
the right side, and assuming that u is constant (so that tJ.u = 0), we get 

-tJ.(Y /Y) = -2tJ.u. 

The left side of this equation, which is the change in Y /Y, is very close to the 
growth rate of Y/Y, which is tJ.(Y/Y)/(Y/Y). (To go from the change to the growth 
rate, we divide by Y /Y, which is a number close to 1 .) Approximating the change in Y/Y by the growth rate, and using the formula that states that the growth rate of a 
ratio is the growth rate of the numerator minus the growth rate of the denominator 
(Appendix A, Section A.7), we rewrite the equation once more as 

-tJ. Y 
_ 

tJ.! = -2tJ.u. Y Y 
In the United States, the average growth rate of full-employment output is 3% per year. 
Substituting 3% into this equation and rearranging gives the growth rate form of 
Okun's law, Eq. (3.6). 

1 09 
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n Chapter 3 we focused on some of the factors determining the amount of output 
produced, or supplied, in the economy. In this chapter we consider the factors that 

underlie the economywide demand for goods and services. In other words, we move 
from examining how much is produced to examining how that production is used. 

Recall from Chapter 2 that aggregate demand (spending) in the economy has 
four components: the demand for consumer goods and services by households 
(consumption), the demand for new capital goods by firms and new homes by 
households (investment), government purchases of goods and services, and the net 
demand for domestic goods by foreigners (net exports). Because the level of gov
ernment purchases is determined primarily by the political process, macroeconomic 
analysis usually treats that component of spending as given. For this chapter we 
also assume that the economy is closed so that net exports are zero (we drop the 
closed-economy assumption in Chapter 5). That leaves two major components of 
spending consumption and investment to be discussed in this chapter. In Section 4.1 
we present the factors that determine how much households choose to consume, 
and in Section 4.2 we look at the decision by firms about how much to invest. 

We have said that this chapter is about the aggregate demand for goods and 
services. However, we could just as easily say that it is about a seemingly very dif
ferent (but equally important) topic: the determination of saving and capital for
mation. Studying the aggregate demand for goods and services is the same as 
studying the factors that determine saving and capital formation for the following 
reasons. First, saving is simply what is left after an economic unit (say, a house
hold) decides how much of its income to consume. Thus the decision about how 
much to consume is the same as the decision about how much to save. Second, 
investment spending is part of the aggregate demand for goods and services, but 
it also represents the acquisition of new capital goods by firms. In studying invest
ment spending, we therefore are also looking at the factors that lead an economy 
to acquire new factories, machines, and housing. In effect, we do two things at 
once in this chapter: 

We explore the determinants of the aggregate demand for goods, which prepares 
you for future discussions of topics such as the role of spending fluctuations in 
business cycles. 
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While exploring aggregate demand we also examine the factors affecting 
saving and capital formation, which prepares you for future discussions of 
the sources of economic growth and other issues. 

In making many economic decisions, including those we consider in this 
chapter, people must trade off the present against the future. In deciding how 
much to consume and save, for example, a household must weigh the benefits of 
enjoying more consumption today against the benefits of putting aside some of 
its income as saving for the future. Similarly, in deciding how much to invest, a 
firm's manager must determine how much to spend today so as to increase the 
firm's productive capacity one, five, or even twenty years from now. In making 
these trade-offs, households and firms must take into account their expecta
tions about the future of the economy, including expectations about govern
ment policy. 

In Chapter 3 we asked, What forces act to bring the labor market into equilib
rium? We close this chapter by asking the same question for the goods market. The 
goods market is in equilibrium when the quantity of goods and services that pro
ducers want to supply (discussed in Chapter 3) equals the quantity of goods and 
services demanded by households, firms, and the government (discussed in this 
chapter). Equivalently, the goods market is in equilibrium when desired saving in 
the economy equals desired investment. We show that the real interest rate plays a 
key role in bringing the goods market into equilibrium. 

4.1 Consumption and Saving  

We begin consideration of the demand for goods and services by discussing the 
factors that affect consumer spending. Because consumption spending by house
holds is by far the largest component of the demand for goods and services
accounting for more than two-thirds of total spending in the United States changes 
in consumers' willingness to spend have major implications for the behavior of 
the economy. 

Besides the sheer size of consumption spending, another reason to study con
sumption is that the individual's or household's decision about how much to con
sume is closely linked to another important economic decision, the decision about 
how much to save. Indeed, for given levels of disposable income, the decision 
about how much to consume and the decision about how much to save are really 
the same decision. For example, a college student with a part-time job that pays 
$4000 per year after taxes might decide to spend $3700 per year on clothes, food, 
entertainment, and other consumption. If she does consume this amount, her 
saving will automatically be $300 ($4000 minus $3700) per year. Equivalently, she 
might decide to save $300 per year. If she succeeds in saving $300, her consumption 
automatically is $3700 ($4000 minus $300) per year. Because the decision about how 
much to consume and the decision about how much to save actually are two sides 
of the same coin, we analyze them together. 

From a macroeconomic perspective, we are interested in the aggregate, or 
national, levels of consumption and saving. We define the national level of desired 
consumption, Cd, as the aggregate quantity of goods and services that households 
want to consume, given income and other factors that determine households' 
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economic opportunities. We will analyze desired consumption and its response to 
various factors, such as income and interest rates, by examining the consumption 
decisions of individual households. The aggregate level of desired consumption, 
Cd, is obtained by adding up the desired consumption of all households. Thus any 
factor that increases the desired consumption of individual households will 
increase Cd, and any factor that decreases the desired consumption of individual 
households will decrease Cd 

Just as a household's consumption decision and saving decision are closely 
linked, a country's desired consumption is closed linked to its desired national 
saving. Specifically, desired national saving, Sd, is the level of national saving that 
occurs when aggregate consumption is at its desired level. Recall from Chapter 2 
(Eq. 2.8) that if net factor payments from abroad (NFP) equal zero (as must be true 
in a closed economy), national saving, S, equals Y - C - G, where Y is output, C is 
consumption, and G is government purchases. Because desired national saving, Sd, 
is the level of national saving that occurs when consumption equals its desired 
level, we obtain an expression for desired national saving by substituting desired 
consumption, Cd, for consumption, C, in the definition of national saving. This 
substitution yields 

(4.1) 

We can gain insight into the factors that affect consumption and saving at the 
national level by considering how consumption and saving decisions are made at 
the individual level. Appendix 4.A provides a more formal analysis of this decision
making process. 

The C o n su m pt i o n  a n d  Savi n g  D e c i s i o n  of a n  I n d i v i d u a l  

Let's consider the case of Prudence, a bookkeeper for the Spectacular Eyeglasses 
Company. Prudence earns $60,000 per year after taxes. Hence she could, if she 
chose, consume $60,000 worth of goods and services every year. Prudence, how
ever, has two other options. 

First, she can save by consuming less than $60,000 per year. Why should Pru
dence consume less than her income allows? The reason is that she is thinking 
about the future. By consuming less than her current income, she will accumulate 
savings that will allow her, at some time in the future, to consume more than her 
income. For example, Prudence may expect her income to be very low when she 
retires; by saving during her working life, she will be able to consume more than 
her income during retirement. Indeed, the desire to provide for retirement is an 
important motivation for saving in the real world. 

Alternatively, Prudence could consume more than her current income by 
borrowing or by drawing down previously accumulated savings. If she bor
rows $5000 from a bank, for example, she could consume as much as $65,000 
worth of goods and services this year even though her income is only $60,000. 
Consuming more than her income is enjoyable for Prudence, but the cost to her 
is that at some future time, when she must repay the loan, she will have to con
sume less than her income. 

If Prudence consumes less today, she will be able to consume more in the future, 
and vice versa. In other words, she faces a trade-off between current consumption 



4.1 Consumption and Saving 1 1 3 

and future consumption. The rate at which Prudence trades off current and 
future consumption depends on the real interest rate prevailing in the economy. 
Suppose that Prudence can earn a real interest rate of r per year on her saving 
and, for simplicity, suppose that if she borrows, she must pay the same real 
interest rate r on the loan. These assumptions imply that Prudence can trade one 
unit of current (this year's) consumption for 1 + r units of future (next year's) 
consumption. For example, suppose Prudence reduces her consumption today 
by one dollar, thereby increasing her saving by one dollar. Because she earns a 
real interest rate of r on her saving, the dollar she saves today will be worth 1 + r 
dollars one year from now.1 Under the assumption that Prudence uses the extra 
1 + r dollars to increase her next year's consumption, she has effectively traded 
one dollar's worth of consumption today for 1 + r dollars of consumption a 
year from now. 

Similarly, Prudence can trade 1 + r real dollars of future consumption for one 
extra dollar of consumption today. She does so by borrowing and spending an 
extra dollar today. In a year she will have to repay the loan with interest, a total of 
1 + r dollars. Because she has to repay 1 + r dollars next year, her consumption next 
year will be 1 + r dollars less than it would be otherwise. So the "price" to Prudence 
of one dollar's worth of extra consumption today is 1 + r dollars' worth of con
sumption in the future. 

The real interest rate r determines the relative price of current consumption and 
future consumption. Given this relative price, how should Prudence choose 
between consuming today and consuming in the future? One extreme possibility 
would be for her to borrow heavily and consume much more than her income 
today. The problem with this strategy is that, after repaying her loan, Prudence 
would be able to consume almost nothing in the future. The opposite, but equally 
extreme, approach would be for Prudence to save nearly all of her current income. 
This strategy would allow her to consume a great deal in the future, but at the cost 
of near-starvation today. 

Realistically, most people would choose neither of those extreme strategies 
but would instead try to avoid sharp fluctuations in consumption. The desire to 
have a relatively even pattern of consumption over time avoiding periods of 
very high or very low consumption is known as the consumption-smoothing 
motive. Because of her consumption-smoothing motive, Prudence will try to 
spread her consumption spending more or less evenly over time, rather than binge
ing in one period and starving in another. 

Next, we will see how the consumption-smoothing motive guides Pru
dence's behavior when changes occur in some important determinants of her 
economic well-being, including her current income, her expected future income, 
and her wealth. As we consider each of these changes, we will hold constant the 
real interest rate r and, hence, the relative price of current consumption and 
future consumption. Later, we will discuss what happens if the real interest rate 
changes. 

tWe are assuming that there is zero inflation over the coming year, so that $1 purchases the same 
amount of real goods in each period. Alternatively, we could say that since the real interest rate is r, 
each real dollar Prudence saves today will be worth 1 + r real dollars one year from now. 
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Effect of C h a n g e s  i n  C u rrent I n c o m e  

Current income is an important factor affecting consumption and saving decisions. 
To illustrate, suppose that Prudence receives a one-time bonus of $6000 at work, 
which increases her current year's income by $6000. (We ignore income taxes; 
equivalently, we can assume that the bonus is actually larger than $6000 but that, 
after paying her taxes, Prudence finds that her current income has increased by 
$6000.) What will she do with this extra income? Prudence could splurge and 
spend the entire bonus on a trip to Hawaii. If she spends the entire bonus, her cur
rent consumption will increase by $6000 but, because she has not increased her 
saving, her future consumption will be unchanged. Alternatively, she could save 
the entire bonus, leaving her current consumption unchanged but using the bonus 
plus the interest it earns to increase her consumption in the future. Because of the 
consumption-smoothing motive, however, Prudence is unlikely to follow either of 
these extreme strategies. Instead, she will spend part of the bonus (increasing cur
rent consumption) and save the rest (enabling her to increase future consumption 
as well). 

The portion of her bonus that Prudence spends will depend on factors such as 
her willingness to defer gratification and her assessment of her current and future 
needs. We define Prudence's marginal propensity to consume, or MPC, as the 
fraction of additional current income that she consumes in the current period. 
Because Prudence consumes some but not all of her extra income, her MPC will be 
between zero and one. Suppose, for example that Prudence has an MPC equal to 
0.4, so that she consumes 0.4, or 40%, of an increase in current income. Then, when 
she receives a $6000 bonus, Prudence will increase her current consumption by 0.4 x 
$6000 = $2400. Because the part of income that is not consumed is saved, her saving 
also increases by the amount of $6000 - $2400 = $3600. 

The marginal propensity to consume also applies to declines in current income. 
For example, if Prudence were temporarily laid off from her bookkeeping job so 
that her current year's income decreased by $8000, she would reduce both her 
consumption and her saving. If we assume that her marginal propensity to con
sume remains 0.4, she would reduce her consumption by 0.4 x $8000 = $3200, and 
her saving would therefore have to diminish by $8000 - $3200 = $4800. 

Aggregate income and consumption reflect the decisions of millions of indi
viduals and households, so that the lessons we learned from thinking about the 
case of Prudence also apply at the macroeconomic level. Just as an increase in Pru
dence's income caused her to consume more, we would expect an increase in 
aggregate output (income) Y to lead to an increase in aggregate desired consump
tion, Cd, as well. Because marginal propensities to consume are less than 1, how
ever, the increase in Cd will be less than the increase in Y. As not all of the increase 
in Y is spent, desired national saving Sd will also rise when Y rises. 

Effect of C h a n ges i n  Expected Future I n c o m e  

Today's consumption decisions may depend not only on current income, but also 
on the income that one expects to earn in the future. For example, an individual 
who is currently not employed but who has a contract to begin a high-paying job 
in three months will probably consume more today than another unemployed 
individual with no job prospects. 
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To illustrate the effect of changes in expected future income, suppose that instead 
of receiving the $6000 bonus during the current year, Prudence learns that she will 
receive a $6000 bonus (after taxes) next year. The promise of the bonus is legally bind
ing, and Prudence has no doubt that she will receive the extra income next year. How 
will this information affect Prudence's consumption and saving in the current year? 

Because her current income is unaffected, Prudence could leave her current 
consumption and saving unchanged, waiting until she actually receives the bonus 
to increase her consumption. If her decisions are guided by a consumption
smoothing motive, however, she will prefer to use the bonus to increase her current 
consumption as well as her future consumption. She can increase her current con
sumption, despite the fact that her current income remains unchanged, by reducing 
her current saving (she could even "dissave," or have negative current saving, with 
current consumption exceeding current income, by using her accumulated assets or 
by borrowing). Suppose, for example, that Prudence decides to consume $1000 
more this year. Because her current income is unchanged, Prudence's $1000 increase 
in current consumption is equivalent to a $1000 reduction in current saving. 

The $1000 reduction in current saving will reduce Prudence's available 
resources in the next year, relative to the situation in which her saving is 
unchanged, by $1000 x (1 + r). For example, if the real interest rate is 0.05, cutting 
current saving by $1000 reduces Prudence's available resources next year by $1000 x 
1 .05 = $1050. Overall, her available resources next year will increase by $6000 
because of the bonus but will decrease by $1050 because of reduced current saving, 
giving a net increase in resources of $6000 - $1050 = $4950, which can be used to 
increase consumption next year or in the following years. Effectively, Prudence can 
use the increase in her expected future income to increase consumption both in the 
present and in the future. 

To summarize, an increase in an individual's expected future income is likely 
to lead that person to increase current consumption and decrease current saving. 
The same result applies at the macroeconomic level: If people expect that aggregate 
output and income, Y, will be higher in the future, current desired consumption, Cd, 
should increase and current desired national saving, Sd, should decrease. 

Economists can't measure expected future income directly, so how do they 
take this variable into account when predicting consumption and saving behavior? 
One approach is to survey consumers and ask them about their expectations. Their 
answers can be useful for assessing developments in the macroeconomy, as the 
Application "Consumer Sentiment and Forecasts of Consumer Spending" shows. 

Consumer Sentiment and Forecasts of Consumer Spending 

Indexes that focus on consumer sentiment are widely reported in the press. The 
University of Michigan, The Conference Board, and ABC News/Washington Post 
each conduct their own survey, in which they ask consumers about their percep
tions of current and future economic conditions. Consumer sentiment is closely 
associated with consumer spending. News about the stock market, wars, and elec
tions causes consumer sentiment to change and affects consumer spending. 
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Economists on Wall Street and at the Federal Reserve pay attention to the 
indexes, thinking that they provide useful information about future spending by 
consumers. But do they? The question is: Even if consumer sentiment today is 
closely associated with consumer spending today, can consumer sentiment help 
economists forecast future consumer spending? Recent research suggests that these 
measures of consumer sentiment may not be helpful in doing so. 

To see whether indexes of consumer sentiment facilitate accurate forecasting, 
we begin by examining the data. Figure 4.1 shows the monthly values of the 
University of Michigan (U of M) index, plotted over time from January 1978 to 
December 2005, with gray bars indicating when the economy was in a recession.2 

The University of Michigan consumer sentiment index turns down sharply 
during recessions. But it does not seem to give any warning before a recession 
begins, except for the 2001 recession, when it turned down several months before 
the recession started. Thus, it does not seem that the consumer sentiment index is 
useful for forecasting recessions. 

If consumer sentiment indexes help economists on Wall Street and at the Federal 
Reserve forecast any economic variables, the likeliest such variable is consumer 
spending. We know that people base their spending decisions on their incomes and 
other variables, and it is a reasonable conjecture that their views of the current and 
future state of the economy would influence their consumption decisions. 

2The Conference Board survey and the ABC News/Washington Post survey show similar results. As 
their data are not as readily available as the University of Michigan survey data, we focus here on the 
U of M survey data. 



Figure 4.2 

University of Michigan 
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Sentiment and 
Consumption 
Spending, January 
1978-December 2005 
The index of consumer 
sentiment and growth in 
consumption spending 
appear to move together 
reasonably well, suggest
ing that consumer senti
ment might be useful for 
explaining consumption 
spending. 
Source: Index of Consumer 
Sentiment (© University of 
Michigan) from FRED data
base, series UMCSENT; con
sumption spending from 
FRED database, series 
PCEC96. 
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To see whether consumer sentiment indexes are correlated with people's spend
ing decisions, we look at the data in Fig. 4.2. The figure shows values from 1978 to 
2005 of the U of M index of consumer sentiment (the scale on the left vertical axis) 
compared with consumer spending (the scale on the right vertical axis), as measured 
by the percentage change in consumer spending from the same month one year ear
lier (so the value reported for December 2005 is the percentage change in the amount 
of consumer spending in December 2005 from its value in December 2004). 

The general movements of the two series correspond fairly closely (the correla
tion between them is 0.67). They declined together from 1978 to 1980, rose sharply 
together after the recession ended in 1982, and drifted slowly downward together in 
the 1980s. In the 1990s, the University of Michigan index rose earlier than the growth 
rate of consumption spending, but both were very high in the late 1990s and fell 
together in the early 2000s. Both series moved down sharply in September 200l. 

Sometimes, however, the consumer sentiment index moves differently than con
sumer spending. For example, in October 1987, when the stock market crashed, con
sumer sentiment fell sharply, as did consumer spending. But within several months, 
consumer spending rebounded, before the consumer sentiment indexes rose. We find 
another example in late 1998, when the Russian government defaulted on its debt and 
a large hedge fund failed, leading to chaotic financial conditions around the world. 
Consumer sentiment declined sharply, but consumer spending was unaffected. 

So there are reasons to think that consumer sentiment might be useful in fore
casting consumer spending, as well as reasons to think it may not be helpful. The 
only way to tell is to use formal statistical methods to test whether consumer sen
timent improves the forecasting performance of a model. 
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The first research paper to examine the use of consumer sentiment indexes 
in forecasting consumer spending was published by Jason Bram and Sydney 
Ludvigson of the Federal Reserve Bank of New York.3 

They asked the question: If a forecaster used a model to forecast the amount of 
consumer spending in the next three months, would those forecasts be improved if the 
forecaster included data on consumer sentiment in the model? Bram and Ludvigson 
found that for forecasting changes in consumer spending, a model including vari
ables for past consumer spending, personal income, stock prices, and interest 
rates is good, but a forecaster would not be helped by using either the University of 
Michigan index or The Conference Board index. 

Consumer sentiment indexes usefully inform us about consumers' percep
tions of the current and future state of the economy and help to explain past 
changes in consumer spending. But they do not appear to be useful in forecasting 
consumer spending. Consumers may be worried about the current economic situ
ation, but it appears that their future spending is governed mainly by their incomes 
and financial variables, not by current consumer sentiment. 

'See Jason Bram and Sydney Ludvigson, "Does Consumer Confidence Forecast Household Expendi
ture? A Sentiment Index Horse Race." Federal Reserve Bank of New York, Economic Policy Review 
(June 1998), pp. 59-78. 

Effect of C h a n ges i n  We a lt h  

Another factor that affects consumption and saving is wealth. Recall from Chapter 2 
that the wealth of any entity, such as a household or an entire nation, equals its assets 
minus its liabilities. 

To see how consumption and saving respond to an increase in wealth, sup
pose that while cleaning out her attic Prudence finds a stock certificate for 50 shares 
of stock in a pharmaceutical company. Prudence's grandmother bought this stock 
for Prudence when she was born, and Prudence did not know about it. She imme
diately calls her broker and learns that the stock is now worth $6000. This unex
pected $6000 increase in Prudence's wealth has the same effect on her available 
resources as the $6000 increase in current income that we examined earlier. As in 
the case involving an increase in her current income, Prudence will use her 
increase in wealth to increase her current consumption by an amount smaller 
than $6000 so that she can use some of the additional $6000 to increase her future 
consumption. Because Prudence's current income is not affected by finding the 
stock certificate, the increase in her current consumption is matched by a decrease 
in current saving of the same size. In this way, an increase in wealth increases cur
rent consumption and reduces current saving. The same line of reasoning leads to 
the conclusion that a decrease in wealth reduces current consumption and 
• • 

mcreases savmg. 
The ups and downs in the stock market are an important source of changes in 

wealth, and the effects on consumption of changes in the stock market are explored 
in the Application, "Macroeconomic Consequences of the Boom and Bust in Stock 
Prices," p. 144. 
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Effect of C h a n g e s  i n  the Real  I nte rest Rate 

We have seen that the real interest rate is the price of current consumption in terms 
of future consumption. We held the real interest rate fixed when we examined the 
effects of changes in current income, expected future income, and wealth. Now we 
let the real interest rate vary, examining the effect on current consumption and 
saving of changes in the real interest rate. 

How would Prudence's consumption and saving change in response to an 
increase in the real interest rate? Her response to such an increase reflects two oppos
ing tendencies. On the one hand, because each real dollar of saving in the current year 
grows to 1 + r real dollars next year, an increase in the real interest rate means that each 
dollar of current saving will have a higher payoff in terms of increased future con
sumption. This increased reward for current saving tends to increase saving. 

On the other hand, a higher real interest rate means that Prudence can achieve 
any future savings target with a smaller amount of current saving. For example, 
suppose that she is trying to accumulate $1400 to buy a new laptop computer next 
year. An increase in the real interest rate means that any current saving will grow 
to a larger amount by next year, so the amount that she needs to save this year to 
reach her goal of $1400 is lower. Because she needs to save less to reach her goal, 
she can increase her current consumption and thus reduce her saving. 

The two opposing effects described above are known as the substitution effect 
and the income effect of an increase in the real interest rate. The substitution effect 
of the real interest rate on saving reflects the tendency to reduce current con
sumption and increase future consumption as the price of current consumption, 
1 + r, increases. In response to an increase in the price of current consumption, con
sumers substitute away from current consumption, which has become relatively 
more expensive, toward future consumption, which has become relatively less 
expensive. The reduction in current consumption implies that current saving 
increases. Thus the substitution effect implies that current saving increases in 
response to an increase in the real interest rate. 

The income effect of the real interest rate on saving reflects the change in cur
rent consumption that results when a higher real interest rate makes a consumer 
richer or poorer. For example, if Prudence has a savings account and has not bor
rowed any funds, she is a recipient of interest payments. She therefore benefits from 
an increase in the real interest rate because her interest income increases. With a 
higher interest rate, she can afford to have the same levels of current and future 
consumption as before the interest rate change, and she would have some addi
tional resources to spend. These extra resources are effectively the same as an 
increase in her wealth, so she will increase both her current and her future con
sumption. Thus, for a saver, who is a recipient of interest payments, the income 
effect of an increase in the real interest rate is to increase current consumption and 
reduce current saving. Therefore, for a saver, the income and substitution effects of 
an increase in the real interest rate work in opposite directions, with the income 
effect reducing saving and the substitution effect increasing saving. 

The income effect of an increase in the real interest rate is different for a payer 
of interest, such as a borrower. An increase in the real interest rate increases the 
amount of interest payments that a borrower must make, thereby making the bor
rower unable to afford the same levels of current and future consumption as before 
the increase in the real interest rate. The borrower has effectively suffered a loss of 
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wealth as a result of the increase in the real interest rate, and responds to this decline 
in wealth by reducing both current consumption and future consumption. The 
reduction in current consumption means that current saving increases (that is, bor
rowing decreases). Hence, for a borrower, the income effect of an increase in the real 
interest rate is to increase saving. Thus both the substitution effect and the income 
effect of an increase in the real interest rate increase the saving of a borrower. 

Let's summarize the effect of an increase in the real interest rate. For a saver, 
who is a recipient of interest, an increase in the real interest rate tends to increase 
saving through the substitution effect but to reduce saving through the income effect. 
Without additional information, we cannot say which of these two opposing effects 
is larger. For a borrower, who is a payer of interest, both the substitution effect and 
the income effect operate to increase saving. Consequently, the saving of a borrower 
unambiguously increases. 

What is the effect of an increase in the real interest rate on national saving? 
Because the national economy is composed of both borrowers and savers, and 
because, in principle, savers could either increase or decrease their saving in response 
to an increase in the real interest rate, economic theory cannot answer this question. 
As economic theory does not indicate whether national saving increases or decreases 
in response to an increase in the real interest rate, we must rely on empirical studies 
that examine this relationship using actual data. Unfortunately, interpretation of the 
empirical evidence from the many studies done continues to inspire debate. The 
most widely accepted conclusion seems to be that an increase in the real interest rate 
reduces current consumption and increases saving, but this effect isn't very strong. 

Taxes and  the Rea l  Return to Saving.  In discussing the real return that savers 
earn, we have not yet mentioned an important practical consideration: Interest 
earnings (and other returns on savings) are taxed. Because part of interest earnings 
must be paid as taxes, the real return earned by savers is actually less than the dif
ference between the nominal interest rate and expected inflation. 

A useful measure of the returns received by savers that recognizes the effects of 
taxes is the expected after-tax real interest rate. To define this concept, we let i repre
sent the nominal interest rate and t the rate at which interest income is taxed. In the 
United States, for example, most interest earnings are taxed as ordinary income, so 
t is the income tax rate. Savers retain a fraction (1 - t) of total interest earned so that 
the after-tax nominal interest rate, received by savers after payment of taxes, is 
(1 - t)i. The expected after-tax real interest rate, ra_l, is the after-tax nominal inter
est rate minus the expected inflation rate, 7[e, or 

ra_1 = (1 - t)i - rt'. (4.2) 

The expected after-tax real interest rate is the appropriate interest rate for con
sumers to use in making consumption and saving decisions because it measures 
the increase in the purchasing power of their saving after payment of taxes. 

Table 4.1 shows how to calculate the after-tax nominal interest rate and the 
expected after-tax real interest rate. Note that, given the nominal interest rate and 
expected inflation, a reduction in the tax rate on interest income increases the 
nominal and real after-tax rates of return that a saver receives. Thus, by reducing 
the rate at which it taxes interest, the government can increase the real rate of 
return earned by savers and (possibly) increase the rate of saving in the economy. 



Table 4.1 

Calculating After-Tax Interest Rates 

i :::: nominal interest rate = 5% per year 
rr! = expected inflation rate :::: 2% per year 

Example 1 
t :::: tax rate on interest income :::: 30% 
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After-tax nominal interest rate = (1 - t)i = ( 1  - 0.30)5% = 3.5% 
Expected after-tax real interest rate = (1 -t)i- lIe = (1 - 0.30)5% - 2% = 1 .5% 

Example 2 
t :::: tax rate on interest income :::: 20% 
After-tax nominal interest rate = (1 - t)i = (1 - 0.20)5% = 4% 
Expected after-tax real interest rate = (1 - t)i - 1I'"  = (1 - 0.20)5% - 2% = 2% 

The stimulation of saving is the motivation for tax provisions such as individual 
retirement accounts (IRAs), which allow savers to shelter part of their interest 
earnings from taxes and thus earn higher after-tax rates of return. Unfortunately, 
because economists disagree about the effect of higher real interest rates on saving, 
the effectiveness of IRAs and similar tax breaks for saving also is in dispute. 

Fisca l P o l i cy 

We've just demonstrated how government tax policies can affect the real return 
earned by savers and thus, perhaps, the saving rate. However, even when govern
ment fiscal policies decisions about spending and taxes aren't intentionally 
directed at affecting the saving rate, these policies have important implications for 
the amount of consumption and saving that takes place in the economy. Although 
understanding the links between fiscal policy and consumer behavior requires some 
difficult economic reasoning, these links are so important that we introduce them 
here. Later we discuss several of these issues further, particularly in Chapter 15. 

To make the discussion of fiscal policy effects as straightforward as possible, 
we take the economy's aggregate output, Y, as a given. That is, we ignore the pos
sibility that the changes in fiscal policy that we consider could affect the aggregate 
supply of goods and services. This assumption is valid if the economy is at full 
employment (as we are assuming throughout Part 2 of this book) and if the fiscal 
policy changes don't significantly affect the capital stock or employment. Later we 
relax the fixed-output assumption and discuss both the classical and Keynesian 
views about how fiscal policy changes can affect output. 

In general, fiscal policy affects desired consumption, Cd, primarily by affecting 
households' current and expected future incomes. More specifically, fiscal changes 
that increase the tax burden on the private sector, either by raising current taxes or 
by leading people to expect that taxes will be higher in the future, will cause people 
to consume less. 

For a given level of output, Y, government fiscal policies affect desired national 
saving, Sd, or Y - Cd - G, in two basic ways. First, as we just noted, fiscal policy can 
influence desired consumption: For any levels of output, Y, and government pur
chases, G, a fiscal policy change that reduces desired consumption, Cd, by one 
dollar will at the same time raise desired national saving, Sd, by one dollar. Second, 
for any levels of output and desired consumption, increases in government purchases 
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WITH T H E  MACRO E C O N O M Y  

::I: Interest Rates 
U 

5 Although in our theoretical discussions we refer to "the" 

I- interest rate, as if there were only one, actually there are 

Z 
many different interest rates, each of which depends on 

_ the identity of the borrower and the terms of the loan. 
Shown here are some interest rates that appeared in 
Federal Reserve statistical release H.15 on June 8, 2006. 

Current Year Earlier 
Prime rate 8.00% 6.00% 
Federal funds 5.02 2.96 
3-month Treasury bills 4.87 3.02 
6-month Treasury bills 5.06 3.15 
10-yearTreasury notes 5.00 3.95 
20-year Treasury bonds 5.20 4.29 
Municipal bonds 4.48 4.21 

The prime rate is the basic rate that banks charge on 
loans to their best customers. The Federal funds rate is 
the rate at which banks make overnight loans to one 
another. Treasury bills, notes, and bonds are debts of 
the U.s. government, and municipal bonds are obliga
tions of state and local governments. With the exception 
of the prime rate, these interest rates vary continuously 
as financial market conditions change. The prime rate is 
an average of lending rates set by major banks and 
changes less frequently. 

The interest rates charged on these different types 
of loans need not be the same. One reason for this vari
ation is differences in the risk of nonrepayment, or 
default. Federal government debt is believed to be free 
from default risk, but there is always a chance that a 
business, bank, or municipality may not be able to repay 
what it borrowed. Lenders charge risky borrowers extra 
interest to compensate themselves for the risk of default. 
Thus the prime rate, the Federal funds rate, and the 
municipal bond rate are higher than they would be if 
there were no default risk. 

A second factor affecting interest rates is the length of 
time for which the funds are borrowed. The relationship 
between the life of a bond (its maturity) and the interest 

rate it pays is called the yield curve. The accompanying 
figure shows the yield curve in June 2006 (labeled cur
rent) and the yield curve one year earlier. Because 
longer maturity bonds typically pay higher interest rates 
than shorter maturity bonds, the yield curve generally 
slopes upward. We will discuss how interest rates relate 
to the maturity of a bond in the section "Time to Maturity" 
in Chapter 7, pp. 255-256. 

A final factor affecting interest rates is tax status. 
Because interest on municipal bonds is not taxable, 
lenders are willing to accept a lower interest rate on 
these loans than if the interest were taxable. 

Although the levels of the various interest rates are 
quite different, interest rates go up and down together 
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most of the time. All of the interest rates discussed here, 
including those on Treasury bills, notes, and bonds of 
various maturities and on municipal bonds, increased 
between June 2005 and June 2006. As a general rule, 
interest rates tend to move together, so in our economic 
analyses we usually refer to "the" interest rate, as if 
there were only one. 

directly lower desired national saving, as is apparent from the definition of desired 
national saving, Sd = Y - Cd - G. 

To illustrate these general points, we consider how desired consumption and 
desired national saving would be affected by two specific fiscal policy changes: an 
increase in government purchases and a tax cut. 
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G overnment  P u rchases .  Suppose that current government purchases, G, 
increase by $10 billion, perhaps because the government increases military spend
ing. Assume that this increase in G is temporary so that plans for future govern
ment purchases are unchanged. (Analytical Problem 5 at the end of this chapter 
looks at the case of a permanent increase in government purchases.) For any fixed 
level of output, Y, how will this change in fiscal policy affect desired consumption 
and desired national saving in the economy? 

Let's start by finding the effect of the increased government purchases on con
sumption. As already mentioned, changes in government purchases affect consump
tion because they affect private-sector tax burdens. Suppose for example that the 
government pays for the extra $10 billion in military spending by raising current 
taxes by $10 billion. For a given total (before-tax) output, Y, this tax increase implies a 
$10 billion decline in consumers' current (after-tax) incomes. We know that consumers 
respond to a decline in their current incomes by reducing consumption, although by 
less than the decline in current income.' So, in response to the $10 billion tax increase, 
consumers might, for example, reduce their current consumption by $6 billion. 

What happens to consumption if the government doesn't raise current taxes 
when it increases its purchases? The analysis in this case is more subtle. If the gov
ernment doesn't raise current taxes, it will have to borrow the $10 billion to pay for 
the extra spending. The government will have to repay the $10 billion it borrows, 
plus interest, sometime in the future, implying that future taxes will have to rise. If 
taxpayers are clever enough to understand that increased government purchases 
today mean higher taxes in the future, households' expected future (after-tax) 
incomes will fall, and again they will reduce desired consumption. For the sake of 
illustration, we can imagine that they again reduce their current consumption by 
$6 billion, although the reduction in consumption might be less if some consumers 
don't understand that their future taxes are likely to rise. 

What about the effects on desired national saving? The increase in government 
purchases affects desired national saving, Y - Cd - G, directly by increasing G and indi
rectly by reducing desired consumption, Cd. In our example, the increase in govern
ment purchases reduces desired consumption by $6 billion, which by itself would 
raise national saving by $6 billion. However, this effect is outweighed by the increase 
in G of $10 billion so that overall desired national saving, Y - Cd - G, falls by $4 billion, 
with output, Y, held constant.s More generally, because the decline in desired con
sumption can be expected to be less than the initial increase in government purchases, 
a temporary increase in government purchases will lower desired national saving. 

To summarize, for a given current level of output, Y, we conclude that a tem
porary increase in government purchases reduces both desired consumption and 
desired national saving. 

Taxes. Now suppose that government purchases, G, remain constant but that 
the government reduces current taxes, T, by $10 billion. To keep things as simple 
as possible, we suppose that the tax cut is a lump sum, giving each taxpayer the 
same amount (think of the country's 100 million taxpayers receiving $100 each). 

4Recall that the marginal propensity to consume out of current income is positive but less than l. 

'Note that national saving would fall by even more than $4 billion if consumers ignored the prospect 
of future tax increases and thus didn't reduce their current consumption. 
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With government purchases, G, and output, Y, held constant, desired national 
saving, Y - Cd - G, will change only if desired consumption, Cd, changes. So the ques
tion is, How will desired consumption respond to the cut in current taxes? 

Again the key issue is, How does the tax cut affect people's current and expected 
future incomes? The $10 billion current tax cut directly increases current (after-tax) 
incomes by $10 billion, so the tax cut should increase desired consumption (by 
somewhat less than $10 billion). However, the $10 billion current tax cut also 
should lead people to expect lower after-tax incomes in the future. The reason is 
that, because the government hasn't changed its spending, to cut taxes by $10 billion 
today the government must also increase its current borrowing by $10 billion. 
Because the extra $10 billion of government debt will have to be repaid with interest 
in the future, future taxes will have to be higher, which in turn implies lower future 
disposable incomes for households. All else being equal, the decline in expected 
future incomes will cause people to consume less today, offsetting the positive 
effect of increased current income on desired consumption. Thus, in principle, a 
current tax cut which raises current incomes but lowers expected future incomes'
could either raise or lower current desired consumption. 

Interestingly, some economists argue that the positive effect of increased current 
income and the negative effect of decreased future income on desired consumption 
should exactly cancel so that the overall effect of a current tax cut on consumption is 
zero' The idea that tax cuts do not affect desired consumption and (therefore) also do 
not affect desired national saving,6 is called the Ricardian equivalence proposition? 

The Ricardian equivalence idea can be briefly explained as follows (see Chapter 15 
for a more detailed discussion). In the long run, all government purchases must be paid 
for by taxes. Thus, if the government's current and planned purchases do not change, 
a cut in current taxes can affect the timing of tax collections but (advocates of Ricardian 
equivalence emphasize) not the ultimate tax burden borne by consumers. A current tax 
cut with no change in government purchases doesn't really make consumers any 
better off (any reduction in taxes today is balanced by tax increases in the future), so 
they have no reason to respond to the tax cut by changing their desired consumption. 

Although the logic of the Ricardian equivalence proposition is sound, many econ
omists question whether it makes sense in practice. Most of these skeptics argue that, 
even though the proposition predicts that consumers will not increase consumption 
when taxes are cut, in reality lower current taxes likely will lead to increased desired 
consumption and thus reduced desired national saving. One reason that consumption 
may rise after a tax cut is that many perhaps most consumers do not understand 
that increased government borrowing today is likely to lead to higher taxes in the 
future. Thus consumers may simply respond to the current tax cut, as they would to 
any other increase in current income, by increasing their desired consumption. 

The effects of a tax cut on consumption and saving may be summarized as 
follows: According to the Ricardian equivalence proposition, with no change in 

61n this example, private disposable income rises by $10 billion, so if desired consumption doesn't 
change, desired private saving rises by $10 billion. However, the government deficit also rises by $10 bil
lion because of the tax cut, so government saving falls by $10 billion. Therefore desired national saving
private saving plus government saving-doesn't change. 
7The argument was first advanced by the nineteenth-century economist David Ricardo, although he 
expressed some reservations about its applicability to real-world situations. The word "equivalence" 
refers to the idea that, if Ricardian equivalence is true, taxes and government borrowing have equiva
lent effects on the economy. 



S U M M A RY 5 

4.1 Consumption and Saving 1 25 

Determinants of Desired National Saving 

An increase in 

Current output, Y 

Expected future 
output 

Wealth 

Expected real interest 
rate, r 

Government 
purchases, G 
Taxes, T 

Causes desired 
national 
saving to 

Rise 

Fall 

Fall 

Probably rise 

Fall 

Remain  
unchanged 
or rise 

Reason 

Part of the extra income is saved to provide 
for future consumption. 

Anticipation of future income raises current 
desired consumption, lowering current 
desired saving. 

Some of the extra wealth is consumed, 
which reduces saving for given income. 

An increased return makes saving more 
attractive, probably outweighing the fact 
that less must be saved to reach a specific 
savings target. 

Higher government purchases d irectly lower 
desired national saving. 

Saving doesn't change if consumers take 
i nto account an offsetting future tax cut; 
saving rises if consumers don't take i nto 
account a future tax cut and thus reduce 
current consumption. 

current or planned government purchases, a tax cut doesn't change desired con
sumption and desired national saving. However, the Ricardian equivalence propo
sition may not apply if consumers fail to take account of possible future tax 
increases in their planning; in that case, a tax cut will increase desired consumption 
and reduce desired national saving. 

The factors that affect consumption and saving are listed in Summary table 5. 

A Ricardian Tax Cut? 

In May 2001, Congress passed, and President Bush signed, the Economic Growth and 
Tax Relief Reconciliation Act (EGTRRA) of 2001, which featured both short-run and 
long-run tax cuts. In the short run, and in response to concerns about the ongoing 
economic slowdown, EGTRRA included a provision for the distribution of rebate 
checks to taxpayers. To be mailed out over a period of months beginning in July 2001, 
the rebates were as large as $300 for an individual, $500 for a head of household, and 
$600 for a married couple. The longer-run tax cut provided by EGTRRA decreased 
income tax rates. For couples filing a joint return, the tax rate on the first $12,000 of 
income was reduced from 15% to 10%. The highest tax rate, paid by upper-income 
taxpayers, was to be reduced to 35% from 39.6% over a five-year period, and other 
tax rates would be reduced by 3 percentage points over a five-year period. 
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Largely as a result of this tax bill, Federal receipts in the third quarter of 2001 
were $180.3 billion (seasonally adjusted at annual rates) lower than in the first 
quarter of that year. If the Ricardian equivalence proposition holds, then a tax cut 
should have no effect on consumption or national saving. Specifically, although a 
tax cut reduces government saving by reducing the budget surplus, Ricardian 
equivalence suggests that the tax cut should increase private saving by an equal 
amount, leaving national saving (the sum of government saving and private 
saving) unchanged. 

The accompanying table compares various components of national saving in 
the first quarter of 2001, before the tax cut was enacted, and in the third quarter of 
2001, after taxpayers had begun to receive rebates and to benefit from reductions in 
tax rates. Government saving fell by $277 billion (at an annual rate) from the first 
quarter to the third quarter of 2001, reflecting the losses in tax revenue. But during 
this time period, private saving increased by $180 billion, so that national saving 
fell by much less than government saving fell from the first quarter to the third 
quarter. Private saving increased by about two thirds of the decrease in government 
saving, so that national saving declined by only about one third of the decrease in 
government saving. (Remember, Ricardian equivalence applies to changes in taxes 
or transfers, but not to changes in government saving that arise from changes in 
government purchases. In this episode, most of the change in government saving 
stemmed from reduced taxes and increased transfer payments, though some of the 
decline in government saving reflected an increase in government purchases.) 

Surveys of consumers showed that most of them, in fact, saved the tax rebates 
they received in 200l. Matthew D. Shapiro and Joel Slemrod of the Urtiversity of 
Michigan found that less than one-quarter of households said they mostly spent the 
tax rebates they received in 2001 8 The low spending rate means that the tax rebates 
did not stimulate the economy as much as the government had hoped when it 
passed the tax cuts into law. 

Ricardian Equivalence and the Tax Cut of May 2001 

Private Saving 
Personal 
Business 

Government Saving 
Federal 
State and local 

National Saving 

2001:Q1 

1 354.1 
1 38.6 

1 2 1 5.5 

391.2 
244.5 
146.7 

1 745.3 

Note: Amounts in billions of dollars. 

Source: BEA Web site, wv.w.bea.gov, Table 5.1. 

2001:Q3 

1 533.8 
261.6 

1272.2 

1 14.1 
-0.2 

1 1 4.3 

1647.9 

Change 

179.7 
1 23.0 
56.7 

-277.1 
-244.7 

-32.4 

-97.4 

'''Did the 2001 Tax Rebate Stimulate Spending? Evidence from Taxpayer Surveys," in James Poterba, 
ed., Tax Policy alld the Economy 17 (Cambridge, MA: MIT Press, 2003), pp. 83-109. 
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Let's now turn to a second major component of spending: investment spending by 
firms. Like consumption and saving decisions, the decision about how much to 
invest depends largely on expectations about the economy's future. Investment also 
shares in common with saving and consumption the idea of a trade-off between the 
present and the future. In making a capital investment, a firm commits its current 
resources (which could otherwise be used, for example, to pay increased dividends 
to shareholders) to increasing its capacity to produce and earn profits in the future. 

Recall from Chapter 2 that investment refers to the purchase or construction of 
capital goods, including residential and nonresidential buildings, equipment and 
software used in production, and additions to inventory stocks. From a macroeco
nomic perspective, there are two main reasons to study investment behavior. First, 
more so than the other components of aggregate spending, investment spending 
fluctuates sharply over the business cycle, falling in recessions and rising in booms. 
Even though investment is only about one-sixth of GDP, in the typical recession 
half or more of the total decline in spending is reduced investment spending. 
Hence explaining the behavior of investment is important for understanding the 
business cycle, which we explore further in Part 3. 

The second reason for studying investment behavior is that investment plays 
a crucial role in determining the long-run productive capacity of the economy. 
Because investment creates new capital goods, a high rate of investment means that 
the capital stock is growing quickly. As discussed in Chapter 3, capital is one of the 
two most important factors of production (the other is labor). All else being equal, 
output will be higher in an economy that has invested rapidly and thus built up a 
large capital stock than in an economy that hasn't acquired much capital. 

The D e s i red C a p ita l Stock 

To understand what determines the amount of investment, we must consider how 
firms decide how much capital they want. If firms attempt to maximize profit, as 
we assume, a firm's desired capital stock is the amount of capital that allows the firm 
to earn the largest expected profit. Managers can determine the profit- maximizing 
level of the capital stock by comparing the costs and benefits of using additional 
capital a new machine, for example. If the benefits outweigh the costs, expanding 
the capital stock will raise profits. But if the costs outweigh the benefits, the firm 
shouldn't increase its planned capital stock and may even want to reduce it. As you 
might infer from this brief description, the economic logic underlying a firm's 
decision about how much capital to use is similar to the logic of its decision about 
how many workers to employ, discussed in Chapter 3. 

In real terms, the benefit to a firm of having an additional unit of capital is the 
marginal product of capital, MPK. Recall from Chapter 3 that the MPK is the 
increase in output that a firm can obtain by adding a unit of capital, holding con
stant the firm's work force and other factors of production. Because lags occur in 
obtaining and installing new capital, the expected future marginal product of cap
ital, MPi<1, is the benefit from increasing investment today by one unit of capital. 
This expected future benefit must be compared to the expected cost of using that 
extra unit of capital, or the user cost of capital. 



1 28 Chapter 4 Consumption, Saving, and Investment 

The User  Cost of Cap i ta l .  To make the discussion of the user cost of capital 
more concrete, let's consider the case of Kyle's Bakery, Inc., a company that pro
duces specialty cookies. Kyle, the bakery's owner-manager, is considering invest
ing in a new solar-powered oven that wiU allow him to produce more cookies in the 
future. If he decides to buy such an oven, he must also determine its size. In making 
this decision, Kyle has the following information: 

1. A new oven can be purchased in any size at a price of $100 per cubic foot, mea
sured in real (base-year) dollars. 

2. Because the oven is solar powered, using it does not involve energy costs. The 
oven also does not require maintenance expenditures.9 However, the oven 
becomes less efficient as it ages: With each year that passes, the oven produces 
10% fewer cookies. Because of this depreciation, the real value of an oven falls 
10% per year. For example, after one year of use, the real value of the oven is 
$90 per cubic foot. 

3. Kyle can borrow (from a bank) or lend (to the government, by buying a 
one-year government bond) at the prevailing expected real interest rate of 
8% per year. 

In calculating the user cost of capital, we use the following symbols (the 
numerical values are from the example of Kyle's Bakery): 

PK = real price of capital goods ($100 per cubic foot); 
d = rate at which capital depreciates (10% per year); 
r = expected real interest rate (8% per year). 

The user cost of capital is the expected real cost of using a unit of capital for a 
specified period of time. For Kyle's Bakery, we consider the expected costs of pur
chasing a new oven, using it for a year, and then selling it. The cost of using the 
oven has two components: depreciation and interest. 

In general, the depreciation cost of using capital is the value lost as the capital 
wears out. Because of depreciation, after one year the oven for which Kyle pays $100 
per cubic foot when new will be worth only $90 per cubic foot. The $10-per-cubic
foot loss that Kyle suffers over the year is the depreciation cost of using the oven. 
Even if Kyle doesn't sell the oven at the end of a year, he suffers this loss because at 
the end of the year the asset's (the oven's) economic value will be 10% less. 

The interest cost of using capital equals the expected real interest rate times the 
price of the capital. As the expected real interest rate is 8%, Kyle's interest cost of 
using the oven for a year is 8% of $100 per cubic foot, or $8 per cubic foot. To see 
why the interest cost is a cost of using capital, imagine first that Kyle must borrow 
the funds necessary to buy the oven; in this case, the interest cost of $8 per cubic 
foot is the interest he pays on the loan, which is obviously part of the total cost of 
using the oven. Alternatively, if Kyle uses profits from the business to buy the 
oven, he gives up the opportunity to use those funds to buy an interest-bearing 
asset, such as a government bond. For every $100 that Kyle puts into the oven, he is 
sacrificing $8 in interest that he would have earned by purchasing a $100 government 

9These assumptions simplify the example. If there were operating costs, such as fuel and maintenance 
costs, we would subtract them from the expected future marginal product of capital when calculating 
the benefit of using the oven. 



Figure 4.3 

Determination of the 
desired capital stock 
The desired capital stock 
(5000 cubic feet of oven 
capacity in this example) 
is the capital stock that 
maximizes profits. When 
the capital stock is 5000 
cubic feet, the expected 
future marginal product of 
capital, MPKf, is equal to 
the user cost of capital, ue. 
If the MP](f is larger 
than UC, as it is when the 
capital stock is 4000 cubic 
feet, the benefit of extra 
capital exceeds the cost, 
and the firm should 
increase its capital stock. 
If the MP](f is smaller than 
ue, as it is at 6000 cubic 
feet, the cost of extra capi
tal exceeds the benefit, 
and the firm should 
reduce its capital stock. 
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bond. This forgone interest is a cost to Kyle of using the oven. Thus the interest cost 
is part of the true economic cost of using capital, whether the capital's purchase is 
financed with borrowed funds or with the firm's own retained profits. 

The user cost of capital is the sum of the depreciation cost and the interest cost. 
The interest cost is rpK' 

the depreciation cost is dPK' and the user cost of capital, UC, is 

In the case of Kyle's Bakery, 

uc = (0.08 per year x $100 per cubic foot) 
+ (0.10 per year x $100 per cubic foot) 

= $18 per cubic foot per year. 

Thus Kyle's user cost of capital is $18 per cubic foot per year. 

(4.3) 

D eter m i n i n g  the Desired Cap ital  Stock. Now we can find a firm's profit
maximizing capital stock, or desired capital stock. A firm's desired capital stock is 
the capital stock at which the expected future marginal product of capital equals 
the user cost of capital. 

Figure 4.3 shows the determination of the desired capital stock for Kyle's 
Bakery. The capital stock, K, expressed as cubic feet of oven capacity, is measured 
along the horizontal axis. Both the MPKf and the user cost of capital are measured 
along the vertical axis. 

The downward-sloping curve shows the value of the MPKf for different sizes of 
the capital stock, K; at each level of K, the MPKf equals the expected real value of the 
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extra cookies that could be produced per year if oven capacity were expanded an 
additional cubic foot. The MPl(f curve slopes downward because the marginal 
product of capital falls as the capital stock is increased (we discussed reasons for the 
diminishing marginal productivity of capital in Chapter 3). The user cost (equal to 
$18 per cubic foot per year in the example) doesn't depend on the amount of cap
ital and is represented by a horizontal line. 

The amount of capital that maximizes the expected profit of Kyle's Bakery is 
5000 cubic feet, represented by point A in Fig. 4.3. At A, the expected benefit of 
an additional unit of capital, MP](f, equals the user cost, UC. For any amount of 
oven capacity less than 5000 cubic feet, Kyle's Bakery could increase its expected 
profit by increasing oven capacity. For example, Fig. 4.3 shows that at a planned 
capacity of 4000 cubic feet the MPl(f of an additional cubic foot is $20 worth of 
cookies per year, which exceeds the $18 per year expected cost of using the 
additional cubic foot of capacity. Starting from a planned capacity of 4000 cubic 
feet, if Kyle adds an extra cubic foot of capacity, he will gain an additional $20 
worth of future output per year while incurring only $18 per year in expected 
future costs. Thus expanding beyond 4000 cubic feet is profitable for Kyle. Sim
ilarly, Fig. 4.3 shows that at an oven capacity of more than 5000 cubic feet the 
expected future marginal product of capital, MPl(f, is less than the user cost, uc; 
in this case Kyle's Bakery could increase expected profit by reducing its capital 
stock. Only when MPl(f = uc will the capital stock be at the level that maximizes 
expected profit. 

As mentioned earlier, the determination of the desired capital stock is similar 
to the determination of the firm's labor demand, described in Chapter 3. Recall that 
the firm's profit-maximizing level of employment is the level at which the marginal 
product of labor equals the wage. Analogously, the firm's profit-maximizing level 
of capital is the level at which the expected future marginal product of capital 
equals the user cost, which can be thought of as the "wage" of capital (the cost of 
using capital for one period). 

C h a n g es i n  the D e s i red C a p ita l Stock 

Any factor that shifts the MPl(f curve or changes the user cost of capital changes the 
firm's desired capital stock. For Kyle's Bakery, suppose that the real interest rate 
falls from 8% per year to 6% per year. If the real interest rate, r, is 0.06 per year and 
the depreciation rate, d, and the price of capital, PK' remain at 0.10 per year and $100 
per cubic foot, respectively, the decline in the real interest rate reduces the user cost 
of capital, (r + d)PK' from $18 per cubic foot per year to (0.06 + 0.10)$100 per cubic 
foot per year, or $16 per cubic foot per year. 

This decline in the user cost is shown as a downward shift of the user cost line, 
from uc1 to uc2 in Fig. 4.4. After that shift, the MPl(f at the original desired capital 
stock of 5000 cubic feet (point A), or $18 per cubic foot per year, exceeds the user 
cost of capital, now $16 per cubic foot per year (point B). Kyle's Bakery can increase 
its profit by raising planned oven capacity to 6000 cubic feet, where the MPl(f 
equals the user cost of $16 per cubic foot per year (point C). This example illustrates 
that a decrease in the expected real interest rate or any other change that lowers 
the user cost of capital increases the desired capital stock. 
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A decline in the real 
interest rate raises the 
desired capital stock 
For the Kyle's Ba kery 
example, a decline in the 
real interest rate from 8% 
to 6% red uces the user 
cost, liC, of oven capacity 
from $18 to $16 per cubic 
foot per year and shifts 
the user-cost line down 
from lie1 to /.Ie2, The 
desired capital stock rises 
from 5000 (point A) to 
6000 (pain t C) cubic feet 
of oven capacity. At 6000 
cubic feet the MP[(f and 
the user cost of capital 
again are equal, at $16 
per cubic foot per year. 
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Technological changes that affect the MPKf curve also affect the desired stock of 
capital. Suppose that Kyle invents a new type of cookie dough that requires less 
baking time, allowing 12.5% more cookies to be baked daily. Such a technological 
advance would cause the MPKf curve for ovens to shift upward by 12.5% at each 
value of the capital stock. Figure 4.5 shows this effect as a shift of the MPKf curve 
from MPJ(Il to MpKf2 If the user cost remains at $18 per cubic foot per year, the 
technological advance causes Kyle's desired capital stock to rise from 5000 to 6000 
cubic feet. At 6000 cubic feet (point D) the MPKf again equals the user cost of cap
ital. In general, with the user cost of capital held constant, an increase in the 
expected future marginal product of capital at any level of capital raises the desired 
capital stock. 

Taxes and the Desired Capital  Stoc k.  So far we have ignored the role of taxes 
in the investment decision. But Kyle is interested in maximizing the profit his firm 
gets to keep after paying taxes. Thus he must take into account taxes in evaluating 
the desirability of an additional unit of capital. 

Suppose that Kyle's Bakery pays 20% of its revenues in taxes. In this case, 
extra oven capacity that increases the firm's future revenues by, say, $20 will 
raise Kyle's after-tax revenue by only $16, with $4 going to the government. To 
decide whether to add this extra capacity, Kyle should compare the after-tax 
MPKf of $16 per cubic foot per year not the before-tax MPKf of $20 per cubic foot 
per year with the user cost. In general, if 1: is the tax rate on firm revenues, the 
after-tax future marginal product of capital is ( 1  - 1:)MPKf. The desired capital 
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Figure 4.5 

An increase in the 
expected future MPK 
raises the desired 
capital stock 
A technological advance 
raises the expected 
future marginal product 
of capital, MPJ(f, shifting 
the MPJ(f curve upward 
from MPKI' to MPJ(I2. 
The desired capital stock 
increases from 5000 
(point A) to 6000 (point 0) 
cubic feet of oven capacity. 
At 6000 cubic feet the 
MPJ(f equals the user cost 
of capital He at $18 per 
cubic foot per year. 
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stock is the one for which the after-tax future marginal product equals the user 
cost, or 

(1 - 't)MPKf = uc. 

Dividing both sides of this equation by 1 - 't, we obtain 

MPK = !lC =
(r + d)PK . f 1 - T  1 - T  (4.4) 

In Eq. (4.4), the term uc/(l - 't) is called the tax-adjusted user cost of capital. The 
tax-adjusted user cost of capital shows how large the before-tax future marginal 
product of capital must be for a firm to willingly add another unit of capital. An 
increase in the tax rate 't raises the tax-adjusted user cost and thus reduces the 
desired stock of capital. 

To derive the tax-adjusted user cost, we assumed that taxes are levied as a pro
portion of firms' revenues. However, actual corporate taxes in the United States 
and other countries are much more complicated. Firms generally pay taxes on 
their profits rather than on their revenues, and the part of profit that is considered 
taxable may depend on how much the firm invests. For example, when a firm 
purchases some capital, it is allowed to deduct part of the purchase price of the cap
ital from its taxable profit in both the year of purchase and in subsequent years. By 
reducing the amount of profit to be taxed, these deductions, known as depreciation 
allowances, allow the firm to reduce its total tax payment. 

Another important tax provision, which has been used at various times in the 
United States, is the investment tax credit. An investment tax credit permits the firm 
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Table 4.2 

Effective Tax Rate on Capital, 2005 

ETR IIGDP ETR IIGDP 

Australia* 24.1 25.7 Korea (Rep. of) 30.8 30.1 
Austria 19.4 2 1 .2 Luxembourg 2 1 .9 2 1 .4 
Belgium 2 1 .4 2 1 .4 Mexico* 16.7 22.0 
Canada* 39.0 2 1 .0 Netherlands 25.0 19.2 
Czech Republic 1 7.7 26.4 New Zealand* 29.3 24.6 
Denmark 19.8 20.9 Norway 25.1 20.6 
Finland 22.9 20.2 Poland* 20.2 20.0 
France 33.3 20.2 Portugal 13.5 22.3 
Germany 36.9 1 7.2 Slovak Republic* 9.1 26.3 
Greece 29.3 23.8 Spain 27.3 29.7 
Hungary 18.2 23.7 Sweden 1 2. 1  1 7. 1  
Iceland 1 2. 1  28.6 Switzerland* 1 7.0 20.4 
Ireland* 1 3.7 25.0 Turkey 6.4 24.8 
Italy 36.2 20.9 United Kingdom 2 1 .7 16.8 
Japan* 33.6 22.7 United States* 37.7 19.2 

Note: ETR is effective tax rate on capital in 2005, in percent. I/GDP is the ratio of gross capital formation to GDP, in percent, 

for 2005. 
*For countries with an asterisk, the /lGDP is for 2004 because the OECD did not report 2005 data. 

Sources: ETR from Jack M. Mintz, The 2005 Tax Competitiveness Report (Toronto: C. D. Howe Institute, 2005): Table 2, 

p. 6. //GDP from Organization for Economic Cooperation and Development, stats.oecd.orglwbosldeJault.aspx? 
datasetcode=SNA_ TABLE1. 

to subtract a percentage of the purchase price of new capital directly from its tax 
bill. So, for example, if the investment tax credit is 10%, a firm that purchases a 
$15,000 piece of equipment can reduce its taxes by $1500 (10% of $15,000) in the 
year the equipment is purchased. 

Economists summarize the many provisions of the tax code affecting invest
ment by a single measure of the tax burden on capital called the effective tax rate. 
Essentially, the idea is to ask: What tax rate 1: on a firm's revenue would have the 
same effect on the desired capital stock as do the actual provisions of the tax 
code? The hypothetical tax rate that answers this question is the effective tax rate. 
Changes in the tax law that, for example, raise the effective tax rate are equivalent 
to an increased tax on firm revenue and a rise in the tax-adjusted user cost of cap
ital. Thus, all else being equal, an increase in the effective tax rate lowers the 
desired capital stock. 

Table 4.2 shows effective tax rates on capital for countries in the Organization 
for Economic Cooperation and Development (OECD) in 2005. The effective tax 
rate on capital ranges from 6.4 percent in Turkey to 39.0 percent in Canada. Also 
shown are the ratios of gross investment to GDP in each of these countries. Because 
an increase in the effective tax rate on capital increases the tax-adjusted user cost of 
capital, we would expect countries with high effective tax rates on capital to have 
low rates of investment, all else being equal. Even though all else is not equal 
across countries that is, even though other factors such as the expected future 
marginal product of capital differ across countries the data in Table 4.2 indicate a 
negative relationship between the effective tax rate on capital and the ratio of 
investment to GDP. (The correlation between the effective tax rate on capital and 
the ratio of investment to GDP is -0.21.) 
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M easuring the Effects of Taxes on Investment 

Does the effective tax rate significantly affect investment patterns? Determining 
the empirical relationship between tax rates and investment isn't easy. One prob
lem is that the factors other than taxes that affect the desired capital stock such 
as the expected future marginal product of capital and real interest rates are 
always changing, making it difficult to isolate the "pure" effects of tax changes. 
Another problem is that changes in the tax code don't happen randomly but 
reflect the government's assessment of economic conditions. For example, Con
gress is likely to reduce taxes on investment when investment spending is expect
ed to be unusually low so as to boost spending. But if Congress does so, low taxes 
on capital will tend to be associated with periods of low investment, and an econo
metrician might mistakenly conclude that tax cuts reduce rather than increase 
investment spending. For example, Congress passed an economic stimulus plan in 
early 2002 designed to increase investment by allowing firms to depreciate capi
tal for tax purposes faster than the true depreciation on the capital, effectively 
reducing the tax rate on the capital. But gross private domestic investment had 
already declined from 18% of GOP in 2000 to 16% in 2001, and it fell to 15% in 2002 
despite the tax cut. 

An interesting study that attempted to solve both of these problems was car
ried out by Jason Cummins and R. Glenn Hubbard of Columbia University and 
Kevin Hassett of the Board of Governors of the Federal Reserve System.lO To get 
around the problem that factors other than taxes are always changing, Cummins, 
Hubbard, and Hassett focused on the periods around thirteen major tax reforms, 
beginning with the investment tax credit initiated by President Kennedy in 1962 
and ending with the major tax reform of 1986, passed under President Reagan. The 
authors' idea was that, by looking at occasions when the tax code changed signif
icantly in a short period of time, they could reasonably assume that most of the 
ensuing change in investment was the result of the tax change rather than other 
factors. To get around the second problem, that tax cuts tend to take place when 
aggregate investment is low, Cummins, Hubbard, and Hassett didn't look at the 
behavior of aggregate investment; instead, they compared the investment respons
es of a large number of individual corporations to each tax reform. Because the tax 
laws treat different types of capital differently (for example, a machine and a fac
tory are taxed differently) and because companies use capital in different combi
nations, the authors believed that observing how different companies changed 
their investment after each tax reform would provide information on the effects of 
the tax changes. For example, if a tax reform cuts taxes on machines relative to 
taxes on factories and taxes are an important determinant of investment, compa
nies whose investment is concentrated in machinery should respond relatively 
more strongly to the tax change than companies who invest primarily in factories. 

lOu A Reconsideration of Investment Behavior Using Tax Reforms as Natural Experiments," Brookings 
Papers 011 Economic Activity, 1994:2, pp. 1-59. For a survey of work on taxation and investment, see 
Kevin Hassett and R. Glenn Hubbard, "Tax PoliCY and Investment," in A. j. Auerbach, ed., Fiscal Policy: 
Lessons from Economic Research, Cambridge: MIT Press, 1997. 
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Cummins, Hubbard, and Hassett found considerably stronger effects of tax 
changes on investment than reported in previous studies, possibly because the 
earlier studies didn't deal effectively with the two problems that we identified. 
These authors found an empirical elasticity of about -0.66. That is, according to 
their estimates, a tax change that lowers the user cost of capital by 10% would 
raise aggregate investment by about 6.6%, a significant amount. Most previous 
studies had found this elasticity to be about -0.25. Thus, more recent research 
shows that the effective tax rate significantly affects investment. 

From t h e  D e s i red C a p i ta l  Stock to Investment 

Now let's look at the link between a firm's desired capital stock and the amount it 
invests. In general, the capital stock (of a firm or of a country) changes over time 
through two opposing channels. First, the purchase or construction of new capital 
goods increases the capital stock. We've been calling the total purchase or con
struction of new capital goods that takes place each year "investment," but its pre
cise name is gross investment. Second, the capital stock depreciates or wears out, 
which reduces the capital stock. 

Whether the capital stock increases or decreases over the course of a year 
depends on whether gross investment is greater or less than depreciation during 
the year; when gross investment exceeds depreciation, the capital stock grows. 
The change in the capital stock over the year or, equivalently, the difference 
between gross investment and depreciation is net investment. 

We express these concepts symbolically as 

I, = gross investment during year t, 
K, = capital stock at the beginning of year t, and 

K'+l = capital stock at the beginning of year t + 1 
(equivalently, at the end of year t). 

Net investment, the change in the capital stock during period t, equals K'+l - K,. 
The amount of depreciation during year t is dK" where d is the fraction of capital 
that depreciates each year. The relationship between net and gross investment is 

net investment = gross investment - depreciation; 
K'+l - K, = I, - dKf 

(4.5) 

In most but not all years, gross investment is larger than depreciation so that 
net investment is positive and the capital stock increases. Figure 4.6 shows the 
behavior since 1929 of gross and net investment in the United States, expressed as 
percentages of CDP; the difference between gross and net investment is deprecia
tion. Note the occasional large swings in both gross and net investment and the 
negative rates of net investment that occurred in some years during the Creat 
Depression of the 1930s and World War II (1941-1945). 

We use Eq. (4.5) to illustrate the relationship between the desired capital stock 
and investment. First, rewriting Eq. (4.5) gives 

I, = K'+l - K, + dK" 
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Figure 4.6 

G ross and net 
investment, 1929-2005 
Gross and net investment 
in the United States 
since 1929 are shown as 
percentages of GOP. 
During some years of the 
Great Depression and 
World War II net invest
ment was negative, 
implying that the capital 
stock was shrinking. 
Sources: GOP, gross private 
domestic investment, and net 
private domestic investment 
from BEA Web site, Tables 
1 .1 .5, 5.1, and 5.2.5. 
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which states that gross investment equals net investment plus depreciation.ll 
Now suppose that firms use information available at the beginning of year t 

about the expected future marginal product of capital and the user cost of capital 
and determine the desired capital stock, K, they want by the end of year t (the 
beginning of year t + 1). For the moment, suppose also that capital is easily obtain
able so that firms can match the actual capital stock at the end of year t, K'+l' with 
the desired capital stock, K*. Substituting K* for K'+l in the preceding equation 
yields 

I, = K* - K, + dK,. (4.6) 

Equation (4.6) shows that firms' gross investment, I" during a year has two 
parts: (1) the desired net increase in the capital stock over the year, K* - K,; and 
(2) the investment needed to replace worn-out or depreciated capital, dK,. The 
amount of depreciation that occurs during a year is determined by the depreciation 
rate and the initial capital stock. However, the desired net increase in the capital 
stock over the year depends on the factors such as taxes, interest rates, and the 
expected future marginal product of capital that affect the desired capital stock. 
Indeed, Eq. (4.6) shows that any factor that leads to a change in the desired capital 
stock, K*, results in an equal change in gross investment, I,. 

111n this equation, we are implicitly assuming that the relative price of capital is constant and equal to l. 
More generally, the price of capital could be different from 1, in which case the equation would be: 

T, = PK(K'+l - K, + dK,). 
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Determinants of Desired Investment 

An increase in 

Real interest rate, r 

Effective tax rate, "( 

Expected future MPK 

Causes desired 
investment to 

Fall 

Fall 

Rise 

Reason 
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The user cost increases, which reduces 
desired capital stock. 

The tax-adjusted user cost increases, 
which reduces desired capital stock. 

The desired capital stock increases. 

Lags and Investment. The assumption just made that firms can obtain capital 
quickly enough to match actual capital stocks with desired levels each year isn't 
realistic in all cases. Although most types of equipment are readily available, a 
skyscraper or a nuclear power plant may take years to construct. Thus, in practice, 
a $1 million increase in a firm's desired capital stock may not translate into a $1 million 
increase in gross investment within the year; instead, the extra investment may be 
spread over several years as planning and construction proceed. Despite this qual
ification, factors that increase firms' desired capital stocks also tend to increase the 
current rate of investment. Summary table 6 brings together the factors that affect 
investment. In Box 4.1, p .  138 we discuss an alternative approach to investment, 
which relates investment to stock prices. 

I n vestment i n  I nvento r i e s  a n d  H o u s i n g  

Our discussion so far has emphasized what is called business fixed investment, or 
investment by firms in structures (such as factories and office buildings), equip
ment (such as drill presses and jetliners), and software. However, there are two 
other components of investment spending: inventory investment and residential 
investment. As discussed in Chapter 2, inventory investment equals the increase in 
firms' inventories of unsold goods, unfinished goods, or raw materials. Residential 
investment is the construction of housing, such as single-family homes, condo
miniums, or apartment buildings. 

Fortunately, the concepts of future marginal product and the user cost of 
capital, which we used to examine business fixed investment, apply equally well to 
inventory investment and residential investment. Consider, for example, a new-car 
dealer trying to decide whether to increase the number of cars she normally keeps 
on her lot from 100 to 150 that is, whether to make an inventory investment of 
50 cars. The benefit of having more cars to show is that potential car buyers will 
have a greater variety of models from which to select and may not have to wait for 
delivery, enabling the car dealer to sell more cars. The increase in sales commissions 
the car dealer expects to make, measured in real terms and with the same sales force, 
is the expected future marginal product of the increased inventory. The cost of hold
ing more cars reflects (1) depreciation of the cars sitting on the lot and (2) the inter
est the car dealer must pay on the loan obtained to finance the higher inventory. The 
car dealer will make the inventory investment if the expected benefits of increasing 
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4. 1 

I nvestment  a n d  the Stock Market 

Fluctuations in the stock market can have important 
macroeconomic effects. Changes in stock prices may 
cause households to change how much they consume 
and save (see the Application, "Macroeconomic Conse
quences of the Boom and Bust in Stock Prices," p. 144). 
Similarly, economic theory suggests that rises and falls 
in the stock market should lead firms to change their 
rates of capital investment in the same direction. The 
relationship between stock prices and firms' investment 
in physical capital is captured by the "q theory of invest
ment," developed by the late James Tobin, who was a 
Nobel laureate at Yale University. 

Tobin argued that the rate of investment in any par
ticular type of capital can be predicted by looking at the 
ratio of the capital's market value to its replacement 
cost. When this ratio, often called "Tobin's q," is greater 
than 1 ,  it is profitable to acquire additional capital 
because the value of capital exceeds the cost of acquir
ing it. Similarly, when Tobin's q is smaller than 1, the 
value of capital is less than the cost of acquiring it, so it 
is not profitable to invest in additional capital. 

Because much of the value of firms comes from the 
capital they own, we can use the stock market value of 
a firm as a measure of the market value of the firm's 
capital stock. If we let V be the stock market value of a 
firm, K be the amount of capital the firm owns, and PK 
be the price of new capital goods, then for an individual 
firm 

where PKK is the replacement cost of the firm's capital 
stock. If the replacement cost of capital isn't changing 

much, a boom in the stock market (an increase in V) 
will cause Tobin's q to rise for most firms, leading to 
increased rates of investment. Essentially, when the 
stock market is high, firms find it profitable to expand. 

Empirically, researchers have found that invest
ment in new capital goods does tend to rise when the 
stock market rises and to fall when the market falls, 
although the relationship isn't always strong. Part of the 
problem is that, in practice, stock prices reflect many 
assets besides capital, such as the patents a firm holds or 
the reputation of a firm's products. Thus changes in 
stock prices are imperfect measures of the changes in the 
market value of capital. 

Although it may seem different, the q theory of 
investment is very similar to the theory of investment 
discussed in this chapter. In the theory developed in 
this chapter we identified three main factors affecting 
the desired capital stock: the expected future marginal 
product of capital, MN1; the real interest rate, r; and the 
purchase price of new capital, PK' Each of these factors 
also affects Tobin's q: (1) An increase in the expected 
marginal product of capital tends to increase the expected 
future earnings of the firm, which raises the stock 
market value of the firm and thus increases q; (2) a 
reduction in the real interest rate also tends to raise stock 
prices (and hence q), as financial investors substitute 
away from low-yielding bonds and bank deposits and 
buy stocks instead; and (3) a decrease in the purchase 
price of capital reduces the denominator of the q ratio 
and thus increases q. Because all three types of change 
increase Tobin's q, they also increase the desired capital 
stock and investment, as predicted by our analysis in 
this cha p ter. 

her inventory, in terms of increased sales commissions, are at least as great as the 
interest and depreciation costs of adding 50 cars. This principle is the same one that 
applies to business fixed investment. 

We can also use this same approach to analyze residential investment. The 
expected future marginal product of an apartment building, for example, is the real 
value of rents that can be collected from the tenants, minus taxes and operating 
costs. The user cost of capital for an apartment building during a year is its depre
ciation, or loss of value from wear and tear, plus the interest cost (reflected in mort
gage payments, for example). As for other types of capital, constructing an 
apartment building is profitable only if its expected future marginal product is at 
least as great as its user cost. 
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In Chapter 3, we showed that the quantity of goods and services supplied in an 
economy depends on the level of productivity as determined, for example, by the 
technology used and on the quantity of inputs, such as the capital and labor 
used. In this chapter we have discussed the factors that affect the demand for 
goods and services, particularly the demand for consumption goods by house
holds and the demand for investment goods by firms. But how do we know that 
the amount of goods and services that consumers and investors want to buy will be 
the same as the amount that producers are willing to provide? Putting the question 
another way, What economic forces bring the goods market into equilibrium, with 
quantities demanded equal to quantities supplied? In this section, we show that the 
real interest rate is the key economic variable whose adjustments help bring the 
quantities of goods supplied and demanded into balance; thus a benefit of our 
analysis is an explanation of what determines interest rates. Another benefit is 
that, by adding the analysis of goods market equilibrium to the analysis of labor 
market equilibrium in Chapter 3, we take another large step toward constructing a 
complete model of the macroeconomy. 

The goods market is in equilibrium when the aggregate quantity of goods sup
plied equals the aggregate quantity of goods demanded. (For brevity, we refer 
only to "goods" rather than to "goods and services," but services always are 
included.) Algebraically, this condition is 

y = Cd + [d + G. (4.7) 

The left side of Eq. (4.7) is the quantity of goods, Y, supplied by firms, which is 
determined by the factors discussed in Chapter 3. The right side of Eq. (4.7) is the 
aggregate demand for goods. If we continue to assume no foreign sector, so that net 
exports are zero, the quantity of goods demanded is the sum of desired consump
tion by households, Cd, desired investment by firms, Id, and government purchases, 
GY Equation (4.7) is called the goods market equilibrium condition. 

The goods market equilibrium condition is different in an important way from 
the income-expenditure identity for a closed economy, Y = C + I + G (this identity 
is Eq. 2.3, with NX = 0). The income-expenditure identity is a relationship between 
actual income (output) and actual spending, which, by definition, is always satis
fied. In contrast, the goods market equilibrium condition does not always have to 
be satisfied. For example, firms may produce output faster than consumers want to 
buy it so that undesired inventories pile up in firms' warehouses. In this situation, 
the income-expenditure identity is still satisfied (because the undesired additions 
to firms' inventories are counted as part of total spending see Chapter 2), but the 
goods market wouldn't be in equilibrium because production exceeds desired 
spending (which does not include the undesired increases in inventories). Although 
in principle the goods market equilibrium condition need not always hold, strong 
forces act to bring the goods market into equilibrium fairly quickly. 

A different, but equivalent, way to write the goods market equilibrium condi
tion emphasizes the relationship between desired saving and desired investment. 

12We assume that G always equals the level desired by the government and so we don't distinguish 
between desired and actual G. 
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Figure 4.7 

Goods market 
equilibrium 
Goods market equiEb
rium occurs when desired 
na tional sa v ing equals 
desired investment. In the 
figure, equilibrium occurs 
when the real interest rate 
is 6% and both desired 
national saving and 
desired investment equal 
1000. If the real interest 
rate were, say, 3%, 
desired investment (1500) 
would not equal desired 
national saving (850), and 
the goods market would 
not be in equilibrium. 
Competition among bor
rowers for funds would 
then ca use the real inter
est rate to rise until it 
reaches 6%. 
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To obtain this alternative form of the goods market equilibrium condition, we first 
subtract Cd + G from both sides of Eq. (4.7): 

y _ Cd - G = rd 

The left side of this equation, Y - Cd - G, is desired national saving, Sd (see Eq. 4.1). 
Thus the goods market equilibrium condition becomes 

Sd = rd (4.8) 

This alternative way of writing the goods market equilibrium condition says that the 
goods market is in equilibrium when desired national saving equals desired investment. 

Because saving and investment are central to many issues we present in this 
book and because the desired-saving-equals-desired-investment form of the goods 
market equilibrium condition often is easier to work with, we utilize Eq. (4.8) in 
most of our analyses. However, we emphasize once again that Eq. (4.8) is equivalent 
to the condition that the supply of goods equals the demand for goods, Eq. (4.7). 

The  Saving-Investment D ia g r a m  

For the goods market to be in equilibrium, then, the aggregate supply of goods 
must equal the aggregate demand for goods, or equivalently, desired national 
saving must equal desired investment. We demonstrate in this section that adjust
ments of the real interest rate allow the goods market to attain equilibrium B 

The determination of goods market equilibrium can be shown graphically with 
a saving-investment diagram (Fig. 4.7). The real interest rate is measured along the 

13Strictly speaking, we should refer to the expected real interest rate rather than simply the real interest 
rate. The two are the same if expected inflation and actual inflation are equal. 
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vertical axis, and national saving and investment are measured along the horizon
tal axis. The saving curve, S, shows the relationship between desired national saving 
and the real interest rate. The upward slope of the saving curve reflects the empiri
cal finding (Section 4.1) that a higher real interest rate raises desired national saving. 
The investment curve, I, shows the relationship between desired investment and the 
real interest rate. The investment curve slopes downward because a higher real 
interest rate increases the user cost of capital and thus reduces desired investment. 

Goods market equilibrium is represented by point E, at which desired national 
saving equals desired investment, as required by Eq. (4.8). The real interest rate cor
responding to E (6% in this example) is the only real interest rate that clears the 
goods market. When the real interest rate is 6%, both desired national saving and 
desired investment equal 1000. 

How does the goods market come to equilibrium at E, where the real interest 
rate is 6%? Suppose instead that the real interest rate is 3%. As Fig. 4.7 shows, 
when the real interest rate is 3%, the amount of investment that firms want to 
undertake (1500) exceeds desired national saving (850). With investors wanting to 
borrow more than savers want to lend, the "price" of saving the real interest rate 
that lenders receive will be bid up. The return to savers will rise until it reaches 
6%, and desired national saving and desired investment are equal. Similarly, if the 
real interest rate exceeds 6%, the amount that savers want to lend will exceed what 
investors want to borrow, and the real return paid to savers will be bid down. 
Thus adjustments of the real interest rate, in response to an excess supply or excess 
demand for saving, bring the goods market into equilibrium. 

Although Fig. 4.7 shows goods market equilibrium in terms of equal saving 
and investment, keep in mind that an equivalent way to express goods market 
equilibrium is that the supply of goods, Y, equals the demand for goods, Cd + Id + G 
(Eq. 4.7). Table 4.3 illustrates this point with a numerical example consistent 
with the values shown in Fig. 4.7. Here the assumption is that output, Y, and 
government purchases, G, are fixed at values of 4500 and 1500, respectively. 
Desired consumption, Cd, and desired investment, Id, depend on the real interest 
rate. Desired consumption depends on the real interest rate because a higher real 
interest rate raises desired saving, which necessarily reduces desired consumption. 
Desired investment depends on the real interest rate because an increase in the real 
interest rate raises the user cost of capital, which lowers desired investment. 

In the example in Table 4.3, when the real interest rate is 6%, desired con
sumption Cd = 2000. Therefore desired national saving Sd = Y - Cd - G = 4500 - 2000 
- 1500 = 1000. Also, when the real interest rate is 6%, desired investment Id = 1000. 
As desired national saving equals desired investment when r = 6%, the equilibrium 
real interest rate is 6%, as in Fig. 4.7. 

Table 4.3 

Components of Aggregate Demand for Goods (An Example) 

Real 
Interest 
Rate, r 

3% 
6% 

Output, Y 
4500 
4500 

Desired 
Consumption, Cd 

2 1 50 
2000 

Desired 
Investment, ld 

1 500 
1000 

Government 
Purchases, G 

1 500 
1 500 

Desired 
National 
Saving, 

Sd = y _ Cd _ G  

850 
1000 

Aggregate 
Demand 

for Goods, 
Cd + ,d + G 

5150 
4500 
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Figure 4.8 

A decline in 
desired saving 
A change that reduces 
desired national saving, 
such as a temporary 
increase in current gov
ernment purchases, shifts 
the saving curve to the 
left, from 5 I to 52 The 
goods market equilibrium 
point moves from E to F. 
The decline in desired 
saving raises the real 
interest rate, from 6% to 
7%, and lowers saving 
and investment, from 
1000 to 850. 

Note, moreover, that when the real interest rate is at the equilibrium value of 
6%, the aggregate supply of goods, Y, which is 4500, equals the aggregate demand 
for goods, Cd + Jd + G = 2000 + 1000 + 1500 = 4500. Thus, both forms of the goods 
market equilibrium condition, Eqs. (4.7) and (4.8), are satisfied when the real inter
est rate equals 6%. 

Table 4.3 also illustrates how adjustments of the real interest rate bring about 
equilibrium in the goods market. Suppose that the real interest rate initially is 3%. 
Both components of private-sector demand for goods (Cd and Jd) are higher when 
the real interest rate is 3% than when it is 6%. The reason is that consumers save less 
and firms invest more when real interest rates are relatively low. Thus, at a real 
interest of 3%, the demand for goods (Cd + Id + G = 2150 + 1500 + 1500 = 5150) is 
greater than the supply of goods (Y = 4500). Equivalently, at a real interest rate of 
3%, Table 4.3 shows that desired investment W = 1500) exceeds desired saving 
(Sd = 850). As Fig. 4.7 shows, an increase in the real interest rate to 6% eliminates the 
disequilibrium in the goods market by reducing desired investment and increasing 
desired national saving. An alternative explanation is that the increase in the real 
interest rate eliminates the excess of the demand for goods over the supply of 
goods by reducing both consumption demand and investment demand. 

Sh ifts of the Saving Cu rve . For any real interest rate, a change in the economy 
that raises desired national saving shifts the saving curve to the right, and a change 
that reduces desired national saving shifts the saving curve to the left. (Summary 
table 5 on p .  125 lists the factors affecting desired national saving.) 

A shift of the saving curve leads to a new goods market equilibrium with a dif
ferent real interest rate and different amounts of saving and investment. Figure 4.8 
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illustrates the effects of a decrease in desired national saving resulting, for exam
ple, from a temporary increase in current government purchases. The initial equi
librium point is at E, where (as in Fig. 4.7) the real interest rate is 6% and desired 
national saving and desired investment both equal 1000. When current government 
purchases increase, the resulting decrease in desired national saving causes the 
saving curve to shift to the left, from Sl to S2 At the new goods market equilibrium 
point, F, the real interest rate is 7%, reflecting the fact that at the initial real interest 
rate of 6% the demand for funds by investors now exceeds the supply of saving. 

Figure 4.8 also shows that, in response to the increase in government pur
chases, national saving and investment both fall, from 1000 to 850. Saving falls 
because of the initial decrease in desired saving, which is only partially offset 
by the increase in the real interest rate. Investment falls because the higher 
real interest rate raises the user cost of capital that firms face. When increased 
government purchases cause investment to decline, economists say that invest
ment has been crowded out. The crowding out of investment by increased gov
ernment purchases occurs, in effect, because the government is using more 
real resources, some of which would otherwise have gone into investment. 

Sh i fts of the I nvestment Curve. Like the saving curve, the investment curve 
can shift. For any real interest rate, a change in the economy that raises desired 
investment shifts the investment curve to the right, and a change that lowers 
desired investment shifts the investment curve to the left. (See Summary table 6 on 
p .  137 for the factors affecting desired investment.) 

The effects on goods market equilibrium of an increase in desired investment
as from an invention that raises the expected future marginal product of capital are 
shown in Fig. 4.9. The increase in desired investment shifts the investment curve to 

An increase in desired � 

investment 
A change in the economy 
that increases desired 
investment, such as an 
invention that raises the 
expected future MPK, 
shifts the investment 
curve to the right, from 
I' to [2. The goods market 
equilibrium point moves 
from E to G. The real 
interest rate rises from 
6% to 8%, and saving 
and investment also rise, 
from 1000 to 1100. 
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the right, from l' to [2, changing the goods market equilibrium point from E to C. 
The real interest rate rises from 6% to 8% because the increased demand for invest
ment funds causes the real interest rate to be bid up. Saving and investment also 
increase, from 1000 to 1100, with the higher saving reflecting the willingness of 
savers to save more when the real interest rate rises. 

In these last two chapters, we have presented supply-demand analyses of the 
labor and goods markets and developed tools needed to understand the behavior 
of various macroeconomic variables, including employment, the real wage, output, 
saving, investment, and the real interest rate. These concepts and a few more 
developed in the study of asset markets in Chapter 7 form the basis for the eco
nomic analysis presented in the rest of this book. In Chapter 5, we use the concepts 
developed so far to examine the determinants of trade flows and international 
borrowing and lending. In Chapter 6, we use them to tackle the fundamental ques
tion of why some countries' economies grow more quickly than others. 

Macroeconomic Consequences of the Boom and Bust in Stock Prices 

On October 19, 1987, stock prices took their biggest-ever one-day plunge. The 
Standard and Poor's index of 500 stocks dropped 20% that day, after having fallen 
by 16% from the market's peak in August of the same year. About $1 trillion of 
financial wealth was eliminated by the decline in stock prices on that single day. 

Stock prices in the United States soared during the 1990s, especially during the 
second half of the decade, but then tumbled sharply early in the first year of the 
new century. Stock prices continued to fall for several years, and stockholders lost 
wealth of about $5 trillion, an amount equal to about half of a year's GOP. 

What are the macroeconomic effects of such booms and busts in stock prices? 
We have emphasized two major macroeconomic channels for stock prices: a wealth 
effect on consumption and an effect on capital investment through Tobin's q. Let's 
see how each of those effects worked after the stock market crash of 1987, the 
increase in stock values in the 1990s, and the tremendous decline in stock market 
wealth in the early 2000s. 

The wealth effect on consumption arises because stocks are a component of 
households' financial assets. Because a stock market boom makes households 
better off financially, they should respond by consuming more; and likewise, a 
bust in the stock market reduces household wealth and should reduce consump
tion. To show how consumption and stock prices are related, Fig. 4.10 plots the 
value of the S&P 500 index, adjusted for inflation, along with the ratio of con
sumption spending to GOP. 

Consumption and the 1 987 Crash 
We would expect that following the 1987 stock market crash, consumers would 
reduce spending, but the decline in consumption should have been much 
smaller than the $1 trillion decline in wealth, because consumers would spread 
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Real U.S. stock prices 
and the ratio of 
consumption to GOp, 
1987-2005 
The gra ph shows the 
values of the real 
(inflation-adjusted) 
S&P 500, which covers 
a broad cross-section of 
U.s. corporations. Note 
the stock market crash of 
1987 and the large 
increase in stock prices 
from 1995 to early 2000, 
followed by their subse
quent decline. Also 
plotted is the ratio of con
sumption spending to 
GOP, which declined fol
lowing the 1987 stock 
market crash. Consump
tion generally rose with 
stock prices in the early 
1990s, but did not rise 
together with stock prices 
in the late 1990s. And 
when stock prices fell in 
the early 2000s, con
sumption rose further. 
Source: S&P 500 from Yahoo 
finance Web siteJi11tHlce.yahoo. 

COlli; real S&P 500 calculated as 
S&P 500 divided by GDP defla
tor; GDP deflator, consumption 
spending, and GOP from SL 
Louis Fed Web site at research. 
stlollisfed.org/ fred. 
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the effects of their losses over a long period of time by reducing planned future 
consumption as well as current consumption. If consumers spread changes in their 
wealth over 25 years, then we might guess that current consumption spending 
would decline by about $40 billion (assuming the real interest rate is near zero). 
However, consumers might also worry that the stock market crash would lead to a 
recession, so they might cut consumption further; such a scenario suggests that 
consumption should decline by more than $40 billion. However, economists who 
estimated the actual decline in consumption suggest that it feU less than $40 billion.14 
Why did consumption decline less than economic theory suggests? Perhaps the 
reason is that the rise in stock prices had been very recent stock prices had risen 
39% in the 8 months preceding the crash. Because the increase in stock prices 
occurred so rapidly, it is possible that by August 1987, stockholders had not yet fully 
adjusted their consumption to reflect the higher level of wealth. Thus, when the 
market fell, consumption did not have to decline by very much to fall back into line 
with wealth lS 

14See C. Alan Garner, "Has the Stock Market Crash Reduced Consumer Spending?" Economic Review, 
Federal Reserve Bank of Kansas City, April 1988, pp. 3-6, and David Runkle, "Why No Crunch from 
the Crash?" Quarterly Review, Federal Reserve Bank of Minneapolis, Winter 1988, pp. 2-7. 
15ln "Consumption, Aggregate Wealth, and Expected Stock Returns," jOllmai of Fillallce, June 2001, 
pp. 815-849, Martin Lettau and Sydney Ludvigson noted that, prior to the crash, aggregate consumption 
was unusually low relative to stock market wealth. Their analysis indicates that this behavior reflected 
consumers' expectations of a decline in the stock market. 
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Consumption and the Rise in Stock Ma rket Wealth in the 1 990s 
The U.s. stock market enjoyed tremendous growth during the 1990s. The S&P 500 
index more than tripled in real terms by the end of the decade. Our theory predicts 
that such gains in stock market wealth should be associated with increased 
consumption spending. 

However, contrary to our theory that an increase in wealth should increase con
sumption, consumption does not appear to have been closely correlated with stock 
prices in the 1990s. Research by Jonathan Parker of Princeton University shows that 
there has been a long-run increase in the ratio of consumption to GOP that began 
in 1979.'6 He concludes that no more than one-fifth of the increase in the ratio of 
consumption to GOP in the 1980s and 1990s resulted from increased wealth asso
ciated with the stock market boom. And in Fig. 4.10, we can see that stock prices 
increased significantly from 1995 to 1998, yet consumption declined relative to 
GOP in that period. 

Consumption and the Decline in Stock Prices in the Early 2000s 
Following the peak of the stock market in early 2000, stock prices declined for 
three years, erasing about $5 trillion in wealth. Our theory suggests that consumers 
should respond by reducing their consumption spending. Yet Fig. 4.10 shows that, 
in fact, consumption spending increased significantly relative to GOP during that 
period, rising from 67% of GOP in 1999 to 70% in 2002. Several reasons may explain 
why consumption did not decline after stock prices fell: (1) the reduction in 
people's wealth is spread throughout their lifetimes, so there is not a large imme
diate impact on consumption; (2) at the same time stock prices declined, home 
prices rose, so many people who lost wealth in the stock market gained it back in 
real estate; and (3) people may have just viewed their gains in the late 1990s as 
"paper profits" that were lost in the early 2000s, so neither the gains nor the losses 
affected consumption. 

Investment and Tobin's q 
The other channel by which the stock market can affect the aggregate demand for 
goods is through Tobin's q, which is discussed in Box 4.1, "Investment and the 
Stock Market" (p. 138). Tobin's q is the ratio of the market value of firms to the 
replacement cost of their capital stocks. When Tobin's q is greater than 1, it is prof
itable to acquire additional capital because the value of the capital exceeds the cost 
of acquiring it. More generally, the higher the value of Tobin's q, the greater the 
incentive for firms to invest in new capital. 

Figure 4.11 shows quarterly data on Tobin's q and real private nonresidential 
investment. Consistent with the theory, the two are closely related; Tobin's q and 
investment rose together throughout the 1990s and then both fell in 2000. How
ever, in specific episodes, such as the 1987 stock market crash, Tobin's q and invest
ment are less closely related. In the graph, Tobin's q declined significantly after the 
decline in stock prices and did not recover for a long time, but investment spending 

16"Spendthrift in America? On Two Decades of Dec1ine in the U.S. Saving Rate," in B. Bernanke and 
). Rotemberg, eds., NBER Macroeconomics Anl1ual, 1999, Cambridge: MIT Press, 1999. 
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continued to grow at a fairly rapid pace for several years. More recently, Tobin's q 
and investment have been more closely related. Tobin's q reached its peak in the 
first quarter of 2000, when stock prices crested, and then fell substantially. With a 
delay of a few quarters, investment reached a peak and also fell, although not as 
sharply as Tobin's q fell. This behavior of investment appears quite consistent 
with the theory, especially when we take account of lags in the process of making 
investment decisions, planning capital formation, and implementing the plans. 

C H A P T E R  S U M M A RY 

1. Because saving equals income minus consumption, a 
household's decisions about how much to consume 
and how much to save are really the same decision. 
Individuals and households save because they value 
both future consumption and current consumption; 
for the same amount of income, an increase in current 
saving reduces current consumption but increases the 
amount that the individual or household will be able 
to consume in the future. 

2. For an individual or household, an increase in current 
income raises both desired consumption and desired 

saving. Analogously, at the national level, an increase 
in current output raises both desired consumption 
and desired national saving. At both the household 
and national levels, an increase in expected future 
income or in wealth raises desired consumption; 
however, because these changes raise desired con
sumption without affecting current income or output, 
they cause desired saving to fall. 

3. An increase in the real interest rate has two potentially 
offsetting effects on saving. First, a higher real interest 
rate increases the price of current consumption relative 
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to future consumption (each unit of current con
sumption costs 1 + r units of forgone future con
sumption). In response to the increased relative price 
of current consumption, people substitute future con
sumption for current consumption by saving more 
today. This tendency to increase saving in response to 
an increase in the relative price of current consump
tion is called the substitution effect of the real interest 
rate on saving. Second, a higher real interest rate 
increases the wealth of savers by increasing the inter
est payments they receive, while reducing the wealth 
of borrowers by increasing the amount of interest 
they must pay. By making savers wealthier, an 
increase in the real interest rate leads savers to con
sume more and reduce their saving; however, 
because it makes borrowers poorer, an increase in the 
real interest rate causes borrowers to reduce their 
consumption and increase their saving. The change in 
current consumption that results because a consumer 
is made richer or poorer by an increase in the real 
interest rate is called the income effect of the real 
interest rate on saving. 

For a saver, the substitution effect of an increase 
in the real interest rate (which tends to boost saving) 
and the income effect (which tends to red uce 
saving) work in opposite directions, so that the 
overall effect is ambiguous. For a borrower, both 
the substitution effect and the income effect of a 
higher real interest rate act to increase saving. Over
all, empirical studies suggest that an increase in the 
real interest rate increases desired national saving 
and reduces desired consumption, but not by very 
much. 

The real interest rate that is relevant to saving 
decisions is the expected after-tax real interest rate, 
which is the real return that savers expect to earn 
after paying a portion of the interest they receive in 
taxes. 

4. With total output held constant, a temporary increase 
in government purchases reduces desired consump
tion. The reason is that higher government purchases 
imply increases in present or future taxes, which 
makes consumers feel poorer. However, the decrease 
in desired consumption is smaller than the increase in 
government purchases, so that desired national 
saving, Y - Cd - G, falls as a result of a temporary 
increase in government purchases. 

5. According to the Ricardian equivalence proposi
tion, a current lump-sum tax cut should have no 
effect on desired consumption or desired national 
saving. The reason is that, if no change occurs in 
current or planned government purchases, a tax cut 

that increases current income must be offset by future 
tax increases that lower expected future income. If 
consumers do not take into account expected future 
tax changes, however, the Ricardian equivalence 
proposition will not hold and a tax cut is likely to 
raise desired consum p tion and lower desired 
national saving. 

6. The desired capital stock is the level of capital that 
maximizes expected profits. At the desired capital 
stock, the expected future marginal product of capital 
equals the user cost of capital. The user cost of capital 
is the expected real cost of using a unit of capital for 
a period of time; it is the sum of the depreciation cost 
(the loss in value because the capital wears out) and 
the interest cost (the interest rate times the price of the 
capital good). 

7. Any change that reduces the user cost of capital or 
increases the expected future marginal product of 
capital increases the desired capital stock. A reduction 
in the taxation of capital, as measured by the effective 
tax rate, also increases the desired capital stock. 

8. Gross investment is spending on new capital goods. 
Gross investment minus depreciation (worn-out or 
scrapped capital) equals net investment, or the 
change in the capital stock. Firms invest so as to 
achieve their desired level of capital stock; when 
the desired capital stock increases, firms invest 
more. 

9. The goods market is in equilibrium when the aggre
gate quantity of goods supplied equals the aggregate 
quantity of goods demanded, which (in a closed 
economy) is the sum of desired consumption, desired 
investment, and government purchases of goods and 
services. Equivalently, the goods market is in equilib
rium when desired national saving equals desired 
investment. For any given level of output, the goods 
market is brought into equilibrium by changes in the 
real interest rate. 

10. The determination of goods market equilibrium, for 
any fixed supply of output, Y, is represented graph
ically by the saving-investment diagram. The saving 
curve slopes upward because empirical evidence 
suggests tha t a higher real interest rate raises 
desired saving. The investment curve slopes down
ward because a higher real interest rate raises the 
user cost of capital, which lowers firms' desired 
capital stocks and thus the amount of investment 
they do. Changes in variables that affect desired 
saving or investment shift the saving or investment 
curves and change the real interest rate that clears 
the goods market. 
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The saving
investment diagram 
In an economy with no 
foreign trade, the goods 
market is in equilibrium 
when desired national 
saving equals desired 
investment. Equivalently, 
the goods market is in 
equilibrium when the 
aggregate quantity of 
goods supplied equals 
the aggregate quantity 
of goods demanded. 
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Diagram Elements 

The real interest rate, 1', is on the vertical axis; desired 
national saving, Sd, and desired investment, Id, are on 
the horizontal axis. 

The saving curve, S, shows the level of desired national 
saving at each real interest rate. The saving curve 
slopes upward because a higher real interest rate 
increases the reward for saving and causes households 
to save more. (Empirically, this effect outweighs the 
tendency of a higher real interest rate to lower saving 
by reducing the amount of saving necessary to reach 
any specified target.) Desired national saving is 
defined as Sd = Y - Cd - G, where Y is output, Cd is 
desired consumption, and G is government purchases. 
The investment curve, I, shows the amount that firms 
want to invest in new capital goods at each real inter
est rate. The investment curve slopes downward 
because a higher real interest rate raises the user cost 
of capital and thus lowers the amount of capital that 
firms want to use. 

Analysis 

Goods market equilibrium requires that desired 
national saving equal desired investment, or Sd = Id 

Saving curve, S 
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Investment curve, I 

Desired national saving, Sd, and desired investment, Id 

Goods market equilibrium occurs in the diagram at 
point E, where the saving curve and investment curve 
intersect. At E, desired national saving equals S" 
desired investment equals II' and SI = II. The real 
interest rate at E, 1'" is the real interest rate that clears 
the goods market. 
An alternative way to express the goods market equi
librium condition is as follows: The quantity of goods 
supplied, Y, equals the quantity of goods demanded 
by households, Cd, firms, Id, and the government, G, 
or Y = Cd + Id + G. As Sd = Y - Cd - G, this condition is 
equivalent to Sd = [d 

Factors That Shift the Curves 

Any factor that raises desired national saving at a 
given real interest rate shifts the saving curve to the 
right; similarly, any factor that lowers desired national 
saving shifts the saving curve to the left. Factors that 
affect desired national saving are listed in Summary 
table 5. Similarly, factors that change desired invest
ment for a given real interest rate shift the investment 
curve; see Summary table 6 for factors that affect 
desired investment. Shifts of either curve change the 
goods market equilibrium point and thus change 
national saving, investment, and the real interest rate. 
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consumption-smoothing 
motive, p. 113 

desired capital stock, p. 127 
effective tax rate, p. l33 
expected after-tax real 

income effect of the real interest 
rate on saving, p. 119 

marginal propensity to 
consume, p. 114 

substitution effect of the 
real interest rate on 
saving, p. ll9 

tax-adjusted user cost 

net investment, p. l35 of capital, p. l32 

interest rate, p. 120 
gross investment, p. l35 

Ricardian equivalence 
proposition, p. 124 

user cost of capital, p. 128 

K E Y  E Q U AT I O N S  

Sd = Y _ Cd - C (4.1) 

Desired national saving, Sd, is the level of national saving 
that occurs when consumption is at its desired level. 
Equation (4.1) is obtained by substituting desired consump
tion, Cd, for actual consumption, C. in the definition of 
national saving. 

r = (1 - t)i - It' ,-, (4.2) 

The expected after-tax real interest rate, 1',-" is the after-tax 
nominal interest rate, (1 - t)i, minus the expected rate of 
inflation, 1t'. The expected after-tax real interest rate is the 
real return earned by a saver when a portion, t, of interest 
income must be paid as taxes. 

(4.3) 

The user cost of capital, ue, is the sum of the interest cost, 
rpK' and the depreciation cost, dPK' where d is the depre
ciation rate and PK is the price of a new capital good. 

MPKi = 
ue 

= 
(r+d)pK 

1 - '[  1 - '[  

R E V I E W Q U E S T I O N S  

(4.4) 

Questions marked with a brown circle are available in 
MyEconLab at www.myeconlab.com. 

Given income, how are consumption and saving 
linked? What is the basic motivation for saving? 

How are desired consumption and desired saving 
affected by increases in current income, expected future 
income, and wealth? 

Use the concepts of income effect and substitution 
effect to explain why the effect on desired saving of an 

The desired capital stock, or the capital stock that maxi
mizes the firm's expected profits, is the capital stock for 
which the expected future marginal product of capital, 
MPKi, equals the tax-adjusted user cost of capital, ue/(1 - 't), 
where 't is the tax rate on the firms' revenues (equivalently, 
the effective tax rate). 

(4.7) 

The goods market equilibrium condition in a closed economy 
says that the goods market is in equilibrium when the 
aggregate quantity of goods supplied, Y, equals the 
aggregate quantity of goods demanded, Cd + 1d + C. 

(4.8) 

Another way of stating the goods market equilibrium 
condition is that desired national saving, Sd, must equal 
desired investment, 1"- This equation is equivalent to 
Eq. (4.7). 

increase in the expected real interest rate is potentially 
ambiguous. 

Define the expected after-tax real interest rate. If the 
tax rate on interest income declines, what happens to 
the expected after-tax real interest rate? 

What effect does a temporary increase in government 
purchases-for example, to fight a war-have on 
desired consumption and desired national saving, for a 
constant level of output? What is the effect on desired 
national saving of a lump-sum tax increase? Why is the 
effect of a lump-sum tax increase controversial? 



What are the two components of the user cost of cap
ital? Explain why each is a cost of using a capital 
good. 

What is the desired capital stock? How does it depend 
on the expected future marginal product of capital, the 
user cost of capital, and the effective tax rate? 

What is the difference between gross investment and 
net investment? Can gross investment be positive when 
net investment is negative? 

N U M E R I C A L  P RO B L E M S  

Questions marked with a brown circle are available in 
MyEconLab at www.myeconlab.com. 

A consumer is making saving plans for this year and 
next. She knows that her real income after taxes will 
be $50,000 in both years. Any part of her income saved 
this year will earn a real interest rate of 10% between 
this year and next year. Currently, the consumer has 
no wealth (no money in the bank or other financial 
assets, and no debts). There is no uncertainty about 
the future. 

The consumer wants to save an amount this year 
that will allow her to (1) make college tuition payments 
next year equal to $12,600 in real terms; (2) enjoy exactly 
the same amount of consumption this year and next 
year, not counting tuition payments as part of next 
year's consumption; and (3) have neither assets nor 
debts at the end of next year. 
a. How much should the consumer save this year? 

How much should she consume? 
How are the amounts that the consumer should 

save and consume affected by each of the following 
changes (taken one at a time, with other variables held 
at their original values)? 
b. Her current income rises from $50,000 to $54,200. 
c. The income she expects to receive next year rises 

from $50,000 to $54,200. 
d. During the current year she receives an inheritance 

of $1050 (an increase in wealth, not income). 
e. The expected tuition payment for next year rises 

from $12,600 to $14,700. 

f The real interest rate rises from 10% to 25%. 

Hula hoop fabricators cost $100 each. The Hi-Ho Hula 
Hoop Company is trying to decide how many of these 
machines to buy. HHHHC expects to produce the 

Chapter Summary 1 5 1  

9 Give two equivalent ways of describing equilibrium 
in the goods market. Use a diagram to show how 
goods market equilibrium is attained. 

Explain why the saving curve slopes upward and the 
investment curve slopes downward in the saving-
investment diagram. Give two examples of changes 
that would shift the saving curve to the right, and 
two examples of changes that would shift the invest
ment curve to the right. 

following number of hoops each year for each level of 
capital stock shown. 

Number of N umber of Hoops 
Fabricators Produced per Year 

0 0 
1 100 
2 150 
3 180 
4 195 
5 205 
6 210 

Hula hoops have a real value of $1 each. HHHHC has 
no other costs besides the cost of fabricators. 
a. Find the expected future marginal product of capital 

(in terms of dollars) for each level of capital. The 
MPKi for the third fabricator, for example, is the real 
value of the extra output obtained when the third 
fabricator is added. 

b. If the real interest rate is 12% per year and the depre
ciation rate of capital is 20% per year, find the user cost 
of capital (in dollars per fabricator per year). How 
many fabricators should HHHHC buy? 

c. Repeat Part (b) for a real interest rate of 8% per year. 
d. Repeat Part (b) for a 40% tax on HHHHC's sales 

revenues. 
e. A technical innovation doubles the number of hoops 

a fabricator can produce. How many fabricators 
should HHHHC buy when the real interest rate is 
12% per year? 8% per year? Assume that there are 
no taxes and that the depreciation rate is still 20% 
per year. 

You have just taken a job that requires you to move to a 
new city. In relocating, you face the decision of whether 
to buy or rent a house. A suitable house costs $200,000 
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and you have saved enough for the down payment. 
The (nominal) mortgage interest rate is 10% per year, 
and you can also earn 10% per year on savings. Mort
gage interest payments are tax deductible, interest 
earnings on savings are taxable, and you are in a 30% 
tax bracket. Interest is paid or received, and taxes are 
paid, on the last day of the year. The expected inflation 
rate is 5% per year. 

The cost of maintaining the house (replacing worn
out roofing, painting, and so on) is 6% of the value of 
the house. Assume that these expenses also are paid 
entirely on the last day of the year. If the maintenance is 
done, the house retains its full real value. There are no 
other relevant costs or expenses. 

a. What is the expected after-tax real interest rate on 
the home mortgage? 

b. What is the user cost of the house? 
e. If all you care about is minimizing your living 

expenses, at what (annual) rent level would you be 
just indifferent between buying a house and renting 
a house of comparable quality? Rent is also paid on 
the last day of the year. 

o The Missing Link Chain-Link Fence Company is trying 
to determine how many cha in-link fabrica ting 
machines to buy for its factory. If we define a chain-link 
fence of some specified length to be equal to one unit of 
output, the price of a new fabricating machine is 60 
units of output, and the price of a one-year-old machine 
is 51 units of output. These relative prices are expected 
to be the same in the future. The expected future mar
ginal product of fabricating machines, measured in 
units of output, is 165 - 2K, where K is the number of 
machines in use. There are no taxes of any sort. The 
real interest rate is 10% per year. 
a. What is the user cost of capital? Specify the units in 

which your answer is measured. 
b. Determine the number of machines that will allow 

Missing Link to maximize its profit. 
e. Suppose that Missing Link must pay a tax equal to 

40% of its gross revenue. What is the optimal 
number of machines for the company? 

d. Suppose that in addition to the 40% tax on revenue 
described in Part (e), the firm can take advantage of 
a 20% investment tax credit, which allows it to 
reduce its taxes paid by 20% of the cost of any new 
machines purchased. What is Missing Link's desired 
capital stock now? (Hint: An investment tax credit 
effectively reduces the price of capital to the firm.) 

An economy has full-employment output of 9000, and 
government purchases are 2000. Desired consumption 
and desired investment are as follows: 

Real Interest Desired Desired 
Rate (%j Consumption Investment 

2 6100 1500 

3 6000 1400 

4 5900 1300 

5 5800 1200 

6 5700 1100 

a. Why do desired consumption and desired invest
ment fall as the real interest rate rises? 

h. Find desired national saving for each value of the 
real interest rate. 

e. If the goods market is in equilibrium, what are the 
values of the real interest rate, desired national 
saving, and desired investment? Show that both 
forms of the goods market equilibrium condition, 
Eqs. (4.7) and (4.8), are satisfied at the equilibrium. 
Assume that output is fixed at its full-employment 
level. 

d. Repeat Part (e) for the case in which government 
purchases fall to 1600. Assume that the amount 
people desire to consume at each real interest rate is 
unchanged. 

An economy has full-employment output of 6000. Gov
ernment purchases, G, are 1200. Desired consumption 
and desired investment are 

Cd = 3600 - 2000r + 0.10Y, and 
J d = 1200 - 4000r, 

where Y is output and r is the real interest rate. 
a. Find an equation relating desired national saving, 

Sd, to r and Y. 
h .  Using both versions of the goods market equilibrium 

condition, Eqs. (4.7) and (4.8), find the real interest 
rate that clears the goods market. Assume that 
output equals full-employment output. 

e. Government purchases rise to 1440. How does 
this increase change the equation describing 
desired national saving? Show the change graph
ically. What happens to the market-clearing real 
interest rate? 

Suppose that the economywide expected future mar
ginal product of capital is MPl(f = 20 - 0.02K, where K 
is the future capital stock. The depreciation rate of cap
ital, d, is 20% per period. The current capital stock is 
900 units of capital. The price of a unit of capital is 1 
unit of output. Firms pay taxes equal to 50% of their 
output. The consumption function in the economy is C = 
100 + O.5Y - 200r, where C is consumption, Y is output, 
and r is the real interest rate. Government purchases 
equal 200, and full-employment output is 1000. 



a .  Suppose that the real interest rate is 10% per period. 
What are the values of the tax-adjusted user cost of 
capital, the desired future capital stock, and the 
desired level of investment? 

b. Now consider the real interest rate determined by 
goods market equilibrium. This part of the problem 
will guide you to this interest rate. 
i. Write the tax-adjusted user cost of capital as a 

function of the real interest rate r. Also write the 
desired future capital stock and desired invest
ment as functions of r. 

ii. Use the investment function derived in Part (i) 
along with the consumption function and gov
ernment purchases, to calculate the real interest 
rate that clears the goods market. What are the 
goods market-clearing values of consumption, 
saving, and investment? What are the tax-adjusted 
user cost of capital and the desired capital stock 
in this equilibrium? 

(Appendix 4.A) A consumer has initial real wealth of 
20, current real income of 90, and future real income of 
1l0. The real interest rate is 10% per period. 
a. Find the consumer's PVLR. 
b. Write the equation for the consumer's budget con

straint (using the given numerical values) and graph 
the budget line. 

Suppose that the consumer's goal is to smooth con
sumption completely. That is, he wants to have the 

A N A LY T I C A L  P R O B L E M S  

Questions marked with a brown circle are available in 
MyEconLab at www.myeconlab.com. 

Use the saving-investment diagram to analyze the 
effects of the following on na tional saving, investment, 
and the real interest rate. Explain your reasoning. 

a. Consumers become more future-oriented and thus 
decide to save more. 

b. The government announces a large, one-time 
bonus payment to veterans returning from a war. 
The bonus will be financed by additional taxes 
levied on the general population over the next five 
years. 

c. The government introduces an investment tax credit 
(offset by other types of taxes, so total tax collec
tions remain unchanged). 

d. A large number of accessible oil deposits are discov
ered, which increases the expected future marginal 
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same level of consumption in both the current and the 
future period. 

c. How much will he save and consume in the current 
period? 

d. How will his current saving and consumption be 
affected by an increase of II in current income? 

e. How will his current saving and consumption be 
affected by an increase of II in future income? 

f How will his current saving and consumption be 
affected by an increase of II in his initial wealth? 

o (Appendix 4.A) A consumer lives three periods, called 
the learning period, the working period, and the retire
ment period. Her income is 200 during the learning 
period, 800 during the working period, and 200 again 
during the retirement period. The consumer's initial 
assets are 300. The real interest rate is zero. The con
sumer desires perfectly smooth consumption over her 
lifetime. 
a. What are consumption and saving in each period, 

assuming no borrowing constraints? What happens 
if the consumer faces a borrowing constraint that 
prevents her from borrowing? 

b. Assume that the consumer's initial wealth is zero 
instead of 300. Repeat Part (a). Does being borrowing
constrained mean that consumption is lower in all 
three periods of the consumer's life than it would be 
if no borrowing constraints applied? 

product of oil rigs and pipelines. It also causes an 
increase in expected future income. 

A country loses much of its capital stock to a war. 
a. What effects should this event have on the coun

try's current employment, output, and real wage? 
b. What effect will the loss of capital have on desired 

investment? 
c. The effects on desired national saving of the wartime 

losses are ambiguous. Give one reason for desired 
saving to rise and one reason for it to fall. 

d. Assume that desired saving doesn't change. What 
effect does the loss of capital have on the country's 
real interest rate and the quantity of investment? 

• a. Analyze the effects of a temporary increase in the 
price of oil (a temporary adverse supply shock) on 
current output, employment, the real wage, national 
saving, investment, and the real interest rate. 
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Because the supply shock is temporary, you should 
assume that the expected future MPK and households' 
expected future incomes are unchanged. Assume 
throughout that output and employment remain at 
full-employment levels (which may change). 

b. Analyze the effects of a permanent increase in the 
price of oil (a permanent adverse supply shock) on 
current output, employment, the real wage, national 
saving, investment, and the real interest rate. Show 
that in this case, unlike the case of a temporary 
supply shock, the real interest rate need not change. 
(Hint: A permanent adverse supply shock lowers the 
current productivity of capital and labor, just as a 
temporary supply shock does. In addition, a perma
nent supply shock lowers both the expected future 
MPK and households' expected future incomes.) 

Economists often argue that a temporary increase in 
government purchases-say, for military purposes
will crowd out private investment. Use the saving
investment diagram to illustrate this point, explaining 
why the curve(s) shift. Does it matter whether the tem
porary increase in military spending is funded by taxes 
or by borrowing? 

Alternatively, suppose that the temporary increase 
in government purchases is for infrastructure (roads, 
sewers, bridges) rather than for military purposes. The 
government spending on infrastructure makes private 
investment more prod uctive, increasing the expected 
future MPK at each level of the capital stock. Use the 
saving-investment diagram to analyze the effects of 
government infrastructure spending on current con
sumption, national saving, investment, and the real 
interest rate. Does investment by private firms get 
crowded out by this kind of government investment? If 
not, what kind of spending, if any, does get crowded out? 

Assume that there is no change in current productivity 
or current output and assume also (for simplicity) that 
households do not expect a change in their future • 
Incomes. 

"A permanent increase in government purchases has a 
larger effect than a temporary increase of the same 
amount." Use the saving-investment diagram to eval
uate this statement, focusing on effects on consump
tion, investment, and the real interest rate for a fixed 
level of output. (Hint: The permanent increase in gov
ernment purchases implies larger increases in current 
and future taxes.) 

(Appendix 4.A) Draw a budget line and indifference 
curves for a consumer who initially is a borrower. Be 
sure to indicate the no-borrowing, no-lending point 
and the optimal consumption point. Then show the 
effect on the budget line and the consumer's optimal 
consumption of an increase in the real interest rate. 
Using an intermediate budget line, show the income 
effect and the substitution effect. Do they work in the 
same direction or in opposite directions? Explain your 
answer. 

7. (Appendix 4.A) Consumers typically pay a higher real 
interest rate to borrow than they receive when they lend 
(by making bank deposits, for example). Draw a con
sumer's budget line under the assumption that the real 
interest rate earned on funds lent, r" is lower than the 
real interest rate paid to borrow, rb• Show how the 
budget line is affected by an increase in rb, an increase in 
rbl or an increase in the consumer's initial wealth. 

Show that changes in r, and rb may leave current 
and future consumption unchanged. (Hint: Draw the 
consumer's indifference curves so that the consumer 
initially chooses the no-borrowing, no-lending point.) 

W O R K I N G  W I T H  M A C RO E C O N O M I C  DATA 

For data to use in these exercises, go to the Federal Reserve Bank 
of St. Louis FRED database at research.stlouisfed.orgl fred. 

1. Graph the index of consumer sentiment, using data since 
1965. Can you pick out the recessions of 1969-1970, 
1973-1975, 1980, 1981-1982, 1990-1991, and 2001? 

Construct scatter plots relating the consumer senti
ment index to the growth rates of real consumption 
expenditures and real consumption expenditures on 
durables, using quarterly data since 1965. Generally 
speaking, does consumption grow more quickly when 
consumers are more optimistic? Compare the growth 

rates of real consumption and of real consumption 
expenditures on durables during recessions. 

2. The S&P 500 stock market index measures the total 
dollar value of a large set of stocks traded on the stock 
market. The real value of the S&P index, which mea
sures the real value of the wealth represented by that 
set of stocks, is obtained by dividing the index by a 
measure of the price level, such as the CPr. (To obtain 
monthly data on the S&P 500, go to the Web site 
finance.yahoo.com and get data for ticker symbol: 
"GSPc.) 



Using monthly data for the period since 1961, 
graph the real value of the S&P 500 stock market index. 
What striking difference do you see in comparing the 
values in the 1970s with the values in the rest of the 
period? According to the theory, what effect should the 
behavior of stock market wealth during the 1970s have 
had on the national saving rate during that period, rel
ative to the 1960s and 1980s? Look at a graph of the 
national saving rate for 1960 to the present. Would you 
say that the prediction is borne out? Discuss. 

3. This problem asks you to calculate the actual after-tax 
real interest rate (as opposed to the expected rate) using 
annual data from 1961 to the present. The formula for 
the actual after-tax real interest rate is (1 - t)i - It, where 
i is the nominal interest rate, t is the tax rate, and It is 
the inflation rate. 

Use the average for each year of the three-month 
Treasury bill interest rate for the nominal interest rate i 
and measure annual inflation 1t by the CPI inflation 
rate from December to December. Take the tax rate t to 
be the ratio of total (Federal plus state and local) gov
ernment receipts to nominal GOP in the fourth quarter 
of each year. In what periods did financial conditions 
favor savers? Borrowers? 

4. Using quarterly data from 1947 to the present, graph 
residential fixed investment relative to GOP. 
a. Compare the graph of residential investment relative 

to GOP to a graph of the civilian unemployment rate. 
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What happens to residential investment during reces
sions? In this respect, is residential investment similar 
to or different from other types of investment? 

b. During the two decades after World War II, there 
was an upsurge in population growth and house
hold formation known as the "baby boom." The 
baby boom was followed by a "baby bust" during 
which population growth slowed. How are these 
demographic trends connected to the behavior of 
residential investment relative to GOP shown in 
your graph? 

5. The chapter claims that interest rates tend to move 
together. Using monthly data since 1975, graph the 
interest rate on three-month Treasury bills, the yield on 
high-grade corporate bonds, the yield on municipal 
bonds, the interest rate on FHA mortgages, the prime 
rate charged by banks, and the yield on ten-year Trea
sury bonds. Which interest rates tend to be highest? 
Lowest? Explain. Which interest rates tend to move 
together? Explain. 

6. Graph real equipment and software investment and 
real structures investment since 1948. How has the rel
a t ive emphasis on the two types of investment 
changed in the past three decades or so? Can you think 
of an explanation? (Hint: What is the most important 
new technology to be introduced in the past three 
decades?) 



1 56 

APPENDIX 
4.A 

A Formal M odel of 
Consu mption and Saving 

This appendix analyzes more formally the decision about how much to consume 
and how much to save. We focus on the decisions of a consumer named Prudence, 
who was introduced in Chapter 4. To help keep the analysis manageable, we make 
three simplifying assumptions: 

1. The time horizon over which Prudence makes plans consists of only two peri
ods: the present, or current, period and the future period. The current period 
might represent Prudence's working years and the future period might repre
sent her retirement years, for example. 

2. Prudence takes her current income, future income, and wealth as given. 
3. Prudence faces a given real interest rate and can choose how much to borrow 

or save at that rate. 

H o w  M u c h  C a n  the C o n s u m e r  Affo rd? The B u d g et Co nstra i n t  

To analyze Prudence's decision about how much to consume and save, we first exam
ine the choices available to her. To have some specific numbers to analyze, let's sup
pose that Prudence receives a fixed after-tax income, measured in real terms,l of 
42,000 in the current period and expects to receive a real income of 33,000 in the 
future period. In addition, she begins the current period with real wealth of 18,000 in 
a savings account, and she can borrow or lend at a real interest rate of 10% per period. 

Next, we list the symbols used to represent Prudence's situation: 

y = Prudence's current real income (42,000); 
yl = Prudence's future real income (33,000j;2 
a = Prudence's real wealth (assets) at the beginning 

of the current period (18,000); 
r = real interest rate (10%); 
c = Prudence's current real consumption (not yet determined); 

cl = Prudence's future real consumption (not yet determined). 

In general, any amount of current consumption, c, that Prudence chooses will 
determine the amount of future consumption, cl, that she will be able to afford. To 
work out this relationship, note that the funds that Prudence has on hand in the 
current period are her current income, y, and her initial wealth, a. If her current con
sumption is c, then at the end of the current period she has y + a - c left. 

lThe units in which Prudence's income is measured are base-year dollars. 
2We do not include in future income yf, the interest that Prudence earns on her saving. Future income, 
yf, includes only labor income or transfers received, such as Social Security payments. 



Figure 4.A. 1 

The budget line 
The budget line shows 
the combinations of CUf
rent and future con· 
sumption, c and cf, 
available to Prudence. 
The slope of the budget 
line is -(1 + r) = -1.10. 
The horizontal intercept 
is at c = 90,000, which 
equals PVLR as defined 
in Eq. (4.A.2); the vertical 
intercept is at cf = 99,000. 
You can verify that the 
combina tians of current 
and future consumption 
at each of the lettered 
points (as well as any 
point on the budget line) 
satisfies the equation c + 
cf/(l + r) = 90,000, which 
equals PVLR as defined 
in Eq. (4.A.2). 
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Prudence can put these leftover current resources, y + a - c, in the bank to earn 
interest. If the real interest rate that she can earn on her deposit is r, the real value of 
her bank account (principal plus interest) in the future period will be (y + a - c) (1 + r). 
In addition to the real value of her bank account in the future period, Prudence receives 
income of yl, so her total resources in the future period equal (y + a - c)(l + r) + 
yl. Because the future period is the last period of Prudence's life, she spends all of her 
remaining resources on consumption.3 Thus Prudence's future consumption, cl, is 

cl = (y + a - c)(l + r) + yl. (4.A.l) 

Equation (4.A.1) is called the budget constraint. It shows for any level of current con
sumption, c, how much future consumption, cl, Prudence can afford, based on her 
current and future income and initial wealth.' The budget constraint in Eq. (4.A.1) 
is represented graphically by the budget line, which shows the combinations of cur
rent and future consumption that Prudence can afford, based on her current and 
future income, her initial level of wealth, and the real interest rate. Figure 4.A.1 
depicts Prudence's budget line, with current consumption, c, on the horizontal 
axis and future consumption, cl, on the vertical axis. 

3Here we assume that Prudence does not want to leave a bequest to anyone. Later we will briefly 
examine the effect of bequests on saving decisions. 
4ln our derivation of Eq. (4.A.l), we assumed that Prudence's current consumption was less than her 
total current resources so that she had some resources left to deposit in the bank. However, the 
budget constraint, Eg. (4.A.1), still works if Prudence's current consumption exceeds her total current 
resources so that she must borrow from the bank. Note that this works as long as y f exceeds [c - (y + all x 
(1 + r), so that cf > 0. 
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The budget line slopes downward, reflecting the trade-off between current 
and future consumption. If Prudence increases her current consumption by one 
unit, her saving falls by one unit. Because saving earns interest at rate r, a one-unit 
decline in saving today implies that Prudence's future resources and thus her 
future consumption will be lower by 1 + r units. Because a one-unit increase in 
current consumption lowers future consumption by 1 + r units, the slope of the 
budget line is -(1 + r). In our numerical example, the real interest rate is 10%, so the 
slope of the budget line in Fig. 4.A.l is -1.10. 

P resent Va lues. We can conveniently represent Prudence's budget constraint by 
using the concept of present value. The present value measures the value of pay
ments to be made in the future in terms of today's dollars or goods. To illustrate this 
concept, suppose that you must make a payment of $l3,200 one year from now. 
How much money would you have to put aside today so that you could make that 
future payment? The answer to this question is called the present value. 

The present value of a future payment depends on the interest rate. If the current 
nominal interest rate, i, is 10% per year, the present value of $l3,200 to be paid one 
year from now is $12,000. The reason is that $12,000 deposited in the bank today at a 
10% interest rate will earn $1200 (10% of $12,000) of interest in one year, which, 
when added to the initial $12,000, gives the $13,200. Therefore, at an interest rate of 
10%, having $13,200 one year from now is economically equivalent to having $12,000 
today. Thus, we say that the present value of $13,200 in one year equals $12,000. 

More generally, if the nominal interest rate is i per year, each dollar in the bank 
today is worth 1 + i dollars one year from now. To have $13,200 one year from now 
requires $13,200/(1 + i) in the bank today; thus the present value of $l3,200 to be paid 
one year from now is $l3,200/(1 + i). As we have already shown, if i = 10% per year, 
the present value of $l3,200 one year from now is $l3,200/1.10 = $12,000. If i = 20% 
per year, the present value of $l3,200 one year in the future is $l3,200/1 .20 = $11,000. 
Hence an increase in the interest rate reduces the present value of a future payment. 
Similarly, a decline in the interest rate increases the present value of a future payment. 

If future payments are measured in nominal terms, as in the preceding example, 
the appropriate interest rate for calculating present values is the nominal interest 
rate, i. If future payments are measured in real terms, present values are calculated 
in exactly the same way, except that we use the real interest rate, r, rather than the 
nominal interest rate, i. In analyzing Prudence's consumption-saving decision, 
we're measuring everything in real terms, so we use the real interest rate, r, to cal
culate the present values of Prudence's future income and consumption. 

Present Va l u e  and  the Bud g et Co nstra i nt. We define the present value of life
time resources (PVLR) as the present value of the income that a consumer expects to 
receive in current and future periods plus initial wealth. In the two-period case, the 
present value of lifetime resources is 

PVLR = a + y + yf/(I + r) (4.A.2) 

which is the sum of current income, y,5 the present value of future income, yf/(1 + r), 
and current wealth, a. In our example, Prudence has PVLR =42,000 + (33,000/1.10) + 
18,000 = 90,000. 

5Note that the present value of current income is just current income. 
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Next, we divide both sides of Eq. (4.A.1) by (1 + r) and then add c to both sides 
to get 

c + cf / (1 + r) = a + y + yf / (1 +r) 
PVLC = PVLR. 

(4.A.3) 

The left side of Eq. (4.A.3) is the present value of lifetime consumption, c + cf / 
(1 + r), which we denote PVLC. The budget constraint in Eq. (4.A.3) states that the 
present value of lifetime consumption (PVLC), equals the present value of lifetime 
resources PVLR. 

In terms of Fig. 4.A.1, and indeed for any graph of the budget line, PVLR 
equals the value of current consumption, c, at the horizontal intercept of the budget 
line because the horizontal intercept is the point on the budget line at which future 
consumption, cf, equals zero. Setting future consumption, cf, to zero in Eq. (4.A.3) 
yields current consumption, c, on the left side of the equation, which must equal 
PVLR on the right side. Thus c = PVLR at the horizontal intercept of the budget line. 

What Does the C o n s u m e r  Want? C o n s u m e r  P refe rences 

The budget constraint, represented graphically as the budget line, shows the com
binations of current and future consumption available to Prudence. To determine 
which of the many possible consumption combinations Prudence will choose, we 
need to know something about Prudence's preferences for current versus future 
consumption. 

Economists use the term utility to describe the satisfaction or well-being of an 
individual. Preferences about current versus future consumption are summarized by 
how much utility a consumer obtains from each combination of current and future 
consumption. We can graphically represent Prudence's preferences for current versus 
future consumption through indifference curves, which represent all combinations of 
current and future consumption that yield the same level of utility. Because Prudence 
is equally happy with all consumption combinations on an indifference curve, she 
doesn't care (that is, she is indifferent to) which combination she actually gets. 
Figure 4.A.2 shows two of Prudence's indifference curves. Because the consumption 
combinations corresponding to points X, Y, and Z all are on the same indifference 
curve, IC1, Prudence would obtain the same level of utility at X, Y, and Z. 

Indifference curves have three important properties, each of which has an 
economic interpretation and each of which appears in Fig. 4.A.2: 

1. Indifference curves slope downward from left to right. To understand why, let's 
suppose that Prudence has selected the consumption combination at point Y, where 
c = 45,000 and cf = 45,000.6 Now suppose that Prudence must reduce her current 
consumption to c = 39,000. Clearly, if she reduces current consumption while main
taining future consumption at 45,000, she will suffer a reduction in utility. However, 
Prudence can be compensated for this reduction in current consumption by addi
tional future consumption. Suppose that, if she increases her future consumption to 

6Point Y lies below Prudence's budget line, shown in Fig. 4.A.l, which means that not only could 
Prudence afford this consumption combination, but she would have resources left over at the end of 
the future period. Unless she wants to leave a bequest, she would not actually choose such a combi
nation for the resources shown in Fig. 4.A.1. 
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Figure 4.A.2 

Indifference curves 
All points on an indiffer
ence curve represent con
sumption combinations 
that yield the same level 
of utility. Indifference 
curves slope downward 
because a consumer can 
be compensated for a 
reduction in current con
sumption by an appro
priate increase in future 
consumption. All points 
on IC' represent con
sumption combinations 
that are preferred to all 
consumption combina
tions represented by 
points on TCI Indiffer
ence curves are bowed 
toward the origin to 
reflect the consumption
smoothing motive. 
Prudence prefers the 
consumption combina
tion at point W, which is 
an average of the combi
nations at points X and Z 
because W represents a 
smoother pattern of con
sumption. Thus the 
indifference curve con
taining W(lC') lies above 
and to the right of the 
indifference curve con
taining X, Y, and Z (ICI). 
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cf = 63,000 when her current consumption falls to c = 39,000, so that she moves to 
point X, her level of utility remains unchanged. In such a case, she is indifferent to 
the consumption combinations at X and Y, and points X and Y must lie on the same 
indifference curve. In general, any change in the level of current consumption 
must be accompanied by a change in the opposite direction in the level of future con
sumption so as to keep Prudence's level of utility unchanged. Thus indifference 
curves, which represent consumption combinations with equal levels of utility, 
must slope downward from left to right. 

2. Indifference curves that are farther up and to the right represent higher levels of 
utility. Consider for example point W, which lies above and to the right of point Y 
in Fig. 4.A.2. Both current consumption and future consumption are higher at W 
than at Y. Because Prudence obtains utility from both current and future con
sumption, W offers a higher level of utility than does Y; that is, Prudence prefers W 
to Y. In fact, as all points on the indifference curve IC' yield the same level of utility 
as Y, Prudence prefers W to all points on the indifference curve IC'. Furthermore, as 
all points on indifference curve IC2 yield the same level of utility as W, Prudence 
prefers all points on IC2 to all points on IC'. In general, for any two indifference 
curves, consumers prefer consumption combinations on an indifference curve that 
is above and to the right of the other indifference curve. 

3. Indifference curves are bowed toward the origin. This characteristic shape of 
indifference curves captures the consumption-smoothing motive, discussed in 
Chapter 4. Under the consumption-smoothing motive, consumers prefer a rela
tively smooth pattern of consumption over time to having large amounts of 
consumption in one period and small amounts in another period. We can illus
trate the link between the shape of indifference curves and the consumption
smoothing motive by considering the following three consumption combinations 
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The optimal 
consumption 
combination 
The optimal (highest 
utility) combination of 
current and future con
sumption is represented 
by the point of tangency 
between the budget line 
and an indifference curve 
(point D). All other 
points on the budget line, 
such as B and £, Ue on 
indifference curves below 
and to the left of indiffer
ence CUIve Ie* and thus 
yield lower utility than 
the consumption combi
nation at 0, which lies on 
lC*. Prudence would 
prefer the consumption 
combination at point T to 
the one at 0, but as T lies 
above the budget line she 
can't afford the consump
tion combination that T 
represents. 
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in Fig. 4.A.2: point X (c = 39,000; c1 = 63,000), point W (c = 51,000; c1 = 51,000), and 
point Z (c = 63,000; c1 = 39,000). Note that W corresponds to complete consumption 
smoothing, with equal consumption occurring in both periods. In contrast, X and Z 
represent consumption combinations with large changes in consumption between 
the first period and the second period. In addition, note that W represents a con
sumption combination that is the average of the consumption combinations at X and 
Z: Current consumption at W, 51,000, is the average of current consumption at X and 
Z, 39,000 and 63,000, respectively; similarly, future consumption at W, also 51,000, is 
the average of future consumption at X and Z, 63,000 and 39,000, respectively. 

Even though point W essentially is an average of points X and Z, and Prudence 
is indifferent between X and Z, she prefers W to X and Z because W represents 
much "smoother" (more even) consumption. Graphically, her preference for W 
over X and Z is indicated by W's position above and to the right of indifference 
curve Ie1 (which runs through X and Z). Note that W lies on a straight line drawn 
between X and Z. The only way that W can lie above and to the right of Ie1 is if Ie1 
bows toward the origin, as depicted in Fig. 4.A.2. Thus the bowed shape of the 
indifference curve reflects the consumption-smoothing motive. 

The O p t i m a l  Leve l of Consumpt ion  

Combining Prudence's budget line (which describes her available consumption 
combinations) and her indifference curves (which describe her preferences for cur
rent versus future consumption), we can find the levels of current consumption and 
saving that make her happiest. This best available, or optimal, level of current con
sumption and saving is represented graphically by the point at which Prudence's 
budget line is tangent to an indifference curve, shown as point D in Fig. 4.A.3. 
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To see why Prudence achieves her highest possible level of satisfaction, or util
ity, at point 0, first note that 0 lies on indifference curve Ie*, which means that all 
consumption combinations on Ie* yield the same level of utility as D. All points on 
Prudence's budget line other than point 0 points such as B and E, for example'
lie on indifference curves that are below and to the left of Ie*. Thus the consump
tion combinations represented by all of these other points yield a lower level of 
utility than the consumption combination at D. Prudence would prefer the con
sumption combination represented by a point such as T in Fig. 4.A.3 to the con
sumption combination represented by 0, because T lies on an indifference curve 
above and to the right of Ie*; because T also lies above the budget line, however, 
Prudence can't afford the consumption combination represented by that point. 
With her budget constraint, Prudence can't do any better than D. 

We conclude that Prudence's utility-maximizing consumption and saving 
choice is represented by point 0, where her budget line is tangent to an indifference 
curve. Here, her optimal level of current consumption is 45,000, and her optimal 
level of future consumption is 49,500. Prudence's choice of current consumption 
automatically determines her current saving, s, which equals her current income, 
minus her optimal current consumption: 

s = y - c = 42,000 - 45,000 = -3000. 

Thus Prudence chooses to dissave (decrease her initial assets) by 3000. 

The Effects of C h a n g es i n  I n c o m e  a n d  Wea l th 
on C o n s u m p t i o n  a n d  S a v i n g  

The formal model developed in this appendix provides a helpful insight: The 
effect on consumption of a change in current income, expected future income, or wealth 
depends only on how that change affects the consumer's present value of lifetime resources, 
or PVLR. 

An In crease in Current I n come . Suppose that Prudence receives a bonus at 
work of 12,000, which raises her current real income from 42,000 to 54,000. Her ini
tial assets (18,000), future income (33,000), and the real interest rate (10%) remain 
unchanged; hence the increase of 12,000 in current income implies an equal increase 
in Prudence's present value of lifetime resources, or PVLR. If she hasn't yet com
mitted herself to her original consumption-saving plan, how might Prudence 
revise that plan in light of her increased current income? 

We use the graph in Fig. 4.A.4 to answer this question. In Fig. 4.A.4, BU is Pru
dence's original budget line, and point 0, where c = 45,000 and cf = 49,500, repre
sents Prudence's original, pre-bonus consumption plan. Prudence's bonus will 
allow her to consume more, both now and in the future, so the increase in her 
income causes her budget line to shift. To see exactly how it shifts, note that the 
increase of 12,000 in Prudence's current income implies that her PVLR also increases 
by 12,000. Because the horizontal intercept of the budget line occurs at c = PVLR, 
the bonus shifts the horizontal intercept to the right by 12,000. The slope of the 
budget line, -(1 + r) = -1.10, remains unchanged because the real interest rate r is 
unchanged. Thus the increase in current income of 12,000 causes a parallel shift of 
the budget line to the right by 12,000, from BU to BU. 



Figure 4.A.4 

An increase in income 
or wealth 
An increase in current 
income, future income, 
and/or initial wealth that 
raises Prudence's PVLR 
by 12,000 causes the 
budget line to make a 
parallel shift to the right 
by 12,000, from BL' to 
BL'. 1f Prudence's origi
nal consumption plan 
was to consume at point 
D, she could move to 
point H by spending all 
the increase on future 
consumption and none 
on current consumption; 
or she could move to 
point K by spending all 
the increase on current 
consumption and none 
on future consumption. 
However, if Prudence 
has a consumption
smoothing motive she 
will move to point ], 
which has both higher 
current consumption and 
higher future consump
tion than D. Point ] is 
optimal because it lies 
where the new budget 
line BL' is tangent to an 
indifference curve, IC**. 
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That shift demonstrates graphically that, after receiving her bonus, Prudence can 
enjoy greater current and future consumption. One strategy for Prudence, represented 
by point K on the new budget line BU, is to use the entire bonus to increase her 
current consumption by 12,000 while leaving her future consumption unchanged. 
Another strategy, represented by point H on BU, is to save all of her bonus while 
keeping her current consumption unchanged, and then use both the bonus and the 
interest of 1,200 earned on the bonus to increase her future consumption by 13,200. 

If Prudence operates under a consumption-smoothing motive, she will use her 
bonus to increase both her current consumption and (by saving part of her bonus) 
her future consumption, thereby choosing a point on BU between point K (consume 
the entire bonus) and point H (save the entire bonus). If her indifference curves are 
as shown in Fig. 4.A.4, she will move to j, where her new budget line, BU, is tangent 
to the indifference curve Ie**. At J, current consumption, c, is 51,000, future con
sumption, cf, is 56,100, and saving, s, is 54,000 - 51,000 = 3000. Both current and 
future consumption are higher at j than at 0 (where c = 45,000 and cf = 49,500). Pru
dence's current saving of 3000 at j is higher than her saving was at 0 (where she dis
saved by 3000) because the increase in her current consumption of 6000 is less than 
the increase in her current income of 12,000. This example illustrates that an increase 
in current income raises both current consumption and current saving. 

An In crease i n  Future I n come. Suppose that Prudence doesn't receive her 
bonus of 12,000 in the current period, so that her current income, y, remains at its ini
tial level of 42,000. Instead, because of an improved company pension plan, she 
learns that her future income will increase by 13,200, so yf rises from 33,000 to 46,200. 
How will this good news affect Prudence's current consumption and saving? 



164 Chapter 4 Consumption, Saving, and Investment 

At a real interest rate of 10%, the improvement in the pension plan increases 
the present value of Prudence's future income by 13,200/1.10, or 12,000. So, as in 
the case of the current-period bonus just discussed, the improved pension plan 
raises Prudence's PVLR by 12,000 and causes a parallel shift of the budget line to 
the right by that amount. The effects on current and future consumption are there
fore exactly the same as they were for the increase of 12,000 in current income 
(and Fig. 4.A.4 applies equally well here). 

Although increases in current income and expected future income that are 
equal in present value will have the same effects on current and planned future 
consumption, the effects of these changes on current saving are different. Previ
ously, we showed that an increase in current income raises current saving. In con
trast, because the increase in future income raises current consumption (by 6000 in 
this example) but doesn't affect current income, it causes saving to fall (by 6000, 
from -3000 to -9000). Prudence knows that she will be receiving more income in the 
future, so she has less need to save today. 

An I ncrease i n  Wealth. Changes in wealth also affect consumption and saving. 
As in the cases of current and future income, the effect of a change in wealth on 
consumption depends only on how much the PVLR changes. For example, if Pru
dence finds a passbook savings account in her attic worth 12,000, her PVLR increases 
by 12,000. To illustrate this situation, we use Fig. 4.A.4 again. Prudence's increase 
in wealth raises her PVLR by 12,000 and thus shifts the budget line to the right by 
12,000, from BLl to BU. As before, her optimal consumption choice goes from point 
o (before she finds the passbook) to point J (after her increase in wealth). Because 
the increase in wealth raises current consumption (from 45,000 at 0 to 51,000 at J) 
but leaves current income (42,000) unchanged, it results in a decline in current 
saving (from -3000 at 0 to -9000 at J). Being wealthier, Prudence does not have to 
save as much of her current income (actually, she is increasing her dissaving) to 
provide for the future. 

The preceding analyses show that changes in current income, future income, 
and initial wealth all lead to parallel shifts of the budget line by the amount that 
they change the PVLR. Economists use the term income effect to describe the impact 
of any change that causes a parallel shift of the budget line. 

The Permanent Inc ome Theory. In terms of our model, a temporary increase 
in income represents a rise in current income, y, with future income, yf, held con
stant. A permanent increase in income raises both current income, y, and future 
income, yf. Therefore a permanent one-unit increase in income leads to a larger 
increase in PVLR than does a temporary one-unit increase in income. Because 
income changes affect consumption only to the extent that they lead to changes in 
PVLR, our theory predicts that a permanent one-unit increase in income will raise 
current and future consumption more than a temporary one-unit increase in 
income will. 

This distinction between the effects of permanent and temporary income 
changes is emphasized in the permanent income theory of consumption and saving, 
developed in the 1950s by Nobel laureate Milton Friedman. He pointed out that 
income should affect consumption only through the PVLR in a many-period ver
sion of the model we present here. Thus permanent changes in income, because 
they last for many periods, may have much larger effects on consumption than 
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temporary changes in income. As a result, temporary income increases would be 
mostly saved, and permanent income increases would be mostly consumed.? 

Consumption and Saving over Many Periods: The Life-Cycle Model. The two
period model suggests that a significant part of saving is intended to pay for retire
ment. However, it doesn't reflect other important aspects of a consumer's lifetime 
income and consumption patterns. For example, income typically rises over most 
of a person's working life, and people save for reasons other than retirement. The 
life-cycle model of consumption and saving, originated in the 1950s by Nobel laure
ate Franco Modigliani and his associates, extends the model from two periods to 
many periods and focuses on the patterns of income, consumption, and saving 
throughout an individual's life. 

The essence of the life-cycle model is shown in Fig. 4.A.5. In Fig. 4.A.5(a), the 
typical consumer's patterns of income and consumption are plotted against the 
consumer's age, from age twenty (the approximate age of economic independence) to 
age eighty (the approximate age of death) . Two aspects of Fig. 4.A.5(a) are significant. 

First, the average worker experiences steadily rising real income, with peak 
earnings typically occurring between the ages of fifty and sixty. After retirement, 
income (excluding interest earned from previous saving) drops sharply. 

Second, the lifetime pattern of consumption is much smoother than the pattern 
of income over time, which is consistent with the consumption-smoothing motive 
discussed earlier. Although shown as perfectly flat in Fig. 4.A.5(a), consumption, in 
reality, varies somewhat by age; for example, it will be higher during years of high 
child-rearing expenses. An advantage of using the life-cycle model to study con
sumption and saving is that it may be easily modified to allow for various patterns 
of lifetime income and consumption. 

The lifetime pattern of saving, shown in Fig. 4.A.5(b), is the difference between the 
income and consumption curves in Fig. 4.A.5(a). This overall hump-shaped pattern has 
been confirmed empirically. Saving is minimal or even negative during the early work
ing years, when income is low. Maximum saving occurs when the worker is between 
ages fifty and sixty, when income is highest. Finally, dissaving occurs during retirement 
as the consumer draws down accumulated wealth to meet living expenses. 

An important implication of the hump-shaped pattern of saving is that national 
saving rates depend on the age distribution of a country's population. Countries with 
unusually young or unusually old populations have low saving rates, and countries 
with relatively more people in their middle years have higher saving rates. 

Bequests and Saving. We have assumed that the consumer plans to spend all of 
his or her wealth and income during his or her lifetime, leaving nothing to heirs. In 
reality, many people leave bequests, or inheritances, to children, charities, and 
others. To the extent that consumers desire to leave bequests, they will consume 

7Friedman also provided some of the first empirical evidence for this theory. For example, he found 
that the consumption of farm families, on average, responded less to changes in income than did the 
consumption of nonfarm families. Friedman's explanation was that, because farm incomes depend 
heavily on weather and crop prices, both of which are volatile, changes in farm incomes are much 
more likely to be temporary than are changes in nonfarm incomes. Current changes in farm incomes 
have a smaller effect on the PVLR and therefore have a smaller effect on current consumption. 
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Figure 4.A.S 

Life-cycle consumption, 
income, and saving 
(a) Income and consump-
tion are plotted agaiost 
age. Income typically rises 
gradually throughout 
most of a person's work-
iog life and peaks shortly 
before retirement. The 
desire for a smooth pat-
tern of consumption 
means that consumption 
varies less than income 
over the life cycle. Con-
sumption here is constant. 
(b) Saviog is the differ-
ence between income and 
consumption; the saving 
pattern is hump-shaped. 
Early in a person's work-
ing life consumption is 
larger than income, so 
saving is negative. In the 
middle years saving is 
positive; the excess of 
• 

Income over consump-
tion is used to repay 
debts incurred earlier in 
life and to provide for 
retirement. During retire-
ment people dissave. 
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less and save more than when they simply consume all their resources during 
their lifetimes. 

Ricardian Equivalence. One of the most significant results of analyzing our model 
is that changes in income or wealth affect desired consumption only to the extent 
that they affect the consumer's PVLR. The point made by advocates of Ricardian 
equivalence, discussed in Chapter 4, is that, holding current and future government 
purchases constant, a change in current taxes does not affect the consumer's PVLR and 
thus should not affect desired consumption, Cd, or desired national saving, Y - Cd - G. 

To illustrate this idea, suppose that the government cuts Prudence's current 
taxes by 300. This tax reduction increases Prudence's current income by 300, which 
(all else being equal) would cause her to consume more. Because the government's 



Appendix 4.A A Formal Model of Consumption and Saving 167 

revenue has been reduced by 300 and its expenditures have not changed, however, 
the government must increase its current borrowing from the public by 300 (per 
taxpayer). Furthermore, the government must pay interest on its borrowings. For 
example, if the real interest rate that the government must pay on its debt is 10%, 
in the future period the government's outstanding debt will be 330 greater than it 
would have been without the tax cut. 

As a taxpayer, Prudence is ultimately responsible for the government's debts. 
Suppose that the government decides to repay its borrowings and accumulated 
interest in the future period (Chapter 15 discusses what happens if the govern
ment's debt is left for Prudence's descendants to repay). To repay its debt plus 
interest, the government must raise taxes in the future period by 330, so Prudence's 
expected future income falls by 330. Overall, then, the government's tax program 
has raised Prudence's current income by 300 but reduced her future income by 330. 
At a real interest rate of 10%, the present value of the future income change is 
-300, which cancels out the increase in current income of 300. Thus Prudence's 
PVLR is unchanged by the tax cut, and (as the Ricardian equivalence proposition 
implies) she should not change her current consumption. 

Exc ess Sensitivity and  Borrowing Constrai nts . A variety of studies have 
confirmed that consumption is affected by current income, expected future income, 
and wealth, and that permanent income changes have larger effects on consump
tion than do temporary income changes all of which are outcomes implied by the 
model. Nevertheless, some studies show that the response of consumption to a 
change in current income is greater than would be expected on the basis of the 
effect of the current income change on PVLR. This tendency of consumption to 
respond to current income more strongly than the model predicts is called the 
excess sensitivity of consumption to current income. 

One explanation for excess sensitivity is that people are more short-sighted 
than assumed in our model and thus consume a larger portion of an increase in 
current income than predicted by it. Another explanation, which is more in the 
spirit of the model, is that the amount that people can borrow is limited. A restric
tion imposed by lenders on the amount that someone can borrow against future 
income is called a borrowing constraint. 

The effect of a borrowing constraint on the consumption-saving decision 
depends on whether the consumer would want to borrow in the absence of a 
borrowing constraint. If the consumer wouldn't want to borrow even if bor
rowing were possible, the borrowing constraint is said to be nonbinding. When a 
consumer wants to borrow but is prevented from doing so, the borrowing con
straint is said to be binding. A consumer who faces a binding borrowing con
straint will spend all available current income and wealth on current consumption 
so as to come as close as possible to the consumption combination desired in the 
absence of borrowing constraints. Such a consumer would consume the entire 
amount of an increase in current income. Thus the effect of an increase in current 
income on current consumption is greater for a consumer who faces a binding 
borrowing constraint than is predicted by our simple model without borrowing 
constraints. In macroeconomic terms, this result implies that if a significant 
number of consumers face binding borrowing constraints the response of 
aggregate consumption to an increase in aggregate income will be greater than 
implied by the basic theory in the absence of borrowing constraints. In other 
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Figure 4.A.6 

The effect of an 
increase in the real 
interest rate on the 
budget line 
The figure shows the 
effect on Prudence's 
budget line of an increase 
in the real interest rate, r, 
from 10% to 76%. Because 
the slope of a budget line 
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real interest rate is 10%, 
the slope of Prudence's 
initial budget line, BU, is 
-1.10. The initial budget 
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through the no·borrowing, 
no-lending point, E, 
which represents the con
sumption combination 
that Prudence obtains by 
spending all her current 
income and wealth on 
current consumption. 
Because E can still be 
obtained when the real 
interest rate rises, it also 
lies on the new budget 
line, BU. However, the 
slope of BL2 is -l.76, 
reflecting the rise in the 
real interest rate to 76%. 
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words, if borrowing constraints exist, consumption may be excessively sensitive 
to current income.8 

The R e a l  I nte rest Rate a n d  the C o n s u m pt i o n-Sav i n g  D e c i s i o n  

To explore the effects of a change in the real interest rate on consumption and saving, 
let's return to the two-period model and Prudence's situation. Recall that Prudence 
initially has current real income, y, of 42,000, future income, yf, of 33,000, initial 
wealth, a, of 18,000, and that she faces a real interest rate, r, of 10%. Her budget line, 
which is the same as in Fig. 4.A.l, is shown in Fig. 4.A.6 as BL'. Now let's see what 
happens when for some reason the real interest rate jumps from 10% to 76%.9 

The Rea l  I nterest Rate and the B u dg et L ine .  To see how Prudence's budget 
line is affected when the real interest rate rises, let's first consider point E on the 
budget line BL 1. Point E is special in that it is the only point on the budget line at which 
current consumption equals current income plus initial wealth (c = y + a = 60,000) 

8Although we have no direct way of counting how many consumers are constrained from borrowing, 
several studies estimate that, to account for the observed relationship between consumption and cur
rent income, during any year some 20% to 50% of U.s. consumers face binding borrowing constraints. 
See, for example, John Y. Campbell and N. Gregory Mankiw, "Consumption, Income, and Interest 
Rates: Reinterpreting the Time Series Evidence," in O. Blanchard and S. Fischer, eds., NBER Macro
economics Annual, Cambridge, Mass.: MIT Press, 1989; and Robert E. Hall and Frederic S. Mishkin, 
"The Sensitivity of Consumption to Transitory income: Estimates from Panel Data on Households," 
Econometrica, March 1982, pp. 461-48l. 

9 A 76% real interest rate isn't realistic, but assuming this large a change makes its effects more obvious. 
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The substitution effect 
of an increase in the 
real interest rate 
We assume that Pru
dence's preferences are 
such that when the real 
interest rate is 10% she 
chooses the consumption 
combination at the no
borrowing, no-lending 
point E, on the initial 
budget line BL' . Point E 
lies on the indifference 
curve [C1• An increase in 
the real interest rate to 
76% causes the budget 
line to pivot clockwise 
from BL' to BU, as in 
Fig. 4.A.6. By substitut
ing future consumption 
for current consumption 
along the new budget 
line, BL', Prudence can 
reach points that lie 
above and to the right of 
Tel; these points repre
sent consumption combi
nations that yield higher 
utility than the consump
tion combination at E. 
Her highest utility is 
achieved by moving to 
point V. where the new 
budget line, BU, is tan
gent to indifference 
curve Ie2 The drop in 
current consumption (by 
9000) and the resulting 
equal rise in saving that 
occur in moving from E 
to V reflect the substitu
tion effect of the increase 
in the real interest rate. 
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and future consumption equals future income (cf = yf = 33,000). If Prudence chooses 
this consumption combination, she doesn't need to borrow (her current income and 
initial wealth are just sufficient to pay for her current consumption), nor does she 
have any current resources left to deposit in (lend to) the bank. Thus E is the no
borrowing, no-lending point. Because E involves neither borrowing nor lending, the 
consumption combination it represents is available to Prudence regardless of the 
real interest rate. Thus the no-borrowing, no-lending point remains on the budget 
line when the real interest rate changes. 

Next, recall that the budget line's slope is -(1 + r). When the real interest rate, 
r, jumps from 10% to 76%, the slope of the budget line changes from -1 .10 to -1 .76; 
that is, the new budget line becomes steeper. Because the budget line becomes 
steeper but still passes through the no-borrowing, no-lending point, E, it pivots 
clockwise around point E. 

The Su bstitut ion  Effect. As we discussed in Chapter 4, the price of current 
consumption in terms of future consumption is 1 + r, because if Prudence increases 
her consumption by one unit today, thereby reducing her saving by one unit, she 
will have to reduce her future consumption by 1 + r units. When the real interest 
rate increases, current consumption becomes more expensive relative to future 
consumption. In response to this increase in the relative price of current consump
tion, Prudence substitutes away from current consumption toward future con
sumption by increasing her saving. This increase in saving reflects the substitution 
effect of the real interest rate on saving, introduced in Chapter 4. 

The substitution effect is illustrated graphically in Fig. 4.A.7. Initially, the real 
interest rate is 10% and the budget line is BLl. Suppose for now that Prudence's 
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preferences are such that BL' is tangent to an indifference curve, Iel, at the no
borrowing, no-lending point, E.1O At a real interest rate of 10%, Prudence chooses 
the consumption combination at E. 

When the real interest rate rises from 10% to 76%, the budget line pivots clock
wise to BU. Because Prudence's original consumption point the no-borrowing, 
no-lending point, E also lies on the new budget line, BU, she has the option of 
remaining at E and enjoying the same combination of current and future con
sumption after the real interest rate rises. Points along BU immediately above and 
to the left of E lie above and to the right of Iel, however. These points represent con
sumption combinations that are available to Prudence and yield a higher level of 
utility than the consumption combination at E. Prudence can attain the highest 
level of utility along BL 2 at point V, where indifference curve Ie2 is tangent to BL 2 
In response to the increase in the relative price of current consumption, Prudence 
reduces her current consumption, from 60,000 to 51,000, and moves from E to V on 
BU. Her reduction of 9000 in current consumption between E and V is equivalent 
to an increase of 9000 in saving. The increase in saving between E and V reflects the 
substitution effect on saving of a higher real interest rate. 

The Inco me Effect. If Prudence's current consumption initially equals her cur
rent resources (current income plus initial wealth) so that she is neither a lender nor 
a borrower, a change in the real interest rate has only a substitution effect on her 
saving, as shown in Fig. 4.A.7. If her current consumption initially is not equal to 
her current resources, however, then an increase in the real interest rate also has an 
income effect. As we discussed in Chapter 4, if Prudence is initially a saver (equiv
alently, a lender), with current consumption less than her current resources (current 
income plus initial wealth), an increase in the real interest rate makes her financially 
better off by increasing the future interest payments that she will receive. In 
response to this increase in future interest income, she increases her current con
sumption and reduces her current saving. On the other hand, if Prudence is initially 
a borrower, with current consumption exceeding her current resources, an increase 
in the real interest rate increases the interest she will have to pay in the future. 
Having to make higher interest payments in the future makes Prudence financially 
worse off overall, leading her to reduce her current consumption. Thus, for a bor
rower, the income effect of an increase in the real interest rate leads to reduced cur
rent consumption and increased saving. 

The Substitution Effect and the Income Effect Together. Figure 4.A.8 illustrates 
the full impact of an increase in the real interest rate on Prudence's saving, includ
ing the substitution and income effects assuming that Prudence initially is a 
lender. As before, Prudence's original budget line is BL' when the real interest 
rate is 10%. We now assume that Prudence's preferences are such that BLl is tan
gent to an indifference curve, Iel, at point D. Thus, at a 10% real interest rate, Pru
dence plans current consumption of 45,000 and future consumption of 49,500. 
Her current resources equal 60,000 (current income of 42,000 plus initial assets of 
18,000), so if she enjoys current consumption of 45,000 she will have resources of 

lONote that Prudence's indifference curves in Fig. 4.A.7 are different from those in Fig. 4.AA. 



Figure 4.A.8 

An increase in the real 
interest rate with both 
an income effect and a 
substitution effect 
We assume that Pru
dence initially consumes 
at point D on the original 
budget line, BL ' . An 
increase in the real inter
est rate from 10% to 76% 
causes the budget line to 
pivot clockwise, from BL' 
to the new budget line, 
BU. We break the overall 
shift of the budget line 
into two parts: (1) a pivot 
around the original con
sumption point, D, to 
yield an intermediate 
budget line, BUnt, and 
(2) a parallel shift from 
BUnt to the final budget 
line, BU. The substitu
tion effect is measured 
by the movement from 
the original consumption 
point, D, to point P on 
BUnt, and the income 
effect is measured by the 
movement from P to Q 
on BU. As drawn, the 
substitution effect is 
larger than the income 
effect so that the overall 
effect is for current con
sumption to fall and 
saving to rise. 
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15,000 to lend. Her chosen point, D, is located to the left of the no-borrowing, 
no-lending point, E (current consumption is lower at D than at E) showing that 
Prudence is a lender. 

The increase in the real interest rate from 10% to 76% causes Prudence's budget 
line to pivot clockwise through the no-borrowing, no-lending point, E, ending at 
BL 2 as before. To separate the substitution and income effects of the increase in the 
real interest rate, think of the movement of the budget line from BLl to BU as 
taking place in two steps. 

First, imagine that the original budget line, BL1, pivots clockwise around Pru
dence's original consumption combination, point D, until it is parallel to the new 
budget line, BU (that is, its slope is -1.76). The resulting intermediate budget line 
is the dotted line, BUn'. Second, imagine that BUn' makes a parallel shift to the 
right to BU. 

The response of Prudence's saving and current consumption to the increase in 
the real interest rate can also be broken into two steps. First, consider her response 
to the pivot of the budget line through point D, from BLl to BUn'. If this change 
were the only one in Prudence's budget line, she would move from D to P (c = 
36,600 and cf = 64,284) on BUnt At P, she would save more and enjoy less current 
consumption than at D. The increase in saving between D and P, similar to Prudence's 
shift from E to V in Fig. 4.A.7, measures the substitution effect on Prudence's saving 
of the increase in the real interest rate. 

Second, consider the effect of the parallel shift from BUn' to BU. The new 
budget line, BU, is tangent to an indifference curve, 1(3, at point Q, so Prudence 
will choose the consumption combination at Q. Current and future consumption 
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are higher, and saving is lower, at Q than at P. The increase in current consumption 
and the decrease in saving between P and Q reflect the income effect of the increase 
in the real interest rate. Thus, as discussed earlier, income effects occur when a 
change in some variable causes a parallel shift of the budget line. 

The total change in Prudence's consumption and saving resulting from the rise 
in the real interest rate is depicted in Fig. 4.A.S as the change in saving between 
point 0 and point Q. This change is the sum of the substitution effect, measured by 
the increase in saving in moving from 0 to P, and the income effect, measured by 
the decline in saving in moving from P to Q. In Fig. 4.A.S, current consumption is 
lower and saving is higher at the final point, Q, than at the original point, D. How
ever, we could just as easily draw the curves so that saving is less at the final point, 
Q, than at the initial point, D. Thus the theory fails to predict whether Prudence's 
saving will rise or fall in response to an increase in the real interest rate, because the 
income and substitution effects work in opposite directions for a lender. 

As we discussed in Chapter 4, for a borrower the income and substitution 
effects work in the same direction (Analytical Problem 6 at the end of Chapter 4 
asks you to explain this result). A higher real interest rate increases a borrower's 
reward for saving (equivalently, it increases the relative price of current consump
tion), so he or she tends to save more (the substitution effect); because a borrower 
pays rather than receives interest, a higher real interest rate also makes him or her 
poorer, leading to less consumption and more saving. 

To summarize, the two-period model implies that an increase in the real inter
est rate increases saving by borrowers. Nevertheless, because of conflicting income 
and substitution effects, economic theory isn't decisive about the effect of the real 
interest rate on the saving of lenders. As we discussed in Chapter 4, empirical 
studies have shown that an increase in the real interest rate tends to increase 
desired national saving, though this effect is not very strong. 
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• 

aVl n an nvestment 
in  t e en co nom 

virtually no exceptions, modern economies are open economies, which 
means that they engage in international trade of goods and services and in 

international borrowing and lending. Economic openness is of tremendous benefit 
to the average person. Because the United States is an open economy, U.s. con
sumers can enjoy products from around the world (Japanese MP3 players, Italian 
shoes, Irish woolens) and u.s. businesses can find new markets abroad for their 
products (computers, beef, financial services). Similarly, the internationalization of 
financial markets means that U.s. savers have the opportunity to purchase German 
government bonds or shares in Taiwanese companies as well as domestic assets, 
and u.s. firms that want to finance investment projects can borrow in London or 
Tokyo as well as in New York. 

Beyond the economic diversity and opportunity it creates, economic openness 
carries another important implication: In an open economy, a country's spending need 
not equal its production in every period, as would be required in a closed economy 
with no foreign trade and no international borrowing and lending. In particular, by 
importing more than they export and borrowing from abroad to pay for the dif
ference, the residents of an open economy can temporarily spend more than they 
produce. 

The ability of an open economy to spend more than it produces is both an 
opportunity and a potential problem. For example, by borrowing abroad (and by 
selling off U.s.-owned assets to foreign investors), the United States was able to 
finance a large excess of imports over exports during the 1980s, 1990s, and early 
2000s. As a result, Americans enjoyed higher levels of consumption, investment, 
and government purchases than they could have otherwise. At the same time, 
however, they incurred foreign debts that may be a future burden to the U.s. 
economy. Similarly, by borrowing heavily from abroad during the 1970s, some 
less developed countries (LDCs) were able to avoid large reductions in domes
tic spending even though the two oil price shocks of that decade caused sharp 
declines in their output. During the 1980s, however, many LDC borrowers were 
unable to cope with the burden of their foreign debts a situation that became 
known as the LDC debt crisis and perhaps as a result suffered severely reduced 
economic growth. 
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5.1 

Why do countries sometimes borrow abroad to pay for an excess of imports 
over exports but at other times export more than they import and lend the differ
ence to other countries? Why doesn't each country just balance its books and 
import as much as it exports each year? As we explain in this chapter, the funda
mental determinants of a country's trade position are the country's saving and 
investment decisions. Thus although the issues of trade balances and international 
lending introduced here may seem at first to be unrelated to the topics covered in 
Chapter 4, the two sets of questions actually are closely related. 

To explore how desired national saving and desired investment help determine 
patterns of international trade and lending, we extend the idea of goods market 
equilibrium, described by the saving-investment diagram, to include a foreign 
sector. We show that, unlike the situation in a closed economy, in an open economy 
desired national saving and desired investment don't have to be equal. Instead, we 
show that, when a country's desired national saving exceeds its desired investment, 
the country will be a lender in the international capital market and will have a cur
rent account surplus. Similarly, when a country's desired national saving is less 
than its desired investment, the country will be an international borrower and will 
have a current account deficit. 

By emphasizing saving and investment, we develop an important theme of this 
part of the book. However, to focus on the role of saving and investment, we ignore 
some other factors that also influence international trade and lending. The most 
important of these factors is the exchange rate, or the rate at which domestic cur
rency can be exchanged for foreign currency. We fully discuss exchange rates and 
their role in the open economy in Chapter 13. 

Balance of Pa nts Accountin 

Examining the factors that affect international trade and lending first requires an 
understanding of the basics of balance of payments accounting. The balance of 
payments accounts, which are part of the national income accounts discussed in 
Chapter 2, are the record of a country's international transactions. (The box "In Touch 
with the Macroeconomy: The Balance of Payments Accounts," p. 176, contains infor
mation about how the balance of payments accounts are constructed and where to 
find these data.) As you read this section, you should refer to Table 5.1, which presents 
U.S. balance of payments data for 2005; note that some of the numbers are positive and 
that others are negative. To sort out which international transactions are entered with 
a plus sign and which are entered with a minus sign, keep the following principle in 
mind: Any transaction that involves a flow of funds into the United States is a credit 
item and is entered with a plus sign; any transaction that involves a flow of funds out 
of the United States is a debit item and is entered with a minus sign. We illustrate this 
principle as we discuss the various components of the balance of payments accounts. 

The C u rrent Account  

The current account measures a country's trade in currently produced goods and 
services, along with unilateral transfers between countries. For convenience we 
divide the current account into three separate components: (1) net exports of goods 
and services, (2) net income from abroad, and (3) net unilateral transfers. 
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Table 5.1 

Balance of Payments Accounts of the United States, 2005 (Billions of Dollars) 

Current Account 

Net exports of goods and services (NX) 
Exports of goods and services 

Goods 
Services 

Imports of goods and services 
Goods 
Services 

Net income from abroad (NFP ) 
Income receipts from abroad 
Income payments to residents of other countries 

Net unilateral transfers 

Current Account Balance (CA) 

892.6 
379.6 

-1674.3 
-321.6 

Capital and Financial Account 

Capital Account 
Net capital account transactions 

Financial Account 
Net financial flows 

Increase i n  U.s.-owned assets abroad 
(financial outflow) 

u.s. official reserve assets 
Other U.s.-owned assets abroad 

Increase i n  foreign-owned assets in U.S. 
(financial inflow) 

Foreign official assets 
Other foreign-owned assets 

Capital and Financial Account Balance (KFA) 
Statistical Discrepancy 
Memoranda: 

Balance on goods and services (trade balance) 
Balance on goods, services, and income 
Official settlements balance = 

Balance of payments :::: 

14.1 
-505.8 

220.7 
1072.0 

Increase in U.S. official reserve assets minus increase 
in foreign official assets = -14.1 - 220.7 

Note: Numbers may not add to totals shown owing to rounding. 

-723.7 
1 2 72.2 

-1995.9 

1.6 
468.7 

-467.1 

-82.9 

-5.6 

801.0 

-491.7 

1 292.7 

Source: "U.S. International Transactions in 2005:' Table A, p. 22, Survey of Current Business, April 2006. 

-804.9 

795.4 
9.6 

-723.7 
-722.1 

-234.8 

Net Exports of Goods and Services.  We discussed the concept of net exports, 
NX, or exports minus imports, as part of the expenditure approach to measuring 
CDP in Chapter 2.  Here we point out that net exports often are broken into two 
categories: goods and services. 

Examples of internationally traded goods include American soybeans, French 
perfume, Brazilian coffee, and Japanese cars. When an American buys a Japanese 
car, for example, the transaction is recorded as an import of goods for the United 
States (a debit item for the United States, because funds flow out of the United 
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The data on U.S. international transactions that make up 
the balance of payments accounts are produced quar
terly by the Bureau of Economic Analysis (BEA) in the 
U.s. Department of Commerce. The BEA releases data to 
the public about two and one-half months after the end 
of the quarter to which those data refer, and detailed 
figures appear in the January, April, July, and October 
issues of Survey of Current Business. Balance of payments 
data for recent years are revised each June to reflect 
more complete information, and these revisions are 
published in the July issue of Survey of Current Business. 
Summary data, much like those that appear in Table 5.1, 
appear in various publications including the FRED 
database of the Federal Reserve Bank of St. Louis and 
the Economic Report of the President, which is published 
each February. Balance of payments data can also be 
obtained by going to the BEA's Web site at www.bea.gov 
and clicking on "Balance of Payments" under the heading 
"International. " 

Although full information about the balance of 
payments accounts is available only quarterly, some 
components of the accounts are released monthly. The 

best-known example is the trade balance, which equals 
exports of goods and services minus imports of goods 
and services. These data are initially tabulated by the U.S. 
Bureau of the Census (which then passes them on to the 
BEA) and are based primarily on information provided 
by the U.S. Customs Service, the government agency 
responsible for monitoring flows of goods and services in 
and out of the country. In recent years, the Census Bureau 
has also negotiated with the data collection agencies of 
major U.s. trading partners to swap information about 
trade flows. The benefit of exchanging trade information 
is that it allows the Census Bureau to find out, for exam
ple, whether Canadian estimates of the imports they 
receive from the United States are similar to U.s. esti
mates of exports shipped to Canada. In principle, of 
course, the two numbers should be the same. 

For more information, see Bureau of Economic 
Analysis, The Balance of Payments of the United States: 
Concepts, Data Sources, and Estimating Procedures, 
Washington, D.C: U.s. Government Printing Office, 1990, 
available at www.bea.gov/bea/ARTICLES/INTERNAT/ 
BPA/Meth/bopmp.pdf 

States to pay for the car) and an export of goods for Japan (a credit item for Japan 
because funds flow into Japan to pay for the car). 

Internationally traded services include tourism, insurance, education, and finan
cial services. The Application "The Impact of Globalization on the U.s. Economy," 
p. 193, discusses trade in business services. When a U.s. family spends a week's 
vacation in Mexico, for example, the family's expenditures for accommodations, 
food, sight-seeing tours, and so on, are in the U.s. current account as an import of 
tourism services (a debit item for the United States because funds are flowing out of 
the country). The family's expenditures are an export of tourism services for Mexico 
(a credit item in the Mexican current account). Similarly, when a foreign student 
attends college in the United States, her tuition payments are an export of services 
for the United States and an import of services for her home country. 

Net I ncome from Abroad . Net income from abroad equals income receipts 
from abroad minus income payments to residents of other countries. It is almost 
equal to net factor payments from abroad, NFP, discussed in Chapter 2.1 We will 

lNet factor payments from abroad are presented in the national income and product accounts (NIPA), 
and net income from abroad is presented in the balance of payments accounts (BPA). The Bureau of 
Economic Analysis publishes a "reconciliation table" (in the Appendix section of BEA Current and 
Historical Data in Survey of Curre11t Busil1ess) to account for the relatively minor differences between 
the NJPA and BPA accounts. 
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ignore the difference between NFP and net income from abroad and treat the 
two as equivalent concepts. 

The income receipts flowing into a country, which are credit items in the current 
account, consist of compensation received from residents working abroad plus 
investment income from assets abroad. Investment income from assets abroad 
includes interest payments, dividends, royalties, and other returns that residents of 
a country receive from assets (such as bonds, stocks, and patents) that they own in 
other countries. For example, the interest that a U.s. saver receives from a French 
government bond she owns, or the profits that a U.s. company receives from a foreign 
subsidiary, qualify as income receipts from abroad. 

The income payments flowing out of a country, which are debit items in the 
current account, consist of compensation paid to foreign residents working in 
the country plus payments to foreign owners of assets in the country. For example, 
the wages paid by a U.s. company to a Swedish engineer who is temporarily resid
ing in the United States, or the dividends paid by a U.s. automobile company to a 
Mexican owner of stock in the company, are both income payments to residents of 
other countries. 

Net U n i lateral Transfers. Unilateral transfers are payments from one country 
to another that do not correspond to the purchase of any good, service, or asset. 
Examples are official foreign aid (a payment from one government to another) or a 
gift of money from a resident of one country to family members living in another 
country. When the United States makes a transfer to another country, the amount 
of the transfer is a debit item because funds flow out of the United States. A coun
try's net unilateral transfers equal unilateral transfers received by the country 
minus unilateral transfers flowing out of the country. The negative value of net uni
lateral transfers in Table 5.1 shows that the United States is a net donor to other 
countries. 

C urrent Account B a l a nce .  Adding all the credit items and subtracting all the 
debit items in the current account yields a number called the current account balance. 
If the current account balance is positive with the value of credit items exceeding 
the value of debit items the country has a current account surplus. If the current 
account balance is negative with the value of debit items exceeding the value of 
credit items the country has a current account deficit. As Table 5.1 shows, in 2005 
the United States had a $804.9 billion current account deficit, equal to the sum of 
net exports of goods and services (NX = -$723.7 billion), net income from abroad 
(NFP = $1.6 billion), and net unilateral transfers (-$82.9 billion). 

The C a p ita l a n d  F i n a n c i a l  Account  

International transactions involving assets, either real or financial, are recorded in 
the capital and financial account, which consists of a capital account and a finan
cial account. The capital account encompasses unilateral transfers of assets 
between countries, such as debt forgiveness or migrants' transfers (the assets that 
migrants take with them when they move into or out of a country). The capital 
account balance measures the net flow of assets unilaterally transferred into the 
country. As you can see in Table 5.1, the dollar value of the capital account balance 
in the United States was about -$6 billion in 2005. 
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Most transactions involving the flow of assets into or out of a country are 
recorded in the financial account. (Before July 1999, this account was called the 
capital account, so beware: If you use data from a source published before 1999, the 
term " capital account" refers to a measure currently known as the financial 
account.) When the home country sells an asset to another country, the transaction 
is recorded as a financial inflow for the home country and as a credit item in the 
financial account of the home country. For example, if a U.s. hotel is sold to Italian 
investors, the transaction is counted as a financial inflow to the United States and 
therefore as a credit item in the U.s. financial account because funds flow into the 
United States to pay for the hotel. Similarly, when the home country buys an asset 
from abroad say a U.s. resident opens a Swiss bank account the transaction 
involves a financial outflow from the home country (the United States in this 
example) and is recorded as a debit item in the home country's financial account 
because funds are flowing out of the home country. 

The financial account balance equals the value of financial inflows (credit 
items) minus the value of financial outflows (debit items). When residents of a 
country sell more assets to foreigners than they buy from foreigners, the financial 
account balance is positive, creating a financial account surplus. When residents of 
the home country purchase more assets from foreigners than they sell, the financial 
account balance is negative, creating a financial account deficit. Table 5.1 shows that 
in 2005 U.s. residents increased their holdings of foreign assets (ignoring unilater
ally transferred assets) by $491.7 billion while foreigners increased their holdings of 
U.s. assets by $1292.7 billion. Thus the United States had a financial account sur
plus of $801.0 billion in 2005 ($1292.7 billion minus $491.7 billion). The capital and 
financial account balance is the sum of the capital account balance and the finan
cial account balance. Because the capital account balance of the United States is so 
small, the capital and financial account balance is almost equal to the financial 
account balance. 

The Offic ia l  S ettl ements Ba la nce . In Table 5.1 one set of financial account 
transactions transactions in official reserve assets has been broken out sepa
rately. These transactions differ from other financial account transactions in that 
they are conducted by central banks (such as the Federal Reserve in the United 
States), which are the official institutions that determine national money supplies. 
Held by central banks, official reserve assets are assets, other than domestic money 
or securities, that can be used in making international payments. Historically, gold 
was the primary official reserve asset, but now the official reserves of central banks 
also include government securities of major industrialized economies, foreign bank 
deposits, and special assets created by the International Monetary Fund. 

Central banks can change the quantity of official reserve assets they hold by 
buying or selling reserve assets on open markets. For example, the Federal Reserve 
could increase its reserve assets by using dollars to buy gold. According to Table 5.1 
(see the line "U.s. official reserve assets"), in 2005 the U.s. central bank sold 
$14.1 billion of official reserve assets.2 In the same year foreign central banks 
increased their holdings of dollar-denominated reserve assets by $220.7 billion 

2Remember that a positive number in the financial account indicates a financial inflow, or sale 
of assets. 
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(see the line "Foreign official assets"). The official settlements balance also called 
the balance of payments is the net increase (domestic less foreign) in a country's 
official reserve assets. A country that increases its net holdings of reserve assets 
during a year has a balance of payments surplus, and a country that reduces its net 
holdings of reserve assets has a balance of payments deficit. For the United States 
in 2005 the official settlements balance was -$234.8 billion (equal to the -$14.1 billion 
increase in U.s. reserve assets minus the $220.7 billion increase in foreign dollar
denominated reserve assets). Thus the United States had a balance of payments 
deficit of $234.8 billion in 2005. 

For the issues we discuss in this chapter, the balances on current account and 
on capital and financial account play a much larger role than the balance of pay
ments. We explain the macroeconomic significance of the balance of payments in 
Chapter 13 when we discuss the determination of exchange rates. 

The Re lati o n s h i p  B etween t h e  C u rrent Account  
a n d  t h e  C a p ita l  a n d  F i n a n c i a l  Account  

The logic of balance of payments accounting implies a close relationship between 
the current account and the capital and financial account. Except for errors arising 
from problems of measurement, in each period the current account balance and the cap
ital and financial account balance must sum to zero. That is, if 

CA = current account balance and 
KFA = capital and financial account balance, 

then 

CA + KFA = 0. (5.1) 

The reason that Eq. (5.1) holds is that every international transaction involves 
a swap of goods, services, or assets between countries. The two sides of the swap 
always have offsetting effects on the sum of the current account and the capital and 
financial account balances, CA + KFA. Thus the sum of the current account and the 
capital and financial account balances must equal zero. 

Table 5.2 helps clarify this point. Suppose that an American buys an imported 
British sweater, paying $75 for it. This transaction is an import of goods to the 
United States and thus reduces the U.s. current account balance by $75. However, 
the British exporter who sold the sweater now holds $75. What will he do with it? 
There are several possibilities, any of which will offset the effect of the purchase of 
the sweater on the sum of the current account and the capital and financial 
account balances. 

The Briton may use the $75 to buy a U.s. product say, a computer game. This 
purchase is a $75 export for the United States. This U.s. export together with the 
original import of the sweater into the United States results in no net change in the 
U.s. current account balance CA. The U.s. capital and financial account balance KFA 
hasn't changed, as no assets have been traded. Thus the sum of CA and KFA remains 
the same. 

A second possibility is that the Briton will use the $75 to buy a U.s. asset say, a 
bond issued by a U.s. corporation. The purchase of this bond is a financial inflow to 
the United States. This $75 increase in the U.s. capital and financial account offsets the 
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Table 5.2 

Why the Current Account Balance and the Capital and Financial Account Balance 
Sum to Zero: An Example (Balance of Payments Data Refer to the United States) 

Case I: United States Imports $75 Sweater from Britain; 
Britain Imports $75 Computer Game from United States 

Current Account 
Exports 
Imports 

Current account balance, CA 

Capital and Financial Account 
No transaction 

Capital and financial account balance, KFA 
Sum of current and capital and financial account balances, CA + KFA 

Case II: United States Imports $ 75 Sweater from Britain; 
Britain Buys $75 Bond from United States 

Current Account 
Imports 

Current account balance, CA 

Capital and Financial Account 
Financial inflow 

Capital and financial account balance, KFA 
Sum of current and capital and financial account balances, CA + KFA 

Case III: Un ited States Imports $75 Sweater from Britain; 
Federal Reserve Sells $ 75  of British Pounds to British Bank 

Current Account 
Imports 

Current account balance, CA 

Capital and Financial Account 
Financial inflow (reduction in U.S. official reserve assets) 

Capital and financial account balance, KFA 
Sum of current and capital and financial account balances, CA + KFA 

+$75 
-$75 

o 

o 
o 

-$75 
-$75 

+$75 
+$75 

o 

-$75 
-$75 

+$75 
+$75 

o 

$75 reduction in the U.s. current account caused by the original import of the sweater, 
Again, the sum of the current account and the capital and financial account bal
ances, CA + KFA, is unaffected by the combination of transactions, 

Finally, the Briton may decide to go to his bank and trade his dollars for British 
pounds. If the bank sells these dollars to another Briton for the purpose of buying 
U.s. exports or assets, or if it buys U.s. assets itself, one of the previous two cases 
is repeated. Alternatively, the bank may sell the dollars to the Federal Reserve in 
exchange for pounds. But in giving up $75 worth of British pounds, the Federal 
Reserve reduces its holdings of official reserve assets by $75, which counts as a 
financial inflow, As in the previous case, the capital and financial account balance 
rises by $75, offsetting the decline in the current account balance caused by the 
import of the sweater,3 

31n this case the balance of payments falls by $75, reflecting the Fed's loss of official reserves. We didn't 
consider the possibility that the Briton would just hold $75 in U.s. currency. As dollars are an obligation 
of the United States (in particular, of the Federal Reserve), the Briton's acquisition of dollars would be 
a credit item in the U.S. capital and financial account, which would offset the effect of the sweater 
import on the U.S. current account. 
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Does M a rs Have a C nt Account Surpl us? 

The exports and imports of any individual country need 
not be equal in value. However, as every export is some
body else's import, for the world as a whole exports 
must equal imports and the current account surplus 
must be zero. 

Or must it? When official current account figures 
for all nations are added up, the result is a current 
account deficit for the world. For example, International 
Monetary Fund (IMF) data for 2005 showed that 
advanced economies had a collective $511 billion cur
rent account deficit, and emerging market and develop
ing countries had a $423 billion surplus, which adds 
up to a current account deficit for the world as a whole 
of $88 billion. Is planet Earth a net importer, and does 
Mars have a current account surplus? 

As extraterrestrial trade seems unlikely, the expla
nation of the Earth's current account deficit must lie in 
statistical and measurement problems. A study by the 
IMF concluded that the main problem is the misreport
ing of income from assets held abroad. For example, 
interest earned by an American on a foreign bank 
account should in principle be counted as a credit item 
in the U.s. current account and a debit item in the cur
rent account of the foreign country. However, if the 
American fails to report this interest income to the U.s. 
government, it may show up only as a debit to the for
eign current account, leading to a measured Earthwide 
current account deficit. The fact that the world's current 
account deficit is generally larger during periods of high 
interest rates provides some support for this explanation. 

Sources: International Monetary Fund, Report 011 tlte World Currel1t Acco/lIlt Discrepa11cy, September 1987; and IMF, World £col1ol11ic 
Out/ook, April 2006, Statistical Appendix Table 25, p. 213, available at www.imforg. 

This example shows why, conceptually, the current account balance and 
the capital and financial account balance must always sum to zero. In practice, 
problems in measuring international transactions prevent this relationship from 
holding exactly. The amount that would have to be added to the sum of the cur
rent account and the capital and financial account balances for this sum to 
reach its theoretical value of zero is called the statistical discrepancy, As Table 5.1 
shows, in 2005 the statistical discrepancy was $9.6 billion. Box 5 .1  describes a 
puzzle that arises because of statistical discrepancies in the balance of pay
ments accounts. 

N et Fo r e i g n  Assets a n d  t h e  B a l a n ce of Payme nts Accou nts 

In Chapter 2, we defined the net foreign assets of a country as the foreign assets 
held by the country's residents (including, for example, foreign stocks, bonds, or 
real estate) minus the country's foreign liabilities (domestic physical and financial 
assets owned by foreigners). Net foreign assets are part of a country's national 
wealth, along with the country's domestic physical assets, such as land and the cap
ital stock. The total value of a country's net foreign assets can change in two ways: 
(1) the value of existing foreign assets and foreign liabilities can change, as when 
stock held by an American in a foreign corporation increases in value or the value 
of U.s. farmland owned by a foreigner declines; and (2) the country can acquire 
new foreign assets or incur new foreign liabilities. 
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What determines the quantity of new foreign assets that a country can acquire? 
In any period the net amount of new foreign assets that a country acquires equals its current 
account surplus. For example, suppose a country exports $10 billion more in goods 
and services than it imports and thus runs a $10 billion current account surplus 
(assuming that net factor payments from abroad, NFP, and net unilateral transfers 
both are zero). The country must then use this $10 billion to acquire foreign assets 
or reduce foreign liabilities. In this case we say that the country has undertaken net 
foreign lending of $10 billion. 

Similarly, if a country has a $10 billion current account deficit, it must cover 
this deficit either by selling assets to foreigners or by borrowing from foreigners. 
Either action reduces the country's net foreign assets by $10 billion. We describe 
this situation by saying that the country has engaged in net foreign borrowing of 
$10 billion. 

One important way in which a country borrows from foreigners occurs when 
a foreign business firm buys or builds capital goods; this is known as foreign 
direct investment. For example, when the Honda Motor Company from Japan 
builds a new auto production facility in Ohio, it engages in foreign direct invest
ment. Because the facility is built in the United States but is financed by Japanese 
funds, foreign-owned assets in the United States increase, so the capital and finan
cial account balance increases. Foreign direct investment is different from portfolio 
investment, in which a foreigner acquires securities sold by a U.s. firm or investor. 
An example of portfolio investment occurs when a French investor buys shares of 
stock in General Motors Corporation. This transaction also increases the capital and 
financial account balance, as it represents an increase in foreign-owned assets in the 
United States. 

Equation (5.1) emphasizes the link between the current account and the acqui
sition of foreign assets. Because CA + KFA = 0, if a country has a current account 
surplus, it must have an equal capital and financial account deficit. In turn, a cap
ital and financial account deficit implies that the country is increasing its net hold
ings of foreign assets. Similarly, a current account deficit implies a capital and 
financial account surplus and a decline in the country's net holdings of foreign 
assets. Summary table 7 presents some equivalent ways of describing a country's 
current account position and its acquisition of foreign assets. 

S U M M A RY 7 
Equivalent Measures of a Country's 
International Trade and lending 

Each Item Describes the Same Situation 

A current account surplus of $ 10  billion 

A capital and financial account deficit of $ 1 0  billion 

Net acquisition of foreign assets of $ 1 0  billion 

Net foreign lending of $ 1 0  billion 

Net exports of $ 10  billion (if net factor payments, NFP, 
and net unilateral transfers equal zero) 



5.1  Balance of Payments Accounting 183 

The United States as International Debtor 

From about World War I until the 1980s, the United States was a net creditor 
internationally; that is, it had more foreign assets than liabilities. Since the early 
1980s, however, the United States has consistently run large annual current account 
deficits. These current account deficits have had to be financed by net foreign 
borrowing (which we define broadly to include the sale of U.s.-owned assets to 
foreigners as well as the incurring of new foreign debts). 

The accumulation of foreign debts and the sale of u.s. assets to foreigners 
have, over time, changed the United States from a net creditor internationally to a 
net debtor. According to estimates by the Bureau of Economic Analysis, at the end 
of 2004 the United States had net foreign assets of -$2542 billion, measured at cur
rent market prices. Equivalently, we could say that the United States had net foreign 
debt of $2542 billion.4 This international obligation of more than $2 trillion is larger 
than that of any other country, making the United States the world's largest inter
national debtor. This figure represented an increase of indebtedness of $170 billion 
from yearend 2003. The U.s. current account deficit in 2004 was $665 billion. But the 
net debt of the United States rose by only $170 billion because of increases in the 
value of U.s.-owned assets abroad relative to the value of foreign-owned assets in 
the United States. 

Although the international debt of the United States is large and growing, the 
numbers need to be put in perspective. First, the economic burden created by any 
debt depends not on the absolute size of the debt but on its size relative to the 
debtor's economic resources. Even at $2542 billion, the U.s. international debt is 
only about 22% of one year's GOP (U.s. GOP in 2004 was $11,734 billion). By con
trast, some countries, especially certain developing countries, have ratios of net for
eign debt to annual GOP that exceed 100%. Second, the large negative net foreign 
asset position of the United States doesn't imply that it is being "bought up" or 
"controlled" by foreigners. If we focus on foreign direct investment, in which a res
ident of one country has ownership in a business in another country and has influ
ence over the management of that business, it appears that the United States is on 
a nearly equal footing with other countries. At the end of 2004, the market value of 
u.s. direct investment in foreign countries was $3287 billion, and the market value 
of foreign direct investment in the United States was $2687 billion s 

In evaluating the economic significance of a country's foreign debt, you should 
also keep in mind that net foreign assets are only part of a country's wealth; the much 
greater part of wealth is a country's physical capital stock and (though it isn't included 

4These and other data in this application are from Elena L Nguyen, "The International Investment 
Position of the United States at Yearend 2004," Survey of Clirrent Blisiness, July 2005, pp. 30-39. 
5See Nguyen, pp. 34-36. Incidentally, the largest direct investor in the United States isn't Japan, 
as is commonly believed, but the United Kingdom. The United Kingdom also is the country that 
receives the most direct investment from the United States. For data on the distribution of U.S. 
direct investment abroad and foreign direct investment in the United States, see Jennifer L. Koncz 
and Daniel R. Yorgason, "Direct Investment Positions for 2004," Survey a/Current Business, July 
2005, pp. 40-53. 
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in the official national income accounts) its "human capital" the economically 
valuable skills of its population. Thus, if a country borrows abroad but uses the pro
ceeds of that borrowing to increase its physical and human capital, the foreign bor
rowing is of less concern than when a country borrows purely to finance current 
consumption spending. Unfortunately, the deterioration of the U.s. net foreign asset 
position doesn't appear to have been accompanied by any significant increase in the 
rates of physical investment or human capital formation in the United States. In that 
respect, the continued high rate of U.s. borrowing abroad is worrisome but unlikely 
to create an immediate crisis. 

5.2 Goods Market Equilibrium in an O pen Economy 

We are now ready to investigate the economic forces that determine international 
trade and borrowing. In the remainder of this chapter we demonstrate that a coun
try's current account balance and foreign lending are closely linked to its domestic 
spending and production decisions. Understanding these links first requires devel
oping the open-economy version of the goods market equilibrium condition. 

In Chapter 4 we derived the goods market equilibrium condition for a closed 
economy. We showed that this condition can be expressed either as desired national 
saving equals desired investment or, equivalently, as the aggregate supply of goods 
equals the aggregate demand for goods. With some modification, we can use these 
same two conditions to describe goods market equilibrium in an open economy. 

Let's begin with the open-economy version of the condition that desired 
national saving equals desired investment. In Chapter 2 we derived the national 
income accounting identity (Eq. 2.9): 

5 = I + CA = I + (NX + NFP). (5.2) 

Equation (5.2) is a version of the uses-of-saving identity. It states that national 
saving, S, has two uses: (1) to increase the nation's stock of capital by funding 
investment, I, and (2) to increase the nation's stock of net foreign assets by lending 
to foreigners (recall that the current account balance, CA, equals the amount of 
funds that the country has available for net foreign lending). Equation (5.2) also 
reminds us that (assuming no net unilateral transfers) the current account, CA, is 
the sum of net exports, NX, and net factor payments from abroad, NFP. 

Because Eq. (5.2) is an identity, it must always hold (by definition). For the econ
omy to be in goods market equilibrium, actual national saving and investment must 
also equal their desired levels. If actual and desired levels are equal, Eq. (5.2) becomes 

Sd = Id + CA = Id + (NX + NFP), (5.3) 

where Sd and [d represent desired national saving and desired investment, respec
tively. Equation (5.3) is the goods market equilibrium condition for an open economy, 
in which the current account balance, CA, equals net lending to foreigners, or 
financial outflows 6 Hence Eq. (5.3) states that in goods market equilibrium in an open 

6Throughout this section and for the remainder of this book, we ignore unilateral transfers of capital, 
so the capital account balance equals zero. The financial account balance therefore has the same size 
but the opposite sign as the current account balance. 
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economy, the desired amount of national saving, Sd, must equal the desired amount of 
domestic investment, Id, plus the amount lent abroad, CA. Note that the closed-economy 
equilibrium condition is a special case of Eq. (5.3), with CA = O. 

In general, the majority of net factor payments, NFP, are determined by past 
investments and aren't much affected by current macroeconomic developments. If 
for simplicity we assume that net factor payments, NFp, are zero, the current account 
equals net exports and the goods market equilibrium condition, Eq. (5.3), becomes 

Sd = Id + NX. (5.4) 

Equation (5.4) is the form of the goods market equilibrium condition that we will 
work with. Under the assumption that net factor payments are zero, we can refer 
to the term NX interchangeably as net exports or as the current account balance. 

As for the closed economy, we can also write the goods market equilibrium con
dition for the open economy in terms of the aggregate supply and aggregate demand 
for goods. In an open economy, where net exports, NX, are part of the aggregate 
demand for goods, this alternative condition for goods market equilibrium is 

y = Cd + Id + G + NX , (5.5) 

where Y is output, Cd is desired consumption spending, and G is government pur
chases. This way of writing the goods market equilibrium condition is equivalent 
to the condition in Eq. (5.4).7 

We can rewrite Eq. (5.5) as 

NX = Y - (Cd + [d + G). (5.6) 

Equation (5.6) states that in goods market equilibrium the amount of net exports a 
country sends abroad equals the country's total output (gross domestic product), Y, 
less total desired spending by domestic residents, Cd + Id + G. Total spending by 
domestic residents is called absorption. Thus Eq. (5.6) states that an economy in 
which output exceeds absorption will send goods abroad (NX > 0) and have a cur
rent account surplus and that an economy that absorbs more than it produces will 
be a net importer (NX < 0), with a current account deficit. 

5.3 Savin and Inve ent in  a Smal l  0 n Econo 

To show how saving and investment are related to international trade and lending, 
we first present the case of a small open economy. A small open economy is an 
economy that is too small to affect the world real interest rate. The world real 
interest rate is the real interest rate that prevails in the international capital 
market that is, the market in which individuals, businesses, and governments 
borrow and lend across national borders. Because changes in saving and invest
ment in the small open economy aren't large enough to affect the world real interest 
rate, this interest rate is fixed in our analysis, which is a convenient simplification. 
Later in this chapter we consider the case of an open economy, such as the U.s. 
economy, that is large enough to affect the world real interest rate. 

'To see that Eq. (5.5) is equivalent to Eq. (5.4), subtract Cd + G from both sides of Eg. (5.5) to obtain 
y - Cd - G = fd + NX. The left side of this equation equals desired national saving, Sd, so it is the same 
as Eg. (5.4). 
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Figure 5. 1 

A small open economy 
that lends abroad 
The graph shows the 
saving-investment dia
gram for a sma 11 open 
economy. The country 
faces a fixed world real 
interest rate of 6%. At this 
real interest rate, national 
saving is $5 billion (point 
B) and investment is $1 
billion (point A). The part 
of national saving not 
used for investment is 
lent abroad, so foreign 
lending is $4 billion 
(distance AB). 
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As with the closed economy, we can describe the goods market equilibrium in 
a small open economy by using the saving-investment diagram. The important 
new assumption that we make is that residents of the economy can borrow or lend 
in the international capital market at the (expected) world real interest rate, rlV, 
which for now we assume is fixed. If the world real interest rate is rlV, the domestic 
real interest rate must be rW as well, as no domestic borrower with access to the inter
national capital market would pay more than rlV to borrow, and no domestic saver 
with access to the international capital market would accept less than rW to lend.8 

Figure 5.1 shows the saving and investment curves for a small open economy. 
In a closed economy, goods market equilibrium would be represented by point E, 
the intersection of the curves. The equilibrium real interest rate in the closed 
economy would be 4% (per year), and national saving and investment would be 
$3 billion (per year). In an open economy, however, desired national saving need 
not equal desired investment. If the small open economy faces a fixed world real 
interest rate, rlV, higher than 4%, desired national saving will be greater than 
desired investment. For example, if rW is 6%, desired national saving is $5 billion 
and desired investment is $1 billion, so desired national saving exceeds desired 
investment by $4 billion. 

Can the economy be in equilibrium when desired national saving exceeds 
desired investment by $4 billion? In a closed economy it couldn't. The excess saving 
would have no place to go, and the real interest rate would have to fall to bring 

8For simplicity, we ignore factors such as differences in risk or taxes that might cause the domestic real 
interest rate to differ from the world rate. We also assume that there are no legal barriers to international 
borrowing and lending (when they exist, such barriers are referred to as capital controls). 



Figure 5.2 

A small open economy 
that borrows abroad 
The same small open 
economy shown in 
Fig. 5.1 now faces a fixed 
world real interest rate 
of 2%. At this real interest 
rate, national saving is 
$1 billion (point C) and 
investment is $5 billion 
(point D). Foreign bor
rowing of $4 billion 
(distance CD) makes up 
the difference between 
what investors want to 
borrow and what domes
tic savers want to lend. 
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desired saving and desired investment into balance. However, in the open economy 
the excess $4 billion of saving can be used to buy foreign assets. This financial out
flow uses up the excess national saving so that there is no disequilibrium. Instead, 
the goods market is in equilibrium with desired national saving of $5 billion, 
desired investment of $1 billion, and net foreign lending of $4 billion (see Eq. 5.4 
and recall that net exports, NX, and net foreign lending are the same). 

Alternatively, suppose that the world real interest rate, rW, is 2% instead of 
6%. As Fig. 5.2 shows, in this case desired national saving is $1 billion and 
desired investment is $5 billion so that desired investment exceeds desired 
saving by $4 billion. Now firms desiring to invest will have to borrow $4 billion in 
the international capital market. Is this also a goods market equilibrium? Yes it is, 
because desired national saving ($1 billion) again equals desired investment ($5 billion) 
plus net foreign lending (minus $4 billion). Indeed, a small open economy can 
achieve goods market equilibrium for any value of the world real interest rate. All 
that is required is that net foreign lending equal the difference between the country's 
desired national saving and its desired investment. 

A more detailed version of the example illustrated in Figs. 5.1 and 5.2 is pre
sented in Table 5.3. As shown in the top pane!, we assume that in this small coun
try gross domestic product, Y, is fixed at its full-employment value of $20 billion 
and government purchases, G, are fixed at $4 billion. The middle panel shows 
three possible values for the world real interest rate, rW, and the assumed levels of 
desired consumption and desired investment at each of these values of the real 
interest rate. Note that higher values of the world real interest rate imply lower 
levels of desired consumption (because people choose to save more) and lower 
desired investment. The bottom panel shows the values of various economic quan
tities implied by the assumed values in the top two panels. 
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Table 5.3 

Goods Market Equilibrium in a Small Open Economy: An Example 
(Billions of Dollars) 

Given 
Gross domestic product, Y 
Government purchases, G 

20 
4 

Effect of real interest rate on desired consumption and investment 

( 1 )  World real interest rate, (W (%) 
(2) Desired consumption, Cd 
(3) Desired investment, Id 
Results 
(4) Desired absorption, Cd + Id + G 
(5) Desired national saving, Sd = Y - Cd - G 
(6) Net exports, NX = Y - desired absorption 
(7) Desired foreign lending, Sd _ Id 

(1 ) 
2 

1 5  
5 

24 
1 

-4 
-4 

(2) 
4 

13  
3 

20 
3 
0 
0 

(3) 
6 

1 1  
1 

16 
5 
4 
4 

Note: We assume that net factor payments, NFP, and net unilateral transfers equal zero. 

The equilibrium in this example depends on the value of the world real interest 
rate, yW. Suppose that yW = 6%, as shown in Fig. 5.1. Column (3) of Table 5.3 shows 
that, if yW = 6%, desired consumption, Cd, is $11 billion (row 2) and that desired 
investment, Id, is $1 billion (row 3). With Cd at $11 billion, desired national saving, 
y - Cd - G, is $5 billion (row 5). Desired net foreign lending, Sd - Id, is $4 billion 
(row 7) the same result illustrated in Fig. 5.1. 

If yW = 2%, as in Fig. 5.2, column (1) of Table 5.3 shows that desired national 
saving is $1 billion (row 5) and that desired investment is $5 billion (row 3). Thus 
desired foreign lending, Sd - Id, equals -$4 billion (row 7) that is, foreign borrow
ing totals $4 billion. Again, the result is the same as illustrated in Fig. 5.2. 

An advantage of working through the numerical example in Table 5.3 is that 
we can also use it to demonstrate how the goods market equilibrium, which 
we've been interpreting in terms of desired saving and investment, can be inter
preted in terms of output and absorption. Suppose again that yW = 6%, giving a 
desired consumption, Cd, of $11 billion and a desired investment, Id, of $1 billion. 
Government purchases, G, are fixed at $4 billion. Thus when yW is 6%, desired 
absorption (the desired spending by domestic residents), Cd + Id + G, totals $16 
billion (row 4, column 3). 

In goods market equilibrium a country's net exports the net quantity of 
goods and services that it sends abroad equal gross domestic product, Y, minus 
desired absorption (Eq. 5.6). When yW is 6%, Y is $20 billion and desired absorption 
is $16 billion so that net exports, NX, are $4 billion. Net exports of $4 billion imply 
that the country is lending $4 billion abroad, as shown in Fig. 5.1 .  If the world real 
interest rate drops to 2%, desired absorption rises (because people want to consume 
more and invest more) from $16 billion to $24 billion (row 4, column 1). Because in 
this case absorption ($24 billion) exceeds domestic production ($20 billion), the 
country has to import goods and services from abroad (NX = -$4 billion). Note that 
desired net imports of $4 billion imply net foreign borrowing of $4 billion, as 
shown in Fig. 5.2. 



Figure 5.3 

A temporary adverse 
supply shock in a 
small open economy 
Curve S' is the initial 
saving curve, and curve 
[1 is the initial investment 
curve of a smaLl open 
economy. With a fixed 
world real interest rate of 
yW, national saving equals 
the dis tance 0 B and 
investment equals dis
tance OA. The current 
account surplus (equiva
lently, net foreign lend
ing) is the difference 
between national saving 
and investment, shown 
as distance AB. A tempo
rary adverse supply 
shock lowers current 
output and causes con
sumers to save less at any 
real interest rate, which 
shifts the saving curve 
left, from S' to S'- National 
saving decreases to 
distance 00, and the 
current account surplus 
decreases to distance AD. 
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The Effects of E c o n o m i c  S h ocks i n  a S m a l l  O p e n  Econ omy 

The saving-investment diagram can be used to determine the effects of various 
types of economic disturbances in a small open economy. Briefly, any change that 
increases desired national saving relative to desired investment at a given world 
real interest rate will increase net foreign lending, the current account balance, and 
net exports, which are all equivalent under our assumption that net factor pay
ments from abroad and net unilateral transfers are zero. A decline in desired national 
saving relative to desired investment reduces those quantities. Let's look at two 
examples that arise frequently in various countries. 

Exa m p l e  1 :  A Tem p o ra ry Adverse S u p p l y  Shock .  Suppose that a small open 
economy is hit with a severe drought an adverse supply shock that temporarily 
lowers output. The effects of the drought on the nation's saving, investment, and 
current account are shown in Fig. 5.3. The initial saving and investment curves are 
51 and P, respectively. For the world real interest rate, rW, initial net foreign lending 
(equivalently, net exports or the current account balance) is distance AB. 

The drought brings with it a temporary decline in income. A drop in current 
income causes people to reduce their saving at any prevailing real interest rate, so 
the saving curve shifts left, from 51 to 52. If the supply shock is temporary, as we 
have assumed, the expected future marginal product of capital is unchanged. As a 
result, desired investment at any real interest rate is unchanged, and the investment 
curve does not shift. The world real interest rate is given and does not change. 

In the new equilibrium, net foreign lending and the current account have 
shrunk to distance AD. The current account shrinks because the country saves less 
and thus is not able to lend abroad as much as before. 



1 90 Chapter 5 Saving and Investment in  the Open Economy 

Figure 5.4 

An increase in the 
expected future MPK in 
a small open economy 
As in Fig. 5.3, the small 
open economy's initial 
national saving and 
investment curves are S1 
and 1', respectively. At 
the fixed world real 
interest rate of rlU, there is 
an initial current account 
surplus equal to the dis
tance AB. An increase in 
the expected future mar
ginal product of capital 
(MPKf) shHts the invest
ment curve right, from I' 
to I', causing investment 
to increase from distance 
OA to distance OF. The 
current account surplus, 
which is national saving 
minus investment, 
decreases from distance 
AB to distance FB. 
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In this example, we assumed that the country started with a current account 
surplus, which is reduced by the drought. If, instead, the country had begun with 
a current account deficit, the drought would have made the deficit larger. In either 
case the drought reduces (in the algebraic sense) net foreign lending and the cur
rent account balance. 

Example 2: An Increase in the Expected Future Marginal Product of Capita l .  
Suppose that technological innovations increase the expected future marginal 
product, MPJ</, of current capital investment. The effects on a small open econ
omy are shown in Fig. 5.4. Again, the initial national saving and investment curves 
are 5' and J1, respectively, so that the initial current account surplus equals 
distance AB. 

An increase in the MPJ</ raises the capital stock that domestic firms desire to 
hold so that desired investment rises at every real interest rate. Thus the investment 
curve shifts to the right, from [1 to P. The current account and net foreign lending 
shrink to length FB. Why does the current account fall? Because building capital 
has become more profitable in the home country, more of the country's output is 
absorbed by domestic investment, leaving less to send abroad 9 

9A possibility that we have neglected so far is that technological innovations also cause savers 
to expect a higher future income, which would reduce current saving at every level of the world 
real interest rate. A leftward shift of the saving curve would further reduce the current account 
balance. This effect would only reinforce the effect on the country's current account of the right
ward shift of the investment curve, so for simplicity we continue to ignore this potential change 
in desired saving. 
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5.4 Saving and Investment in large O pen Economies 

Although the model of a small open economy facing a fixed real interest rate is 
appropriate for studying many of the countries in the world, it isn't the right model 
to use for analyzing the world's major developed economies. The problem is that 
significant changes in the saving and investment patterns of a major economy can 
and do affect the world real interest rate, wruch violates the assumption made for 
the small open economy that the world real interest rate is fixed. Fortunately, we 
can readily adapt the analysis of the small open economy to the case of a large open 
economy, that is, an economy large enough to affect the world real interest rate. 

To begin, let's think of the world as comprising only two large economies: 
(1 )  the home, or domestic economy, and (2) the foreign economy (representing the 
economies of the rest of the world combined). Figure 5.5 shows the saving-invesbnent 
diagram that applies to this case. Figure 5.5(a) shows the saving curve, S, and the 
investment curve, f, of the home economy. Figure 5.5(b) displays the saving curve, 
SFo,' and the investment curve, fFee, of the foreign economy. These saving and 
investment curves are just like those for the small open economy. 

Instead of taking the world real interest rate as given, as we did in the model 
of a small open economy, we determine the world real interest rate within the 
model for a large open economy. What determines the value of the world real 
interest rate? Remember that for the closed economy the real interest rate was set 
by the condition that the amount that savers want to lend must equal the amount 
that investors want to borrow. Analogously, in the case of two large open 
economies, the world real interest rate will be such that desired international lending by 
one country equals desired international borrowing by the other country. 

To illustrate the determination of the equilibrium world real interest rate, we 
return to Fig. 5.5. Suppose, arbitrarily, that the world real interest rate, r lV, is 6%. 
Does this rate result in a goods market equilibrium? Figure 5.5(a) shows that, at a 
6% real interest rate, in the home country desired national saving is $450 billion and 
desired investment is $150 billion. Because desired national saving exceeds desired 
investment by $300 billion, the amount that the home country would like to lend 
abroad is $300 billion. 

To find how much the foreign country wants to borrow, we turn to Fig. 5.5(b). 
When the real interest rate is 6%, desired national saving is $550 billion and 
desired investment is $650 billion in the foreign country. Thus at a 6% real interest 
rate the foreign country wants to borrow $100 billion ($650 billion less $550 billion) 
in the international capital market. Because trus amount is less than the $300 billion 
the home country wants to lend, 6% is not the real interest rate that is consistent 
with equilibrium in the international capital market. 

At a real interest rate of 6%, desired international lending exceeds desired 
international borrowing, so the equilibrium world real interest rate must be less 
than 6%. Let's try a real interest rate of 5%. Figure 5.5(a) shows that at that interest 
rate desired national saving is $400 billion and desired investment is $200 billion in 
the home country, so the home country wants to lend $200 billion abroad. In 
Fig. 5.5(b), when the real interest rate is 5%, desired national saving in the foreign 
country is $500 billion and desired investment is $700 billion, so the foreign coun
try's desired international borrowing is $200 billion. At a 5% real interest rate, 
desired international borrowing and desired international lending are equal (both 
are $200 billion), so the equilibrium world real interest rate is 5% in this example. 
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Figure 5.5 

The determination of the world real interest rate with two large open economies 
The equilibrium world real interest rate is the real interest rate at which desired international lending by one country equals 
desired international borrowing by the other country. In the figure, when the world real interest rate is 5%, desired interna
tional lending by the home country is $200 billion ($400 billion desired national saving less $200 billion desired investment, 
or distance AB), which equals the foreign country's desired international borrowing of $200 billion ($700 billion desired 
investment less $500 billion desired national saving, or distance DE). Thus 5% is the equilibrium world real interest rate. 
Equivalently, when the interest rate is 5%, the current account surplus of the home country equals the current account 
deficit of the foreign country (both are $200 billion). 

Graphically, the home country's desired lending when rW equals 5% is dis
tance AB in Fig. 5.5(a), and the foreign country's desired borrowing is distance DE 
in Fig. 5.5(b). Because distance AB equals distance DE, desired international lend
ing and borrowing are equal when the world real interest rate is 5%. 

We defined international equilibrium in terms of desired international lending 
and borrowing. Equivalently, we can define equilibrium in terms of international 
flows of goods and services. The amount the lending country desires to lend 
(distance AB in Fig. 5.5a) is the same as its current account surplus. The amount the 
borrowing country wants to borrow (distance DE in Fig. 5.5b) equals its current 
account deficit. Thus saying that desired international lending must equal desired 
international borrowing is the same as saying that the desired net outflow of goods 
and services from the lending country (its current account surplus) must equal the 
desired net inflow of goods and services to the borrowing country (its current 
account deficit). 
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In summary, for a large open economy the equilibrium world real interest rate 
is the rate at which the desired international lending by one country equals the 
desired international borrowing of the other country. Equivalently, it is the real 
interest rate at which the lending country's current account surplus equals the 
borrowing country's current account deficit. 

Unlike the situation in a small open economy, for large open economies the 
world real interest rate is not fixed but will change when desired national saving or 
desired investment changes in either country. Generally, any factor that increases 
desired international lending relative to desired international borrowing at the ini
tial world real interest rate causes the world real interest rate to fall. Similarly, a 
change that reduces desired international lending relative to desired international 
borrowing at the initial world real interest rate will cause the world real interest 
rate to rise. 

The Impact of Globalization on the u.s. Economy 

Section 5.1, "Balance of Payments Accounting," showed how the international bal
ance of payments accounts keep track of international trade and investment. These 
accounts reveal that the world's economies have become increasingly interdepen
dent, as the volume of trade in goods and services has increased and as people in 
one country have increased their investment in other countries. This globalization 
is not without its consequences, and some people have argued that the United 
States needs to rein in the degree of globalization, restricting trade or international 
investment. To evaluate such proposals, we need to examine the facts about glob
alization, including how it has affected U.s. trade with other countries, how trade 
in services has changed, and how international investment has been altered. 

To begin, let's look at how U.s. trade with other countries has changed over 
time. If we examine exports of goods and services as a percentage of our GOP, we 
can see the relative importance of exports in the economy; similarly for imports. 
Figure 5.6 shows both statistics from 1929 to 2005. After World War II, both exports 
and imports rose gradually relative to GOP until the mid-1980s, when both began 
growing more rapidly. Since then, imports have outpaced exports, thereby leading 
to our current trade deficit of almost 6% of GOP, with imports more than 16% of 
GOP and exports less than 11% of GOP. 

Alan Greenspan, former chairman of the Federal Reserve, suggested that 
"globalization has altered the economic frameworks of both advanced and devel
oping nations in ways that are difficult to fully comprehend . . . .  Globalization the 
extension of the division of labor and specialization beyond national borders is 
patently a key to understanding much of our recent economic history. With a deep
ening of specialization and a growing capacity to conduct transactions and take risks 
throughout the world, production has become increasingly international."10 

10 Alan Greenspan, "Globalization." Remarks at the Council on Foreign Relations, New York City, 
March 10, 2005. 
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Figure 5.6 

Exports and imports 
of goods and services 
as a percent of GDP, 
1929-2005 
The chart shows annual 
values for exports of 
goods and services from 
the United States and 
imports into the United 
States for the period 1929 
to 2005. 
Sources: Exports and imports: 
Bureau of Economic Analysis, 
Trade in Goods and Services, 
available at research.stlouisfed. 
org/jred2/series/EXPGSCA alld 
IMPGSCA. GDP: Bureau of 
Economic Analysis, National 
Lncome and Product Accounts, 
available at research.stlollisfed. 
org/jreri2/series/GD PCA. 
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In addition to increased trade in goods and services, investors have also 
increased their investments in foreign countries over the past 30 years. Figure 5.7 
shows that ownership of foreign assets by u.s. investors has increased rapidly, and 
that ownership of U.s. assets by foreign investors has increased even more rapidly, 
so that the United States has gone from being a net international creditor 30 years 
ago (with U.s. ownership of foreign assets exceeding foreign ownership of u.s. 
assets) to a net international debtor (with U.s. ownership of foreign assets being 
less than foreign ownership of u.s. assets) today. 

As the U.s. economy has become more interdependent with other economies, 
there have been some costs and complaints. Increased openness means that jobs in 
some sectors of the U.s. economy may be eliminated, as a particular good is pro
duced by workers in another country. Often workers complain that they have lost 
their jobs to foreign workers. And there have been instances, widely reported in the 
U.s. business press, in which a company shuts down a facility in the United States 
and opens one to do the same work in a foreign country. 

Some people conclude that international trade destroys jobs. But international 
trade also creates jobs. Federal Reserve Chairman Ben Bernanke has noted, 
"Directly, trade creates jobs in the United States by expanding the potential market 
for U.s. goods and services . . . .  Trade also creates jobs indirectly, in a variety of 
ways" including allowing firms to obtain cheaper or higher quality inputs to pro
duction and giving consumers greater variety of goods and services at lower prices.11 

IIBen S. Bernanke, "Trade and Jobs." Remarks at the Distinguished Speaker Series, Fuqua School of 
Business, Duke University, March 30, 2004. These remarks were made by Bernanke when he was a 
Federal Reserve governor, before becoming chairman. 
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International 
ownership of assets 
relative to U.S. GOP, 
1982-2004 
The chart shows annual 
values for ownership of 
foreign assets by U.s. 
residents and ownership 
of U.s. assets by foreign
ers, each as a percentage 
of U.s. GOP for the 
period 1982 to 2004. 
Sources: Lnternational owner
ship of assets: Bureau of Eco
nomic Analysis, International 
Economic Accounts, Interna
tional lnvestment Position, 
Table 2, available at www.bea. 
gov/bea/di/illtillv05_t2. GOP: 
Bureau of Economic Analysis, 
National lncome and Product 
Accounts, available at research. 
stioliisfed.orglfred2IseriesIGDPCA. 
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Bernanke also recognized why people sometimes are fearful of increased trade: 
" . . .  those who lose jobs for trade-related reasons are not necessarily the same 
people who get the new jobs created by trade. Trade, like other factors resulting in 
structural change, can have noticeable effects on the mix of jobs across industries, 
skill levels, and locations." But Bernanke also noted that the loss of jobs because of 
trade is very small relative to the loss of jobs every year for other reasons, so that 
trade is not a major factor in job loss. 

In recent years, U.s. business firms have hired foreign workers in the business 
services industry. For example, call centers for customer service related to com
puters have been established in countries such as India, in part because those coun
tries have educated workers who are fluent in English and because technological 
improvements have reduced the costs of international phone calls, thus allowing 
customers in the United States to call technicians in another country. This type of 
trade in services has become widespread, and some critics have objected to u.s. 
firms' "moving jobs abroad." 

However, the U.s. economy is the world leader in providing business services 
to other countries, not the other way around. Some u.s. politicians have proposed 
prohibiting U.s. companies from establishing call centers abroad, but this sugges
tion seems to ignore that the United States is the world leader in providing such 
services to other countries. As Figure 5.8 shows, our exports of business services far 
exceed our imports of business services. So, if the United States ended all imports 
of business services, and other countries did the same, u.s. net exports would fall 
and the U.s. economy would be harmed, not helped, in terms of the short-term loss 
of jobs. 
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Figure 5.8 

International trade in 
business services, 
1986-2005 
The chart shows annual 
values for exports of 
business services from 
the United States and 
imports into the United 
States for the period 
1986 to 2005. 
Source: Exports and imports of 
business services: Bureau of 
Economic Analysis, Table 3, 
U.S. International Transactions 
Accounts Data, available at 
www.bea.gov. 
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Recent Trends in the U.S. Current Account Deficit 

The United States has a very large current account deficit, as discussed in section 5.1, 
"Balance of Payments Accounting." The current account deficit has become so 
large relative to GOP that economists and policymakers have speculated that it 
cannot be sustained and that something must change to reduce the current account 
deficit toward zero. Given how long the United States has had a growing current 
account deficit, we need to ask: What caused the current account deficit to become 
so large, why hasn't it shrunk in recent years, and will it ever adjust and get closer 
to zero? 

To begin, let's establish the facts about the current account deficit. Figure 5.9 
shows how the current account balance has changed since 1960. The figure shows 
that the current account balance was generally positive in the 1960s, bounced up 
and down around zero in the 1970s, and then fell sharply to about -3.5% of GOP by 
the mid-1980s. In the second half of the 1980s, the current account balance 
improved, becoming positive again in 1991. Since then, however, it has deteriorated 
markedly, falling to -7.0% of GOP by the end of 2005. 

What explains the continued decline in the current account balance in recent 
years? Economists have developed four explanations, all of which may be partly 
responsible for the continued deterioration of the U.s. current account balance. 
The explanations are: (1) a decline in demand by foreigners; (2) improved opportunities 



Figure 5.9 

Current account 
balance as a percent 
of GDP, 1960-2005 
The chart shows quarterly 
values for the current 
account balance as a 
percent of GDP for the 
period 1960 to 2005. 
Sources: Balance on current 
account: Bureau of Economic 
Analysis, available on-line at 
resea rel'.sf lOll isfcd. orglfred 21ser ies/ 
BOPBCA. GOP: Bureau of 
Economic Analysis, available 
at research.stlollisfed.orglfred2/ 
series/COP. 
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for international investment; (3) the rise in oil prices; (4) increased saving by devel
oping countries.12 

The first explanation for the increased current account deficit was a slowdown in 
demand by foreigners, especially those in Japan and Europe. Economic growth in 
those areas has been slow, and they have been running current account surpluses. 
Both Japan and Germany have increased their saving rates as the ratio of older work
ers to younger workers has been rising. As a result, they are spending less (and thus 
importing fewer u.s. goods) and saving more, and the increased saving is often 
invested in the United States. 

A second explanation for the increased u.s. current account deficit has to do with 
increased opportunities for international investment. U.s. investors have sought to 
diversify their portfolios internationally, and foreign investors have increasingly sought 
to invest in the United States. As foreigners perceived a rise in the return to U.s. invest
ments in the second half of the 1990s, they invested more in the United States. The result 
was a U.s. capital and financial account surplus and a current account deficit. As we saw 
in the Application, "Wealth Versus Saving," p. 42, the increased return on u.s. equity 
increased the wealth of u.s. households and led to a lower personal saving rate and 
higher consumption spending. As Fig. 5.10 shows, the United States now finds itself 
with a net international investment position of about -22% of one year's GDP. (For more 
on this subject, see the Application "The United States as International Debtor," p. 183.) 

12Por a useful summary of research on these reasons for the recent current account deficit, see Roger W. 
Ferguson, Jr. "US. Current Account Deficit: Causes and Consequences." Remarks to the Economics 
Club of the University of North Carolina at Chapel Hill, April 20, 2005; available at wwwjederalreserve. 
gov/boarddocs/speeciIes/2005. 
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Figure 5 . 10  

Net international 
ownershi p of assets 
relative to U.S. GOP, 
1982-2004 
The chart shows annual 
values for the net inter-
national ownership of 
assets as a percent of U.s. 
GDP for the period 1982 
to 2004. 
Sources: Net international 
investment position: Bureau of 
Economic Analysis, Interna-
tional Investment Position of 
the United States at Yearend, 
available online at www.ben. 
gov/bea/di/llOme/iip.litlll; GDP: 
Bureau of Economic Analysis, 
available at 
resea rell .stlOtt isfed .orglfred2/ 
series/GOP. 
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A third reason for the widening current account deficit in recent years is the rise 
in oil prices. The average price of a barrel of crude oil tripled from 1998 to 2005, and 
the United States imports far more oil than it exports. As a result, the U.s. current 
account deficit has increased by more than $100 billion annually, or about 1% of 
U.s. CDP, as Fig. 5.11 shows. Net exports of petroleum now total about -2% of our 
CDP, which is the smallest it has been since the second OPEC oil crisis in 1980. 

The final reason for the increase in the current account deficit in recent years is a 
change in the saving behavior of developing countries.13 Developing nations that had 
borrowed from abroad in past decades are now lending abroad, especially to the 
United States. In part, this change in behavior has occurred as a result of past finan
cial crises, such as Mexico experienced in 1994 and the countries of East Asia experi
enced in 1997-1998. Those crises were exacerbated by the fact that those countries 
had borrowed substantially from foreign countries. To prevent such crises from hap
pening again, the countries have increased their saving, built up foreign exchange 
reserves, and become net lenders to foreign countries instead of net borrowers. 

A factor that may or may not be responsible for the increase in the current 
account deficit is the increase in the U.s. government budget deficit. As discussed 
in the Application "The Twin Deficits" on p.  202, both the current account deficit and 
government budget deficits grew sharply in early 2000s; however, they moved in 
opposite directions in late 1990s. In addition, countries such as Cermany and Japan 
have had government budget deficits that are much larger (as a share of CDP) than 
that in the United States, but those countries ran large current account surpluses. 

!3For an analysis of this view, see Ben S. Bernanke, "The Global Saving Glut and the U.s. Current 
Account Deficit." Sandridge Lecture, Virginia Association of Economists, Richmond, Virginia, March la, 
2005. Available at wwwfederalreserve.govlboarddocslspeechesI2005. 
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Petroleum net exports 
as a percent of 
U.S. GOP, 1978-2005 
The chart shows annual 
values for the net exports 
of petroleum and related 
prod ucts as a percent of 
U.s. GOP for the period 
1978 to 2005. 
Sources: Petroleum net exports: 
Bureau of Economic Analysis, 
U.S. International Transactions 
Accounts, Table 2b, Net Trade 
in Goods, available at www. 
bea.gov. CDP: Bureau of 
Economic Analysis, available 
at researcl1,stlouisfed.orglfred2/ 
series/GOP. 
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Therefore, the large U.s. government budget deficit may be a cause of the large cur
rent account deficit, but the evidence on this issue is mixed. 

Given these various reasons for the rise in the current account deficit, should we 
expect the deficit to continue growing for the foreseeable future? Probably not, as the 
rise in the deficit is not likely to be sustainable in the long run. If the current account 
deficit were to continue to grow, eventually the United States would not earn enough 
to pay off the interest and dividends owed to foreigners. Long before we reach that 
point, the United States is likely to experience rising import prices (causing a decline 
in demand for imported goods) and falling export prices (increasing the demand for 
U.s. exports), perhaps caused by a change in exchange rates (discussed further in 
Chapter 13).14 These changes may keep the current account deficit in check. 

14For a policymaker's view on the necessary adjustments, see Edward M. Gramlich, "Budget and 
Trade Deficits: Linked, Both Worrisome in the Long Run, but not Twins," Remarks at the Isenberg 
School of Management Seminar Series, Amherst, Massachusetts, May 14, 2004. Available at www. 
fed era I reserve. gov /boa r d d ocsls peec It esl2 004. 

5.5 F iscal Policy and the Current Account 

During the 1980s and 1990s the United States often had both large government 
budget deficits and large current account deficits. Are these two phenomena related? 
Many economists and other commentators argue that they are, suggesting that in 
fact the budget deficit is the primary cause of the current account deficit. Those 
supporting this view often use the phrase "twin deficits" to convey the idea that the 
government budget deficit and the current account deficit are closely linked. Not 
all economists agree with this interpretation, however; some argue that the two 
deficits are largely unrelated. In this section we briefly discuss what the theory has 
to say about this issue and then turn to the evidence. 
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Figure 5 . 1 2  

The government 
budget deficit and the 
current account in a 
small open economy 
An increase in the gov
ernment budget deficit 
affects the current 
account only if the 
increased budget deficit 
reduces national saving. 
Initially, the saving curve 
is 5' and the current 
account surplus is dis
tance AB. If an increase 
in the government deficit 
reduces national saving, 
the saving curve shifts to 
the left, from 5' to 52 
With no change in the 
effective tax rate on capi
tal, the investment curve, 
T, doesn't move. Thus the 
increase in the budget 
deficit causes the current 
account surplus to 
decrease from distance 
AB to distance AC. In 
contrast, if the increase in 
the budget deficit has no 
effect on national saving, 
the current account also 
is unaffected and remains 
equal to distance AB. 

•• 
2.  CA surplus 
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Desired national saving, S d, and desired investment, rd 

The Crit i c a l  Factor: The  R esponse of N a t i o n a l  Saving  

In theory, the issue of whether there is a link between the government budget 
deficit and the current account deficit revolves around the following proposition: 
An increase in the government budget deficit will raise the current account deficit only if 
the increase in the budget deficit reduces desired national saving. 

Let's first look at why the link to national saving is crucial. Figure 5.12 shows 
the case of the small open economy. The world real interest rate is fixed at rW. We 
draw the initial saving and investment curves, 51 and I, so that, at the world real 
interest rate, rlV, the country is running a current account surplus, represented by 
distance AB. Now suppose that the government budget deficit rises. For simplicity, 
we assume throughout this section that the change in fiscal policy doesn't affect the 
tax treatment of investment so that the investment curve doesn't shift. Hence as 
Fig. 5.12 shows, the government deficit increase will change the current account 
balance only if it affects desired national saving. 

The usual claim made by supporters of the twin-deficits idea is that an increase 
in the government budget deficit reduces desired national saving. If it does, the 
increase in the government deficit shifts the desired national saving curve to the 
left, from 51 to 52 The country still has a current account surplus, now equal to dis
tance AC, but it is less than the original surplus, AB. 

We conclude that in a small open economy an increase in the government 
budget deficit reduces the current account balance by the same amount that it 
reduces desired national saving. By reducing saving, the increased budget deficit 
reduces the amount that domestic residents want to lend abroad at the world real 
interest rate, thus lowering financial outflows. Equivalently, reduced national 
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saving means that a greater part of domestic output is absorbed at home; with less 
output to send abroad, the country's current account balance falls. Similar results 
hold for the large open economy (you are asked to work out this case in Analytical 
Problem 4 at the end of the chapter). 

The Government B u d g et D ef ic i t  a n d  N a t i o n a l  Sav i n g  

Let's now turn to the link between the budget deficit and saving and consider two 
cases: a budget deficit arising from an increase in government purchases and a 
deficit rising from a cut in taxes. 

A Deficit Ca used by Increased G overnment Purchases.  Suppose that the 
source of the government budget deficit is a temporary increase in government 
purchases, perhaps owing to a military buildup. In this case there is no controversy: 
Recall (Chapter 4) that, with output, Y, held constant at its full-employment level, 
an increase in government purchases, G, directly reduces desired national saving, 
Sd = Y - Cd - G.15, 16 Because economists agree that a deficit owing to increased gov
ernment purchases reduces desired national saving, they also agree that a deficit 
resulting from increased government purchases reduces the nation's current 
account balance. 

A Defici t Result ing  from a Tax Cut. Suppose instead that the government 
budget deficit is the result of a cut in current taxes, with current and planned 
future government purchases unchanged. With government purchases, G, 
unchanged and with output, Y, held constant at its full-employment level, the tax 
cut will cause desired national saving, Sd = Y - Cd - G, to fall only if it causes 
desired consumption, Cd, to rise. 

Will a tax cut cause people to consume more? As we discussed in Chapter 4, 
believers in the Ricardian equivalence proposition argue that a lump-sum tax 
change (with current and future government purchases held constant) won't affect 
desired consumption or desired national saving. These economists point out that a 
cut in taxes today forces the government to borrow more to pay for its current pur
chases; when this extra borrowing plus interest is repaid in the future, future taxes 
will have to rise. Thus, although a tax cut raises consumers' current after-tax 
incomes, the tax cut creates the need for higher future taxes and lowers the after-tax 
incomes that consumers can expect to receive in the future. Overall, according to 
this argument, a tax cut doesn't benefit consumers and thus won't increase their 
desired consumption. 

If the Ricardian equivalence proposition is true, a budget deficit resulting from 
a tax cut will have no effect on the current account because it doesn't affect desired 
national saving. However, as we noted in Chapter 4, many economists argue that
despite the logic of Ricardian equivalence in practice many consumers do 

15Because the increase in government purchases also means that taxes may be raised in the future, 
lowering consumers' expected future income, desired consumption, Cd, may fall. However, because 
the increase in G is temporary so that the future tax increase need not be too large, this drop in Cd 

should not completely offset the effect of increased G on desired national saving. 
1 61n general, in an open economy Sd = Y + NFP - Cd - G, but we are assuming that NFP = a so that Sd = 
y - Cd - G. 
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respond to a current tax cut by consuming more. For example, consumers simply 
may not understand that a higher deficit today makes higher taxes tomorrow more 
likely. If for any reason consumers do respond to a tax cut by consuming more, the 
deficit resulting from a tax cut will reduce national saving and thus also will reduce 
the current account balance. 

The Twin Deficits 

The relationship between the U.s. government budget and the U.s. current account 
for the period 1960-2005 is illustrated in Fig. 5.13. This figure shows government 
purchases and net government income (taxes less transfers and interest) for the 
Federal government alone as well as for the combined Federal, state, and local gov
ernments, all measured as a percentage of CDP. Our discussion of the current 
account balance as the excess of national saving over investment leads us to focus 
on the broadest level of government, which includes state and local government in 
addition to the Federal government. We also present data on the purchases and net 
income of the Federal government alone because Federal budget deficits and sur
pluses are often the focus of public attention. In addition, as shown in Fig. 5.13, 
much of the movement in purchases and net income of the combined Federal, 
state, and local government reflects movement in the corresponding components of 
the Federal budget. 

The excess of government purchases over net income is the government budget 
deficit, shown in pinkY Negative values of the current account balance indicate a 
current account deficit, also shown in pink. During the 1960s, the combined gov
ernment sector in the United States ran a surplus, even though the Federal govern
ment ran modest budget deficits in the late 1960s. At the same time, the current 
account showed a modest surplus. The largest deficits both government and cur
rent account occurred during the 1980s and 1990s. Between 1979 and 1983, the 
budget deficit of the combined government sector increased from less than 0.1 % of 
CDP to almost 5% of CDP, corresponding to an increase in the Federal budget 
deficit from about 0.5% of CDP to approximately 5% of CDP over the same period 
of time. This growth in the government budget deficit reflected a decline in net gov
ernment income (particularly important in this respect were the tax cuts phased in 
following the Economic Recovery Tax Act of 1981), but military spending also 
increased. The current account, which was in surplus in 1981, fell to a deficit of 2.5% 
of CDP in 1984. Both the government budget deficit and the current account deficit 
remained large throughout the 1980s and the first half of the 1990s.18 

17Government purchases are current expenditures minus transfer payments and interest. Thus gov
ernment investment is not included in government purchases. The budget deficit is the current 
deficit; see Chapter 15 for a further discussion of this concept. 
18During 1991 the current account deficit was less than 0.1 % of GDP. This improvement was largely 
the result of one-time unilateral transfers to the United States from allies to help defray the costs of 
the Persian Gulf War. 
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The government 
budget deficit and 
the current account in 
the United States, 
1960-2005 
Shown are government 
purchases, net govern
ment income (taxes less 
transfers and interest), 
and the current account 
balance for the United 
States for 1960-2005. All 
data series are measured 
as a percentage of GOP. 
The government deficit 
(pink) is the excess of 
government purchases 
over net government 
income. The simultane
ous appearance of the 
government budget 
deficit and the current 
account deficit 
in the 1980s and early 
1990s is the twin-deficits 
phenomenon. 
Sources: Total government and 
Federal government receipts, 
current expenditures, interest, 
and transfers: BEA Web site, 
www.bea.gov, NLPA Tables 3.1 
and 3.2. GOP: SEA Web site, 
NIPA Table 1.1.5. Current 
account balance: BEA Web site, 
International transactions 
accounts Table 1.  
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The apparently close relationship between the U.s. government budget deficit 
and the current account deficit in the 1980s and the first half of the 1990s represents 
evidence in favor of the twin-deficits idea that budget deficits cause current account 
deficits. Because the rise in budget deficits primarily reflected tax cuts (or increases 
in transfers and interest payments, which reduced net government income) rather 
than increased government purchases, this behavior of the two deficits also seems 
to contradict the Ricardian equivalence proposition, which says that tax cuts should 
have no effect on saving or the current account. 

Even though the U.s. experience during the 1980s and first half of the 1990s 
seems to confirm the link between government budget and the current account, 
evidence from other episodes is less supportive of the twin-deficits idea. For exam
ple, the United States simultaneously ran large government budget deficits and 
large current account surpluses in the periods around World War I and II (compare 
Figs. 1.5 and 1 .6). Another situation in which the twin-deficits idea failed to hold 
occurred in 1975. A one-time Federal tax rebate contributed to a large (4.0% of 
CDP for the combined government; 4.2% of CDP for the Federal government) gov
ernment budget deficit, yet the U.s. current account balance rose noticeably in 
1975, as Fig. 5.13 shows. More recently, in the late 1990s, the Federal government 
budget and the combined government budget were both in surplus, yet the U.s. 
current account balance remained deeply in deficit because private saving fell and 
investment rose as a share of CDP at the same time. And the response to the tax cut 
in 2001 was somewhat consistent with the Ricardian equivalence proposition, as 
households increased their saving by much of the tax cut (see the Application in 
Chapter 4, "A Ricardian Tax Cut," p.  125). 
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The evidence from other countries on the relationship between government 
budget and current account deficits is also mixed. For example, Germany's budget 
deficit and current account deficit both increased in the early 1990s following the 
reunification of Germany. This behavior is consistent with the twin-deficits idea. 
During the mid 1980s, however, Canada and Italy both ran government budget 
deficits that were considerably larger than those in the United States (as a percent
age of GOP), without experiencing severe current account problems. Because of the 
lack of clear evidence, a good deal of disagreement persists among economists 
about the relationship between government budget deficits and the current 
account.19 We can say for sure (because it is implied by the uses-of-saving identity, 
Eq. 2.11) that if an increase in the government budget deficit is not offset by an 
equal increase in private saving, the result must be a decline in domestic invest
ment, a rise in the current account deficit, or both. 

19For a review of recent research on twin deficits, see Michele Cavallo, "Understanding the Twin 
Deficits: New Approaches, New Results," Federal Reserve Bank of San Francisco, Economic Letter, 
No. 2005-16, July 22, 2005. 

C H A P T E R  S U M M A RY 

1. The balance of payments accounts consist of the current 
account and the capital and financial account. The cur
rent account records trade in currently prod uced goods 
and services, income from abroad, and transfers 
between countries. The capital and financial account, 
which consists of the capital account and the financial 
account, records trade in existing assets, both real and 
financial. In the United States the capital account, which 
records unilateral transfers of assets, is very small. 

2. In the current account, exports of goods and services, 
receipts of income from abroad, and unilateral transfers 
received from abroad count as credit (plus) items. 
Imports of goods and services, payments of income to 
foreigners holding assets or working in the home coun
try, and unilateral transfers sent abroad are debit 
(minus) items in the current account. The current 
account balance, CA, equals the value of credit items 
less debit items in the current account. Ignoring net 
factor payments and net unilateral transfers, the current 
account balance is the same as net exports, NX. The 
capital and financial account balance, KFA, is the value 
of assets sold to foreigners (financial inflows) minus 
the value of assets purchased from foreigners (finan
cial outflows) plus net unilateral transfers of assets. 

3. In each period, except for measurement errors, the 
current account balance, CA, and the capital and 
financial account balance, KFA, must sum to zero. The 
reason is that any international transaction amounts to 

a swap of goods, services, or assets between countries; 
the two sides of the swap always have offsetting 
effects on the sum of the current account and capital 
and financial account balances. 

4. In an open economy, goods market equilibrium requires 
that the desired amount of national saving equal the 
desired amount of domestic investment plus the 
amount the country lends abroad. Equivalently, net 
exports must equal the country's output (gross domes
tic product) less desired total spending by domestic 
residents (absorption). 

5. A small open economy faces a fixed real interest rate 
in the international capital market. In goods market 
equilibrium in a small open economy, national saving 
and investment equal their desired levels at the pre
vailing world real interest rate; foreign lending, net 
exports, and the current account all equal the excess of 
national saving over investment. Any factor that 
increases desired national saving or reduces desired 
investment at the world real interest rate will increase 
the small open economy's foreign lending (equiva
lently, its current account balance). 

6. The levels of saving and investment of a large open 
economy affect the world real interest rate. In a model 
of two large open economies, the equilibrium real 
interest rate in the international capital market is the 
rate at which desired international lending by one 
country equals desired international borrowing by 



the other country. Equivalently, it is the rate at which the 
lending country's current account surplus equals the 
borrowing country's current account deficit. Any factor 
tha t increases desired national savi ng or red uces 
desired investment at the initial interest rate for either 
large country will increase the supply of international 
loans relative to the demand and cause the world real 
interest rate to fall. 

7. According to the twin-deficits hypothesis, the large 
U.s. government budget deficits of the 1980s and 
the first half of the 1990s helped cause the sharply 

K E Y  D I A G R A M  4 

National saving and 
investment in a small 
open economy 
This open-economy 
version of the saving
investment diagram 
shows the determination 
of na tional saving, 
investment, and the 
current account balance 
in a small open economy 
that takes the world real 
interest rate as given. 

Diagram Elements 

.-

The world real interest rate is measured on the vertical 
axis, and the small open economy's desired national 
saving, Sd, and desired investment, ld, are measured on 
the horizontal axis. 
The world real interest rate, rW, is fixed, as indicated 
by the horizontal line. 

The saving curve, S, and the investment curve, J, are 
the same as in the closed-economy saving-investment 
diagram, Key Diagram 3 (p. 149). 
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increased U.s. current account deficits of that period. 
Whether budget deficits cause current account deficits 
is the subject of disagreement. In theory, and if we 
assume no change in the tax treatment of investment, 
an increase in the government budget deficit will raise 
the current account deficit only if it reduces national 
saving. Economists generally agree that an increase in 
the budget deficit caused by a temporary increase in 
government purchases will reduce national saving, but 
whether an increase in the budget deficit caused by a 
tax cut reduces national saving remains controversial. 
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Desired national saving, Sd, and desired investment, Id 

Analysis 

Goods market equilibrium in a small open economy 
requires that desired national saving equal desired 
investment plus net exports (Eq. 5.4). In the diagram 
when the world real interest rate is r;", desired nation
al saving is S, and desired investment is I,. The coun
try's net exports, NX, and current account balance, 
CA, or S, - I"� is distance AB. Equivalently, distance 
AB, the excess of desired national saving over desired 
investment, is the amollnt that the small open econo
my is lending abroad, or its capital and financial 
account deficit, -KFA. 
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Factors That Shift the Curves 

Anything that increases desired national saving in the 
small open economy, for a fixed value of the world 
real interest rate, shifts the saving curve to the right. 
Factors that shift the saving curve to the right (see 
Summary table 5, p. 125) include 
an increase in current output, Y, 
a decrease in expected future output, 
a decrease in wealth, 
a decrease in current government purchases, G, and 
an increase in current taxes, T, if Ricardian equiva
lence doesn't hold and taxes affect saving. 
Anything that increases desired investment at the 
prevailing real interest rate shifts the investment curve 
to the right. Factors that shift the investment curve to 
the right (see Summary table 6, p. 137) include 
an increase in the expected future marginal product of 
capital, MPKf, and 
a decrease in the effective tax rate on capital. 
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An increase in desired national saving shifts the 
saving curve to the right and raises net exports and 
the current account balance, CA. Equivalently, an 
increase in desired national saving raises the coun
try's net foreign lending, which equals its capital and 
financial account deficit, -KFA. Similarly, an increase 
in desired investment shifts the investment curve to 
the right and lowers net exports, the current account 
balance, net foreign lending, and the capital and 
financial account deficit. 
An increase in the world real interest rate, rW, raises 
the horizontal line in the diagram. Because an 
increase in the world real interest rate increases 
national saving and reduces investment, it raises net 
foreign lending, net exports, the current account sur
plus, and the capital and financial account deficit. 
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National saving and investment in large open economies 
This diagram shows the determination of national saving, investment, and the current account balance in large open 
economies-that is, economies large enough to affect the world real interest rate. 



Diagram Elements 

The figure consists of two saving-investment diagrams, 
one for the home country and one for the foreign 
country (representing the rest of the world). 
The world real interest rate, rW, measured on the ver
tical axis, is the real interest rate faced by both coun
tries in the international capital market. 
The saving and investment curves in the home coun
try (5 and l) and in the foreign country (SFo, and IFm) 
are the same as the saving and investment curves 
presented before (Key Diagram 3, p. 149, and Key 
Diagram 4). 

Analysis 

This case differs from the case of the small open econ
omy (Key Diagram 4) in that the world real interest 
rate, rW, is determined within the model, not given. 
Goods market equilibrium for large open economies 
requires that the desired international lending of one 
country equal the desired international borrowing of 
the other. Equivalently, because a country's interna
tional lending equals its current account balance, 
goods market equilibrium requires that one country's 
current account surplus equal the other country's cur
rent account deficit. 

The world real interest rate adjusts to achieve 
goods market equilibrium. In the diagram r� is the 
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equilibrium world real interest rate, because at that 
interest rate the home country's desired interna
tional lending (its desired national saving less 
desired investment, or distance AB) equals the for
eign country's desired international borrowing (its 
desired investment less desired national saving, or 
distance CD). 

Factors That Shift the Curves 

The saving and investment curves in the two countries 
are shifted by the same factors as in Key Diagram 3, 
p. 149, and Key Diagram 4. 
The world real interest rate changes when desired 
national saving or desired investment changes in 
either country. Any change that increases desired 
international lending relative to desired international 
borrowing at the initial world real interest rate will 
cause the world real interest rate to fall to restore 
equilibrium in the international capital market. 
Changes that increase desired international lending 
relative to desired international borrowing include 
an increase in desired national saving or a decrease 
in desired investment in either country. Similarly, a 
decrease in desired national saving or an increase in 
desired investment in either country reduces 
desired interna tiona I lending rela live to desired 
international borrowing and raises the world real 
interest rate. 
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CA + KFA = O  
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(5.1) assets; the two sides of the swap always have offsetting 
effects on CA + KFA. 

Except for problems of measurement, the current account 
balance, CA, and the capital and financial account balance, 
KFA, always sum to zero. The reason is that every interna
tional transaction involves a swap of goods, services, or 

(5.4) 

The goods market equilibrium condition in an open econ
omy holds that desired national saving, Sd, must equal 



208 Chapter 5 Saving and Investment in the Open Economy 

desired investment, [d, plus the amount lent abroad. The 
amount lent abroad equals the current account balance, 
which (if we assume that net factor payments and unilat
eral transfers are zero) also equals net exports, NX. 

R E V I E W Q U E S T I O N S  

Questions marked with a brown circle are available in 
MyEconLab at www.myeconlab.com. 

o List the categories of credit items and debit items that 
appear in a country's current account. What is the cur
rent account balance? What is the relationship between 
the current account balance and net exports? 

What is the key difference that determines whether an 
international transaction appears in the current account 
or the capital and financial account? 

An American publisher sells $200 worth of books to a 
resident of Brazil. By itself, this item is a credit item in 
the U.S. current account. Describe some offsetting 
transactions that could ensure that the U.s. current 
account and the capital and financial account balances 
would continue to sum to zero. 

4. How do a country's current account and capital and finan
cial account balances affect its net foreign assets? If country 
A has greater net foreign assets per citizen than does coun
try B, is country A necessarily better off than country B? 

5. Explain why, in a small open economy, (a) national 
saving does not have to equal investment, and (b) 
output does not have to equal absorption. 

N U M E R I C A L  P RO B L E M S  

Questions marked with a brown circle are available in 
MyEconLab at www.myeconlab.com. 

Here are some balance of payments data (without pluses 
and minuses): 

Exports of goods, 100 
Imports of goods, 125 
Service exports, 90 
Service imports, 80 
Income receipts from abroad, 110 

Income payments to foreigners, 150 
Increase in home country's ownership of assets 
abroad, 160 

NX = Y - (Cd + [d + G) (5.6) 

An alternative way of writing the goods market equilibri
um condition, this equation states that net exports must 
equal the country's output, Y, less its desired absorption, 
Cd + rd + G. 

6. Generally, what types of changes in desired saving and 
desired investment lead to large current account deficits 
in a small open economy? What factors lead to these 
changes in desired saving and desired investment? 

7. In a world with two large open economies, wha t 
determines the world real interest rate? What rela
tionship between the current accounts of the two 
countries is satisfied when the world real interest rate 
is at its equilibrium value? 

8. How does an increase in desired national saving in a 
large open economy affect the world real interest rate? 
How does an increase in desired investment affect it? 
Why do changes in desired saving or investment in 
large open economies affect the world real interest 
rate but changes in desired saving or investment in 
small open economies do not? 

9. Under what circumstances will an increase in the gov
ernment budget deficit affect the current account bal
ance in a small open economy? In the cases in which 
the current account balance changes, by how much 
does it change? 

What are the twin deficits? What is the connection 
between them? 

Increase in foreign ownership of assets in home 
coun try, 200 
Increase in home reserve assets, 30 
Increase in foreign reserve assets, 35 

Assuming that unilateral transfers equal zero, 
find net exports, the current account balance, the 
capital and financial account balance, the official 
settlements balance, and the statistical discrepancy. 
(Note: The increase in home reserve assets of 30 is 
included in the increase in the home country's own
ership of assets abroad of 160, and the increase in 
foreign reserve assets of  35 i s  included i n  the 
increase in foreign ownership of assets in the home 
country of 200.) 



In a small open economy, output (gross domestic prod
uct) is $25 billion, government purchases are $6 bil
lion, and net factor payments from abroad are zero. 
Desired consumption and desired investment are relat
ed to the world real interest rate in the following 
manner: 

World Real Desired Desired 
Interest Rate Consumption Investment 

5% $12 billion $3 billion 
4% $13 billion $4 billion 
3% $14 billion $5 billion 
2% $15 billion $6 billion 

For each value of the world real interest rate, find 
national saving, foreign lending, and absorption. Cal
culate net exports as the difference between output and 
absorption. What is the relationship between net 
exports and foreign lending? 

In a small open economy, 

desired national saving, Sd = $10 billion 
+ ($100 billion)y"; 

desired investment, Id = $15 billion 
- ($100 billion)y"; 

output, Y = $50 billion; 
government purchases, G = $10 billion; 
world real interest rate, y"= 0.03. 

a. Find the economy's national saving, investment, 
current account surplus, net exports, desired con
sumption, and absorption. 

b. Owing to a technological innovation that increases 
future productivity, the country's desired invest
ment rises by $2 billion at each level of the world 
real interest rate. Repeat Part (a) with this new 
information. 

Consider two large open economies, the home economy 
and the foreign economy. In the home country the fol
lowing relationships hold: 

desired consumption, Cd = 320 + O.4(Y - T) - 200y"; 
desired investment, Id = 150 - 200y"; 

output, Y = 1000; 
taxes, T = 200; 

government purchases, G = 275. 

In the foreign country the following relationships hold: 

desired consumption, Cd Fo, = 480 + O.4(Y Fo' - T Foe) 
- 300y'" , 

desired investment, Id Foe = 225 - 300y"; 
output, YFo, = 1500; 

taxes, TFo, = 300; 
government purchases, GFo, = 300. 
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a.  What is the equilibrium interest rate in the interna
tional capital market? What are the equilibrium 
values of consumption, national saving, invest
ment, and the current account balance in each 
country? 

b. Suppose that in the home country government 
purchases increase by 50 to 325. Taxes also increase 
by 50 to keep the deficit from growing. What is the 
new equilibrium interest rate in the international 
capital market? What are the new equilibrium 
values of consumption, national saving, invest
ment, and the current account balance in each 
country? 

Consider a world with only two countries, which are 
designated the home country (H) and the foreign coun
try (F). Output equals its full-employment level in each 
country. You are given the following information about 
each country: 

Home Country 

Consumption: CH = 100 + 0.5Y H - 500y" 
Investment: IH = 300 - 500rw 
Government Purchases: GH = 155 
Full-employment Output: Y H = 1000 
Foreign Country 
Consumption: CF = 225 + 0.7YF - 600y" 

Investment: IF = 250 - 200yW 
Government Purchases: GF = 190 
Full-employment Output: YF = 1200 

a. Write national saving in the home country and in 
the foreign country as functions of the world real 
interest rate rlV, 

h. What is the equilibrium value of the world real 
interest rate? 

c. What are the equilibrium values of consumption, 
national saving, investment, the current account bal
ance, and absorption in each country? 

o A small island nation is endowed with indestructible 
coconut trees. These trees live forever and no new trees 
can be planted. Every year $1 million worth of coconuts 
fall off the trees and can be eaten locally or exported to 
other countries. In past years the island nation ran cur
rent account surpluses and capital and financial 
account deficits, acquiring foreign bonds. It now owns 
$500,000 of foreign bonds. The interest rate on these 
bonds is 5% per year. The residents of the island nation 
consume $1,025,000 per year. What are the values of 
investment, national saving, the current account bal
ance, the capital and financial account balance, net 
exports, GOP, and GNP in this country? 
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A N A LY T I C A L  P RO B L E M S  

Questions marked with a brown circle are available in 
MyEconLab at www.myeconlab.com. 

• Explain how each of the following transactions would 
enter the U.s. balance of payments accounts. Discuss 
only t.he transactions described. Do not be concerned 
with possible offsetting transactions. 
a. The U.s. government sells F-16 fighter planes to a 

foreign government. 
b. A London bank sells yen to, and buys dollars from, 

a Swiss bank. 
c. The Federal Reserve sells yen to, and buys dollars 

from, a Swiss bank. 

d. A New York bank receives the interest on its loans to 
Brazil. 

e. A U.s. collector buys some ancient artifacts from a 
collection in Egypt. 

f A U.s. oil company buys insurance from a Canadian 
insurance company to insure its oil rigs in the Gulf 
of Mexico. 

g. A U.s. company borrows from a British bank. 

2. For each transaction described in Analytical Problem 1 
that by itself changes the sum of the U.S. current 
account balance, CA, and the U.s. capital and financial 
account balance, KFA, give an example of an offsetting 
transaction that would leave CA + KFA unchanged. 

3. A large country imposes capital controls that prohibit for
eign borrowing and lending by domestic residents. Ana
lyze the effects on the country's current account balance, 
national saving, and investment, and on domestic and 
world real interest rates. Assume that, before the capital 
controls were imposed, the large country was running a 
capital and financial account surplus. 

4. The text showed, for a small open economy, that an 
increase in the government budget deficit raises the 
current account deficit only if it affects desired national 
saving in the home country. Show that this result is also 
true for a large open economy. Then assume that an 
increase in the government budget deficit does affect 
desired national saving in the home country. What 
effects will the increased budget deficit have on the for
eign country's current account, investment in both 
countries, and the world real interest rate? 

How would each of the following affect national 
saving, investment, the current account balance, and 
the real interest rate in a large open economy? 

a. An increase in the domestic willingness to save 
(which raises desired national saving at any given 
real interest rate) . 

b. An increase in the willingness of foreigners to save. 
c. An increase in foreign government purchases. 
d. An increase in foreign taxes (consider both the case 

in which Ricardian equivalence holds and the case 
in which it doesn't hold). 

6. Analyze the effects on a large open economy of a tem
porary adverse supply shock that hits only the foreign 
economy. Discuss the impact on the home country's 
national saving, investment, and current account 
balance and on the world real interest rate. How does 
your answer differ if the adverse supply shock is 
worldwide? 

7. The chief economic advisor of a small open economy 
makes the following announcement: "We have good 
news and bad news: The good news is that we have 
just had a temporary beneficial productivity shock 
that will increase output; the bad news is that the 
increase in output and income will lead domestic con
sumers to buy more imported goods, and our current 
account balance will fall." Analyze this statement, 
taking as given that a beneficial productivity shock 
has indeed occurred. 

8. The world is made up of only two large countries: 
Eastland and Westland. Westland is running a large 
current account defici t and often appeals to Eastland 
for help in reducing this current account deficit. Cur
rently the government of Eastland purchases $10 bil
lion of goods and services, and all of these goods and 
services are produced in Eastland. The finance minis
ter of Eastland proposes that the government purchase 
half of its goods from Westland. Specifically, the gov
ernment of Eastland will continue to purchase $10 bil
lion of goods, but $5 billion will be from Eastland and 
$5 billion will be from Westland. The finance minister 
gives the following rationale: "Both countries produce 
identical goods so it does not really matter to us which 
country produced the goods we purchase. Moreover, 
this change in purchasing policy will help reduce 
Westland's large current account deficit." What are the 
effects of this change in purchasing policy on the cur
rent account balance in each country and on the world 
real interest rate? (Hint: What happens to net exports 
by the private sector in each country after the govern
ment of Eastland changes its purchasing policy?) 
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WO R K I N G  W I T H  M A C RO E C O N O M I C  DATA 

For data to use in these exercises, go to the Federal Reserve Bank 
of St. Louis FRED database at research.stlouisfed.org/fred. 

1. A popular measure of a country's "openness" to inter
national trade is an index computed as the sum of the 
country's exports and imports divided by its GOP. Cal
culate and graph the openness index for the United 
States using quarterly data since 1947. What has been 
the postwar trend? Can you think of any factors that 
might help explain this trend? (Hint: Be careful with 
the data, as some databases record imports with a neg
ative sign and then add them to exports to get net 
exports. If that is the case with your data, take the 
absolute value of imports before adding it to exports, 
because we are interested in the total volume of trade, 
not the balance of trade.) 

2. Using quarterly data since 1961, graph output and 
absorption (both in real terms) in the same figure. 

In another figure, graph real investment, national 
saving, and the current account balance for the same 
period. (Use real GNP, which includes net factor pay
ments, as the measure of output and/or income.) What 
is the relationship between the two figures? 

3. Using quarterly data since 1960, graph the following 
four series, expressing each as a percent of GOP: exports 
of goods (sometimes called merchandise), exports of 
services, imports of goods (sometimes called merchan
dise), and imports of services. What trends do you 
notice in u.s. exports and imports of goods and ser
vices? When computing the percentage of GOP, you 
should note that quarterly data on exports and imports 
often are not expressed at annual rates, but the data on 
GOP are expressed at annual rates; if this is the case with 
your data, multiply your data on imports and exports 
by 4 to get the appropriate ratio relative to GOP. 
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nation's ability to provide improving standards of living for its people depends 
on its long-run rate of economic growth. Over a long period of time, 

even an apparently small difference in the rate of economic growth can translate 
into a large difference in the income of the average person. 

Compare, for example, the historical experiences of Australia and Japan. In 
1870 real GDP per person was about five times as large in Australia as in Japan, as 
the data on national growth performances in Table 6.1 show. Indeed, of sixteen 
major economies considered by British economist Angus Maddison in his impor
tant research on long-run growth (and from whose work the data in Table 6.1 are 
taken), Australia was the richest and Japan the poorest in 1870. Australia's economy 
didn't stand still after 1870. Over the next 135 years, Australian real GDP per 
person grew by 1 .4% per year so that by 2005 the real income of the average Aus
tralian was more than six times as great as it had been in 1870. However, during the 
same period Japanese real GDP per person grew at a rate of 2.5% per year, reaching 
a level in 2005 that was twenty-nine times as large than it had been in 1870. 

The Japanese growth rate of 2.5% per year may not seem dramatically greater 
than the Australian growth rate of 1.4% per year. Yet by 1990 Japan, which had been 
far poorer than Australia a century earlier, had surpassed its Pacific neighbor in per 
capita GDP by a margin of 10%. However, in the 1990s, sluggish growth in Japan 
allowed Australia to retake the lead by 2001. Other, similar comparisons can be 
drawn from Table 6.1; compare, for example, the long-term growth performance of 
the United Kingdom against that of Canada or Sweden. Note, however, that even 
those countries that grew relatively slowly have dramatically increased their 
output per person during the past century and a quarter. 

Although the comparisons highlighted by Table 6.1 span a long period of time, 
a change in the rate of economic growth can have important effects over even a 
decade or two. For example, since about 1973 the United States and other industri
alized countries have experienced a sustained slowdown in their rates of growth. 
Between 1947 and 1973, total (not per capita) real GDP in the United States grew by 
4.0% per year, but between 1973 and 2005 U.s. real GDP grew by only 3.0% per year. 
To appreciate the significance of this slowdown, imagine that the 1947-1973 growth 
trend had continued that is, suppose that real GDP in the United States had 
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Economic Growth in Eight Major Countries, 1870-2005 

Country 1870 

Australia 3.645 
Canada 1,695 
France 1,876 
Germany 1,821 
Japan 737 
Sweden 1 ,664 
United Kingdom 3, 191  
United States 2,445 

Levels of real GDP per capita 

1913 1950 

5,7 15  7,493 
4,447 7,437 
3,485 5,270 
3,648 3,881 
1,385 1 ,926 
3,096 6,738 
4,92 1 6,907 
5,301 9,561 

2005 

23,868 
24,200 
2 1 ,662 
1 9,325 
2 1 ,610  
22,3 1 0  
2 1 ,981 
3 1 ,242 

Annual growth rate 
1870-2005 

1 .4% 
2.0 
1.8 
1.8 
2.5 
1.9 
1.4 
1.9 

Note: Figures are in U.s. dollars at 1 990 prices, adjusted for differences in the purchasing power of the various national 

currenCies. 
Source: Data for 1870, 1913, and 1950 from Angus Maddison, The World Economy: A Millennial Perspective, Paris: OEeD, 2001; 

data for 2005 from Bureau of Labor Statistics, www.bls.govlfls, rescaled to 1990 prices. 

continued to grow at 4.0% per year instead of at the 3.0% per year rate actually 
achieved. Then in 2005 the U.S. real GDP would have been more than 36% higher than 
its actual value a bonus of about $4.5 trillion, or $15,000 per person (in 2005 dollars). 

No one understands completely why economies grow, and no one has a magic 
formula for inducing rapid growth. Indeed, if such a formula existed, there would 
be no poor nations. Nevertheless, economists have gained useful insights about the 
growth process. In this chapter we identify the forces that determine the growth 
rate of an economy over long periods of time and examine various policies that 
governments may use to try to influence the rate of growth. Once again, saving and 
investment decisions play a central role in the analysis. Along with changes in 
productivity, the rates at wruch a nation saves and invests and thus the rate at 
which it accumulates capital goods are important factors in determining the stan
dard of living that the nation's people can attain. 

6.1 The Sources of Economic Growth 

An economy's output of goods and services depends on the quantities of available 
inputs, such as capital and labor, and on the productivity of those inputs. The rela
tionship between output and inputs is described by the production function, intro
duced in Chapter 3: 

Y = AF(K. N). (6.1) 

Equation (6.1) relates total output, Y, to the economy's use of capital, K, and labor, N, 
and to productivity, A.  

If inputs and productivity are constant, the production function states that 
output also will be constant there will be no economic growth. For the quantity of 
output to grow, either the quantity of inputs must grow or productivity must 
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improve, or both. The relationship between the rate of output growth and the rates 
of input growth and productivity growth is 

where 

llY 
Y 

= rate of output growth; 

� = rate of productivity growth; 

M 
= rate of capital growth; 

K 
LW -NC-::- = rate of labor growth; 

aK = elasticity of output with respect to capital; 

a N = elasticity of output with respect to labor. 

(6.2) 

In Eq. (6.2) the elasticity of output with respect to capital, aK, is the percentage 
increase in output resulting from a 1% increase in the capital stock, and the elas
ticity of output with respect to labor, aN' is the percentage increase in output result
ing from a 1% increase in the amount of labor used. The elasticities aK and aN both 
are numbers between 0 and 1 that must be estimated from historical data.1 

Equation (6.2), called the growth accounting equation, is the production func
tion (Eq. 6.1) written in growth rate form. Some examples will be helpful for under
standing the growth accounting equation. 

Suppose that a new invention allows firms to produce 10% more output for the 
same amount of capital and labor. In terms of the production function, Eq. (6.1), for 
constant capital and labor inputs, a 10% increase in productivity, A, raises output, 
Y, by 10%. Similarly, from the growth accounting equation, Eq. (6.2), if productivity 
growth, M/A, equals 10% and capital and labor growth are zero, output growth, 
llY/Y, will be 10%. Thus the production function and the growth accounting equa
tion give the same result, as they should. 

Now suppose that firms' investments cause the economy's capital stock to rise by 
10% (llK/K = 10%) while labor input and productivity remain unchanged. What will 
happen to output? The production function shows that, if the capital stock grows, 
output will increase. However, because of the diminishing marginal productivity of 
capital (see Chapter 3), the extra capital will be less productive than that used previ
ously, so the increase in output will be less than 10%. Diminishing marginal produc
tivity of capital is the reason that the growth rate of capital, M/K, is multiplied by a 
factor less than 1 in the growth accounting equation. For the United States this factor, 
aK, the elasticity of output with respect to capital, is about 0.3. Thus the growth account
ing equation, Eq. (6.2), indicates that a 10% increase in the capital stock, with labor and 
productivity held constant, will increase U.s. output by about 3%, or 0.3 x 10%. 

'Elasticities and growth rate formulas such as Eq. (6.2) are discussed further in Appendix A, Sections 
A.3 and A.7. 
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Similarly, the elasticity of output with respect to labor, aN' is about 0.7 in the 
United States. Thus, according to Eq. (6.2), a 10% increase in the amount of labor 
used (1iN/N = 10%), with no change in capital or productivity, will raise U.s. output 
by about 7%, or 0.7 x 10%.2 

G rowth Account ing  

According to Eq. (6.2), output growth, I'1Y/Y, can be broken into three parts: 

1. that resulting from productivity growth, M/A, 
2. that resulting from increased capital inputs, aK I'1K/K, and 
3. that resulting from increased labor inputs, aN I'1N/N. 

Growth accounting measures empirically the relative importance of these 
three sources of output growth. A typical growth accounting analysis involves the 
following four steps (see Table 6.2 for a summary and numerical example): 

Step 1. Obtain measures of the growth rates of output, I'1Y/Y, capital, I'1K/K, 
and labor, I'1N/N, for the economy over any period of time. In the calculation of 
growth rates for capital and labor, more sophisticated analyses make adjust
ments for changing quality as well as quantity of inputs. For example, to obtain a 
quality-adjusted measure of N, an hour of work by a skilled worker is counted 
as more labor than an hour of work by an unskilled worker. Similarly, to obtain 
a quality-adjusted measure of K, a machine that can turn fifty bolts per minute 
is treated as being more capital than a machine that can turn only thirty bolts 
per minute. 
Step 2. Estimate values for the elasticities aK and aN from historical data. Keep 
in mind the estimates for the United States of 0.3 for aK and 0.7 for aN' 
Step 3. Calculate the contribution of capital to economic growth as aK M/K 
and the contribution of labor to economic growth as aN 1iN/N. 
Step 4. The part of economic growth assignable to neither capital growth nor 
labor growth is attributed to improvements in total factor productivity, A. The 
rate of productivity change, M/A, is calculated from the formula 

M I'1Y M liN 
�- - - a  - a  
A

-
Y K K N N ' 

which is the growth accounting equation, Eq. (6.2), rewritten with M/A on the left 
side. Thus the growth accounting technique treats productivity change as a residuall� 
that is, the portion of growth not otherwise explained.3 

'In Chapter 3 we examined the production function for the U.s. economy, Y = AK03N"] In that pro
duction function, called a Cobb-Douglas production function, the exponent on the capital stock, K, 
0.3, equals the elasticity of output with respect to capital, and the exponent on the quantity of labor 
input, N, 0.7, equals the elasticity of output with respect to labor. See Appendix A, Section A.7. 

'The growth accounting method for calculating productivity growth is similar to the method we used to 
find productivity growth in Section 3.1, where we also determined productivity growth as the part of 
output growth not explained by increases in capital and labor. The differences are that growth account
ing uses the growth accounting equation, which is the production function in growth rate form, instead 
of using the production function directly, as we did in Chapter 3; and growth accounting analyses usu
ally adjust measures of capital and labor for changes in quality, which we did not do in Chapter 3. 
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Table 6.2 

The Steps of Growth Accounting: A Numerical Example 

Step 1 .  Obtain measures of output growth, capital growth, and labor growth over the 
period to be studied. 

Example: 
l>Y 

output growth = = 40%' 
Y 

, 

capital growth = l>K = 20%; 
K 

l>N 
labor growth = = 30%. 

N 

Step 2 .  Using historical data, obtain estimates of the elasticities of output with respect to 
capital and labor, a, and aN' 

Example: a, = 0.3 and aN = 0.7. 

Step 3. Find the contributions to growth of capital and labor. 

Example: 'b . h l>K 
contn utlon to output grawt :;:: aK :::;: 0.3 x20% ::;: 6%; 

of growth in capital K 

'b 
. 

h l>N contn utlon to output growt = aN = 0.7x30% = 2 1  %. 
of growth in labor N 

Step 4. Find productivity growth as the residual (the part of output growth not explained 
by capital or labor). 

Example: 
. . l>A l> Y l>K l>N 

productiVity growth = = -aK -aN -:-:-
A Y K N 

= 40% -6% - 2 1 %  = 1 3%. 

G rowth Account ing  a n d  the Prod ucti vity S l owdown. What does growth 
accounting say about the sources of U.s. economic growth? Among the best-known 
research using the growth accounting framework was done at the Brookings Insti
tution by Edward Denison. Table 6.3 summarizes Denison's findings for the period 
1929-1982 and provides more recent data from the Bureau of Labor Statistics cov
ering the period 1982-2004. 

The last entry in column (4) shows that, over the 1929-1982 period, output 
grew at an average rate of 2.92% per year. According to Denison's measurements 
(colunm 4), the growth of labor accounted for output growth of 1 .34% per year. The 
growth of labor in turn resulted primarily from an increase in population, an increase 
in the percentage of the population in the labor force, and higher educational levels, 
which raised workers' skills. (Offsetting these trends to a degree was a decline in the 
number of hours worked per person.) According to Denison, the growth of the cap
ital stock accounted for output growth of 0.56% per year. So, taken together, labor and 
capital growth contributed 1.90% to the annual growth rate of output. 

The difference between total growth (2.92%) and the amount of growth attrib
uted to capital and labor growth (1 .90%) is 1 .02%. By the growth accounting 
method, this remaining 1.02% per year of growth is attributed to increases in pro
ductivity. Thus, according to Denison, increased quantities of factors of production 
and improvements in the effectiveness with which those factors were used both 
played an important role in U.s. growth after 1929. 
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Sources of Economic Growth in the United States (Denison) (Percent per Year) 

Source of Growth 
Labor growth 
Capital growth 

Total input growth 
Productivity growth 

Total output growth 

(1 ) 
1929-1948 

1.42 
0.1 1  
1.53 
1.01 

2.54 

(2) 
1948-1973 

1.40 
0.77 
2. 1 7  
1.53 

3.70 

(3) 
1973-1982 

1 . 13  
0.69 
1.82 

-0.27 

1 .55 

(4) 
1929-1982 

1.34 
0.56 
1.90 
1.02 

2.92 

(5) 
1982-2004 

0.96 
0.80 
1 .76 
0.99 

2.75 

Sources: Columns (1)-(4) from Edward F. Denison, Trends in American Economic Growth, 1929-1982, Washington, D.C.: The 
Brookings Institution, 1 985, Table 8.1,  p. 1 1 1 .  Column (5) from Bureau of Labor Statistics Web site, Multjfactor Productivity 

Trends news release, Table 1 .  accessed through www.bls.govlnews.reiease/prod3.t01.htm. 

Data for three shorter periods are given in columns (1)-(3) of Table 6.3. This 
breakdown highlights a striking conclusion: productivity growth during 1973-1982 
was negative (fourth entry in column 3). In other words, Denison estimated that 
any combination of capital and labor would have produced less output in 1982 
than it could have in 1973! (See the Application, "The Post-1973 Slowdown in Pro
ductivity Growth," for various hypotheses to explain this drop in productivity.) 
Comparing columns (2) and (3) reveals that the decline in U.s. productivity growth 
between the 1948-1973 and 1973-1982 periods of 1.80 percentage points (1.53 
minus -0.27) accounts for the bulk of the overall slowdown in output growth 
between those periods of 2.15 percentage points (3.70 minus 1.55). 

The slowdown in productivity growth after 1973 reported by Denison was con
firmed by other studies, both for the United States and for other industrialized coun
tries. This slowdown has generated widespread concern, because a sustained 
reduction in the rate of productivity growth would have an adverse effect on future 
real wages and living standards. In addition, to the extent that future Social Security 
benefits will be paid by taxing the wage income of future workers, a long-term pro
ductivity slowdown would threaten the future of the Social Security system. But will 
the productivity slowdown continue? To shed light on this question, the final column 
of Table 6.3 extends Denison's calculations by adding 22 years of more recent data. 
During the period 1982-2004, productivity grew at an average annual rate of 0.99%. 
Although the return to a positive rate of productivity growth was a welcome devel
opment, the 0.99% growth rate was only about two-thirds of the productivity growth 
rate seen during the 25-year period preceding the 1973 slowdown. 

The Post-1 973 Slowdown in Productivity Growth 

We have seen in Table 6.3 that productivity in the United States grew much more 
slowly after 1973 than in the quarter-century preceding 1973. Indeed, productivity 
growth was negative during the period 1973-1982. What caused productivity per
formance to deteriorate so sharply? In this application we discuss some alternative 
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explanations, including possible measurement problems, deterioration in the 
legal and human environment, the effects of high oil prices, and the information 
technology revolution. 

Measurement 
Interestingly, several economists have suggested that the productivity slowdown really 
isn't a genuine economic problem. Instead, they argue, the slowdown is an illusion, the 
result of measurement problems that have overstated the extent of the decline. 

The key issue in productivity measurement is whether the official output sta
tistics adequately capture changes in quality. Consider the case of a firm producing 
personal computers that, using unchanged quantities of capital and labor, makes 
the same number of computers this year as last year. However, this year's com
puters are of much higher quality than last year's because they are faster and have 
more memory. The firm's output this year has a greater real economic value than 
last year's output, so the true productivity of the firm's capital and labor has risen 
over the year, even though the firm produces the same number of computers as 
before. However, if statisticians measuring the firm's output counted only the 
number of computers produced and failed to adjust for quality change, they would 
miss this improvement in productivity. Similar issues arise in the construction of 
price indexes; see Box 2.3, "Does CPI Inflation Overstate Increases in the Cost of 
L· · 7 "  51 Ivmg. , p. . 

In fact, official output measures do try to account for quality improvements,
for example, by counting a faster computer as contributing more to output than a 
slower model. However, measuring quality change is difficult, and to the extent 
that improvements are not fully accounted for in the data, productivity growth will 
be underestimated. One study suggested that measurement problems could 
explain at most one-third of the reported post-1973 slowdown.4 Thus, the produc
tivity slowdown is not, for the most part, simply a measurement problem. 

The Legal and Human Environment 
In his growth accounting study, Edward Denison didn't stop at reporting the 
decline in productivity growth but went on to offer some explanations for the 
decline. One explanation given by Denison for the negative productivity growth 
during 1973-1982 is the change in what he called the legal and human environment, 
which includes several diverse factors. For example, since 1973 a cleaner envi
ronment and worker safety and health have been emphasized. To the extent that 
capital and labor are devoted to these goals, measured output and productivity 
will decline.s 

'Martin N. Baily and Robert j. Gordon, "The Productivity Slowdown, Measurement Issues, and the 
Explosion of Computer Power," Brookil1gs Papers 011 £col1oll1ic Activity, 1988:2, pp. 347-420. 
50£ course, the reduction in measured productivity caused by reducing pollution or increasing 
worker safety is not in any way an argument against pursuing these goals. The proper criterion for 
evaluating proposed environmental regulations, for example, is whether the benefits to society of the 
regulations, in terms of cleaner air or water, exceed the costs they will impose. For a discussion of the 
problems of accounting for environmental quality when measuring output, see Box 2.1, p. 30. 
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A popular explanation for the productivity slowdown is the large increase in energy 
prices that followed the OPEC oil embargo in 1973. The idea is that, as companies 
responded to high energy prices by using less energy, the amount of output they 
could produce with the same amount of capital and labor declined, reducing pro
ductivity. What makes this explanation plausible is not only that the timing is right
the productivity decline appears to have begun in earnest in about 1973 but that, 
unlike several of the other explanations, the oil price story explains why all major 
industrial countries, not just the United States, experienced a slowdown. However, 
proponents of the oil price explanation face the problem of explaining why produc
tivity growth did not resurge when oil prices feU in real terms in the 1980s. 

The Beginning of a New Industrial Revolution? 
In an article titled simply "1974," Jeremy Greenwood of the University of Rochester 
and Mehmet Yorukoglu of the University of Chicag06 argue that the slowdown in 
productivity after 1973 may have resulted from the onset of the information tech
nology (IT) revolution. The development and commercial implementation of new 
information technologies required a substantial period of learning by both the 
developers of the new technology and the skilled workers who would work with 
the technology. During the learning process, productivity was temporarily 
depressed as developers and workers groped toward developing more powerful 
technologies and operating those technologies more efficiently. To support their 
view that productivity was depressed following the introduction of a new range of 
technologies, Greenwood and Yorukoglu present data showing that productivity in 
Great Britain fell in the late eighteenth century during the early part of the Indus
trial Revolution in that country. In the United States, productivity fell in the 1830s 
as the young country was beginning its industrialization. 

This view of the post-1973 productivity slowdown offers an optimistic prospect 
for the future. In the previous industrial revolutions examined by Greenwood and 
Yorukoglu, the revolutionary ideas eventually paid off in terms of very large 
increases in productivity after a few decades of learning. If the productivity slow
down in the 1970s did, in fact, result from the IT revolution, then we should see 
increases in productivity growth in the not-too-distant future. In fact, proponents 
of this view suggest that the improved productivity growth in the 1990s reflects the 
IT revolution. Additional support for this hypothesis is provided by Bart Hobijn 
and Boyan Jovanovic/ both of New York University, who argue that the stock 
market fell during the 1970s because the IT revolution would eventually benefit 
new firms that had not yet been formed, at the expense of existing firms then 
traded on the stock market. As these new firms were born, flourished, and became 
traded on the stock market in the 1980s and 1990s, the stock market boomed. 

'Jeremy Greenwood and Mehmet Yorukoglu, "1974," Camegie-Rochesler Conference Series on Public 
Policy, June 1997, pp. 49-95. 
'Bart Hobijn and Boyan Jovanovic, "The Information Technology Revolution and the Stock Market: 
Preliminary Evidence," American Economic Review. December 2001, pp. 1203-1220. 
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Of course, only time will tell whether predicted gains in productivity will materi
alize and whether the rise in the stock market in the 1990s will continue in the 
twenty-first century. 

Conclusion 
The problem involved in explaining the post-1973 slowdown in productivity 
growth may not be a lack of reasonable explanations but too many. We should not 
dismiss the possibility that there was no single cause of the slowdown but that 
many factors contributed to it. Unfortunately, if there are multiple explanations for 
the slowdown, no single policy action by itself is likely to rev up the productivity 
engine. Fortunately, however, since the mid-1990s, productivity growth has 
increased substantially, as we discuss in the Application, "The Recent Surge in 
U.s. Productivity Growth." 

The Recent Surge in U.S. Productivity Growth 

Our discussion of productivity growth in Table 6.3 showed that productivity 
growth slowed in the period from 1973 to 1982 but returned to a faster pace after 
1982. In the late 1990s, labor productivity grew far more rapidly than it had for the 
preceding 20 years. In the past few years, labor productivity (output per hour in 
the nonfarm business sector) and total factor productivity (A in Equation 6.1) 
have continued to grow, and economists have developed new explanations for 
that growth. 

If we examine the levels of productivity shown in Fig. 6.1, we see that both 
labor productivity and total factor productivity have grown fairly steadily in the 
past 20 years, though labor productivity appears to have increased its growth 
rate since 1995. Labor productivity has grown somewhat faster than total factor 
productivity. (Note that both of the variables are indexed to have a value of 100 in 
year 2000. So, the levels of the indexes themselves have no inherent meaning.) 
Total factor productivity is available only through 2004 because the government 
must collect much more data to account for changes in the quality of capital and 
labor, which is necessary to compute this statistic accurately. As a result, total 
factor productivity numbers are available with a lag of a few years. There does not 
appear, however, to be an increase in the growth rate of total factor productivity 
since 1995. 

Figure 6.2 shows the growth rates of the productivity measures and illustrates 
a widening gap between labor productivity growth and total factor productivity 
growth since 1995. To understand the relationship between the growth rates of total 
factor productivity and average labor productivity, recall Equation (6.2), which is 

flY M IlK LW 
Y 

= 
A + aK K + aN N 

. 



Figure 6.1 

Productivity levels, 
1947-2005 
The chart shows annual 
values for labor produc-
tivity (output per hour in 
the nonfarm business 
sector) and total factor 
productivity (variable A 
in Equation 6.1) for the 
period 1947 to 2005 for 
labor productivity and 
1948 to 2004 for total 
factor productivity. 
SOllrccs: Labor productivity: 
Bureau of Labor Statistics, 
Nonfarm Business Sector: 
Output Per Hour of All 
Persons, available at research. 
stlouisfed.orglfred2lseriesl 
OPHNFB. Total factor produc
tivity: Bureau of Labor Statis
tics, Muitifactor Productivity 
Trends, Table 2, available 
at www.bls.gov/llcws.re1easel 
prod3.t02.htm. 

Figure 6.2 

Productivity growth, 
1948-2005 
The chart shows annual 
values of labor produc
tivity growth for the 
period 1948 to 2005 and 
annual values of total 
factor productivity 
growth for the period 
1949 to 2004. 
Sources: Labor productivity: 
Bureau of Labor Statistics, 
Nonfarm Business Sector: 
Output Per Hour of All 
Persons, available at research. 
stlouisfed.orglfred2lseriesl 
OPHNFB. Total factor produc· 
tivity: Bureau of Labor Statis· 
tics, Multifactor Productivity 
Trends, Table 2, available at 
www.bis.govll/ews.release! 
prod3.t02.htm. 
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Empirically, the elasticity of output with respect to capital, aK, plus the elastic
ity of output with respect to labor, aN' equals one, so that aN = 1- aK• Substituting 
1 - aK for aN in Eq. (6.2) yields 

LlY M LlK LlN 
- = + aK + (l - aK ) . 
Y A K N 

Finally, subtracting the growth rate of labor, LlN/N, from both sides of this 
equa tion yields 

LlY LlN M 
--,--- - = + aK Y N A 

M 
K 

LlN 
N 

• (6.3) 

. . 6Y 6N . 
NotIce that the left-hand sIde of Eq. (6.3), Y - N ,  IS the growth rate of Y /N, that 

is, it is the growth rate of average labor productivity. The amount of capital per unit 
of labor, K/N, grows at the rate 6: _ � Thus, Eq. (6.3) states that the growth rate of 

average labor productivity equals the growth rate of total factor productivity, 
M/A, plus aK times the growth rate of capital per unit of labor. As shown in Fig. 6.2, 
because capital per unit of labor generally grows, so that 6: - � > 0, the growth rate 
of average labor productivity is generally higher than the growth rate of total 
factor productivity. Figure 6.2 also shows that excess of average labor productiv
ity growth over total factor productivity growth has been unusually large since 
1995, which is consistent with a higher growth rate of capital per unit of labor 
during this time. 

The rise in labor productivity growth in the second half of the 1990s has mostly 
been attributed to the revolution in information and communications technologies 
(leT). Recently, research by economists has challenged the view that the growth in 
U.s. labor productivity was largely the result of increased leT growth. One reason 
that economists have looked more carefully at this issue is that many other coun
tries also invested heavily in leT but did not reap the same labor productivity 
rewards as in the United States. 

Why did the United States see an appreciable gain in labor productivity from 
leT, but Europe did not? Researchers have discovered a number of reasons.8 
European firms are subject to substantially more government regulations than 
U.s. firms, and consequently are slower to adopt new technologies. Government
owned firms in Europe often stifle innovation because of a lack of competitive 
pressure. Government regulations have also prevented the existence in Europe of 
"big box" retail outlets that efficiently provide goods to consumers, as in the United 
States. Shortages of workers in Europe who have the skills needed to use the new 
technologies have also slowed their adoption. In the United States, adaptable cap
ital markets and research universities that foster innovation have contributed to the 
adoption of new technologies. 

SPor a readable summary of this research with references to original SQurces, see Ben S. Bernanke, 
"Productivity." Remarks at the Peter C. McColough Roundtable Series on International Economics at 
the University of Arkansas at Little Rock, February 24, 2005. Available at wwwfedemlreserve.govlboarddocs/ 
speeches/200S. 
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Another puzzle that has occupied researchers studying productivity is that, 
although economists attribute productivity gains to ICT investment, the timing is 
strange: There appears to be a long lag between investment in ICT and a rise in pro
ductivity. U.s. firms invested heavily in computers in the 1980s, but productivity 
growth did not rise very much not nearly as much as it has since 1995. In addi
tion, ICT investment fell sharply in 2000, but productivity growth has remained 
strong. As we discussed in the Application, "The Post-1973 Slowdown in Produc
tivity Growth," this weak link in timing between ICT investment and productivity 
improvements may arise because the use of ICT requires more than just buying 
computers it takes research and development expenditures, reorganization of 
the firm, and training of workers. These activities, which economists call invest
ment in intangible capital, take time and may temporarily cause a firm's output to 
decline rather than to rise. Thus, investment in intangible capital can help explain 
the lag between increases in ICT investment and productivity growth. 

Is the recent increase in productivity unique in U.s. history? Not at all. In fact, 
researchers have identified three similar periods in our past: 1873 to 1890, follow
ing the Civil War; 1917 to 1927, following World War I; and 1948 to 1973, following 
World War IP 1n each of these episodes, productivity improvements led to a sub
stantial increase in the U.s. standard of living. New technologies included steam 
power, railroad transportation, and communication by telegraph in the late 1800s; 
electrification in factories after World War I; and the transistor after World War II. 
Each of these periods was characterized not only by new technology but also by 
changes in how business firms were organized and by investments in workers 
(education and training). 

The lesson from history is that it is not just the development of new technology 
that has improved productivity since 1995, but also the ability of U.s. firms to 
adapt and use that technology, with investments in intangible capital and reorga
nization to take advantage of what the new technologies offer. 

9Por details, see Roger W. Ferguson, Jr., and William L. Wascher, "Lessons from Past Productivity 
Booms," Journal of Economic Perspectives 18 (Spring 2004), pp. 3-28. 

6.2 Growth Dyna ics: The Solow Model 

Although growth accounting provides useful information about the sources of 
economic growth, it doesn't completely explain a country's growth performance. 
Because growth accounting takes the economy's rates of input growth as given, 
it can't explain why capital and labor grow at the rates that they do. The growth 
of the capital stock in particular is the result of the myriad saving and invest
ment decisions of households and firms. By taking the growth of the capital 
stock as given, the growth accounting method leaves out an important part of 
the story. 

In this section we take a closer look at the dynamics of economic growth, or 
how the growth process evolves over time. In doing so, we drop the assumption 



224 Chapter 6 Long-Run Economic Growth 

made in Chapter 3 that the capital stock is fixed and study the factors that cause the 
economy's stock of capital to grow. Our analysis is based on a famous model of 
economic growth developed in the late 1950s by Nobel laureate Robert Solow10 of 
MIT, a model that has become the basic framework for most subsequent research 
on growth. Besides clarifying how capital accumulation and economic growth 
are interrelated, the Solow model is useful for examining three basic questions 
about growth: 

1. What is the relationship between a nation's long-run standard of living and 
fundamental factors such as its saving rate, its population growth rate, and its 
ra te of technical progress? 

2. How does a nation's rate of economic growth evolve over time? Will economic 
growth stabilize, accelerate, or stop? 

3. Do economic forces exist that will ultimately allow poorer countries to catch up 
with the richest countries in terms of living standards? 

Setup of the  S o l o w  M o d e l  

The Solow model examines an economy as it evolves over time. To analyze the 
effects of labor force growth as well as changes in capital, we assume that the pop
ulation is growing and that at any particular time a fixed share of the population is 
of working age. For any year, I, 

NI = the number of workers available. 

We assume that the population and work force both grow at fixed rate n. So, if 
n = 0.05, the number of workers in any year is 5% greater than in the previous year. 

At the beginning of each year, I, the economy has available a capital stock, KI. 
(We demonstrate shortly how this capital stock is determined.) During each year, 
I, capital, KI, and labor, NI, are used to produce the economy's total output, YI' Part 
of the output produced each year is invested in new capital or in replacing worn
out capital. We further assume that the economy is closed and that there are no 
government purchases,l1 so the uninvested part of output is consumed by the 
population. If 

YI = output produced in year I, 
II = gross (total) investment in year I, and 

CI = consumption in year I, 

the relationship among consumption, output, and investment in each year is 

(6.4) 

Equation (6.4) states that the uninvested part of the economy's output is consumed. 

IDyhe original article is Robert M. Solow, "A Contribution to the Theory of Economic Growth," 
Quarterly Journal of Economics, February 1956, pp. 65-94. 

11 Analytical Problem 3 at the end of this chapter adds government purchases to the model. 
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Because the population and the labor force are growing in this economy, focus
ing on output, consumption, and the capital stock per worker is convenient. Hence 
we use the following notation: 

Yt = 1'; = output per worker in year t ;  
Nt 
Ct • k . ct = = consumption per wor er m year t; 
Nt 
K 

kt = t = capital stock per worker in year t. 
Nt 

The capital stock per worker, kt, is also called the capital-labor ratio. An important 
goal of the model is to understand how output per worker, consumption per 
worker, and the capital-labor ratio change over timeY 

The Per-Worker Production Funct ion.  In general, the amount of output that 
can be produced by specific quantities of inputs is determined by the production 
function. Until now we have written the production function as a relationship 
between total output, Y, and the total quantities of capital and labor inputs, K and N. 
However, we can also write the production function in per-worker terms as 

Yt = f(kJ (6.5) 

Equation (6.5) indicates that, in each year t, output per worker, Yt depends on 
the amount of available capital per worker, kt' 13 Here we use a lower casefinstead 
of an upper case F for the production function to emphasize that the measurement of 
output and capital is in per-worker terms. For the time being we focus on the role of 
the capital stock in the growth process by assuming no productivity growth and 
thus leaving the productivity term out of the production function, Eq. (6.5) .'4 We 
bring productivity growth back into the model later. 

The per-worker production function is graphed in Fig. 6.3. The capital-labor ratio 
(the amount of capital per worker), kt, is measured on the horizontal axis, and output 
per worker, Yt' is measured on the vertical axis. The production function slopes 
upward from left to right because an increase in the amount of capital per worker 
allows each worker to produce more output. As with the standard production func
tion, the bowed shape of the per-worker production function reflects the diminishing 
marginal productivity of capital. Thus when the capital-labor ratio is already high, an 
increase in the capital-labor ratio has a relatively small effect on output per worker. 

12For purposes of analysis, discussing output and consumption per worker is more convenient than 
discussing output and consumption per member of the population as a whole. Under the assumption 
that the labor force is a fixed fraction of the population and is fully employed, anything we say about 
the growth rate of output or consumption per worker also will be true of the growth rate of output or 
consumption per member of the population. 
13To write the production function in the form of Eg. (6.5) requires the assumption of constant returns 
to scale, which means that an equal percentage increase in both capital and labor inputs results in the 
same percentage increase in total output. So, for example, with constant returns to scale, a 10% increase 
in both capital and labor raises output by 10%. In terms of the growth accounting equation, Eq. (6.2), 
constant returns to scale requires that l1K + l1N ::::: 1. See Analytical Problem 6 at the end of this chapter. 
I'More precisely, we set the total factor productivity term A equal to 1. 
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Figure 6.3 

The per-worker 
production function 
The per-worker produc
tion function, y, = !(k,), 
relates the amount of 
output produced per 
worker, y" to the 
capital-labor ratio, k,. 
For example, when the 
capital-labor ratio is k" 
output per worker is y,. 
The per-worker produc
tion function slopes 
upward from left to right 
because an increase in 
the capital-labor ratio 
raises the amount of 
output produced per 
worker. The bowed 
shape of the production 
function reflects the 
diminishing marginal 
productivity of capital. 
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Steady States. One of the most striking conclusions obtained from the Solow 
model is that in the absence of productivity growth the economy reaches a steady 
state in the long run. A steady state is a situation in which the economy's output 
per worker, consumption per worker, and capital stock per worker are constant
that is, in the steady state, y" c" and k, don't change over time.15 To explain how the 
Solow model works, we first examine the characteristics of a steady state and then 
discuss how the economy might attain it. 

Let's begin by looking at investment in a steady state. In general, gross (total) 
investment in year t, I" is devoted to two purposes: (1) replacing worn-out or 
depreciated capital, and (2) expanding the size of the capital stock. If d is the capi
tal depreciation rate, or the fraction of capital that wears out each year, the total 
amount of depreciation in year t is dK,. The amount by which the capital stock is 
increased is net investment. What is net investment in a steady state? Because cap
ital per worker, K/NI' is constant in a steady state, the total capital stock grows at 
the same rate as the labor force that is, at rate n. Net investment is therefore nK, in 
a steady state.16 To obtain steady-state gross investment, we add steady-state net 
investment nK, and depreciation dK,: 

I, = (n + d)K, (in a steady state). (6.6) 

15Note that if output, consumption, and capital per worker are constant, then total output, consump
tion, and capital all are growing at rate n, the rate of growth of the work force. 
lfiAlgebraical1y, net investment in year t is K'+l - Kr If total capital grows at rate H, then K'+l = (1 + n)K,. 
Substituting for KI+] in the definition of net investment, we find that net investment = (1 + I1)K/ - K/ = 11K/ 
in a steady state. 
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To obtain steady-state consumption (output less investment), we substitute 
Eq. (6.6) into Eq. (6.4): 

C, = Y, - (n + d)K, (in a steady state). (6.7) 

Equation (6.7) measures consumption, output, and capital as economywide 
totals rather than in per-worker terms. To put them in per-worker terms, we divide 
both sides of Eq. (6.7) by the number of workers, N" recalling that c, = C/N" y, = 
Y/N" and k, = K/Nr Then we use the per-worker production function, Eq. (6.5), to 
replace y, with f(k,) and obtain 

c = f(k) - (n + d)k (in a steady state). (6.8) 

Equation (6.8) shows the relationship between conswnption per worker, c, and the 
capital-labor ratio, k, in the steady state. Because consumption per worker and the 
capital-labor ratio are constant in the steady state, we dropped the time subscripts, t. 

Equation (6.8) shows that an increase in the steady-state capital-labor ratio, k, 
has two opposing effects on steady-state consumption per worker, c. First, an 
increase in the steady-state capital-labor ratio raises the amount of output each 
worker can produce,f(k). Second, an increase in the steady-state capital-labor ratio 
increases the amount of output per worker that must be devoted to investment, 
(n + d)k. More goods devoted to investment leaves fewer goods to consume. 

Figure 6.4 shows the trade-off between these two effects. In Fig. 6.4(a) different 
possible values of the steady-state capital-labor ratio, k, are measured on the hori
zontal axis. The curve is the per-worker production function, y = f(k), as in Fig. 6.3. 
The straight line shows steady-state investment per worker, (n + d)k. Equation (6.8) 
indicates that steady-state consumption per worker, c, equals the height of the 
curve, f(k), minus the height of the straight line, (n + d)k. Thus consumption per 
worker is the height of the shaded area. 

The relationship between consumption per worker and the capital-labor ratio in 
the steady state is shown more explicitly in Fig. 6.4(b). For each value of the steady
state capital-labor ratio, k, steady-state consumption, c, is the difference between the 
production function and investment in Fig. 6.4(a). Note that, starting from low and 
medium values of k (values less than kG in Fig. 6.4(b i), increases in the steady-state 
capital-labor ratio lead to greater steady-state consumption per worker. The level of 
the capital-labor ratio that maximizes consumption per worker in the steady state, 
shown as kG in Fig. 6.4, is known as the Golden Rule capital-labor ratio, so-called 
because it maximizes the economic welfare of future generations.17 

However, for high values of k (values greater than the Golden Rule capital
labor ratio, kG)' increases in the steady-state capital-labor ratio actually result in 
lower steady-state consumption per worker because so much investment is needed 
to maintain the high level of capital per worker. In the extreme case, where k = kmax 
in Fig. 6.4, all output has to be devoted to replacing and expanding the capital 
stock, with nothing left to consume! 

Policymakers often try to improve long-run living standards with policies 
aimed at increasing the capital-labor ratio by stimulating saving and investment. 
Figure 6.4 shows the limits to this strategy. A country with a low amount of capital 

17Readers familiar with calculus might try to use Eq. (6.8) to show that, at the Golden Rule 
capital-labor ratio, the marginal product of capital equals 11 + d. 
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Figure 6.4 

The relationship 
of consumption 
per worker to the 
capital-labor ratio 
in the steady state 
(a) For each value of the 
capital-labor ratio, k, 
steady-state output per 
worker, y, is given by the 
per-worker production 
function, f(k). Steady-state 
investment per worker, 
(/1 + d)k, is a straight line 
with slope /1 + d. Steady
state consumption per 
worker, c, is the difference 
between output per 
worker and investment 
per worker (the peach
shaded area). For example, 
if the capital-labor ratio is 
kG' steady-state consump
tion per worker is cG' 
(b) For each value of the 
steady-state capita I-labor 
ratio, k, steady-state con
sumption per worker, c, is 
derived in (a) as the dif
ference between output 
per worker and invest
ment per worker. Thus 
the shaded area (peach) in 
(b) corresponds to the 
shaded area in (a). Note 
that, starting from a low 
value of the capital-labor 
ratio, an increase in the 
capital-labor ratio raises 
steady-state consumption 
per worker. However, 
starting from a capital
labor ratio greater than 
the Golden Rule level, 
kG! an increase in the 
capital-labor ratio actually 
lowers consumption per 
worker. When the 
capital-labor ratio equals 
k , all output is devoted max 

to investment, and steady
state consumption per 
worker is zero. 

.� 

-= Q. -= o 

(a) 

" �' " 
� o � � " Q. 
" 
o .� -Q. e = '" " 
o U 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

C G . . . . . . . . . . . .  . 

(b) 

kG 
Golden Rule 

capital-labor ratio 

Steady-state 
investment 
per worker, 
(11 + d)k 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

k max 
• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

kmax 

Per-worker 
production 
function, 
y = f(k) 

Capital-labor ratio, k 

Capital-labor ratio, k 



6.2 G rowth Dynamics: The Solow Model 229 

per worker may hope to improve long-run (steady-state) living standards sub
stantially by increasing its capital-labor ratio. However, a country that already 
has a !Ugh level of capital per worker may find that further increases in the capital
labor ratio fail to raise steady-state consumption much. The fundamental reason 
for this outcome is the diminishing marginal productivity of capital that is, the 
larger the capital stock already is, the smaller the benefit from expanding the cap
ital stock further. Indeed, Fig. 6.4 shows that, theoretically, capital per worker can 
be so high that further increases will actually lower steady-state consumption 
per worker. 

In any economy in the world today, could a higher capital stock lead to less 
consumption in the long run? An empirical study of seven advanced industrial 
countries concluded that the answer is "no." Even for high-saving Japan, further 
increases in capital per worker would lead to !Ugher steady-state consumption per 
worker.18 Thus in our analysis we will always assume that an increase in the 
steady-state capital-labor ratio raises steady-state consumption per worker. 

Reaching  the Steady State. Our discussion of steady states leaves two loose 
ends. First, we need to say something about why an economy like the one we 
describe here eventually will reach a steady state, as we claimed earlier. Second, we 
have not yet shown which steady state the economy will reach; that is, we would 
like to know the steady-state level of consumption per worker and the steady
state capital-labor ratio that the economy will eventually attain. 

To tie up these loose ends, we need one more piece of information: the rate at 
which people save. To keep things as simple as possible, suppose that saving in this 
economy is proportional to current income: 

S, = sY" (6.9) 

where S, is national saving19 in year t and s is the saving rate, which we assume to 
be constant. Because a $1 increase in current income raises saving, but by less than 
$1 (see Chapter 4), we take s to be a number between 0 and 1 .  Equation (6.9) ignores 
some other determinants of saving discussed in earlier chapters, such as the real 
interest rate. However, including these other factors wouldn't change our basic con
clusions, so for simplicity we omit them. 

In every year, national saving, S" equals investment, I,. Therefore 

sY, = (n + d)K, (in a steady state), (6.10) 

where the left side of Eq. (6.10) is saving (see Eq. 6.9) and the right side of Eq. (6.10) 
is steady-state investment (see Eq. 6.6). 

Equation (6.10) shows the relation between total output, Y" and the total cap
ital stock, K" that holds in the steady state. To determine steady-state capital per 
worker, we divide both sides of Eq. (6.10) by N,. We then use the production func
tion, Eq. (6.5), to replace y, with f(k,): 

sf(k) = (n + d)k (in the steady state). (6.11) 

l'See Andrew B. Abel, N. Gregory Mankiw, Lawrence H. Summers, and Richard J. Zeckhauser, "Assessing 
Dynamic EfAciency: Theory and Evidence," Review of Economic Studies, January 1989, pp. 1-20. 
l�ith no government in this model, national saving and private saving are the same. 
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Equation (6.11) indicates that saving per worker, sf(k), equals steady-state invest
ment per worker, (n + d)k. Because the capital-labor ratio, k, is constant in the 
steady state, we again drop the subscripts, t, from the equation. 

With Eq. (6.11) we can now determine the steady-state capital-labor ratio that 
the economy will attain, as shown in Fig. 6.5. The capital-labor ratio is measured 
along the horizontal axis. Saving per worker and investment per worker are mea
sured on the vertical axis. 

The bowed curve shows how the amount of saving per worker, sf(k), is related 
to the capital-labor ratio. This curve slopes upward because an increase in the 
capital-labor ratio implies higher output per worker and thus more saving per 
worker. The saving-per-worker curve has the same general shape as the per-worker 
production function, because saving per worker equals the per-worker production 
function,f(k), multiplied by the fixed saving rate, s. 

The line in Fig. 6.5 represents steady-state investment per worker, (n + d)k. 
The steady-state investment line slopes upward because, as the capital-labor ratio 
rises, more investment per worker is required to replace depreciating capital and 
equip new workers with the same high level of capital. 

According to Eq. (6.11), the steady-state capital-labor ratio must ensure that 
saving per worker and steady-state investment per worker are equal. The one level 
of the capital-labor ratio for which this condition is satisfied is shown in Fig. 6.5 as 
k*, the value of k at which the saving curve and the steady-state investment line 
cross. For any other value of k, saving and steady-state investment won't be equal. 
Thus k* is the only possible steady-state capital-labor ratio for this economy.20 

With the unique steady-state capital-labor ratio, k*, we can also find steady
state output and consumption per worker. From the per-worker production func
tion, Eq. (6.5), if the steady-state capital-labor ratio is k*, steady-state output per 
worker, y*, is 

y* = f(k*). 

From Eq. (6.8) steady-state consumption per worker, c*, equals steady-state 
output per worker, f(k*), minus steady-state investment per worker, (n + d)k*: 

c* = f(k*) - (n + d)k*. 

Recall that, in the empirically realistic case, a higher value of the steady-state 
capital-labor ratio, k*, implies greater steady-state consumption per worker, c*. 

Using the condition that in a steady state, national saving equals steady-state 
investment, we found the steady-state capital-labor ratio, k*. When capital per 
worker is k*, the amount that people choose to save will just equal the amount of 
investment necessary to keep capital per worker at k*. Thus, when the economy's 
capital-labor ratio reaches k*, it will remain there forever. 

But is there any reason to believe that the capital-labor ratio will ever reach k* 
if it starts at some other value? Yes, there is. Suppose that the capital-labor ratio 
happens to be less than k*; for example, it equals kl in Fig. 6.5. When capital per 
worker is kl' the amount of saving per worker, sj(k1), is greater than the amount of 

20 Actually, there is also a steady state at the point k = 0, at which the capital stock, output, and con
sumption are zero forever. However, as long as the economy starts out with a positive amount of 
capital, it will never reach the zero-capital steady state. 
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investment needed to keep the capital-labor ratio constant, (n + d)kl' When this 
extra saving is invested to create new capital, the capital-labor ratio will rise. As 
indicated by the arrows on the horizontal axis, the capital-labor ratio will increase 
from kl toward k*. 

If capital per worker is initially greater than k* for example, if k equals k2 in 
Fig. 6.5 the explanation of why the economy converges to a steady state is similar. 
If the capital-labor ratio exceeds k*, the amoWlt of saving that is done will be less than 
the amount of investment that is necessary to keep the capital-labor ratio constant. 
(In Fig. 6.5, when k equals k2' the saving curve lies below the steady-state investment 
line.) Thus the capital-labor ratio will fall over time from k2 toward k*, as indicated by 
the arrows. Output per worker will also fall until it reaches its steady-state value. 

To summarize, if we assume no productivity growth, the economy must even
tually reach a steady state. In this steady state the capital-labor ratio, output per 
worker, and consumption per worker remain constant over time. (However, total 
capital, output, and consumption grow at rate n, the rate of growth of the labor 
force.) This conclusion might seem gloomy because it implies that living standards 
must eventually stop improving. However, that conclusion can be avoided if, in 
fact, productivity continually increases. 

The F u n d a m enta l Dete r m i n a n ts of Long-Run  Liv i n g  Sta n d a rd s  

What determines how well off the average person in an economy will be in the long 
run? If we measure long-run well-being by the steady-state level of consumption 
per worker, we can use the Solow model to answer this question. Here, we discuss 
three factors that affect long-run living standards: the saving rate, population 
growth, and productivity growth (see Summary table 8). 
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Figure 6.6 
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The Saving Rate, According to the Solow model, a higher saving rate implies 
higher living standards in the long run, as illustrated in Fig. 6.6. Suppose that the 
economy's initial saving rate is 51 so that saving per worker is 5d(k). The saving 
curve when the saving rate is 51 is labeled "Initial saving per worker." The initial 
steady-state capital-labor ratio, k�, is the capital-labor ratio at which the initial 
saving curve and the investment line cross (point A). 

Suppose now that the government introduces policies that strengthen the 
incentives for saving, causing the country's saving rate to rise from 51 to 52' The 
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The effect of a higher 
population growth rate 
on the steady-state 
capital-labor ratio 
An increase in the popu
lation growth rate from 
n 1 to n2 increases steady
state investment per 
worker from (11, + d)k to 
(11, + d)k. The steady-state 
investment line pivots up 
and to the left as its slope 
rises from 111 + d to n2 + d. 
The point where saving 
per worker equa Is 
steady-state investment 
per worker shifts from 
point A to point B, and 
the corresponding ca pi tal
labor ratio falls from k; 
to k;. A higher popula
tion growth rate there
fore causes the 
steady-state capital-labor 
ra tio to fall. 

6.2 Growth Dynamics: The Solow Modelh 233 

increased saving rate raises saving at every level of the capital-labor ratio. Graphically, 
the saving curve shifts upward from sd(k) to szf(k). The new steady-state capital-labor 
ratio, k;, corresponds to the intersection of the new saving curve and the invest
ment line (point B). Because k; is larger than k�, the higher saving rate has 
increased the steady-state capital-labor ratio. Gradually, this economy will move to 
the higher steady-state capital-labor ratio, as indicated by the arrows on the hori
zontal axis. In the new steady state, output per worker and consumption per 
worker will be higher than in the original steady state. 

An increased saving rate leads to higher output, consumption, and capital per 
worker in the long run, so it might seem that a policy goal should be to make the 
country's saving rate as high as possible. However, this conclusion isn't necessar
ily correct: Although a higher saving rate raises consumption per worker in the 
long run, an increase in the saving rate initially causes consumption to fall. This 
decline occurs because, at the initial level of output, increases in saving and invest
ment leave less available for current consumption. Thus higher future consumption 
has a cost in terms of lower present consumption. Society's choice of a saving rate 
should take into account this trade-off between current and future consumption. 
Beyond a certain point the cost of reduced consumption today will outweigh the 
long-run benefits of a higher saving rate. 

Popu lat ion G rowth . In many developing countries a high rate of population 
growth is considered to be a major problem, and reducing it is a primary policy 
goal. What is the relationship between population growth and a country's level of 
development, as measured by output, consumption, and capital per worker? 

The Solow model's answer to this question is shown in Fig. 6.7. An initial 
steady-state capital-labor ratio, k�, corresponds to the intersection of the 
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steady-state investment line and the saving curve at point A. Now suppose that the 
rate of population growth, which is the same as the rate of labor force growth, rises 
from an initial level of n1 to n2• What happens? 

An increase in the population growth rate means that workers are entering the 
labor force more rapidly than before. These new workers must be equipped with 
capital. Thus, to maintain the same steady-state capital-labor ratio, the amount of 
investment per current member of the work force must rise. Algebraically, the rise in 
n increases steady-state investment per worker from (nl + d)k to (n2 + d)k. This 
increase in the population growth rate causes the steady-state investment line to 
pivot up and to the left, as its slope rises from (nl + d) to (nz + d). 

After the pivot of the steady-state investment line, the new steady state is at 
point B. The new steady-state capital-labor ratio is k;, which is lower than the orig
inal capital-labor ratio, k;. Because the new steady-state capital-labor ratio is 
lower, the new steady-state output per worker and consumption per worker will be 
lower as well. 

Thus the Solow model implies that increased population growth will lower 
living standards. The basic problem is that when the work force is growing rapidly, 
a large part of current output must be devoted just to providing capital for the new 
workers to use. This result suggests that policies to control population growth will 
indeed improve living standards. 

There are some counterarguments to the conclusion that policy should aim to 
reduce population growth. First, although a reduction in the rate of population 
growth n raises consumption per worker, it also reduces the growth rate of total 
output and consumption, which grow at rate n in the steady state. Having fewer 
people means more for each person but also less total productive capacity. For some 
purposes (military, political) a country may care about its total output as well as 
output per person. Thus, for example, some countries of Western Europe are con
cerned about projections that their populations will actually shrink in the next cen
tury, possibly reducing their ability to defend themselves or influence world events. 

Second, an assumption in the Solow model is that the proportion of the total 
population that is of working age is fixed. When the population growth rate 
changes dramatically, this assumption may not hold. For example, declining birth 
rates in the United States imply that the ratio of working-age people to retirees will 
become unusually low early in the twenty-first century, a development that may 
cause problems for Social Security funding and other areas such as health care. 

Productivity Growth. A significant aspect of the basic Solow model is that, ulti
mately, the economy reaches a steady state in which output per capita is constant. 
But in the introduction to this chapter we described how Japanese output per 
person has grown by a factor of 29 since 1870! How can the Solow model account 
for that sustained growth? The key is a factor that we haven't yet made part of the 
analysis: productivity growth. 

The effects of a productivity improvement the result of, say, a new technology'
are shown in Figs. 6.8 and 6.9. An improvement in productivity corresponds to an 
upward shift in the per-worker production function because, at any prevailing 
capital-labor ratio, each worker can produce more output. Figure 6.8 shows a shift 
from the original production function, y = fl(k), to a "new, improved" production 
function, y = fz(k). The productivity improvement corresponds to a beneficial 
supply shock, as explained in Chapter 3. 
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Figure 6.9 shows the effects of this productivity improvement in the Solow 
model. As before, the initial steady state is determined by the intersection of the 
saving curve and the steady-state investment line at point A; the corresponding 
steady-state capital-labor ratio is k;. The productivity improvement raises output 
per worker for any level of the capital-labor ratio. As saving per worker is a constant 
fraction, s, of output per worker, saving per worker also rises at any capital-labor 
ratio. Graphically, the saving curve shifts upward from sj,(k) to sf2(k), now intersect
ing the steady-state investment line at point B. The new steady-state capital-labor 
ratio is k�, which is higher than the original steady-state capital-labor ratio, k;. 

Overall, a productivity improvement raises steady-state output and consumption 
per worker in two ways. First, it directly increases the amount that can be produced 
at any capital-labor ratio. Second, as Fig. 6.9 shows, by raising the supply of saving, 
a productivity improvement causes the long-run capital-labor ratio to rise. Thus a pro
ductivity improvement has a doubly beneficial impact on the standard of living. 

Like a one-time increase in the saving rate or decrease in the population growth 
rate, a one-time productivity improvement shifts the economy only from one 
steady state to a higher one. When the economy reaches the new steady state, con
sumption per worker once again becomes constant. Is there some way to keep 
consumption per worker growing indefinitely? 

In reality, there are limits to how high the saving rate can rise (it certainly can't 
exceed 100%!) or how low the population growth rate can fall. Thus higher saving 
rates or slower population growth aren't likely sources of continually higher living 
standards. However, since the Industrial Revolution, if not before, people have 
shown remarkable ingenuity in becoming more and more productive. In the very 
long run, according to the Solow model, only these continuing increases in pro
ductivity hold the promise of perpetually better living standards. Thus we con
clude that, in the long run, the rate of productivity improvement is the dominant factor 
determining how quickly living standards rise. 

The Growth of China 

China has experienced soaring growth rates in recent years. Because of its size 
(population of 1 .3 billion), China could become the next great world economic 
power. Although it has grown rapidly in the past few decades, China started from 
such a low level of GDP per capita that the country has a long way to go before its 
GDP per capita catches up to GDP per capita in advanced economies. 

Table 6.4 shows that China's GDP per capita compares poorly with other coun
tries. As recently as 1998, China's real GDP per capita was about 16% of Japan's, 
even though China and Japan were not very far apart in real GDP per capita in 
1870. Real GDP per capita in China was actually lower in 1950 than it had been 
80 years earlier in 1870. 

In recent years, real GDP growth in China has been quite rapid. Figure 6.10 
shows the growth rate of GDP in China compared with that in the United States. In 
the past nine years, China's GDP growth rate has averaged 8.8% per year, whereas 
the U.s. GDP growth rate averaged just 3.3% per year. Analysts have attributed the 



Figure 6. 1 0  

Real GOP growth 
in China and the 
United States, 1997-2005 
The chart shows annual 
values for real GDP 
growth for both China 
and the United States for 
the period 1997 to 2005. 
Source: International Monetary 
Fund, World Economic Out-
look, available at www.imforg/ 
exterllal/pllbslft/weo/2006/01/ 
illdex.htm. 
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Table 6.4 

Economic Growth in China, the United States, and Japan 

Country 

China 
Japan 
United States 

1870 

530 
737 

2,445 

Levels of real GOP per capita 

19 13  

552 
1 ,385 
5,301 

1950 

439 
1 ,926 
9,561 

1 998 

3,1 1 7  
20,084 
27,331 

Annual growth rate 
1 87G-1998 

1 .4% 
2.6 
1.9 

Note: Figures are in U.S. dollars at 1990 prices, adjusted for differences in the purchasing power of the 
various national currencies. 
Source: Data from Angus Maddison, The World Economy: A Millenial Perspective, Paris: OECD, 2001. 

rapid growth rate in China to a tremendous increase in capital investment, fast 
productivity growth that has arisen in part from the transition from a centrally 
planned economy to a market economy, and increased trade with other countries.21 

Because of its economic failures before 1979 when government central planners 
ran business firms, China has needed to rebuild its infrastructure, housing 
stock, and production facilities. As a result, investment in China is a much higher 

21For a readable and comprehensive review of China's economic growth in recent years, see Mathew 
Shane and Fred Gale, "China: A Study of Dynamic Growth," U.s. Department of Agriculture, Economic 
Research Service, WRS-04-08, October 2004; available at www.ers.lIsda.gov. Many of the facts about China 
discussed later are based on this article. 
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percentage of GOP than in most countries, including the United States. Consump
tion spending is low relative to consumption in other countries, so the saving rate in 
China is high. In fact, national saving in China is large enough to finance the large 
amount of investment spending and still enable China to run a current account 
surplus (see the goods market equilibrium condition in an open economy, Eq. 5.3). 

Given that China has a population four times the size of the u.s. population, it 
may not be surprising that Chinese workers earn low wages and that China com
petes internationally in labor-intensive industries rather than capital-intensive 
industries. However, as China continues to grow and as its productivity keeps 
rising along with the growth of its capital stock, China should eventually experi
ence higher wages and an increased standard of living. The main problems that 
China will face in the near future include a weak banking system, increasing 
income inequality, and high unemployment among rural workers. 

E n d o g e n o u s  G rowth T h e o ry 

The traditional Solow model of economic growth has proved quite useful, but it 
nevertheless has at least one serious shortcoming as a model of economic growth. 
According to the Solow model, productivity growth is the only source of long-run 
growth of output per capita, so a full explanation of long-run economic growth 
requires an explanation of productivity growth. The model, however, simply takes 
the rate of productivity growth as given, rather than trying to explain how it is 
determined. That is, the Solow model assumes, rather than explains, the behavior of 
the crucial determinant of the long-run growth rate of output per capita. 

In response to this shortcoming of the Solow model, a new branch of growth 
theory, endogenous growth theory, has been developed to try to explain produc
tivity growth and hence the growth rate of output endogenously, or within the 
mode]22 As we will see, an important implication of endogenous growth theory is 
that a country's long-run growth rate depends on its rate of saving and investment, 
not only on exogenous productivity growth (as implied by the Solow model). 

Here we present a simple endogenous growth model in which the number of 
workers remains constant, a condition implying that the growth rate of output per 
worker is simply equal to the growth rate of output. Our simple endogenous 
growth model is based on the aggregate production function 

Y = AK (6.12) 

where Y is aggregate output and K is the aggregate capital stock. The parameter A 
in Eq. (6.12) is a positive constant. According to the production function in Eq. (6.12), 
each additional unit of capital increases output by A units, regardless of how many 
units of capital are used in production. Because the marginal product of capital, 

22Two important early articles in endogenous growth theory are Paul Romer, "Increasing Returns and 
Long-Run Growth," journal of Political Economy, October 1986, pp. 1002-1037, and Robert E. Lucas, Jr., 
"On the Mechanics of Economic Development," jotlrnal of Monetary Economics. July 1988, pp. 3-42. A 
more accessible description of endogenous growth theory is in Paul Romer, "The Origins of Endogenous 
Growth," journal of ECOIlOlIlic Perspectives, Winter 1994, pp. 3-22. 
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equal to A, does not depend on the size of the capital stock K, the production func
tion in Eq. (6.12) does not imply diminishing marginal productivity of capital. The 
assumption that the marginal productivity is constant, rather than diminishing, is 
a key departure from the Solow growth model. 

Endogenous growth theorists have provided a number of reasons to explain why, 
for the economy as a whole, the marginal productivity of capital may not be dimin
ishing. One explanation emphasizes the role of human capital, the economists' term 
for the knowledge, skills, and training of individuals. As economies accumulate cap
ital and become richer, they devote more resources to "investing in people," through 
improved nutrition, schooling, health care, and on-the-job training. This invesbnent in 
people increases the country's human capital, which in turn raises productivity. If the 
physical capital stock increases while the stock of human capital remains fixed, there 
will be diminishing marginal productivity of physical capital, as each unit of physical 
capital effectively works with a smaller amount of human capital. Endogenous 
growth theory argues that, as an economy's physical capital stock increases, its human 
capital stock tends to increase in the same proportion. Thus, when the physical capi
tal stock increases, each unit of physical capital effectively works with the same 
amount of human capital, so the marginal productivity of capital need not decrease. 

A second rationalization of a constant marginal productivity of capital is based 
on the observation that, in a growing economy, firms have incentives to undertake 
research and development (R&D) activities. These activities increase the stock of 
commercially valuable knowledge, including new products and production tech
niques. According to this R&D-focused explanation, increases in capital and output 
tend to generate increases in technical know-how, and the resulting productivity 
gains offset any tendency for the marginal productivity of capital to decline. 

Having examined why a production function like Eq. (6.12) might be a rea
sonable description of the economy as a whole, once factors such as increased 
human capital and research and development are taken into account, let's work out 
the implications of this equation. As in the Solow model, let's assume that nation
al saving, S, is a constant fraction s of aggregate output, AK, so that 5 = sAK. In a 
closed economy, investment must equal saving. Recall that total investment equals 
net investment (the net increase in the capital stock) plus depreciation, or I = 11K + 
dK. Therefore, setting investment equal to saving, we have 

11K + dK = sAK. (6.13) 

Next, we divide both sides of Eq. (6.13) by K and then subtract d from both 
sides of the resulting equation to obtain the growth rate of the capital stock. 

11K 
= sA - d. 

K 
(6.14) 

Because output is proportional to the capital stock, the growth rate of output "y 
equals the growth rate of the capital stock "; .Therefore Eq. (6.14) implies y 

IlY 
= sA - d. 

Y 
(6.15) 

Equation (6.15) shows that, in the endogenous growth model, the growth rate of 
output depends on the saving rate s. As we are assuming that the number of work
ers remains constant over time, the growth rate of output per worker equals the 
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growth rate of output given in Eq. (6.15), and thus depends on the saving rate s. The 
result that the saving rate affects the long-run growth rate of output stands in sharp 
contrast to the results of the Solow model, in which the saving rate does not affect 
the long-run growth rate. Saving affects long-run growth in the endogenous growth 
framework because, in that framework, higher rates of saving and capital formation 
stimulate greater investment in human capital and R&D. The resulting increases in 
productivity help to spur long-run growth. In summary, in comparison to the Solow 
model, the endogenous growth model places greater emphasis on saving, human 
capital formation, and R&D as sources of long-run growth. 

Although endogenous growth theory remains in a developmental stage, the 
approach appears promising in at least two dimensions. First, this theory attempts 
to explain, rather than assumes, the economy's rate of productivity growth. Second, 
it shows how the long-run growth rate of output may depend on factors, such as 
the country's saving rate, that can be affected by government policies. Many econ
omists working in this area are optimistic that endogenous growth theory will 
yield further insights into the creative processes underlying productivity growth, 
while providing lessons that might be applied to help the poorest nations of the 
world achieve substantially higher standards of living. 

6.3 Government Policies to Raise Long -Run Livin g  Standards 

Increased growth and a higher standard of living in the long run often are cited by 
political leaders as primary policy goals. Let's take a closer look at government 
policies that may be useful in raising a country's long-run standard of living. 

P o l i c ies to Affect the S a v i n g  Rate 

The Solow model suggests that the rate of national saving is a principal determi
nant of long-run living standards. However, this conclusion doesn't necessarily 
mean that policymakers should try to force the saving rate upward, because more 
saving means less consumption in the short run. Indeed, if the "invisible hand" of 
free markets is working well, the saving rate freely chosen by individuals should be 
the one that optimally balances the benefit of saving more (higher future living 
standards) against the cost of saving more (less present consumption). 

Despite the argument that saving decisions are best left to private individuals 
and the free market, some people claim that Americans save too little and that U.s. 
policy should aim at raising the saving rate. One possible justification for this 
claim is that existing tax laws discriminate against saving by taxing away part of 
the returns to saving; a "pro-saving" policy thus is necessary to offset this bias. 
Another view is that Americans are just too shortsighted in their saving decisions 
and must be encouraged to save more. 

What policies can be used to increase saving? If saving were highly responsive 
to the real interest rate, tax breaks that increase the real return that savers receive 
would be effective. For example, some economists advocate taxing households on 
how much they consume rather than on how much they earn, thereby exempting 
from taxation the income that is saved. But, as we noted in Chapter 4, although 
saving appears to increase when the expected real return available to savers rises, 
most studies find this response to be small. 
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An alternative and perhaps more direct way to increase the national saving rate 
is by increasing the amount that the government saves; in other words, the gov
ernment should try to reduce its deficit or increase its surplus. Our analysis of the 
twin deficits debate (Chapter 5) indicated that reducing the deficit by reducing gov
ernment purchases will lead to more national saving. Many economists also argue 
that raising taxes to reduce the deficit or increase the surplus will also increase 
national saving by leading people to consume less. However, believers in Ricardian 
equivalence contend that tax increases without changes in current or planned gov
ernment purchases won't affect consumption or national saving. 

P o l i c i es to Ra ise  t h e  Rate of Product ivity G rowth 

Of the factors affecting long-run living standards, the rate of productivity growth 
may well be the most important in that according to the Solow model only 
ongoing productivity growth can lead to continuing improvement in output and 
consumption per worker. Government policy can attempt to increase productivity 
in several ways.23 

I m p rovi ng I nfrastructure . Some research findings suggest a significant link 
between productivity and the quality of a nation's infrastructure its highways, 
bridges, utilities, dams, airports, and other publicly owned capitaJ.24 The construc
tion of the interstate highway system in the United States, for example, significantly 
reduced the cost of transporting goods and stimulated tourism and other industries. 
In the past quarter-century the rate of U.5. government investment in infrastructure 
has fallen, leading to a decline in the quality and quantity of public capital.25 Revers
ing this trend, some economists argue, might help achieve higher productivity. 
However, not everyone agrees that more infrastructure investment is needed. For 
example, some critics have pointed out that the links between productivity growth 
and infrastructure aren't clear. If rich countries are more likely to build roads and 
hospitals, perhaps higher productivity growth leads to more infrastructure, rather 
than vice versa. Others worry that infrastructure investments by the government 
may involve political considerations (for example, favoring the districts of powerful 
members of Congress) more than promoting economic efficiency. 

B u i l d i n g  Human Cap i ta l .  Recent research findings point to a strong connec
tion between productivity growth and human capital. The government affects 
human capital development through educational policies, worker training or 
relocation programs, health programs, and in other ways. Specific programs 
should be examined carefully to see whether benefits exceed costs, but a case may 

23According to endogenous growth theory, an increase in the saving rate will increase the rate of pro
ductivity growth and hence increase the growth rates of output and consumption per worker. Thus, 
in addition to the policies discussed here, government may attempt to increase productivity growth 
by trying to increase the saving rate. 
24See, for example, David A. Aschauer, "Rx for Productivity: Build Infrastructure," Chicago Fed Letter, 
Federal Reserve Bank of Chicago, September 1988. 

25For data and discussion, see Clifford Winston and Barry Bosworth, "Public Infrastructure," in Henry 
). Aaron and Charles L. Schultze, eds., Sellillg Domestic Priorities: What Call Govemmellt Do? Washington: 
Brookings Institution, 1992. 
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be made for greater commitment to human capital formation as a way to boost 
productivity growth. 

One crucial form of human capital, which we haven't yet mentioned, is entre
preneurial skill. People with the ability to build a successful new business or to 
bring a new product to market play a key role in economic growth. Productivity 
growth may increase if the government were to remove unnecessary barriers to 
entrepreneurial activity (such as excessive red tape) and give people with entre
preneurial skills greater incentives to use those skills productively.26 

Encoura g i n g Research and  Deve lopment. The government also may be able 
to stimulate productivity growth by affecting rates of scientific and technical 
progress. The U.s. government directly supports much basic scientific research 
(through the National Science Foundation, for example). Most economists agree 
with this type of policy because the benefits of scientific progress, like those of human 
capital development, spread throughout the economy. Basic scientific research may 
thus be a good investment from society's point of view, even if no individual firm 
finds such research profitable. Some economists would go further and say that even 
more applied, commercially oriented research deserves government aid. 

26Por a discussion of the importance of entrepreneurial activity and how it is affected by government 
policy and the social environment, see William J. Baumol, "Entrepreneurship: Productive, 
Unproductive, and Destructive," Journal of Political ECOIlOmy. October 1990 (part 1). pp. 893-921. 

C H A P T E R  S U M M A RY 

1. Economic growth is the principal source of improving 
standards of living over time. Over long periods, even 
small differences in growth rates can have a large 
effect on nations' standards of living. 

2. Growth accounting is a method for breaking total 
output growth into the portions resulting from 
growth in capital inputs, growth in labor inputs, and 
growth in productivity. All three factors have con
tributed to long-run economic growth in the United 
States. However, the slowdown in U.s. output growth 
after 1973 (and in other countries) primarily reflects a 
sharp decline in productivity growth. Part of this 
slowdown may be illusory, a product of measurement 
problems. Other explanations of the decline in pro
ductivity growth include the legal and human envi
ronment (for example, increased worker safety), 
increased oil prices, and the cost of adopting new 
information technologies. 

3. The Solow model of economic growth examines the 
interaction of growth, saving, and capital accumula
tion over time. It predicts that in the absence of pro
ductivity growth the economy will reach a steady 
state in which output, consumption, and capital per 
worker are constant. 

4. According to the Solow model, each of the following 
leads to higher output, consumption, and capital per 
worker in the long run: an increase in the saving rate, 
a decline in  the population growth rate, and an 
increase in productivity. 

5. Endogenous growth theory attempts to explain, 
rather than assumes, the economywide rate of pro
ductivity growth. One strand of this approach empha
sizes the formation of human capital, including the 
acquisition of skills and training by workers. A second 
strand focuses on research and development activity 
by firms. Endogenous growth theorists argue that, 
because growth in capital and output engenders 
increased human capital and innovation, the marginal 
productivity of capital may not be diminishing for 
the economy as a whole. An implication of this theory 
is that the saving rate can affect the long-run rate of 
economic growth. 

6. Government policies to raise long-run living stan
dards include raising the rate of saving and increasing 
productivity. Possible ways of increasing productivity 
involve investing in public capital (infrastructure), 
encouraging the formation of human capital, and 
increasing research and development. 
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the per-worker capital stock, nk, and replacing worn-out 
(6.2) or depreciated capital, dk. 

The growth accounting equation states that output 
growth, t.Y/Y, depends on the growth rate of productivity, 
MIA, the growth rate of capital, t.KIK, and the growth 
rate of labor, 1'lN/N. The elasticity of output with respect to 
capital, aK' gives the percentage increase in output that 
results when capital increases by 1 %. The elasticity of 
output with respect to labor, aN' gives the percentage 
increase in output that results when labor increases by 1 %. 

y, = f(k,) (6.5) 

For any year, t, the per-worker production function relates 
output per worker, y" to capital per worker (also called the 
capital-labor ratio), k,. 

c = f(k) - (/1 + d)k (6.8) 

Steady-state consumption per worker, c, equals steady
state output per worker, f(k), minus steady-state invest
ment per worker, (/1 + d)k. Steady-state output per worker 
is determined by per-worker production, f(k), where k is 
the steady-state capital-labor ratio. Steady-state investment 
per worker has two parts: equipping new workers with 

R E V I EW Q U E S T I O N S  

Questions marked with a brown circle are available in 
MyEconLab at www.myeconlab.com. 

According to the growth accounting approach, wha t 
are the three sources of economic growth? From what 
basic economic relationship is the growth accounting 
approach derived? 

Of the three sources of growth identified by growth 
accounting, which one is primarily responsible for the 
slowdown in U.s. economic growth after 1973? What 

sf(k) = (n + d)k (6.11) 

The steady state is determined by the condition that 
saving per worker, sf(k), equals steady-state investment 
per worker, (/1 + d)k. Saving per worker equals the saving 
rate s times output per worker,J(k). 

Y = AK (6.12) 

Endogenous growth theory replaces the assumption of 
diminishing marginal productivity of capital with the 
assumption that the marginal productivity of capital is 
independent of the level of the capital stock. Tn the pro
duction function relating aggregate output Y to the aggre
gate capital stock K in Eq. (6.12), the marginal product of 
capital is constant and equal to the parameter A. 

t.Y 
= sA - d  

Y 
(6.15) 

In an endogenous growth model, the growth rate of output, �:, is determined endogenously by the saving rate, s. 
An increase in the saving rate increases the growth rate 
of output. 

explanations have been given for the decline in this 
source of growth? 

How did technology increase U.s. economic growth in 
the 1990s? 

Explain what is meant by a steady state. In the Solow 
model, which variables are constant in a steady state? 

According to the Solow model of economic growth, if 
there is no productivity growth, what will happen to 
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output per worker, consumption per worker, and cap
ital per worker in the long run? 

o True or false? The higher the steady-state capital-labor 
ratio is, the more consumption each worker can enjoy 
in the long run. Explain your answer. 

What effect should each of the following have on 
long-run living standards, according to the Solow 
model? 
a. An increase in the saving rate. 
b. An increase in the population growth rate. 
c. A one-time improvement in productivity. 

N U M E R I C A L  P R O B L E M S  

Questions marked with a brown circle are available in 
MyEconLab at www.myeconlab.com. 

Two economies, Hare and Tortoise, each start with a 
real GDP per person of $5000 in 1950. Real GDP per 
person grows 3% per year in Hare and 1% per year in 
Tortoise. In the year 2000, what will be real GDP per 
person in each economy? Make a guess first; then use a 
calculator to get the answer. 

Over the past twenty years an economy's total output 
has grown from 1000 to 1300, its capital stock has risen 
from 2500 to 3250, and its labor force has increased 
from 500 to 575. All measurements are in real terms. 
Calcula te the contributions to economic growth of 
growth in capital, labor, and productivity: 
a. assuming that aK � 0.3 and aN � 0.7. 
b. assuming that aK � 0.5 and aN � 0.5. 

For a particular economy, the following capital input K 
and labor input N were reported in four different years: 

Year 
1 
2 
3 
4 

K 
200 
250 
250 
300 

N 
1000 
1000 
1250 
1200 

The prod uction function in this economy is 

where Y is total output. 
a. Find total output, the capital-labor ratio, and 

output per worker in each year. Compare year 1 
with year 3 and year 2 with year 4. Can this pro
duction function be written in per-worker form? If 

8. What two explanations of productivity growth does 
endogenous growth theory offer? How does the pro
d uction function in an endogenous growth model 
differ from the production function in the Solow 
model? 

9. What types of policies are available to a government 
that wants to promote economic growth? For each type 
of policy you identify, explain briefly how the policy is 
supposed to work and list its costs or disadvantages. 
How does endogenous growth theory possibly change 
our thinking about the effectiveness of various pro
growth policies, such as increasing the saving rate? 

so, write algebraically the per-worker form of the 
prod uction function. 

b. Repeat Part (a) but assume now that the production 
function is Y � K".3N".8 

Use the data from Table 6 . 1  to calculate annual 
growth rates of GDP per capita for each country 
listed over the period 1950-2005. [Note: The annual 
growth rate z will satisfy the equation ( 1  + Z)55 � 
GDP200S/GDP,950' To solve this equation for z using a 
calculator, take logs of both sides of the equation.] 
You will find that Germany and Japan, two countries 
that suffered extensive damage in World War II, had 
the two highest growth rates after 1 950. Give a 
reason, based on the analysis of the Solow model, for 
these countries' particularly fast growth during this 
period. 

An economy has the per-worker prod uction function 

Y � 3ko.5 , , 

where y, is output per worker and k, is the capital-labor 
ratio. The depreciation rate is 0.1, and the population 
growth rate is 0.05. Saving is 

s, � O.3Y" 

where S, is total national saving and Y, is total output. 
a. What are the steady-state values of the capital-labor 

ratio, output per worker, and consumption per 
worker? 

The rest of the problem shows the effects of changes in 
the three fundamental determinants of long-run living 
standards. 

b. Repeat Part (a) for a saving rate of 0.4 instead of 0.3. 



c. Repeat Part (a) for a population growth rate of O.OS 
(with a saving rate of 0.3). 

d. Repeat Part (a) for a production function of 

y, = 4kp5 

Assume that the saving rate and population 
growth rate are at their original values. 

Consider a closed economy in which the population 
grows at the rate of 1 % per year. The per-worker 
production function is y = 6£ , where y is output per 
worker and k is capital per worker. The depreciation 
rate of capital is 14% per year. 
a. Households consume 90% of income and save the 

remaining 10% of income. There is no government. 
What are the steady-state values of capital per 
worker, output per worker, consumption per 
worker, and investment per worker? 

h. Suppose that the country wants to increase its steady
state value of output per worker. What steady-state 
value of the capital-labor ratio is needed to double 
the steady-state value of output per capita? What frac-

A N A LY T I C A L  P RO B L E M S  

Questions marked with a brown circle are available in 
MyEconLab at www.myeconlab.com. 

According to the Solow model, how would each of the 
following affect consumption per worker in the long 
run (that is, in the steady state)? Explain. 
a. The destruction of a portion of the nation's capital 

stock in a war. 
h. A permanent increase in the rate of immigration 

(which raises the overall population growth rate). 

c. A permanent increase in energy prices. 
d. A temporary rise in the saving rate. 
e. A permanent increase in the fraction of the popula

tion in the labor force (the population growth rate is 
unchanged). 

An economy is in a steady state with no productivity 
change. Because of an increase in acid rain, the rate of 
capital depreciation rises permanently. 
a. According to the Solow model, what are the effects 

on steady-state capital per worker, output per 
worker, consumption per worker, and the long-run 
growth rate of the total capital stock? 
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tion of income would households have to save to 
achieve a steady-state level of output per worker that 
is twice as high as in Part (a)? 

Both population and the work force grow at the rate 
of n = 1 % per year in a closed economy. Consumption 
is C = 0.5(1 - t)Y, where t is the tax rate on income and 
Y is total output. The per-worker production 
function is y = S£ , where y is output per worker 
and k is the capital-labor ratio. The depreciation rate 
of capital is d = 9% per year. Suppose for now that 
there are no government purchases and the tax rate 
on income is t = O. 
a. Find expressions for national saving per worker 

and the steady-state level of  investment per 
worker as functions of the capital-labor ratio, k. 
In the steady state, what are the values of the cap
ital-labor ratio, output per worker, consumption 
per worker, and investment per worker? 

h.  Suppose that the government purchases goods each 
year and pays for these purchases using taxes on 
income. The government runs a balanced budget 
in each period and the tax rate on income is t = 0.5. 
Repeat Part (a) and compare your results. 

h. In an endogenous growth model, what are the 
effects on the growth rates of output, capital, and 
consumption of an increase in the depreciation rate 
of capital? 

This problem adds the government to the Solow model. 
Suppose that a government purchases goods in the 
amount of g per worker every year; with N, workers in 
year t, total government purchases are gN,. The gov
ernment has a balanced budget so that its tax revenue 
in year t, T" equals total government purchases. Total 
national saving, 5" is 

5, = sty, - T,), 

where Y, is total output and s is the saving rate. 
a. Graphically show the steady state for the initial level 

of government purchases per worker. 
h. Suppose that the government permanently increases 

its purchases per worker. What are the effects on the 
steady-state levels of capital per worker, output per 
worker, and consumption per worker? Does your 
result imply that the optimal level of government 
purchases is zero? 
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In a Solow-type economy, total national saving, S" is 

5, � sY, - hK,. 

The extra term, -hK" reflects the idea that when wealth (as 
measured by the capital stock) is higher, saving is lower. 
(Wealthier people have less need to save for the future.) 

Find the steady-state values of per-worker capital, 
output, and consumption. What is the effect on the 
steady state of an increase in h? 

Two countries are identical in every way except that 
one has a much higher capital-labor ratio than the 
other. According to the Solow model, which country's 
total output will grow more quickly? Does your answer 
depend on whether one country or the other is in a 
steady state? In general terms, how will your answer be 
affected if the two countries are allowed to trade with 
each other? 

6. Suppose that total capital and labor both increase by 
the same percentage amount, so that the amount of 
capital per worker, k, doesn't change. Writing the pro
d uction function in per-worker terms, y � f(k), requires 

that this increase in capital and labor must not change 
the amount of output produced per worker, y. Use the 
growth accounting equation to show that equal per
centage increases in capital and labor will leave output 
per worker unaffected only if aK + aN � l .  

7. An economy has a per-capita production function y � 
Ak'hl-a, where A and a are fixed parameters, y is per
worker output, k is the capital-labor ratio, and h is 
human capital per worker, a measure of the skills and 
training of the average worker. The production func
tion implies that, for a given capital-labor ratio, increas
es in average human capital raise output per worker. 

The economy's saving rate is s, and all saving is 
used to create physical capital, which depreciates at 
rate d. Workers acquire skills on the job by working 
with capital; the more capital with which they have to 
work, the more skills they acquire. We capture this idea 
by assuming that human capital per worker is always 
proportional to the amount of physical capital per 
worker, or h � Bk, where B is a fixed parameter. 

Find the long-run growth rates of physical capital, 
human capital, and output in this economy. 

WO R K I N G  W I T H  M A C RO E C O N O M I C  DATA 

For data to use in these exercises, go to the Federal Reserve Bank 
of St. Louis FRED database at research.stlouisfed.org/fred. 

1. This problem asks you to do your own growth 
accounting exercise. Using data since 1948, make a 
table of annual growth rates of real GOP, the capital 
stock (private fixed assets from the BEA Web site, 
www.bea .gov, Table 6 .1), and civilian employment. 
Assuming aK � 0.3 and aN � 0.7, find the productivity 
growth rate for each year. 

a. Graph the contributions to overall economic growth 
of capital growth, labor growth, and productivity 
growth for the period since 1948. Contrast the behav
ior of each of these variables in the post-1973 period 
to their behavior in the earlier period. 

b. Compare the post-1973 behavior of productivity 
growth with the graph of the relative price of 
energy, shown in Figure 3.12. To what extent do you 
think the productivity slowdown can be blamed on 
higher energy prices? 

2. Graph the U.s. capital-labor ratio since 1948 (use private 
fixed assets from the BEA Web site, www.bea.gov, Table 6.1 
as the measure of capital, and civilian employment as the 
measure of labor). Do you see evidence of convergence to 

a steady state during the postwar period? Now graph 
real output per worker and real consumption per worker 
for the same period. According to the Solow model, what 
are the two basic explanations for the upward trends in 
these two variables? Can output per worker and con
sumption per worker continue to grow even if the capi
tal-labor ratio stops rising? 

3. According to the Solow model, if countries differed pri
marily in terms of their capital-labor ratios, with rich 
countries having high capital-labor ratios and poor coun
tries having low capital-labor ratios, then countries that 
have a lower real GOP per capita income should grow 
faster than countries with a higher real GOP per capita. 
(This prediction of the Solow model assumes that coun
tries have similar saving rates, population growth rates, 
and production functions.) You can test this idea using 
the Penn World Tables at pwt.econ.upel1l1.edu. Pick a group 
of ten countries and examine their initial levels of real 
GOP per capita in a year long ago, such as 1950. Then cal
culate the average growth rate of real GOP per capita 
since that initial year. Do your results suggest that coun
tries that initially have lower real GOP per capita indeed 
grow faster than countries that initially have a higher real 
GOP per capita? 
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n Chapters 3 and 4 we discussed the labor market and the goods market, two of 
the three markets in our model of the macroeconomy. In this chapter we consider 

the third market, the asset market. By asset market we mean the entire set of markets 
in which people buy and sell real and financial assets, including, for example, gold, 
houses, stocks, and bonds. 

A type of asset that has long been believed to have special macroeconomic sig
nificance is money. Money is the economist's term for assets that can be used in 
making payments, such as cash and checking accounts. One reason that money is 
important is that most prices are expressed in units of money, such as dollars, yen, and 
euros. Because prices are measured in money terms, understanding the role of money 
in the economy is basic to studying issues related to the price level, such as inflation 
and its causes. In addition, many economists believe that the amount of money in the 
economy affects real economic variables, such as output and employment. If it does, 
then it may be possible to use monetary policy to promote stable output growth and 
fight unemployment, as we discuss in Part 3. 

Because money is such an important asset, it is the focus of our discussion of the 
asset market. In the first part of the chapter we explain what money is and why 
people choose to hold it. We show that a person's decision about how much money 
to hold (his or her money demand) is part of a broader decision about how to allocate 
wealth among the various assets that are available. We then bring together the 
demand for money and the supply of money (which is determined by the central 
bank) to analyze equilibrium in the asset market. This analysis demonstrates that the 
price level in an economy is closely related to the amount of money in the economy. 
Thus high rates of inflation that is, rapid increases in prices are likely when the 
money supply is growing rapidly. 

7.1 What Is Money? 

In economics the meaning of the term money is different from its everyday meaning. 
People often say money when they mean income or wealth, as in: That job pays good 
money, or Her family has a lot of money. In economics, however, money refers 
specifically to assets that are widely used and accepted as payment. Historically, 
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7. 1 

Mo ney in  a Prisoner-of-Wa r Camp 

Among the Allied soldiers libera ted from German 
prisoner- of-war (POW) camps at the end of World War 
II was a young man named R. A. Radford. Radford had 
been trained in economics, and shortly after his return 
home he published an article entitled "The Economic 
Organisation of a POW Camp.'" This article, a minor 
classic in the economics literature, is a fascinating account 
of the daily lives of soldiers in several POW camps. It 
focuses particularly on the primitive "economies" that grew 
up spontaneously in the camps. 

The scope for economic behavior in a POW camp 
might seem severely limited, and to a degree that's so. 
There was little production of goods within the camps, 
although there was some trade in services, such as laun
dry or tailoring services and even portraiture. However, 
prisoners were allowed to move around freely within 
the compound, and they actively traded goods obtained 
from the Red Cross, the Germans, and other sources. 
Among the commodities exchanged were tinned milk, 
jam, butter, biscuits, chocolate, sugar, clothing, and toilet 
articles. In one particular camp, which at various times 
had up to fifty thousand prisoners of many nationalities, 
active trading centers were run entirely by the prisoners. 

A key practical issue was how to organize the trad
ing. At first, the camp economies used barter, but it 
proved to be slow and inefficient. Then the prisoners hit 
on the idea of using cigarettes as money. Soon prices of all 
goods were quoted in terms of cigarettes, and cigarettes 

*ECOIlOl1lica, November 1945, pp. 189-201. 

were accepted as payment for any good or service. Even 
nonsmoking prisoners would happily accept cigarettes 
as payment, because they knew that they could easily 
trade the cigarettes for other things they wanted. The use 
of cigarette money greatly simplified the problem of 
making trades and helped the camp economy function 
much more smoothly. 

Why were cigarettes, rather than some other com
modity, used as money by the paWs? Cigarettes satis
fied a number of criteria for a good money: A cigarette 
is a fairly standardized commodity whose value was 
easy for both buyers and sellers to ascertain. An indi
vidual cigarette is low enough in value that making 
"change" wasn't a problem. Cigarettes are portable, are 
easily passed from hand to hand, and don't spoil 
quickly. 

A drawback was that, as a commodity money 
(a form of money with an alternative use), cigarette 
money had a resource cost: Cigarettes that were being 
used as money could not simultaneously be smoked. In 
the same way, the traditional use of gold and silver as 
money was costly in that it diverted these metals from 
alternative uses. 

The use of cigarettes as money isn't restricted to 
POW camps. Just before the collapse of communism in 
Eastern Europe, cigarette money reportedly was used 
in Romania and other countries instead of the nearly 
worthless official money. 

the forms of money have ranged from beads and shells to gold and silver and 
even to cigarettes (see Box 7.1). In modern economies the most familiar forms of 
money are coins and paper money, or currency. Another common form of money 
is checkable deposits, or bank accounts on which checks can be written for 
making payments. 

The Funct ions  of M o n e y  

Since the earliest times almost all societies from the most primitive to the most 
sophisticated and with many types of political and economic systems have used 
money. Money has three useful functions in an economy: It is a medium of 
exchange, a unit of account, and a store of value. 
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Medium of Exchange.  In an economy with no money, trading takes the form of 
barter, or the direct exchange of certain goods for other goods. Even today some 
people belong to barter clubs, in which members swap goods and services among 
themselves. Generally, though, barter is an inefficient way to trade because finding 
someone who has the item you want and is willing to exchange that item for some
thing you have is both difficult and time-consuming. In a barter system, if one of 
the authors of this book wanted a restaurant meal, he would first have to find a 
restaurateur willing to trade his blue-plate special for an economics lecture which 
might not be easy to do. 

Money makes searching for the perfect trading partner unnecessary. In an econ
omy that utilizes money, the economics professor doesn't have to find a restaurant 
owner who is hungry for knowledge. Instead, he can first exchange his economics 
lecture to students for money and then use the money to buy a meal. In functioning 
as a medium of exchange, or a device for making transactions, money permits 
people to trade at less cost in time and effort. Having a medium of exchange also 
raises productivity by allowing people to specialize in economic activities at which 
they are most skilled. In an economy with money, specialized producers have no 
problem trading their goods or services for the things they need. In a barter economy, 
though, the difficulty of trading would leave people no choice but to produce most 
of their own food, clothing, and shelter. Thus in a barter economy the opportunity to 
specialize is greatly reduced. 

U n i t  of Acco unt. As a unit of account, money is the basic unit for measuring 
economic value. In the United States, for example, virtually all prices, wages, asset 
values, and debts are expressed in dollars. Having a single, uniform measure of 
value is convenient. For example, pricing all goods in the United States in dollars
instead of some goods being priced in yen, some in gold, and some in General 
Motors shares simplifies comparison among different goods. 

The medium-of-exchange and unit-of-account functions of money are closely 
linked. Because goods and services are most often exchanged for money (the medium
of-exchange function), expressing economic values in money terms (the unit-of
account function) is natural. Otherwise, we could just as well express economic values 
in terms of, say, bushels of wheat. However, the medium of exchange and the unit of 
account aren't always the same. In countries with high and erratic inflation, for exam
ple, fluctuating currency value makes money a poor unit of account because prices 
must be changed frequently. In such cases, economic values are commonly stated in 
terms of a more stable unit of account, such as dollars or ounces of gold, even though 
transactions may continue to be carried out in the local currency. 

Store of Va l u e. As a store of value, money is a way of holding wealth. An 
extreme example is a miser who keeps his life's savings in cash under the mattress. 
But even someone who spends his cash wages fifteen minutes after receiving them 
is using money as a store of value for that short period. 

In most cases, only money functions as a medium of exchange or a unit of 
account, but any asset for example, stocks, bonds, or real estate can be a store of 
value. As these other types of assets normally pay the holder a higher return than 
money does, why do people use money as a store of value? The answer is that 
money's usefulness as a medium of exchange makes it worthwhile to hold, even 
though its return is relatively low. 
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M e a s u r i n g  M o n ey: The  M o n eta ry A g g re g ates 

Money is defined as those assets that are widely used and accepted in payment. This 
definition suggests a hard-and-fast line between assets that should be counted as 
money and those that should not. Actually, the distinction between monetary assets 
and nonmonetary assets isn't so clear. 

Consider, for example, money market mutual funds (MMMFs), which first 
became popular in the late 1970s. MMMFs are organizations that sell shares to the 
public and invest the proceeds in short-term government and corporate debt. 
MMMFs strive to earn a high return for their shareholders. At the same time, they 
typically allow their shareholders to write a small number of checks each month 
against their accounts, perhaps for a fee. Thus, although MMMF shares can be 
used to make payments, they are not as convenient as cash or regular checking 
accounts for this purpose. Should MMMF shares be counted as money? There is no 
definitive answer to this question. 

Because assets differ in their "moneyness," no single measure of the amount of 
money in the economy or the money stock, as it is often called is likely to be 
completely satisfactory. For this reason, in most countries economists and policy
makers use several different measures of the money stock. These official measures 
are known as monetary aggregates. The various monetary aggregates differ in 
how narrowly they define the concept of money. In the United States the two mon
etary aggregates are called M1 and M2. Summary definitions and data for these 
two aggregates are given in Table 7.1. Information about where to find data on the 
monetary aggregates is presented in the box "In Touch with the Macroeconomy: 
The Monetary Aggregates." 

The M l  Monetarv Aggre gate. The most narrowly defined official money mea
sure, Ml, consists primarily of currency and balances held in checking accounts. 
More precisely, M1 is made up of currency (including U.s. currency circulating out
side the United States; see Box 7.2, "Where Have All the Dollars Gone?," p.  252) and 
travelers' checks held by the public, demand deposits (non-interest-bearing checking 
accounts), and other checkable deposits. The category "other checkable deposits" 

Table 7. 1 

U.S. Monetary Aggregates (May 2006) 

M1 
Currency 
Travelers' checks 
Demand deposits 
Other checkable deposits 

M2 
Components of M 1 
Savings deposits, including MMDAs 
Small-denomination time deposits 
MMMFs (noninstitutional) 

1392.3 
741.8 

6.9 
327.0 
3 16.6 

6775.2 
1 392.3 
3602.7 
1050.2 
730.1 

Note: Numbers may not add to totals shown owing to rounding. 
Source: Federal Reserve Statistical Release H.6, June 22, 2006. 
Data are not seasonally adjusted. 



W I T H  T H E  MACRO E C O N O M Y  

5 The Monetary Aggregates 
� 
o The official monetary aggregates-M1 and M2-are 
.... compiled and reported by the Board of Governors of 
Z the Federal Reserve System in Washington. Only data 
- for M1 were reported until 1971, when the Fed intro-

duced M2 and M3. Since then the definitions of the 
monetary aggregates have changed several times, 
reflecting the evolution of the financial system. In 2006, 
the Fed stopped reporting M3. 

The Fed reports estimates of the aggregates both 
weekly and monthly, using data supplied by banks, the 
Treasury, money market mutual funds, foreign central 
banks, and other sources. Each Thursday at 4:30 P.M. 

Eastern time the Fed announces figures for M1 and M2 
for the week ending the Monday of the previous week. 

7.1 What Is Money? 2 5 1  

These announcements are regularly reported by the 
business media; see, for example, the "Federal Reserve 
Data" column that appears on Fridays in the Wall Street 
Journal. Historical data are available in the Federal 
Reserve Bulletin, the Federal Reserve Bank of St. Louis 
FRED database at research.stlouisfed.orglfred, the Economic 
Report of the President, and on the Federal Reserve 
System's Web site at www.federalreserve.gov/releases/H6. 
Monetary data are revised frequently, reflecting the 
receipt of new data by the Federal Reserve or changes in 
the definitions of monetary aggregates. 

Publication of the monetary aggregates helps keep 
the public and Congress informed about how the Fed is 
changing the nation's money supply. 

mainly consists of interest-bearing checking accounts. M1 is perhaps the closest 
counterpart of the theoretical definition of money because all its components are 
actively used and widely accepted for making payments. 

The M2 Monetary Aggregate.  Everything in M1 plus other assets that are some
what less "moneylike" compose M2. The main additional assets in M2 include sav
ings deposits, small-denomination (under $100,000) time deposits, noninstitutional 
holdings of money market mutual funds (MMMFs), and money market deposit 
accounts (MMDAs). Time deposits are interest-bearing deposits with a fixed term 
(early withdrawal usually involves a penalty). As mentioned, MMMFs invest their 
shareholders' funds in short-term securities, pay market-based interest rates, and 
allow holders to write checks. MMDAs are like MMMFs, except they are offered by 
banks or thrift institutions such as savings and loan associations. In Table 7.1 we 
followed the presentation in the Federal Reserve Bulletin and included MMDAs as part 
of savings deposits. 

The M o n e y  S u p p ly 

The money supply is the amount of money available in an economy.' In modern 
economies the money supply is determined by the central bank in the United 
States, the Federal Reserve System. 

A detailed explanation of how central banks control the money supply raises 
issues that would take us too far afield at this point, so we defer that discussion to 
Chapter 14. To grasp the basic idea, however, let's consider the simple hypotheti
cal situation in which the only form of money is currency. In this case, to increase 
the money supply the central bank needs only to increase the amount of currency 
in circulation. How can it do so? 

IThe terms money supply and money stock are used interchangeably. 
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7.2 

Where H ave A l l  the D o l l a rs Gone?  

In May 2006 the stock of U.s. currency was $742 billion, 
or about $2500 for every man, woman, and child in the 
United States. This figure is surprisingly high. After all, 
how many people actually have $2500 of cash on hand 
at any given time, and how many families of four hold 
$10,000 in cash? In fact, studies have found that the 
average person in the United States holds not much 
more than $100 in currency. So where is the remaining 
$2400 per person? 

Businesses, especially retailers, hold currency for 
making transactions, but the amount of currency held 
by U.S. businesses appears to account for less than $100 
of the "missing" $2400 per person. Currency also is 
extensively used in the underground economy, either 
to conduct illegal transactions (such as trade in illegal 
drugs) or to hide legal transactions from tax collectors. 
However, the Federal Reserve estimates that the amount 
of currency in the domestic underground economy 
amounts to less than $125 per person. Studies have 
found that most of the "missing" U.S. currency
amounting to 55% to 70% of currency outstanding-is 
held abroad. Indeed, about 75% of the increase in U.s. 
currency in the first half of the 1990s flowed abroad.* 

Why would people in other countries want to hold 
U.s. dollars? Even though the dollar may not serve as 
medium of exchange or as a unit of account in a country, 
it can be a relatively attractive store of value, especially 
in countries that are economically or politically unsta
ble. For example, in countries with high rates of infla
tion, the local currency is a particularly poor store of 
value because the real value (purchasing power) of the 
local currency decreases at the rate of inflation. In high
inflation countries the dollar, which has had a relatively 
stable purchasing power, may be much more attractive 
than local currency as a means of holding wealth. Polit
ical instability in a country might also induce residents 
to demand U.s. dollars because, if political upheaval 
forces people to flee the country, carrying dollars out 

may be the easiest way for them to take some of their 
wealth with them. About half the U.s. currency sent 
overseas between 1988 and 1995 went to Europe, much 
of it to Russia and other nations of Eastern Europe, 
which in recent years have experienced substantial eco
nomic and political instability (see the Application 
"Money Growth and Inflation in European Countries in 
Transition," p. 270). 

Because currency is more than one-half of M1 in the 
United States and more than half of all U.S. currency is 
held abroad, more than one-fourth of U.s. M1 is in fact 
held by foreign interests. Therefore events abroad that 
change the foreign demand for U.s. dollars can cause 
substantial changes in measured U.s. monetary aggre
gates. Since 1960, the month with the second highest 
(seasonally adjusted) growth rate of U.s. currency out
standing was January 1991, when the United States 
began bombing Iraq after Iraq's invasion of Kuwait in 
August 1990.** In fact, from 1960 to 1998, four of the seven 
highest monthly growth rates of currency occurred 
between August 1990 and February 1991. These large 
increases in U.s. currency outstanding were driven by 
foreign concerns about political and military instability 
rather than by domestic factors determining money 
demand in the U.S. economy. 

Although foreign holdings of U.s. dollars reduce 
the reliability of measured monetary aggregates as indi
cators of conditions in the U.s. economy, the United 
States gets an important benefit from the foreign holdings 
of its currency. U.s. currency is a liability of the Federal 
Reserve System and thus represents a loan to the Federal 
Reserve System (and ultimately to the U.S. government, 
to which most Federal Reserve profits go). However, 
currency pays no interest, so this loan being provided by 
foreign holders of U.s. currency to the United States is 
interest-free! The interest savings associated with this 
interest-free loan to the U.s. government amount to 
several billion dollars each year. 

'Most of the data in this box (except the months of most rapid currency growth) are reported in Richard D. Porter and Ruth A. 
Judson, "The Location of U.s. Currency: How Much Is Abroad?" Federal Reserve Bulletin, October 1996, pp. 883-903 . 
uThe month with the highest currency growth rate was December 1999, when businesses and individuals sharply increased 
their demand for cash in preparation for the century rollover, Y2K. 



7.2 Portfolio Allocation and the Demand for Assets 253 

One way which is close to what happens in practice is for the central bank 
to use newly minted currency to buy financial assets, such as government bonds, 
from the public. In making this swap, the public increases its holdings of money, 
and the amount of money in circulation rises. When the central bank uses money 
to purchase government bonds from the public, thus raising the money supply, it 
is said to have conducted an open-market purchase. 

To reduce the money supply, the central bank can make this trade in reverse, 
selling government bonds that it holds to the public in exchange for currency. After 
the central bank removes this currency from circulation, the money supply is lower. 
When the central bank sells government bonds to the public to reduce the money 
supply, the transaction is an open-market sale. Open-market purchases and sales 
together are called open-market operations. 

In addition to buying government bonds from the public, the central bank can 
also increase the money supply by buying newly issued government bonds directly 
from the government itself. For example, if a country's treasury needs $1 billion to 
pay for some new fighter planes, it might give an IOU for $1 billion (government 
bonds) to the central bank in exchange for $1 billion in newly minted currency. The 
treasury then gives the $1 billion of currency to the manufacturer of the fighter 
planes. After the treasury has distributed this currency, the amount of money in 
circulation the money supply will be higher by $1 billion. Effectively, this 
second way of increasing the money supply amounts to the government financing 
its expenditures by printing money2 This practice is most common in poor coun
tries or in countries wracked by war or natural disaster, in which government 
spending often greatly exceeds the amount that can be raised through taxes 3 

For the rest of this chapter we assume that the economy has a money supply of 
M dollars, which is determined by the central bank. The term M may represent M1, 
M2, or some other measure of money. For the purpose of developing the theoreti
cal model, which measure of money M refers to doesn't matter. 

7.2 Portfol io  Allocation and the Demand for Assets 

Our next goal is to understand how people determine the amount of money they 
choose to hold. We begin by considering the broader question of how people allocate 
their wealth among the many different assets that are available, of which money is 
only one example. 

A consumer, a business, a pension fund, a university, or any other holder of 
wealth must decide how to distribute that wealth among many types of assets. The 
set of assets that a holder of wealth chooses to own is called a portfolio. The decision 
about which assets and how much of each asset to hold is called the portfolio 
allocation decision. 

The portfolio allocation decision can be complex. Many people make their living 
by giving financial advice to holders of wealth, and a major branch of economics, 

'In Chapter 2 we said that the portion of government outlays not covered by taxes had to be borrowed 
from the private sector. Is this still true when the government has the option of paying for its outlays 
by printing money? Yes; for national income accounting purposes, the Federal Reserve is treated as part 
of the private sector. So when the Treasury sells government bonds to the Federal Reserve in exchange 
for currency, it is still technically borrowing from the private sector. 
3The financing of government spending through money creation is discussed further in Chapter 15. 
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called financial economics, is devoted largely to the study of the portfolio allocation 
decision. But, fundamentally, only four characteristics of assets matter for the port
folio allocation decision: expected return, risk, liquidity, and time to maturity. 

Ex pecte d Return 

The rate of return to an asset is the rate of increase in its value per unit of time. For 
example, the return on a bank account is the interest rate on the account. The return 
on a share of stock is the dividend paid by the stock plus any increase in the stock's 
price. Clearly, a high return is a desirable feature for an asset to have: All else being 
equal, the higher the return a wealth holder's portfolio provides, the more con
sumption she can enjoy in the future for any given amount of saving done today. 

Of course, the return on an asset is not always known in advance. Stock prices 
may go up or down, for example. Thus holders of wealth must base their portfolio 
allocation decisions on expected returns, or their best guesses about returns on 
assets. Everything else being equal, the higher an asset's expected return (after 
subtracting taxes and fees such as brokers' commissions), the more desirable the 
asset is and the more of it holders of wealth will want to own 4 

R i s k  

The uncertainty about the return an asset will earn relates to the second important 
characteristic of assets riskiness. An asset or a portfolio of assets has high risk if 
there is a significant chance that the actual return received will be very different 
from the expected return. An example of a risky asset is a share in a start-up Inter
net company that will be worthless if the company fails but will grow in value by 
a factor of ten if the company succeeds. Because most people don't like risk, they 
hold risky assets only if the expected return is higher than that on relatively safe 
assets, such as government bonds. 

L iq u i d ity 

Besides risk and return a third characteristic, liquidity, affects the desirability of 
assets. The liquidity of an asset is the ease and quickness with which it can be 
exchanged for goods, services, or other assets. Because it is accepted directly in pay
ment, money is a highly liquid asset. An example of an illiquid asset is your auto
mobile: Time and effort are required to exchange a used car for other goods and 
services; you must find someone interested in buying the car and arrange legal 
transfer of ownership. Between liquid money and illiquid autos are many assets, 
such as stocks and bonds, of intermediate liquidity. A share of stock, for example, 
can't be used directly to pay for groceries as cash can, but stock can be transformed 
into cash with a short delay and at the cost of a broker 's fee. 

In addition to making transactions easier and cheaper, liquidity provides flex
ibility to the holder of wealth. A liquid asset can easily be disposed of if there is an 

4Por the purpose of comparing expected returns among assets, returns may be expressed in either real 
or nominal terms. For any expected rate of inflation, if asset A's nominal return is 1% higher than 
asset B's nominal return, asset A's expected real return (its nominal return minus expected inflation) 
will also be 1 % higher than asset B's expected real return. 
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emergency need for funds or if an unexpectedly good financial investment oppor
tunity arises. Thus, everything else being equal, the more liquid an asset is, the 
more attractive it will be to holders of wealth. 

Time to Matu rity 

The fourth and final key characteristic of assets is their time to maturity. Time to 
maturity is the amount of time until an asset matures and the investor is repaid his 
or her principal. Considering time to maturity is relevant for all types of bonds, as 
an investor can purchase bonds that will mature at any time in one day, one 
week, one month, one year, or forty years. 

Let's consider a couple that wants to buy bonds and keep their money invested 
for two years. They could choose one of two plans: Plan A is simply to buy a two
year bond today; Plan B calls for buying a one-year bond today and another one
year bond when that one matures one year from today. Ignoring, for the moment, 
any differences in the risk between Plan A and Plan B, the investors would choose 
the plan that they expect to give them the highest return over the two years. For 
example, if today's interest rate on the two-year bond is 7% per year, today's inter
est rate on a one-year bond is 5% per year, and if they expect the interest rate on a 
one-year bond to be 6% per year one year from now, then their return from Plan A 
(buying the two-year bond) is 7% per year and the return they expect from Plan B 
is 5.5% per year, which is the average of the 5% per year return on the one-year 
bond purchased today and the expected 6% per year return expected on the bond 
to be bought one year from today. So the investors are likely to choose Plan A; that 
is, they are likely to buy the two-year bond today. 

The idea that investors compare the returns on bonds with differing times to 
maturity to see which is expected to give them the highest return underlies the 
expectations theory of the term structure of interest rates. "Term structure" refers 
to the fact that the theory explains why bonds that are similar in all respects except 
their terms to maturity have different rates of return. In equilibrium, according to 
the expectations theory, Plans A and B, which involve holding bonds with different 
terms to maturity over the same two-year period, should yield the same expected 
return; that is, the interest rate on a two-year bond should equal the average inter
est rate expected on two successive one-year bonds, so that an investor does not 
prefer one investment over another. More generally, the expected rate of return on 
an N-year bond should equal the average of the expected rates of return on one
year bonds during the current year and the N-1 succeeding years. 

Although the expectations theory of the term structure of interest rates is a 
useful starting point, it cannot explain why, on average, we observe that the inter
est rates on long-term bonds generally exceed the interest rates on short-term 
bonds. (See the graph of the yield curve on p.  122, which illustrates the term 
structure of interest rates.) When short-term interest rates are expected to be 
higher in the future than the current short-term rate, the expectations theory pre
dicts that the long-term interest rate will exceed the short-term interest rate. How
ever, when short-term interest rates are expected to be lower in the future than the 
current short-term interest rate, the expectations theory predicts that the long-term 
interest rate will be lower than the short-term interest rate. To see why long-term 
interest rates usually exceed short-term interest rates, we need to take account of 
the fact that longer-term bonds are riskier than shorter-term bonds because the 
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7 .3 The De 

prices of long-term bonds are more sensitive than the prices of short-term bonds 
are to changes in the interest rate. Because investors do not like risk, they must be 
compensated for holding longer-term bonds. The result is a risk premium: an 
interest rate on long-term bonds that is somewhat higher than the expectations 
theory would suggest. 

If we add the risk premium to the expectations theory, we have a more com
plete theory of how interest rates vary with time to maturity. For example, suppose 
the interest rate on a one-year bond today is 5% per year, the interest rate on a one
year bond one year from now is expected to be 6% per year, and the risk premium 
on a two-year bond is 0.75% per year. Then, in equilibrium, the interest rate on a 
two-year bond should equal the average interest rate on the one-year bonds, which 
equals (5% + 6%)/2 = 5.5%, plus the term premium, 0.75%, or 6.25%. 

Asset D e m a n d s  

Typically, there is a trade-off among the four characteristics that make an asset 
desirable: a high expected return, safety (low risk), liquidity, and time to maturity. 
For example, a safe and liquid asset, such as a checking account, is likely to have 
a low expected return. The essence of the portfolio allocation decision is deter
mining which assets, taken together, achieve the wealth holder's preferred com
bination of expected return, safety, liquidity, and time to maturity. In addition to 
the risk of each asset separately, the investor should also consider diversification, 
the idea that spreading out his or her investment in different assets can reduce his 
or her overall risk, because when one asset has a low return, another may have a 
high return. 

The amount of each particular asset that a holder of wealth desires to include 
in his or her portfolio is called his or her demand for that asset. Because all wealth 
must be held as some type of asset, the sum of a wealth holder's asset demands 
must equal his or her total wealth. For example, suppose that you have wealth of 
$10,000 and decide to hold $5000 in stock, $3000 in short-term bonds, $1000 in 
long-term bonds, and $1000 in cash. The sum of your four asset demands must 
equal your total wealth of $10,000. 

n d  for Money 

The demand for money is the quantity of monetary assets, such as cash and 
checking accounts, that people choose to hold in their portfolios. Choosing how 
much money to demand is thus a part of the broader portfolio allocation deci
sion. In general, the demand for money like the demand for any other asset
will depend on the expected return, risk, and liquidity of money and of other 
assets. 

In practice, two features of money are particularly important. First, money is the 
most liquid asset. This liquidity is the primary benefit of holding money.s Second, 
money pays a low return (indeed, currency pays a zero nominal return). The low 

5Money also has low risk, but many alternative assets (such as short-term government bonds) are not 
much riskier than money and pay a higher return. 
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return earned by money, relative to other assets, is the major cost of holding money. 
People's demand for money is determined by how they trade off their need for 
liquidity against the cost of a lower return. 

In this section we look at how some key macroeconomic variables affect the 
demand for money. Although we primarily consider the aggregate, or total, demand 
for money, the same economic arguments apply to individual money demands. This 
relationship is to be expected, as the aggregate demand for money is the sum of all 
individual money demands. 

The macroeconomic variables that have the greatest effects on money demand 
are the price level, real income, and interest rates. Higher prices or incomes increase 
people's need for liquidity and thus raise the demand for money. Interest rates 
affect money demand through the expected return channel: The higher the interest 
rate on money, the more money people will demand; however, the higher the inter
est rate paid on alternative assets to money, the more people will want to switch 
from money to those alternative assets. 

The P r i c e  Level 

The higher the general level of prices, the more dollars people need to conduct 
transactions and thus the more dollars people will want to hold. For example, 
sixty years ago the price level in the United States was about one-tenth of its level 
today; as your grandfather will tell you, in 1940 a good restaurant meal cost a 
dollar. Because less money was needed for transactions, the number of dollars 
your grandfather held in the form of currency or checking accounts his nominal 
demand for money was probably much smaller than the amount of money you 
hold today. The general conclusion is that a higher price level, by raising the need 
for liquidity, increases the nominal demand for money. In fact, because prices are 
ten times higher today than they were in 1940, an identical transaction takes ten 
times as many dollars today as it did back then. Thus, everything else being equal, 
the nominal demand for money is proportional to the price level. 

R e a l  I n c o m e  

The more transactions that individuals or businesses conduct, the more liquidity 
they need and the greater is their demand for money. An important factor deter
mining the number of transactions is real income. For example, a large, high-volume 
supermarket has to deal with a larger number of customers and suppliers and pay 
more employees than does a corner grocery. Similarly, a high-income individual 
makes more and larger purchases than a low-income individual. Because higher 
real income means more transactions and a greater need for liquidity, the amount of 
money demanded should increase when real income increases. 

Unlike the response of money demand to changes in the price level, the 
increase in money demand need not be proportional to an increase in real income. 
Actually, a 1% increase in real income usually leads to less than a 1% increase in 
money demand. One reason that money demand grows more slowly than income 
is that higher-income individuals and firms typically use their money more effi
ciently. For example, a high-income individual may open a special cash management 
account in which money not needed for current transactions is automatically invested 
in nonmonetary assets paying a higher return. Because of minimum-balance 
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requirements and fees, such an account might not be worthwhile for a lower
income individual. 

Another reason that money demand grows more slowly than income is that a 
nation's financial sophistication tends to increase as national income grows. In 
poor countries people may hold much of their saving in the form of money, for lack 
of anything better; in richer countries people have many attractive alternatives to 
money. Money substitutes such as credit cards also become more common as a 
country becomes richer, again causing aggregate money demand to grow more 
slowly than income. 

I nte rest Rates 

The theory of portfolio allocation implies that, with risk and liquidity held constant, 
the demand for money depends on the expected returns of both money and alterna
tive, nonmonetary assets. An increase in the expected return on money increases the 
demand for money, and an increase in the expected return on alternative assets 
causes holders of wealth to switch from money to higher-return alternatives, thus 
lowering the demand for money. 

For example, suppose that, of your total wealth of $10,000, you have $8000 in 
government bonds earning 8% interest and $2000 in an interest-bearing checking 
account earning 3%. You are willing to hold the checking account at a lower return 
because of the liquidity it provides. But if the interest rate on bonds rises to 10%, and 
the checking account interest rate remains unchanged, you may decide to switch 
$1000 from the checking account into bonds. In making this switch, you reduce your 
holding of money (your money demand) from $2000 to $1000. Effectively, you have 
chosen to trade some liquidity for the higher return offered by bonds. 

Similarly, if the interest rate paid on money rises, holders of wealth will choose 
to hold more money. In the example, if the checking account begins paying 5% 
instead of 3%, with bonds still at 8%, you may sell $1000 of your bonds, lowering 
your holdings of bonds to $7000 and increasing your checking account to $3000. 
The sacrifice in return associated with holding money is less than before, so you 
increase your checking account balance and enjoy the flexibility and other benefits 
of extra liquidity. Thus a higher interest rate on money makes the demand for 

• 

money nse. 
In principle, the interest rate on each of the many alternatives to money should 

affect money demand. However, as previously noted (see "In Touch with the Macro
economy: Interest Rates," p .  122), the many interest rates in the economy generally 
tend to move up and down together. For the purposes of macroeconomic analysis, 
therefore, assuming that there is just one nominal interest rate, i, which measures the 
nominal return on nonmonetary assets, is simpler and not too misleading. The 
nominal interest rate, i, minus the expected inflation rate, n", gives the expected real 
interest rate, r, that is relevant to saving and investment decisions, as discussed in 
Chapter 4. 

Also, in reality, various interest rates are paid on money. For example, currency 
pays zero interest, but different types of checkable accounts pay varying rates. Again 
for simplicity, let's assume that there is just one nominal interest rate for money, in<. 
The key conclusions are that an increase in the interest rate on nonmonetary assets, i, 
reduces the amount of money demanded and that an increase in the interest rate on 
money, i"', raises the amount of money demanded. 
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The M o n e y  D e m a n d Funct ion  

We express the effects of the price level, real income, and interest rates on money 
demand as 

where 

Md = P x L(Y, i), 

Md = the aggregate demand for money, in nominal terms; 
P = the price level; 
Y = real income or output; 

(7.1) 

i = the nominal interest rate earned by alternative, nonmonetary 
assets; 

L = a function relating money demand to real income and the nom
inal interest rate. 

Equation (7.1) holds that nominal money demand, Md, is proportional to the 
price level, P. Hence, if the price level, P, doubles (and real income and interest rates 
don't change), nominal money demand, Md, also will double, reflecting the fact that 
twice as much money is needed to conduct the same real transactions. Equation (7.1) 
also indicates that, for any price level, P, money demand depends (through the 
function L) on real income, Y, and the nominal interest rate on nonmonetary assets, i. 
An increase in real income, Y, raises the demand for liquidity and thus increases 
money demand. An increase in the nominal interest rate, i, makes nonmonetary 
assets more attractive, which reduces money demand. 

We could have included the nominal interest rate on money, im, in Eq. (7.1) 
because an increase in the interest rate on money makes people more willing to 
hold money and thus increases money demand. Historically, however, the nom
inal interest rate on money has varied much less than the nominal interest rate 
on nonmonetary assets (for example, currency and a portion of checking 
accounts always have paid zero interest) and thus has been ignored by many 
statistical studies of Eq. (7.1). Thus for simplicity we do not explicitly include i"' 
in the equation. 

An equivalent way of writing the demand for money expresses the nominal 
interest rate, i, in terms of the expected real interest rate and the expected rate of 
inflation. Recall from Eq. (2.13) that the expected real interest rate, r, equals the 
nominal interest rate, i, minus the expected rate of inflation, W. Therefore the nom
inal interest rate, i, equals r + lte• Substituting r + lte for i in Eq. (7.1) yields 

Md = P x L(Y, r + ne). (7.2) 

Equation (7.2) shows that, for any expected rate of inflation, lte, an increase in 
the real interest rate increases the nominal interest rate and reduces the demand for 
money. Similarly, for any real interest rate, an increase in the expected rate of infla
tion increases the nominal interest rate and reduces the demand for money. 

Nominal money demand, Md, measures the demand for money in terms of dol
lars (or yen or euros). But, sometimes, measuring money demand in real terms is 
more convenient. If we divide both sides of Eq. (7.2) by the price level, P, we get 

Md 
- = L(Y, r +  7['). 

P 
(7.3) 
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The expression on the left side of Eq. (7.3), Md IP, is called real money demand 
or, sometimes, the demand for real balances. Real money demand is the amount of 
money demanded in terms of the goods it can buy. Equation (7.3) states that real 
money demand, MdIP, depends on real income (or output), Y, and on the nominal 
interest rate, which is the sum of the real interest rate, r, and expected inflation, rr'. 
The function L that relates real money demand to output and interest rates in Eq. (7.3) 
is called the money demand function. 

Oth e r  Factors Affect ing  Money D e m a n d  

The money demand function in Eq. (7.3) captures the main macroeconomic deter
minants of money demand, but some other factors should be mentioned. Besides 
the nominal interest rate on money, which we have already discussed, additional 
factors influencing money demand include wealth, risk, liquidity of alternative 
assets, and payment technologies. Summary table 9 contains a comprehensive list 
of variables that affect the demand for money. 

Wea lth . When wealth increases, part of the extra wealth may be held as money, 
increasing total money demand. However, with income and the level of transac
tions held constant, a holder of wealth has little incentive to keep extra wealth in 
money rather than in higher-return alternative assets. Thus the effect of an increase 
in wealth on money demand is likely to be small. 

R isk.  Money usually pays a fixed nominal interest rate (zero in the case of cash), so 
holding money itself usually isn't risky. However, if the risk of alternative assets such 

S U M M A RY 9 
Macroeconomic Determinants of the Demand for Money 

An increase in 

Price level, P 

Real income, Y 

Real interest rate, r 

Expected inflation, tte 

Nominal interest rate 
on money, jm 
Wealth 

Risk 

Liquidity of alternative 
assets 

Efficiency of payments 
technologies 

Causes money 
demand to 

Rise 
proportionally 

Rise less than 
proportionally 

Fall 

Fall 

Rise 

Rise 

Rise, if risk of 
alternative asset • 
Increases 

Reason 

A doubling of the price level doubles the number 
of dollars needed for transactions. 

Higher real income implies more transactions and 
thus a greater demand for liquidity. 

Higher real interest rate means a higher return 
on alternative assets and thus a switch away from money. 

Higher expected inflation means a higher return 
on alternative assets and thus a switch away from money. 
Higher return on money makes people more 
willing to hold money. 

Part of an increase in wealth may be held in the 
form of money. 

Higher risk of alternative asset makes money 
more attractive . 

Fall, if risk of money Higher risk of money makes it less attractive • 
Increases 

Fall 

Fall 

Higher liquidity of alternative assets makes these 
assets more attractive. 

People can operate with less money. 
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as stocks and real estate increases greatly, people may demand safer assets, including 
money. Thus increased riskiness in the economy may increase money demand 6 

However, money doesn't always carry a low risk. In a period of erratic inflation, 
even if the nominal return on money is fixed, the real return on money (the nominal 
return minus inflation) may become quite uncertain, making money risky. Money 
demand then will fall as people switch to inflation hedges (assets whose real 
returns are less likely to be affected by erratic inflation) such as gold, consumer 
durable goods, and real estate. 

L iqu i d ity of Alternative Assets. The more quickly and easily alternative assets 
can be converted into cash, the less need there is to hold money. In recent years the joint 
impact of deregulation, competition, and innovation in financial markets has made 
alternatives to money more liquid. For example, with a home equity line of credit, a 
family can now write checks that are backed by the value of its home. We have men
tioned individual cash management accounts whose introduction allowed individuals 
to switch wealth easily between high-return assets, such as stocks, and more liquid 
forms. As alternative assets become more liquid, the demand for money declines. 

Payment Techno log ies. Money demand also is affected by the technologies 
available for making and receiving payments. For example, the introduction of 
credit cards allowed people to make transactions without money at least until the 
end of the month, when a check must be written to pay the credit card bill. Auto
matic teller machines (ATMs) probably have reduced the demand for cash because 
people know that they can obtain cash quickly whenever they need it. In the future 
more innovations in payment technologies undoubtedly will help people operate 
with less and less money. Some experts even predict that ultimately we will live in 
a "cashless society," in which almost all payments will be made through immedi
ately accessible computerized accounting systems and that the demand for money 
will be close to zero. 

El a st i c it ies  of M o n e y  D e m a n d  

The theory of portfolio allocation helps economists identify factors that should 
affect the aggregate demand for money. However, for many purposes such as 
forecasting and quantitative analyses of the economy economists need to know 
not just which factors affect money demand but also how strong the various 
effects are. This information can be obtained only through statistical analysis of 
the data. 

Over the past three decades, economists have performed hundreds of statistical 
studies of the money demand function. The results of these studies often are expressed 
in terms of elasticities, which measure the change in money demand resulting from 
changes in factors affecting the demand for money. Specifically, the income elasticity 
of money demand is the percentage change in money demand resulting from a 1% 
increase in real income. Thus, for example, if the income elasticity of money demand is 
2/3, a 3% increase in real income will increase money demand by 2% (2/3 x 3% = 2%). 

6Por some evidence that this effect occurred in the early 19805, see James M. McGibany and Farrokh 
Nourzad, "Interest Rate Volatility and the Demand for Money," Quarterly Review a/ Economics and 
Business, Autumn 1986, pp. 73-83. 



262 Chapter 7 The Asset Market, Money, and Prices 

Similarly, the interest elasticity of money demand is the percentage change in money 
demand resulting from a 1% increase in the interest rate. 

When we work with the interest elasticity of money demand, some care is 
needed to avoid a potential pitfall. To illustrate, suppose that the interest rate 
increases from 5% per year to 6% per year. To describe this increase in the interest 
rate as a 1% increase in the interest rate is tempting (but incorrect). In fact, it is a 
20% increase in the interest rate, because 6 is 20% larger than 5 7  If the interest elas
ticity of money demand is -0.1, for example, an increase in the interest rate from 5% 
to 6% reduces money demand by 2% (-0.1 x 20% = -2%). Note that, if the interest 
elasticity of money demand is negative, as in this example, an increase in the inter
est rate reduces money demand. 

What are the actual values of the income elasticity and interest elasticity of 
money demand? Although the many statistical studies of money demand provide 
a range of answers, some common results emerge. First, there is widespread agree
ment that the income elasticity of money demand is positive. For example, in his 
classic 1973 study of M1 money demand, which established the framework for 
many later studies, Stephen Goldfeld of Princeton University found this elasticity to 
be about 2/3 8 A positive income elasticity of money demand implies that money 
demand rises when income rises, as predicted by our theory. Goldfeld's finding that 
the income elasticity of money demand is less than 1.0 is similar to that of many 
other empirical analyses, although some studies have found values for this elastic
ity as large as 1.0. An income elasticity of money demand smaller than 1 .0 implies 
that money demand rises less than proportionally with income. Earlier in the chap
ter we discussed some reasons why, as an individual or nation has higher income, 
the demand for money might be expected to grow more slowly than income. 

Second, for the interest elasticity of money demand, most studies find a small 
negative value. For example, Goldfeld found the interest elasticity of money 
demand to be about -0.1 or -0.2. A negative value for the interest elasticity of 
money demand implies that when interest rates on nonmonetary assets rise, people 
reduce their holdings of money, again as predicted by the theory. 

Finally, Goldfeld's study and others have confirmed empirically that the nominal 
demand for money is proportional to the price level. Again, this result is consistent 
with the theory, as reflected in the money demand equation, Eq. (7.3). 

Ve l o c ity a n d  t h e  Qua ntity Theory of Money 

A concept related to money demand, which at times is used in discussions of mon
etary policy, is velocity. It measures how often the money stock " turns over" each 
period. Specifically, velocity is nominal GDP (the price level, P, times real output, 
Y) divided by the nominal money stock, M. If we let V represent velocity, 

nominal GDP 
V =-------

nominal money stock 
PY 

- . 
M 

(7.4) 

IThe change from 5% to 6% can be described as "a one percentage point increase" or as Ita twenty percent . " 
Increase. 
8"The Demand for Money Revisited," Brookil1gs Papers 011 Economic Activity, 1973:4, pp. 577-638. Gold
feld reported elasticities of money demand that applied to the short run and the long run. The figures 
we present here are long-run elasticities. 



Figure 7. 1 

Velocity of M1 and 
M2, 1959-2005 
M1 velocity is nominal 
GOP divided by M1, and 
M2 velocity is nominal 
GOP divided by M2. M1 
velocity moved steadily 
upward until about 1981, 
but in the early 1980s M1 
velocity fell and it has 
behaved erratically since 
then. M2 velocity has no 
clear trend and is more 
stable than M1 velocity, 
but it has been unpre
dictable over some short 
periods. 
Source: FRED database of the 
Federal Reserve Bank of St. 
Louis, series M1SL, M2SL, 
and GOP. 
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If velocity rises, each dollar of the money stock is being used in a greater dollar 
volume of transactions in each period, if we assume that the volume of transactions 
is proportional to GOP. Figure 7.1 shows the M1 and M2 velocities for the United 
States from 1959 through the fourth quarter of 2005. 

The concept of velocity comes from one of the earliest theories of money 
demand, the quantity theory of money9 The quantity theory of money asserts 
that real money demand is proportional to real income, or 

Md 
= kY 

P 
, (7.5) 

where Md IP is real money demand, Y is real income, and k is a constant. In Eq. (7.5) 
the real money demand function, L(Y, r + )tel, takes the simple form kY. This way of 
writing money demand is based on the strong assumption that velocity is a con
stant, 11k, and doesn't depend on income or interest rates.lO 

But is velocity actually constant? As Fig. 7.1 shows, M1 velocity clearly is not con
stant: M1 velocity rose steadily until about 1981, fell sharply in the early 1980s, and has 
behaved erratically since then. Financial innovations played a role in the 1980s' M1 

'The quantity theory of money was developed by several classical economists, notably Irving Fisher, 
in the late nineteenth and early twentieth centuries. A famous statement of the theory is contained in 
Fisher's book, The Purchasing Power of Money (New York: Macmillan, 1911). 
lD'fo derive velocity under the quantity theory, we must assume that nominal money demand, Md, 
equals the actual money stock, M, an assumption that we justify Jater in the chapter. Under this 
assumption, you should verify that V = 11k. 
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velocity decline. As discussed in the following Application, "Financial Regulation, 
Innovation, and the Instability of Money Demand," the popularity of new interest
bearing checking accounts during this period raised the demand for Ml at any level 
of GOP and thereby lowered its velocity. But, in addition contrary to the assumption 
underlying the quantity theory that interest rates don't affect money demand the fall 
in nominal interest rates probably increased the demand for money and contributed 
to the fall in velocity in the early 1980s. Lower interest rates on nonmonetary assets in 
the 1980s increased people's willingness to hold low-interest or zero-interest money, 
which raised the demand for Ml at any level of GOP and thus reduced Ml velocity. 

M2 velocity, also shown in Fig. 7.1, is closer to being constant. It shows no 
upward or downward trend and doesn't exhibit the instability of Ml velocity. 
However, even M2 velocity has been somewhat unpredictable over short periods 
and most economists would be reluctant to treat M2 velocity as constant. 

A P P LICATIO N  

Financial Regulation, Innovation, and the Instability of Money Demand 

Goldfeld's 1973 study showed that a money demand function for Ml in a form sim
ilar to Eq. (7.3) fit the existing data well. Shortly after his article was published, 
however, problems arose. Between late 1974 and early 1976, the demand for Ml 
(Figure 7.2) was much lower than Goldfeld's equation predicted a puzzle that 
Goldfeld called the " case of the missing money" in a later article.ll After getting 
back on track in the late 1970s, the demand for Ml went the other way in the early 
1980s, coming in higher than predicted by money demand equations. Thus the rela
tionship between money demand and its principal macroeconomic determinants,
the price level, income, and interest rates seemed to have shifted erratically. 

Numerous explanations have been offered for the surprising instability of 
money demand. One factor emphasized by many economists was an increased 
pace of innovation and changes in the financial system during the 1970s and 1980s. 
Spurred by deregulation and intense international competition during this period, 
banks and other financial institutions provided the public with many new financial 
assets from which to choose, as well as a variety of new portfolio management tech
niques. Some of these innovations reduced the demand for narrowly defined 
money (Ml); others increased it. 

During the 1970s some of the major innovations tended to reduce the demand 
for Ml. Interest-bearing liquid assets, such as money market mutual funds and 
overnight repurchase agreements, were introduced. As interest rates reached new 
peaks in this decade, these new assets became increasingly attractive alternatives 
to holding Ml, causing the demand for Ml to fall short of its predicted value. 
During the early 1980s, however, financial innovations tended to increase the 
demand for Ml, as holdings of new interest-bearing accounts, such as NOW 
accounts, grew rapidly. Because these accounts are included in Ml, their increased 
use raised total holdings of Ml, as you can see in Fig. 7.2. Indeed, holdings of 

IlGoldfeld, "The Case of the Missing Money," Brookings Papers on Economic Activity. 1976:3, pp. 683-730. 



Figure 7.2 

Growth rates of M1 
and M2, 1960-2005 
The growth rates of M1 
and M2 plotted here 
show the percentage 
increase in each of the 
monetary aggregates 
from their levels one year 
earlier, using quarterly 
data. M1 has gone 
through several periods of 
erratic growth, including 
the "case of the missing 
money" in the mid-1970s. 
M1 growth spiked in 
several episodes in the 
1980s and 1990s. M2 
growth was somewhat 
erratic in the early 1970s, 
but its volatility appears 
to have declined since 
then. M2 growth feU to 
near zero in the early 
1990s, as people increas
ingly pulled funds out of 
banks and put them into 
bond and stock mutual 
funds. 
SOl/rce: FRED database of the 
Federal Reserve Bank of 
St. Louis, series MISL and 
M2SL. 
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interest-bearing checkable accounts rose from 4% of M1 in November 1979 to 21 % 
of M1 by December 1982.12 Thus financial innovation helps explain why M1 demand 
was lower than predicted in the 1970s and higher than predicted in the early 1980s. 

Financial innovation again distorted the demand for M1 in the 1990s. Begin
ning in 1994, banks developed sweep programs as a way to avoid reserve require
ments on transactions accounts (reserve requirements are discussed in Chapter 14). 
In a sweep program, a bank automatically transfers funds from a customer 's 
checkable deposits, which are part of M1, to money market deposit accounts 
(MMDAs), which are included in M2 but not in Ml.  Because banks are required 
to hold a certain fraction of their checkable deposits in the form of non-interest
earning reserves, but do not have to hold reserves against MMDAs, sweep pro
grams allow them to reduce the amount of reserves they must hold. The 
widespread use of such programs has substantially reduced the demand for M1 
since 1994 relative to the level it would have attained otherwise, as you can see in 
the low or negative growth rate of M1 from 1994 to 2000. This reduction in M1 is 
evident in Fig. 7.1 as a large increase in M1 velocity. (Remember that M1 appears 
in the denominator of M1 velocity, so a reduction in M1 will increase velocity for 
any given level of GDP.) 

Although sweep programs have reduced M1 substantially, they do not directly 
affect M2 because they transfer assets from checkable deposits, which are included 

12'fhis figure is cited in James L. Pierce, "Did Financial Innovation Hurt the Great Monetarist Experiment?" 
American Economic Review, May 1984, pp. 392-396. This article contains additional discussion and references 
on the topic of the effects of financial innovation. 
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in M2, to MMDAs, which are also in M2. Nevertheless, the demand for M2 has also 
demonstrated instability. Throughout the 1990s, people pulled their deposits out of 
banks (that is, out of accounts included in M2) and placed their savings in mutual 
funds, either bond funds that purchased government and corporate bonds, or stock 
funds that purchased shares of corporate stock. As a result, M2 velocity rose to a 
higher level than it had ever reached in the preceding thirty years. Only in the early 
2000s did M2 velocity return to the range it was in before 1992. 

The general lesson from these episodes of money demand instability is not that 
money demand equations are useless. In fact, they can be quite useful for forecast
ing money demand when the regulatory environment is stable and when no major 
financial innovations occur. When regulations change or new financial instruments 
are developed, however, these changes must be taken into account when using 
money demand equations to predict the levels of money holdings. 

7.4 Asset Market Equilihr i  

Recall that the asset market actually is a set of markets, in which real and financial 
assets are traded. The demand for any asset (say, government bonds) is the quan
tity of the asset that holders of wealth want in their portfolios. The demand for each 
asset depends on its expected return, risk, liquidity, and time to maturity relative to 
other assets. The supply of each asset is the quantity of that asset that is available. 
At any particular time the supplies of individual assets are typically fixed, although 
over time asset supplies change (the government may issue more bonds, firms 
may issue new shares, more gold may be mined, and so on). 

The asset market is in equilibrium when the quantity of each asset that holders 
of wealth demand equals the (fixed) available supply of that asset. In this section 
we examine asset market equilibrium, focusing on the role of money. We then 
show how asset market equilibrium is linked to the price level. 

Asset M a rket E q u i l i b r ium:  An Aggregat ion  Ass u m ption 

In analyzing the labor market in Chapter 3 and the goods market in Chapter 4, we 
relied on aggregation to keep things manageable. That is, instead of looking at the 
supply and demand for each of the many different types of labor and goods in the 
economy, we studied the supply and demand for both labor and goods in general. 
Aggregating in this way allowed us to analyze the behavior of the economy as a 
whole without getting lost in the details. 

Because there are many different types of assets, aggregation is equally necessary 
for studying the asset market. Thus we adopt an aggregation assumption for the 
asset market that economists often make for macroeconomic analysis: We assume 
that all assets may be grouped into two categories, money and nonmonetary assets. 
Money includes assets that can be used in payment, such as currency and checking 
accounts. All money is assumed to have the same risk and liquidity and to pay the 
same nominal interest rate, im. The fixed nominal supply of money is M. Nonmon
etary assets include all assets other than money, such as stocks, bonds, land, and so on. 
All nonmonetary assets are assumed to have the same risk and liquidity and to 
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pay a nominal interest rate of i = r +1I:e, where r is the expected real interest rate and 
rr' is the expected rate of inflation. The fixed nominal supply of nonmonetary assets 
is NM. 

Although the assumption that assets can be aggregated into two types ignores 
many interesting differences among assets, it greatly simplifies our analysis and has 
proved to be very useful. One immediate benefit of making this assumption is 
that, if we allow for only two types of assets, asset market equilibrium reduces to the 
condition that the quantity of money supplied equals the quantity of money demanded. 

To demonstrate this point, let's look at the portfolio allocation decision of an 
individual named Ed. Ed has a fixed amount of wealth that he allocates between 
money and nonmonetary assets. If md is the nominal amount of money and nmd is 
the nominal amount of nonmonetary assets that Ed wants to hold, the sum of Ed's 
desired money holdings and his desired holdings of nonmonetary assets must be 
his total wealth, or 

md + nmd = Ed's total nominal wealth. 

This equation has to be true for every holder of wealth in the economy. 
Suppose that we sum this equation across all holders of wealth in the economy. 

Then the sum of all individual money demands, md, equals the aggregate demand 
for money, Md The sum of all individual demands for nonmonetary assets is the 
aggregate demand for nonmonetary assets, NMd Finally, adding nominal wealth 
for all holders of wealth gives the aggregate nominal wealth of the economy, or 

Md + NMd = aggregate nominal wealth. (7.6) 

Equation (7.6) states that the total demand for money in the economy plus the 
total demand for nonmonetary assets must equal the economy's total nominal 
wealth. 

Next, we relate the total supplies of money and nonmonetary assets to aggre
gate wealth. Because money and nonmonetary assets are the only assets in the 
economy, aggregate nominal wealth equals the supply of money, M, plus the 
supply of nonmonetary assets, NM, or 

M + NM = aggregate nominal wealth. 

Finally, we subtract Eq. (7.7) from Eq. (7.6) to obtain 

(Md - M) + (NMd - NM) = O. 

(7.7) 

(7.8) 

The term Md - M in Eq. (7.8) is the excess demand for money, or the amount by 
which the total amount of money demanded exceeds the money supply. Similarly, 
the term NMd - NM in Eq. (7.8) is the excess demand for nonmonetary assets. 

Now suppose that the demand for money, Md, equals the money supply, M, so 
that the excess demand for money, Md -M, is zero. Equation (7.8) shows that, if Md -M 
is zero, NMd - NM must also be zero; that is, if the amounts of money supplied and 
demanded are equal, the amounts of nonmonetary assets supplied and demanded 
also must be equal. By definition, if quantities supplied and demanded are equal 
for each type of asset, the asset market is in equilibrium. 

If we make the simplifying assumption that assets can be lumped into mone
tary and nonmonetary categories, the asset market is in equilibrium if the quantity 
of money supplied equals the quantity of money demanded. This result is convenient, 
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because it means that in studying asset market equilibrium we have to look at 
only the supply and demand for money and can ignore nonmonetary assets. As 
long as the amounts of money supplied and demanded are equal, the entire asset 
market will be in equilibrium. 

The Asset M a rket E q u i l i b r i u m  C o n d i t ion 

Equilibrium in the asset market occurs when the quantity of money supplied 
equals the quantity of money demanded. This condition is valid whether money 
supply and demand are expressed in nominal terms or real terms. We work with 
this condition in real terms, or 

M 
- = L(Y, r + reel. 
p 

(7.9) 

The left side of Eq. (7.9) is the nominal supply of money, M, divided by the 
price level, P, which is the supply of money measured in real terms. The right side 
of the equation is the same as the real demand for money, Md/p, as in Eq. (7.3). 
Equation (7.9), which states that the real quantity of money supplied equals the real 
quantity of money demanded, is called the asset market equilibrium condition. 

The asset market equilibrium condition involves five variables: the nominal 
money supply, M; the price level, P; real income, Y; the real interest rate, r; and the 
expected rate of inflation, ree• The nominal money supply, M, is determined by the 
central bank through its open-market operations. For now, we treat the expected 
rate of inflation, ree, as fixed (we return to the determination of expected inflation 
later in the chapter). That leaves three variables in the asset market equilibrium 
condition whose values we haven't yet specified: output, Y; the real interest rate, r; 
and the price level, P. 

In this part of the book we have made the assumption that the economy is at 
full employment or, equivalently, that all markets are in equilibrium. Both classical 
and Keynesian economists agree that the full-employment assumption is reason
able for analyzing the long-term behavior of the economy. If we continue to assume 
full employment,13 we can use the analysis from previous chapters to describe 
how output and the real interest rate are determined. Recall from Chapter 3 that, if 
the labor market is in equilibrium with employment at its full-employment 
level output equals full-employment output, Y. In Chapter 4 we showed that, for 
any level of output, the real interest rate in a closed economy must take the value 
that makes desired national saving and desired investment equal (the goods 
market equilibrium condition). 

With the values of output and the real interest rate established by equilibrium in 
the labor and goods markets, the only variable left to be determined by the asset 
market equilibrium condition is the price level, P. To emphasize that the price level 
is the variable determined by asset market equilibrium, we multiply both sides of 
Eq. (7.9) by P and divide both sides by real money demand, L(Y, r + reel, to obtain 

M P =  . 
L(Y, r + ree ) 

DWe relax this assumption in Part 3 when we discuss short-run economic fluctuations. 

(7.10) 
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According to Eq. (7.10), the economy's price level, P, equals the ratio of the 
nominal money supply, M, to the real demand for money, L(Y, r + n'). For given 
values of real output, Y, the real interest rate, r, and the expected rate of inflation, 
rr', the real demand for money, L(Y, r + n'), is fixed. Thus Eq. (7.10) states that the 
price level is proportional to the nominal money supply. A doubling of the nomi
nal money supply, M, for instance, would double the price level, P, with other fac
tors held constant. The existence of a close link between the price level and the 
money supply in an economy is one of the oldest and most reliable conclusions 
about macroeconomic behavior, having been recognized in some form for hun
dreds if not thousands of years. We discuss the empirical support for this link in 
Section 7.5. 

What forces lead the price level to its equilibrium value, Eq. (7.10)? A complete 
description of how the price level adjusts to its equilibrium value involves an 
analysis of the goods market as well as the asset market; we leave this task until 
Chapter 9, where we discuss the links among the three main markets of the econ
omy in more detail. Briefly, in Chapter 9 we show that an increase in the money 
supply leads people to increase their nominal spending on goods and services; this 
increased nominal demand for output leads prices to rise. Prices continue to rise 
until people are content to hold the increased nominal quantity of money in their 
portfolios, satisfying the asset market equilibrium condition (rewritten as Eq. 7.10). 

7.5 Money Growth and Inflation 

In Section 7.4 we established that, when the markets for labor, goods, and assets are 
all in equilibrium, the price level, P, is proportional to the nominal money supply, M. 
However, the price level itself generally is of less concern to policymakers and the 
public than is the rate of inflation, or the percentage rate of increase of the price 
level. In this section we extend our analysis of the price level to show how inflation 
is determined. We conclude that the inflation rate, which is the growth rate of the 
price level, is closely related to the growth rate of the nominal money supply. 

To obtain an equation for the rate of inflation, we set the growth rate of the left 
side of Eq. (7.10) equal to the growth rate of its right side to obtain 

M 

P 
M1 
M 

M(Y, r + ne ) 
L(Y, r + ne ) 

, (7.11) 

where the symbol � indicates the change in a variable from one year to the next. 
The left side of Eq. (7.11) is the growth rate of the price level, M/p, which is the 
same as the inflation rate, n. The right side of Eq. (7.11) expresses the growth rate 
of the ratio on the right side of Eq. (7.10) as the growth rate of the numerator, M, 
minus the growth rate of the denominator, L(Y, r +rr'). (In Appendix A, Section A.7, 
we provide some useful formulas for calculating growth rates.) Equation (7.11) 
shows that, if the asset market is in equilibrium, the rate of inflation equals the growth 
rate of the nominal money supply minus the growth rate of real money demand. 

Equation (7.11) highlights the point that the rate of inflation is closely related 
to the rate of growth of the nominal money supply. However, to use Eq. (7.11) 
to predict the behavior of inflation we must also know how quickly real money 
demand is growing. The money demand function, Eq. (7.3), focused on two 
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macroeconomic variables with significant effects on real money demand: income 
(or output), Y, and the nominal interest rate, r + rr". We show later in this section 
that, in a long-run equilibrium with a constant growth rate of money, the nominal 
interest rate will be constant. Therefore here we look only at growth in income as 
a source of growth in real money demand. 

Earlier we defined the income elasticity of money demand to be the percentage 
change in money demand resulting from a 1% increase in real income. If ll. Y /Y is the 
percentage change in real income from one year to the next and lly is the income 
elasticity of money demand, llyll.Y /Y  is the resulting increase in the real demand for 
money, with other factors affecting money demand held constant. Substituting 1'[ for 
!'!.P/P and llyll.Y/Y for the growth rate of real money demand in Eq. (7.11) yields 

ll.M ll.Y 
1'[ =  - lly . 

M Y 
(7.12) 

Equation (7.12) is a useful simple expression for the rate of inflation. According to 
Eq. (7.12), the rate of inflation equals the growth rate of the nominal money supply 
minus an adjustment for the growth rate of real money demand arising from 
growth in real output. For example, suppose that nominal money supply growth is 
10% per year, real income is growing by 3% per year, and the income elasticity of 
money demand is 2/3. Then Eq. (7.12) predicts that the inflation rate will be 10% 
(2/3)(3%), or 8% per year. 

Money Growth and Inflation in European Countries in Transition 

The fall of communism in Eastern Europe and the breakup of the Soviet Union led 
to economic, political, and social upheaval. All of these countries, to varying 
degrees, have introduced reforms intended to make their economies more market
oriented, and many (particularly the new countries formed from the breakup of the 
Soviet Union) have introduced new currencies. However, Russia and many of the 
Eastern European economies have continued to face serious problems, including 
very high rates of inflation. The main reason for the high inflation rates is the rapid 
rates of money growth in these countries. 

In general, both the growth of the nominal money supply and the growth of real 
money demand (resulting from real income growth, for example) affect the rate of 
inflation (see Eq. 7.12). In countries with high inflation, however, the growth of the 
nominal money supply usually is the much more important of these two factors. To 
illustrate, if the income elasticity of money demand in a country is 2/3, and real 
output were to grow at the stunning rate of 15% per year, then in Eq. (7.12) real 
money demand would grow at 10% per year (2/3 x 15%) in that country. If a second 
country also has an income elasticity of 2/3, but its income is falling at the painful 
rate of 15% per year, the rate of growth of real money demand is -10% per year. 
Thus even with these radically different income growth rates, the difference in the 
growth rates of real money demand is only 20 percentage points per year. 

In contrast to the relatively modest differences among countries in the growth 
rates of real money demand, rates of growth of nominal money supplies may vary 
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The relationship 
between money 
growth and inflation 
Nominal money growth 
and inflation during the 
period 1995-2001 are 
plotted for the European 
countries in transition for 
which complete data are 
available. There is a 
strong relationship 
between money growth 
rates and inflation rates, 
with countries having 
money growth rates in 
excess of 80% per year 
also having inflation 
ra tes in excess of 80% per 
year. 
Source: Money growth rates 
and consumer price inflation 
from intemntiol1ai Financial 
Statistics, February 2003, 
International Monetary Fund. 
Figure shows European coun
tries in transition for which 
there are complete data. 
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among countries by hundreds of percentage points per year. Thus large differ
ences in inflation rates among countries almost always are the result of large dif
ferences in rates of money growth. 

The link between the money growth rate and the inflation rate is illustrated in 
Fig. 7.3, which shows the average annual values of these rates during the period 
1995-2001 for the European countries designated by the International Monetary 
Fund as "countries in transition." Most of these countries were in the process of 
moving from communism to free-market capitalism. The three countries that had 
inflation rates that averaged more than 80% per year during this period Belarus, 
Turkey, and Bulgaria also had money growth rates that averaged more than 80% 
per year. Whether we compare inflation rates among these three countries or com
pare the high inflation rates of these three countries with the relatively low inflation 
rates of the remaining sixteen countries, large differences in inflation rates clearly 
are associated with large differences in rates of money growth. 

If rapid money growth causes inflation, why do countries allow their money 
supplies to grow so quickly? As we discussed earlier, governments sometimes find 
that printing money (borrowing from the central bank) is the only way that they 
can finance their expenditures. This situation is most likely to occur in poor coun
tries or countries that undergo economic upheavals associated with war, natural 
disaster, or (as in the case of the European countries in transition) major political 
and economic change. Unfortunately, the almost inevitable result of financing gov
ernment expenditures in this way is increased inflation. 
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The Expected I nf lat ion Rate a n d  t h e  N o m i n a l  I nterest Rate 

In our earlier discussion of asset market equilibrium, we made the assumption 
that the expected inflation rate is fixed. For a given real interest rate, r (which is 
determined by the goods market equilibrium condition), if the expected inflation 
rate, rr", is fixed, so is the nominal interest rate, at r + rr". We close the chapter with 
a brief look at the factors that determine the expected inflation rate and the nominal 
interest rate. 

What should holders of wealth and others expect the inflation rate to be in the 
future? As we demonstrated, Eq. (7.12), which relates inflation to the growth rates 
of the nominal money supply and real income, is useful for predicting inflation. For 
expected values of money growth (based, for example, on plans announced by the 
central bank) and real income growth, as well as an estimate of the income elastic
ity of money demand, Eq. (7.12) can be used to calculate the expected inflation rate. 
Suppose that people in a particular country expect their nation's money supply to 
grow much more rapidly over the next two years because the government is com
mitted to large military expenditures and can pay for these expenditures only by 
printing money. In this case, Eq. (7.12) shows that people should expect much 
higher inflation rates in the future. 

The inflation prediction equation, Eq. (7.12), is particularly easy to apply when 
the growth rates of the nominal money supply and real income are constant over 
time. In this case, the expected growth rates of the nominal money supply and real 
income equal their current growth rates, and (from Eq. 7.12) the expected inflation 
rate equals the current inflation rate (assuming no change in the income elasticity 
of money demand). In practice, the current inflation rate often approximates the 
expected inflation rate, as long as people don't expect money or income growth to 
change too much in the near future. 

The public'S expected inflation rate is not directly observable, except perhaps 
through surveys and similar methods. However, an observable economic variable 
that is strongly affected by expected inflation is the nominal interest rate. At any 
real interest rate, r, which is determined by the goods market equilibrium condition 
that desired national saving equals desired investment, the nominal interest rate, 
r + ne, changes one-for-one with changes in the expected inflation rate, ne. Thus 
policy actions (such as rapid expansion of the money supply) that cause people to 
fear future increases in inflation should cause nominal interest rates to rise, all else 
being equal. 

But, as already noted, if people don't expect large changes in the growth rates 
of the money supply or real income, expected inflation won't be much different 
from current inflation. In this case, nominal interest rates and current inflation 
rates should move together. If current inflation is high, for example, expected infla
tion also is likely to be high; but high expected inflation also causes nominal inter
est rates to be high, all else being equal. 

The historical relationship between nominal interest rates and inflation is illus
trated by Fig. 7.4, which shows monthly data on the nominal interest rate on one-year 
Treasury bills and the twelve-month inflation rate measured by the consumer price 
index in the United States from January 1960 to May 2006. The nominal interest rate 
and the inflation rate have tended to move together, rising during the 1960s and 
1970s and then falling sharply after reaching a peak in the early 1980s. However, 
movements in the inflation rate aren't perfectly matched by movements in the 
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Inflation and the 
nominal interest rate 
in the United States, 
1960-2006 
The figure shows the 
nominal interest rate on 
one-year Treasury bills 
and the twelve-month 
fa te of infla tian as mea
sured by the consumer 
price index. The nominal 
interest rate tends to 
move with inflation, 
although there are peri
ods such as the early 
19805 when the two 
variables diverge. 
Source: FRED database of the 
Federal Reserve Bank of 
St. Louis, series GS] (interest 
rate) and CPLAUCN5 (CPL). 
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nominal interest rate because the real interest rate hasn't been constant over this 
period. In particular, during the late 1970s and early 1980s, the rise in the nominal 
interest rate was much greater than the rise in the inflation rate, reflecting an increase 
in the real interest rate from a negative value in the mid 19705 to much higher, posi
tive values in the 1980s. (See Fig. 2.5, p. 54, for a graph of the real interest rate.) 

A P P L I  ATI ;..:,N..:....-_______________ _ 

Measuring Inflation Expectations 

Equilibrium in the asset market depends on people's expectations for the inflation 
rate. But how do people form expectations of inflation? They may do so by looking at 
surveys of economists who specialize in forecasting the economy.14 If so, we can 
gather information about people's long-term inflation expectations from surveys that 
ask people what they think inflation will be in the long run, such as the Survey of Pro
fessional Forecasters or the University of Michigan Survey of Consumers. However, 
survey information may be umeliable if the people surveyed do not have a strong 
stake in understanding the determinants of the inflation rate. On the other hand, 
people who purchase bonds are more likely to care about inflation, because a change 

14See Christopher D. Carroll, "Macroeconomic Expectations of Households and Professional Forecasters," 
QlIarterly JOllrnal of Economics 118 (February 2003), pp. 269-298. 
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Figure 7.5 

Interest rates on 
nominal and TIIS ten
year notes, 1997-2006 
The chart shows quarterly 
values for the nominal 
interest rate on nominal 
ten-year U.s. government 
Treasury notes and the 
real interest rate on Trea
sury lnfla tion Indexed 
Securities (TIIS) ten-year 
notes for the period 
1997:Ql to 2006:Q2. 
Sources: Nominal interest rate: 
Federal Reserve Board of Gov
ernors, available at research. 
stloll isfcd .org/fred2/series/G S 1 0; 
TITS interest rates: constructed 
by authors from latest ten-year 
TITS note yield, yield data 
available at research.stlouisfed. 
org/fred2/series/TPlOJ07 to 
TPlOJ16. 
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in the inflation rate affects the real return on their investments. So data from financial 
markets can reveal investors' expectations about the rate of inflation.1s 

The U.s. government borrows from the public by issuing nominal bonds and 
(since 1997) by issuing Treasury Inflation Indexed Securities (TllS). Nominal bonds 
offer a certain nominal interest rate over the life of the bond, but the real rate of 
interest on nominal bonds depends on the rate of inflation during the life of the 
bond. The expected real interest rate on the nominal bond is (recall Eq. 2.13) r = i _ lte, 
where i is the nominal interest rate and It' is the expected rate of inflation during 
the life of the bond. TllS bonds offer a certain real interest rate over the life of the 
bond, regardless of the rate of inflation that occurs during the life of the bond. TllS 
bonds insulate the real rate of return from fluctuations in the rate of inflation by 
adjusting both the interest payments and the principal repayments of the bonds. 

Figure 7.5 shows the nominal interest rate on nominal bonds and the real inter
est rate on TllS bonds. The real interest rate on ten-year Tns bonds trended 
upward from 3.3% in early 1997 to 4.3% in early 2000. Beginning in 2000, the real 
interest rate generally trended down, falling to 1.6% in early 2005. Since mid-2005, 
the real interest rate has increased somewhat. 

15The following analysis is based on Ben S. Bernanke, "What Policymakers Can Learn from Asset 
Prices." Remarks before the Investment Analysts Society of Chicago, April 15, 2004. 
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Alternative measures 
of expected inflation, 
1997-2006 
The chart shows quarterly 
values for two different 
measures of expected 
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the nominal interest rate 
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government Treasury 
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Survey of Professional 
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Reserve a-mk of Philadelphia, 
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If nominal bonds and TllS bonds were equally risky and equally liquid, then equi
librium in the asset market would imply that the expected real interest rate on nominal 
bonds, i - rr', would equal the real interest rate on TllS bonds, rTfIs' Setting i - rre equal 
to r Tns implies that rr' = i - r TfIS' Thus, the excess of the nominal interest rate over the 
TllS rate, i - rTTTS' which we will call the interest rate differential, provides a rough mea
sure of expected inflation. However, because the risk to investors from unpredictable 
fluctuations in inflation is eliminated by the TllS bond, some of the difference 
between the two rates is attributable to inflation risk rather than to expected inflation. 
That is, investors who buy nominal bonds know that they face greater risk from 
unpredictable changes in inflation than they would if they were to buy TllS bonds, so 
the interest rate on nominal bonds is higher to compensate holders of nominal bonds 
for bearing that risk. On the other hand, the market for TllS bonds is less liquid (that 
is, has fewer buyers and sellers), so the interest rate on TllS bonds is higher than it 
would be if they were sold in a more liquid market. With these two conflicting 
effects, it is not clear whether the interest rate differential shown in Fig. 7.5 overstates 
or understates the expected inflation rate over the next ten years. However, these two 
effects are likely to be small, and they work in opposite directions, so their net effect 
is likely to be very small. Therefore, we will use the inflation rate differential as a 
measure of people's expected rate of inflation. 

Figure 7.6 plots the inflation rate differential over time (the gap between the 
lines in Fig. 7.5). The graph suggests that people's expectations of inflation declined 
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in 1997 and 1998, rose in 1999, fell slightly in 2000, remained roughly constant in 
2001 and 2002, rose in 2003, stabilized in 2004 and early 2005 at about 2.5%, and 
then rose in late 2005 and early 2006. This fluctuating behavior is in contrast to the 
smooth behavior of a survey measure of expected inflation, also shown in Fig. 7.6, 
from the Survey of Professional Forecasters. The survey measure of expected infla
tion fell from 3% in 1997 to 2.5% in 1998 and remained at about 2.5% throughout 
the period. It appears that professional forecasters did not change their views very 
much about expected inflation over the next ten years. However, market partici
pants seem to have had much more volatile views on expected inflation, or else the 
degree of inflation risk and liquidity in the TIIS market fluctuated substantially in 
this period. 

C H A P T E R  S U M M A RY 

1. Money is the set of assets that are widely used and 
accepted as payment, such as currency and checking 
accounts. Money functions as a medium of exchange, 
a unit of account, and a store of value. 

2. The supply of money is set by the central bank-the 
Federal Reserve System in the United States. The cen
tral bank's official measures of money are called the 
monetary aggregates. Ml is made up primarily of 
currency and checking accounts and M2 includes a 
broader set of monetary assets. 

3. A portfolio allocation decision is made by a holder of 
wealth when determining how much of each asset to 
hold. The four characteristics of assets that most affect 
their desirability are expected return, risk, liquidity, 
and time to ma turity. 

4. Money demand is the total amount of money that 
people choose to hold in their portfolios. The principal 
macroeconomic variables that affect money demand 
are the price level, real income, and interest rates. 
Nominal money demand is proportional to the price 
level. Higher real income increases the number of 
transactions and thus raises real money demand. A 
higher interest rate on alternative, nonmonetary 
assets lowers real money demand by making the 
alternative assets more attractive relative to money. The 
money demand function measures the relationship 
between real money demand and these macroeco
nomic variables. 

5. Velocity is the ratio of nominal CDP to the nominal 
money stock. The quantity theory of money is an early 
theory of money demand based on the assumption 
that velocity is constant, so that money demand is pro
portional to income. Historically, M2 velocity has been 
more stable than Ml velocity, although even M2 velocity 
isn't constant. 

6. Under the simplifying assumption that assets can 
be grouped into two categories-money and non
monetary assets-the asset market is in equilibrium 
if the quantity of money supplied equals the quan
tity of money demanded. When all markets are in 
equilibrium (the economy is at full employment), 
the level of output is determined by equilibrium in 
the labor market, the real interest rate is determined 
by equilibrium in the goods market, and the price 
level is determined by equilibrium in the asset 
market. The equilibrium price level is proportional 
to the nominal money supply. 

7. The inflation rate equals the growth rate of the nomi
nal money supply minus the growth rate of real 
money demand. The growth rate of real money 
demand in turn depends primarily on the real income 
growth rate. Expected inflation depends on expected 
growth rates of the nominal money supply and real 
income. For a given real interest rate, the nominal 
interest rate responds one-for-one to changes in 
expected infla tion. 
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K E Y  E Q UAT I O N S  

Md 
P 

= L(Y, r + It')  (7.3) 

According to the money demand function, the real quanti
ty of money demanded, Md/p, depends on output and the 
nominal interest rate on alternative, nonmonetary assets. 
An increase in output, Y, raises the number of transactions 
people make and thus raises the demand for money. An 
increase in the nominal interest rate on nonmonetary 
assets, i (which equals the real interest rate, r, plus the 
expected rate of inflation, 1t") raises the attractiveness of 
alternative assets and thus reduces the demand for money. 

v = __ no_m-
-
c-in_a_I_G_D_P_--

c
- _ PY 

nominal money stock M (7.4) 

Velocity, V, is nominal GOP, or P times Y, divided by the 
nominal money stock, M. Velocity is assumed to be con
stant by the quantity theory of money. 

R E V I EW Q U E S T I O N S  

Questions marked with a brown circle are available in 
MyEconLab at www.myeconlab.com. 

Define money. How does the economist's use of this 
term differ from its everyday meaning? 

What are the three functions of money? How does each 
function contribute to a more smoothly operating econ
omy? 

Who determines the nation's money supply? Explain 
how the money supply could be expanded or reduced 

M 
P 

= L(Y, r + It')  (7.9) 

The asset market equilibrium condition states that the real 
supply of money, M/P, and the real demand for money, 
L(Y, r + 1t"), are equal. 

M1 .::�-,-Y 
It = - 1)y --c M Y 

(7.12) 

The inflation rate, It, equals the growth rate of the nom
inal money supply, �M/M, minus the growth rate of real 
money demand. In long-run equilibrium with a con
stant nominal interest rate, the growth rate of real 
money demand equals the income elasticity of money 
demand, 11 y, times the growth rate of real income or 
output, �Y/Y. 

in an economy in which all money is in the form of 
currency_ 

What are the four characteristics of assets that are most 
important to holders of wealth? How does money com
pare with other assets for each characteristic? 

5. Describe what is meant by the expectations theory of the 
term structure of interest rates. Why isn't the expecta
tions theory sufficient to describe the data on interest 
rates thatwe observe? What must be added to the expec
tations theory to form a more accurate theory? 
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List and discuss the macroeconomic variables that 
affect the aggregate demand for money. 

Define velocity. Discuss the role of velocity in the quan
tity theory of money. 

S. Why is equilibrium in the asset market described by the 
condition that real money supply equal real money 
demand? What aggregation assumption is needed to 
allow ignoring the markets for other assets? 

N U M E R I C A L  P RO B L E M S  

Questions marked with a brown circle are available in 
MyEconLab at www.myeconlab.com. 

Suppose the interest rate on a one-year bond today is 
6% per year, the interest rate on a one-year bond one 
year from now is expected to be 4% per year, and the 
interest rate on a one-year bond two years from now is 
expected to be 3% per year. The risk premium on a 
two-year bond is 0.5% per year and the risk premium 
on a three-year bond is 1 .0% per year. In equilibrium, 
what is the interest rate today on a two-year bond? On 
a three-yea r bond? Wha t is the shape of the yield 
curve? 

Money demand in an economy in which no interest is 
paid on money is 

Md 
---=- = 500 + 0.2 Y - 1000i. 

P 

a. Suppose that P = 100, Y = 1000, and i = 0.10. Find real 
money demand, nominal money demand, and 
velocity. 

b. The price level doubles from P = 100 to P = 200. Find 
real money demand, nominal money demand, and 
velocity. 

c. Starting from the values of the variables given in 
Part (a) and assuming that the money demand func
tion as written holds, determine how velocity is 
affected by an increase in real income, by an increase 
in the nominal interest rate, and by an increase in 
the price level. 

Mr. Midas has wealth of $100,000 that he invests 
entirely in money (a checking account) and govern
ment bonds. Mr. Midas instructs his broker to invest 
$50,000 in bonds, plus $5000 more in bonds for every 

9. What is the relationship between the price level and 
the nominal money supply? What is the relationship 
between inflation and the growth rate of the nominal 
money supply? 

10. Give an example of a factor that would increase the 
public's expected rate of inflation. All else being 
equal, how would this increase in the expected infla
tion rate affect interest rates? 

percentage point that the interest rate on bonds 
exceeds the interest rate on his checking account. 
a. Write an algebraic formula that gives Mr. Midas's 

demand for money as a function of bond and check
ing account interest rates. 

b. Write an algebraic formula that gives Mr. Midas's 
demand for bonds. What is the sum of his demand 
for money and his demand for bonds? 

c. Suppose that all holders of wealth in the economy 
are identical to Mr. Midas. Fixed asset supplies per 
person are $80,000 of bonds and $20,000 of checking 
accounts. Checking accounts pay no interest. What 
is the interest rate on bonds in asset market equilib
rium? 

Assume tha t the quantity theory of money holds and 
that velocity is constant at 5. Output is fixed at its 
full-employment value of 10,000, and the price level 
is 2. 
a. Determine the real demand for money and the nom

inal demand for money. 
b. In this same economy the government fixes the 

nominal money supply at 5000. With output fixed at 
its full-employment level and with the assumption 
that prices are flexible, what will be the new price 
level? What happens to the price level if the nominal 
money supply rises to 6000? 

Consider an economy with a constant nominal money 
supply, a constant level of real output Y = 100, and a 
constant real interest rate r = 0.10. Suppose that the 
income elasticity of money demand is 0.5 and the inter
est elasticity of money demand is --0.1. 
a. By what percentage does the equilibrium price level 

differ from its initial value if output increases to Y = 
106 (and r remains at 0.1O)? (Hint: Use Eq. 7.11.) 



h. By what percentage does the equilibrium price level 
differ from its initial value if the real interest increas
es to r = 0.11 (and Y remains at 100)? 

c. Suppose that the real interest rate increases to r = 
0.11. What would real output have to be for the equi
librium price level to remain at its initial value? 

Suppose that the real money demand function is 

L( Y )
0 _.".::..::0 I",-Y 

, r + ne = - , 
r+ ne 

where Y is real output, r is the real interest rate, and It' 
is the expected rate of inflation. Real output is constant 
over time at Y = 150. The real interest rate is fixed in the 
goods market at r = 0.05 per year. 
a. Suppose that the nominal money supply is growing 

at the rate of 10% per year and that this growth rate 
is expected to persist forever. Currently, the nomi
nal money supply is M = 300. What are the values 
of the real money supply and the current price 
level? (Hint: What is the value of the expected infla
tion rate that enters the money demand function?) 

A N A LY T I C A L  P RO B L E M S  

Questions marked with a brown circle are available in 
MyEconLab at www.myeconlab.com. 

All else being equal, how would each of the following 
affect the demand for Ml? The demand for M2? Explain. 
a. The maximum number of checks per month that can 

be written on money market mutual funds and money 
market deposit accounts is raised from three to thirty. 

b. Home equity lines of credit that allow homeowners 
to write checks against the value of their homes are 
introduced. 

c. The stock market crashes, and further sharp declines 
in the market are widely feared. 

d. Banks introd uce overdraft protection, under which 
funds are automatically transferred from savings to 
checking as needed to cover checks. 

e. A crackdown reduces the illegal drug trade (which 
is carried out largely in currency) . 

Figure 7.1 shows that, before the 1980s, Ml velocity 
generally rose over time. Suggest some explanations 
for this upward trend. 
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h. Suppose that the nominal money supply is M = 300. 
The central bank announces that from now on the 
nominal money supply will grow at the rate of 5% 
per year. If everyone believes this announcement, 
and if all markets are in equilibri um, what are the 
values of the real money supply and the current 
price level? Explain the effects on the real money 
supply and the current price level of a slowdown in 
the ra te of money growth. 

The income elasticity of money demand is 2/3 and the 
interest elasticity of money demand is -0.1 .  Real 
income is expected to grow by 4.5% over the next year, 
and the real interest rate is expected to remain constant 
over the next year. The rate of inflation has been zero 
for several years. 
a. If the central bank wants zero inflation over the next 

year, what growth rate of the nominal money 
supply should it choose? 

b. By how much will velocity change over the next 
year if the central bank follows the policy that 
achieves zero inflation? 

3. The prisoner-of-war camp described by Radford (Box 
7.1) periodically received large shipments of ciga
rettes from the Red Cross or other sources. 
a. How did cigarette shipments affect the price level 

(the prices of goods in terms of cigarettes) in the 
POW camp? 

b. (More difficult) On some occasions the prisoners 
knew in advance when the cigarette shipments were 
to arrive. What happened to the demand for ciga
rette money and the price level in the camp in the 
days just before an anticipated shipment? 

Assume that prices and wages adjust rapidly so that 
the markets for labor, goods, and assets are always in 
equilibrium. What are the effects of each of the follow
ing on output, the real interest rate, and the current 
price level? 
a. A temporary increase in government purchases. 
b. A reduction in expected inflation. 
c. A temporary increase in labor supply. 
d. An increase in the interest rate paid on money. 
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W O R K I N G  W I T H  M A C RO E C O N O M I C  DATA 

For data to use in tltese exercises, go to tlte Federal Reserve Bank 
of St. Louis FRED database at research.stlouisfed.org/fred. 

1. Graph the current yield curve (see the section, "Time to 
Maturity," p. 255 and the graph of the yield curve on p. 
122), plotting the interest rate on bonds with different 
maturities against their time to maturity, using data 
from the Federal Reserve's H.15 release (wwwjederal
reserve.govlreleases/l115). Use the Fed's "constant matu
rity" series of rates, which are designed for this 
purpose. Then look at the H.15 release from one year 
earlier and plot the yield curve for that date as well. 
What has happened to the term structure of interest 
rates over the past year? What economic events do you 
think have led to this change? 

2. Graph the CPI inflation rate, Ml money growth, and M2 
money growth for the United States, using annual data 
since 1959. (Find annual growth rates for December to 
December.) Also graph the three-year average rate of 
inflation and the three-year averages of Ml growth and 

M2 growth, starting with 1961. (The three-year average 
rate of inflation for, say, 1978 is the average of the inflation 
rates in 1976, 1977, and 1978. Similarly, the three-year 
average money growth rate for 1978 is the average of the 
money growth rates for 1976, 1977, and 1978.) 

Is the inflation rate more closely related to Ml 
growth or M2 growth? Is the relationship of inflation to 
money growth stronger in the short run (in annual data) 
or in the longer run (using three-year averages)? What 
has happened to the link between inflation and money 
growth during the past decade? 

3. Graph the three-month Treasury bill interest rate, the 
ten-year government bond interest rate, and the CPI 
inflation rate on the same figure, using data since 1961. 
Make sure that the units are comparable. 
a. In general, how are changes in interest rates related 

to changes in inflation? Why? 
b. Is the three-month rate or the ten-year rate more 

sensitive to current changes in inflation? Give an 
economic explana tion. 
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ince the Industrial Revolution, the economies of the United States and many 
other countries have grown tremendously. That growth has transformed 

economies and greatly improved living standards. Yet even in prosperous countries, 
economic expansion has been periodically interrupted by episodes of declining 
production and income and rising unemployment. Sometimes fortunately, not 
very often these episodes have been severe and prolonged. But whether brief or 
more extended, declines in economic activity have been followed almost invariably 
by a resumption of economic growth. 

This repeated sequence of economic expansion giving way to temporary 
decline followed by recovery, is known as the business cycle. The business cycle is a 
central concern in macroeconomics because business cycle fluctuations the ups 
and downs in overall economic activity are felt throughout the economy. When 
the economy is growing strongly, prosperity is shared by most of the nation's 
industries and their workers and owners of capital. When the economy weakens, 
many sectors of the economy experience declining sales and production, and 
workers are laid off or forced to work only part-time. Because the effects of busi
ness cycles are so widespread, and because economic downturns can cause great 
hardship, economists have tried to find the causes of these episodes and to deter
mine what, if anything, can be done to counteract them. The two basic questions of 
(1) what causes business cycles and (2) how policymakers should respond to cyclical 
fluctuations are the main concern of Part 3 of this book. 

The answers to these two questions remain highly controversial. Much of this 
controversy involves the proponents of the classical and Keynesian approaches to 
macroeconomics, introduced in Chapter 1 .  In brief, classical economists view busi
ness cycles as generally representing the economy's best response to disturbances 
in production or spending. Thus classical economists do not see much, if any, need 
for government action to counteract these fluctuations. In contrast, Keynesian econ
omists argue that, because wages and prices adjust slowly, disturbances in pro
duction or spending may drive the economy away from its most desirable level of 
output and employment for long periods of time. According to the Keynesian 
view, government should intervene to smooth business cycle fluctuations. 

We explore the debate between classicals and Keynesians, and the implications 
of that debate for economic analysis and macroeconomic policy, in Chapters 9-11. In 
this chapter we provide essential background for that discussion by presenting the 
basic features of the business cycle. We begin with a definition and a brief history of 
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the business cycle in the United States. We then turn to a more detailed discussion of 
business cycle characteristics, or "business cycle facts." We conclude the chapter 
with a brief preview of the alternative approaches to the analysis of business cycles. 

8.1 What Is a B usiness Cycle? 

Countries have experienced ups and downs in overall economic activity since they 
began to industrialize. Economists have measured and studied these fluctuations 
for more than a century. Marx and Engels referred to "commercial crises," an early 
term for business cycles, in their Communist Manifesto in 1848. In the United 
States, the National Bureau of Economic Research (NBER), a private nonprofit 
organization of economists founded in 1920, pioneered business cycle research. The 
NBER developed and continues to update the business cycle chronology, a 
detailed history of business cycles in the United States and other countries. The 
NBER has also sponsored many studies of the business cycle: One landmark study 
was the 1946 book Measuring Business Cycles, by Arthur Burns (who served as Fed
eral Reserve chairman from 1970 until 1978) and Wesley Mitchell (a principal 
founder of the NBER). This work was among the first to document and analyze the 
empirical facts about business cycles. It begins with the following definition: 

Business cycles are a type of fluctuation found in the aggregate economic activity of 
nations that organize their work mainly in business enterprises. A cycle consists of 
expansions occurring at about the same time in many economic activities, followed by 
similarly general recessions, contractions, and revivals which merge into the expansion 
phase of the next cycle; this sequence of changes is recurrent but not periodic; in dura
tion business cycles vary from more than one year to ten or twelve years.' 

Five points in this definition should be clarified and emphasized. 

1. Aggregate economic activity. Business cycles are defined broadly as fluctua
tions of "aggregate economic activity" rather than as fluctuations in a single, specific 
economic variable such as real GDP. Although real GDP may be the single variable 
that most closely measures aggregate economic activity, Burns and Mitchell also 
thought it important to look at other indicators of activity, such as employment and 
financial market variables. 

2. Expansions and contractions. Figure 8.1 a diagram of a typical business 
cycle helps explain what Burns and Mitchell meant by expansions and contractions. 
The dashed line shows the average, or nonnal, growth path of aggregate economic 
activity, as determined by the factors we considered in Chapter 6. The solid curve 
shows the rises and falls of actual economic activity. The period of time during which 
aggregate economic activity is falling is a contraction or recession. If the recession is 
particularly severe, it becomes a depression. After reaching the low point of the 
contraction, the trough (T), aggregate economic activity begins to increase. The 
period of time during which aggregate economic activity grows is an expansion or 
a boom. After reaching the high point of the expansion, the peak (P), aggregate 
economic activity begins to decline again. The entire sequence of decline followed by 
recovery, measured from peak to peak or trough to trough, is a business cycle. 

IBurns and Mitchell, Measuring Business Cycles, New York: National Bureau of Economic Research, 
1946, p. 1. 
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Figure 8.1 

A business cycle 
The solid curve graphs 
the behavior of aggregate 
economic activity over a 
typical business cycle. 
The dashed line shows 
the economy's normal 
growth path. During a 
contraction aggregate 
economic activity falls 
until it reaches a trough, 
T. The trough is followed 
by an expansion during 
whkh economic activity 
increases until it reaches 
a peak, P A complete 
cycle is measured from 
peak to peak or trough 
to trough. 
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Figure 8.1 suggests that business cycles are purely temporary deviations from 
the economy's normal growth path. However, part of the output losses and gains 
that occur during a business cycle may become permanent. 

Peaks and troughs in the business cycle are known collectively as turning points. 
One goal of business cycle research is to identify when turning points occur. Aggre
gate economic activity isn't measured directly by any single variable, so there's no 
simple formula that tells economists when a peak or trough has been reached.2 In 
practice, a small group of economists who fonn the NBER's Business Cycle Dating 
Committee determine that date. The committee meets only when its members believe 
that a turning point may have occurred. By examining a variety of economic data, the 
committee determines whether a peak or trough has been reached and, if so, the 
month it happened. However, the committee's announcements usually come well 
after a peak or trough occurs, so their judgments are more useful for historical analy
sis of business cycles than as a guide to current policymaking. 

3. Comovement. Business cycles do not occur in just a few sectors or in just a 
few economic variables. Instead, expansions or contractions " occur at about the 
same time in many economic activities." Thus, although some industries are more 
sensitive to the business cycle than others, output and employment in most indus
tries tend to fall in recessions and rise in expansions. Many other economic vari
ables, such as prices, productivity, investment, and government purchases, also have 
regular and predictable patterns of behavior over the course of the business cycle. 

2A conventional definition used by the media-that a recession has occurred when there are two 
consecutive quarters of negative real GDP growth-isn't widely accepted by economists. The reason 
that economists tend not to like this definition is that real GDP is only one of many possible indicators 
of economic a ctivity. 
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The tendency of many economic variables to move together in a predictable way 
over the business cycle is called comovement. 

4. Recurrent but not periodic. The business cycle isn't periodic, in that it does not 
occur at regular, predictable intervals and doesn't last for a fixed or predetermined 
length of time. (Box 8.1, p. 301, discusses the seasonal cycle or economic fluctuations 
over the seasons of the year which, unlike the business cycle, is periodic.) Although 
the business cycle isn't periodic, it is recurrent; that is, the standard pattern of 
contraction-trough--€xpansion-peak recurs again and again in industrial economies. 

5. Persistence. The duration of a complete business cycle can vary greatly, 
from about a year to more than a decade, and predicting it is extremely difficult. 
However, once a recession begins, the economy tends to keep contracting for a 
period of time, perhaps for a year or more. Similarly, an expansion, once begun, 
usually lasts a while. This tendency for declines in economic activity to be fol
lowed by further declines, and for growth in economic activity to be followed by 
more growth, is called persistence. Because movements in economic activity have 
some persistence, economic forecasters are always on the lookout for turning 
points, which are likely to indicate a change in the direction of economic activity. 

8.2 The American Business Cycle: The H istorical Record 

An overview of American business cycle history is provided by the NBER's monthly 
business cycle chronology? as summarized in Table 8.1 .  It gives the dates of the 
troughs and peaks of the thirty-two complete business cycles that the U.s. economy 
has experienced since 1854. Also shown are the number of months that each con
traction and expansion lasted. 

The P re-World Wa r I P e r i o d  

The period between the Civil War (1861-1865) and World War I (1917-1918) was 
one of rapid economic growth in the United States. Nevertheless, as Table 8.1 
shows, recessions were a serious problem during that time. Indeed, the longest con
traction on record is the 65-month-long decline between October 1873 and March 
1879, a contraction that was worldwide in scope and is referred to by economic his
torians as the Depression of the 1870s. Overall, during the 1854-1914 period the 
economy suffered 338 months of contraction, or nearly as many as the 382 months 
of expansion. In contrast, from the end of World War II in 1945 through October 
2006, the number of months of expansion (627) outnumbered months of contraction 
(104) by more than six to one. 

The G reat D e p ression  a n d  Wo rld Wa r I I  

The worst economic contraction in the history of the United States was the Great 
Depression of the 1930s. After a prosperous decade in the 1920s, aggregate eco
nomic activity reached a peak in August 1929, two months before the stock market 
crash in October 1929. Between the 1929 peak and the 1933 trough, real GDP fell by 

3For a detailed discussion of the NBER chronologies, see Geoffrey H. Moore and Victor Zarnowitz, 
"The NBER's Business Cycle Chronologies," in Robert j. Gordon, ed., The American BlIsiness Cycle: 
CO/llillllily a/ld Change, Chicago: University of Chicago Press, 1986. The NBER chronology is available 
at the NBER's Web site, www.nber.org. 
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Table 8.1 

NBER Business Cycle Turning Points and Durations of Post-1854 Business Cycles 

Trough 

Dec. 1854 
Dec. 1858 
june 1861 
Dec. 1867 
Dec. 1870 

Mar. 1879 
May 1885 
Apr. 1888 
May 1891 
june 1894 

june 1897 
Dec. 1900 
Aug. 1 904 
june 1908 
jan. 1912 

Dec. 1914 
Mar. 1919 
july 1921 
july 1924 
Nov. 1927 

Mar. 1933 
june 1938 
Oct. 1945 
Oct. 1 949 
May 1954 

Apr. 1958 
Feb. 1961 
Nov. 1970 
Mar. 1975 
july 1980 

Nov. 1982 
Mar. 1991 
Nov. 2001 

Expansion 
(months from 

trough to peak) 

30 
22 
46 (Civil War) 
1 8  
34 

36 
22 
27  
20 
1 8  

24 
2 1  
33 
19 
1 2  

44 (WWI) 
10 
22 
27 
2 1  

50 
80 (WWII) 
37  
45 (Korean War) 
39 

24 
106 (Vietnam War) 
36 
58 
1 2  

92 
1 20 

Source: NBER Web site, www.nber. org/cycies.html. 

Peak 

june 1857 
Oct. 1 860 
Apr. 1865 
june 1869 
Oct. 1 873 

Mar. 1882 
Mar. 1887 
july 1 890 
jan. 1893 
Dec. 1895 

june 1899 
Sept. 1902 
May 1907 
jan. 1910 
jan. 1913  

Aug. 1918  
jan. 1920 
May 1923 
Oct. 1926 
Aug. 1929 

May 1937 
Feb. 1945 
Nov. 1948 
july 1953 
Aug. 1957 

Apr. 1960 
Dec. 1969 
Nov. 1973 
jan. 1980 
july 1981 

july 1990 
Mar. 2001 

Contraction 
(months from peak 

to next trough) 

18  
8 

32 
18  
65 

38 
1 3  
10 
1 7  
18  

18  
23 
1 3  
24 
23 

7 
18  
14 
1 3  
43 (Depression) 

1 3  (Depression) 
8 

1 1 
10 
8 

10 
1 1 
16 
6 

16 

8 
8 

nearly 30%. During the same period the unemployment rate rose from about 3% to 
nearly 25%, with many of those lucky enough to have jobs only able to work part
time. To appreciate how severe the Great Depression was, compare it with the two 
worst post-World War II recessions of 1973-1975 and 1981-1982. In contrast to the 
30% real GDP decline and 25% unemployment rate of the Great Depression, in the 
1973-1975 recession real GDP fell by 3.4% and the unemployment rate rose from 
about 4% to about 9%; in the 1981-1982 recession real GDP fell by 2.8% and the 
unemployment rate rose from about 7% to about 11 %. 

Although no sector escaped the Great Depression, some were particularly hard 
hit. In the financial sector, stock prices continued to collapse after the crash. Depos
itors withdrew their money from banks, and borrowers, unable to repay their 
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bank loans, were forced to default; as a result, thousands of banks were forced to go 
out of business or merge with other banks. In agriculture, farmers were bankrupted 
by low crop prices, and a prolonged drought in the Midwest turned thousands of 
farm families into homeless migrants. Investment, both business and residential, 
fell to extremely low levels, and a "trade war" in which countries competed in 
erecting barriers to imports virtually halted international trade. 

Although most people think of the Great Depression as a single episode, tech
nically it consisted of two business cycles, as Table 8.1 shows. The contraction 
phase of the first cycle lasted forty-three months, from August 1929 until March 
1933, and was the most precipitous economic decline in U.s. history. After Franklin 
Roosevelt took office as President in March 1933 and instituted a set of policies 
known collectively as the New Deal, a strong expansion began and continued for 
fifty months, from March 1933 to May 1937. By 1937 real GDP was almost back to 
its 1929 level, although at 14% the unemployment rate remained high. Unemploy
ment remained high in 1937 despite the recovery of real GDP because the number 
of people of working age had grown since 1929 and because increases in produc
tivity allowed employment to grow more slowly than output. 

The second cycle of the Great Depression began in May 1937 with a contraction 
phase that lasted more than a year. Despite a new recovery that began in June 
1938, the unemployment rate was still more than 17% in 1939. 

The Great Depression ended dramatically with the advent of World War II. 
Even before the Japanese attack on Pearl Harbor brought the United States into the 
war in December 1941, the economy was gearing up for increased armaments pro
duction. After the shock of Pearl Harbor, the United States prepared for total war. 
With production supervised by government boards and driven by the insatiable 
demands of the military for more guns, planes, and ships, real GDP almost doubled 
between 1939 and 1944. Unemployment dropped sharply, averaging less than 2% 
of the labor force in 1943-1945 and bottoming out at 1.2% in 1944. 

P ost-World War I I  U .S .  B usi ness Cyc l e s  

As World War II was ending in 1945, economists and policymakers were concerned 
that the economy would relapse into depression. As an expression of this concern, 
Congress passed the Employment Act of 1946, which required the government to 
fight recessions and depressions with any measures at its disposal. But instead of 
falling into a new depression as feared, the U.s. economy began to grow strongly. 

Only a few relatively brief and mild recessions interrupted the economic expansion 
of the early postwar period. None of the five contractions that occurred between 1945 
and 1970 lasted more than a year, whereas eighteen of the twenty-two previous cycli
cal contractions in the NBER's monthly chronology had lasted a year or more. The 
largest drop in real GDP between 1945 and 1970 was 3.3% during the 1957-1958 reces
sion, and throughout this period unemployment never exceeded 8.1 % of the work force. 
Again, there was a correlation between economic expansion and war: The 1949-1953 
expansion corresponded closely to the Korean War, and the latter part of the strong 
1961-1969 expansion occurred during the military buildup to fight the Vietnam War. 

Because no serious recession occurred between 1945 and 1970, some economists 
suggested that the business cycle had been "tamed," or even that it was "dead." This 
view was especially popular during the 106-month expansion of 1961-1969, which 
was widely attributed not only to high rates of military spending during the Vietnam 
War but also to the macroeconomic policies of Presidents Kennedy and Johnson. 
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Some argued that policymakers should stop worrying about recessions and focus 
their attention on inflation, which had been gradually increasing over the 1960s. 

Unfortunately, reports of the business cycle's death proved premature. Shortly 
after the Organization of Petroleum Exporting Countries (OPEC) succeeded in 
quadrupling oil prices in the fall of 1973, the U.s. economy and the economies of 
many other nations fell into a severe recession. In the 1973-1975 recession U.s. 
real GDP fell by 3.4% and the unemployment rate reached 9% not a depression 
but a serious downturn, nonetheless. Also disturbing was the fact that inflation, 
which had fallen during most previous recessions, shot up to unprecedented 
double-digit levels. Inflation continued to be a problem for the rest of the 1970s, 
even as the economy recovered from the 1973-1975 recession. 

More evidence that the business cycle wasn't dead came with the sharp 
1981-1982 recession. This contraction lasted sixteen months, the same length as the 
1973-1975 decline, and the unemployment rate reached 11 %, a postwar high. Many 
economists claim that the Fed knowingly created this recession to reduce inflation, 
a claim we discuss in Chapter 11. Inflation did drop dramatically, from about 11 % 
to less than 4% per year. The recovery from this recession was strong, however. 

The " Lo n g  Boom" 

The expansion that followed the 1981-1982 recession lasted almost eight years, 
until July 1990, when the economy again entered a recession. This contraction was 
relatively short (the trough came in March 1991, only eight months after the peak) 
and shallow (the unemployment rate peaked in mid 1992 at 7.7% not particularly 
high for a recession). Moreover, after some initial sluggishness, the 1990-1991 reces
sion was followed by another sustained expansion. Indeed, in February 2000, after 
107 months without a recession, the expansion of the 1990s became the longest in 
U.s. history, exceeding in length the Vietnam War-era expansion of the 1960s. 
Taking the expansions of the 1980s and 1990s together, you can see that the U.s. 
economy experienced a period of more than eighteen years during which only 
one relatively minor recession occurred. Some observers referred to this lengthy 
period of prosperity as the "long boom." The long boom ended with the business 
cycle peak in March 2001, after which the U.s. economy suffered a mild recession 
and sluggish growth. 

Have Amer ican  B us i ness Cyc l es B e c o m e  Less Severe? 

Until recently, macroeconomists believed that, over the long sweep of history, business 
cycles generally have become less severe. Obviously, no recession in the United States 
since World War II can begin to rival the severity of the Great Depression. Even 
putting aside the Great Depression, economists generally believed that business 
downturns before 1929 were longer and deeper than those since 1945. According to 
the NBER business cycle chronology (Table 8.1), for example, the average contraction 
before 1929 lasted nearly twenty-one months and the average expansion lasted 
slightly more than twenty-five months. Since 1945, contractions have shortened to an 
average of eleven months, and expansions have lengthened to an average of fifty 
months, even excluding the lengthy expansion of the 1990s. Standard measures of eco
nomic fluctuations, such as real GDP growth and the unemployment rate, also show 
considerably less volatility since 1945, relative to data available for the pre-1929 era. 
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Since World War II a major goal of economic policy has been to reduce the size 
and frequency of recessions. If researchers found contrary to the generally accepted 
view-that business cycles had not moderated in the postwar period, serious doubt 
would be cast on the ability of economic policymakers to achieve this goal. For this 
reason, although the question of whether the business cycle has moderated over time 
may seem to be a matter of interest only to economic historians, this issue is of great 
practical importance. 

Thus Christina Romer, now at the University of California at Berkeley, sparked 
a heated controversy by writing a series of articles denying the claim that the busi
ness cycle has moderated over time 4 Romer's main point concerned the dubious 
quality of the pre-1929 data. Unlike today, in earlier periods the government didn't 
collect comprehensive data on economic variables such as GDP. Instead, economic 
historians, using whatever fragmentary information they could find, have had to 
estimate historical measures of these variables. 

Romer argued that methods used for estimating historical data typically over
stated the size of earlier cyclical fluctuations. For example, widely accepted estimates 
of pre-1929 GNp5 were based on estimates of just the goods-producing sectors of the 
economy, which are volatile, while ignoring less-volatile sectors such as wholesale and 
retail distribution, transportation, and services. As a result, the volatility of GNP was 
overstated. Measured properly, GNP varied substantially less over time than the official 
statistics showed. Romer's arguments sparked additional research, though none proved 
decisively whether volatility truly declined after 1929. Nonetheless, the debate served 
the useful purpose of forcing a careful reexamination of the historical data. 

New research shows that economic volatility declined in the mid 1980s and has 
remained low since then. Beca use the quality of the data is not an issue for the 
period following World War II, the decline in volatility in the mid 1980s, relative to 
the preceding forty years, probably reflects a genuine change in economic volatility 
rather than a change in how economic data are produced. 

Other economic variables, including inflation, residential investment, output of 
durable goods, and output of structures, also appear to fluctuate less in the past 
twenty years than they did in the preceding forty years. Research by James Stock of 
Harvard University and Mark Watson of Princeton University6 shows that the 
volatility, as measured by the standard deviation of a variable, declined by 20 to 40% 
for many of the twenty-one variables they examine, including a decline of 33% for 
real GDP, 27% for employment, and 50% for inflation. Because the decline in 
volatility of macroeconomic variables has been so widespread, economists have 
dubbed this episode "the Great Moderation."? 

4The articles included "Is the Stabilization of the Postwar Economy a Figment of the Data?" American 
Economic Review, June 1986, pp. 314-334; "The Prewar Business Cycle Reconsidered: New Estimates of 
Gross National Product, 1869-1908," journal of Political Economy, February 1989, pp. 1-37; and "The 
Cyclical Behavior of Individual Production Series, 1889-1984," Quarterly joumal of Econol1lics, February 
1991, pp. 1-3l. 

sAs discussed in Chapter 2, unti1 1991 the U.s. national income and product accounts focused on 
GNP rather than GOP. As a result, studies of business cycle behavior have often focused on GNP 
rather than GOP 
6"Has the Business Cycle Changed and Why?" NBER MacroecOIlOmics Al1IllIal 2002 (Cambridge, MA: 
MIT Press, 2002), pp. 159-218. 

7See Ben S. Bernanke, "The Great Moderation," Speech at the Eastern Economic Association meetings, 
February 20, 2004, available at wwwfederalreserve.gov. 
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Somewhat surprisingly, the reduction in volatility seemed to corne from a 
sudden, one-time drop rather than a gradual decline. The break seems to have 
corne around 1984 for many economic variables, though for some variables the 
break occurred much later. 

What accounts for this reduction in the volatility of the economy? Stock and 
Watson found that better monetary policy is responsible for about 20% to 30% of 
the reduction in output volatility, with reduced shocks to the economy's produc
tivity accounting for about 15% and reduced shocks to food and commodity prices 
accounting for another 15%. The remainder is attributable to some unknown form 
of good luck in terms of smaller shocks to the economy.s 

8.3 Business Cycle Facts 

Although no two business cycles are identical, all (or most) cycles have features in 
common. This point has been made strongly by a leading business cycle theorist, 
Nobel laureate Robert E. Lucas, Jr., of the University of Chicago: 

Though there is absolutely no theoretical reason to anticipate it, one is led by the facts 
to conclude that, with respect to the qualitative behavior of comovements among 
series [that is, economic variables], business cycles are all alike. To theoretically inclined 
economists, this conclusion should be attractive and challenging, for it suggests the 
possibility of a unified explanation of business cycles, grounded in the general laws 
governing market economies, rather than in political or institutional characteristics 
specific to particular countries or periods? 

Lucas's statement that business cycles are all alike (or more accurately, that they 
have many features in common) is based on examinations of comovements among eco
nomic variables over the business cycle. In this section, we study these comovements, 
which we call business cycle facts, for the post-World War II period in the United 
States. Knowing these business cycle facts is useful for interpreting economic data and 
evaluating the state of the economy. In addition, they provide guidance and discipline 
for developing economic theories of the business cycle. When we discuss alternative 
theories of the business cycle in Chapters 10 and 11, we evaluate the theories principally 
by determining how well they account for business cycle facts. To be successful, a 
theory of the business cycle must explain the cyclical behavior of not just a few vari
ables, such as output and employment, but of a wide range of key economic variables. 

The Cyc l i c a l  B e havior  of E c o n o m i c  Va r i a b l e s : D i rect ion  a n d  Ti m i ng 

Two characteristics of the cyclical behavior of macroeconomic variables are impor
tant to our discussion of the business cycle facts. The first is the direction in which 

SSince the Stock and Watson paper was written, much additional research has been undertaken, with 
mixed results. For example, Shaghil Ahmed, Andrew Levin, and Beth Ann Wilson ["Recent Improve
ments in U.s. Macroeconomic Stability: Good Policy, Good Practices, or Good Luck?" Review of Eco
Ilomics alld Statistics, vol. 86 (2004), pp. 824-8321 suggest that good luck played the biggest role, while 
others find a larger role for monetary policy, including Peter M. Summers ["What Caused the Great 
Moderation? Some Cross-Country Evidence," Federal Reserve Bank of Kansas City, Economic Review 
(Third Quarter 2005), pp. 5-321. 

'Robert E. Lucas, Jr., "Understanding Business Cycles," in K. Brunner and A. H. Meltzer, eds., Camegie
Rochester COllferellce Series 011 Public Policy, vol. 5, Autumn 1977, p. 10. 
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a macroeconomic variable moves, relative to the direction of aggregate economic 
activity. An economic variable that moves in the same direction as aggregate economic 
activity (up in expansions, down in contractions) is procyclical. A variable that 
moves in the opposite direction to aggregate economic activity (up in contractions, 
down in expansions) is countercyclical. Variables that do not display a clear pattern 
over the business cycle are acyclical. 

The second characteristic is the timing of the variable's turning points (peaks and 
troughs) relative to the turning points of the business cycle. An economic variable is 
a leading variable if it tends to move in advance of aggregate economic activity. In 
other words, the peaks and troughs in a leading variable occur before the corre
sponding peaks and troughs in the business cycle. A coincident variable is one 
whose peaks and troughs occur at about the same time as the corresponding business 
cycle peaks and troughs. Finally, a lagging variable is one whose peaks and troughs 
tend to occur later than the corresponding peaks and troughs in the business cycle. 

The fact that some economic variables consistently lead the business cycle sug
gests that they might be used to forecast the future course of the economy. Some 
analysts have used downturns in the stock market to predict recessions, but such 
an indicator is not infallible. As Paul Samuelson noted: "Wall Street indexes pre
dicted nine out of the last five recessions."lO The idea that recessions can be forecast 
also underlies the index of leading indicators, discussed in the box, "In Touch with 
the Macroeconomy: Leading Indicators," on page 292. 

In some cases, the cyclical timing of a variable is obvious from a graph of its 
behavior over the course of several business cycles; in other cases, elaborate statis
tical techniques are needed to determine timing. Conveniently, The Conference 
Board has analyzed the timing of dozens of economic variables. This information 
is published monthly in Business Cycle Indicators, along with the most recent data 
for these variables. For the most part, in this chapter we rely on The Conference 
Board's timing classifications. 

Let's now examine the cyclical behavior of some key macroeconomic variables. 
We showed the historical behavior of several of these variables in Figs. 1 . 1-1.4. 
Those figures covered a long time period and were based on annual data. We can 
get a better view of short-run cyclical behavior by looking at quarterly or monthly 
data. The direction and timing of the variables considered are presented in Summary 
table 10 on page 293. 

Product ion  

Because the level of production is a basic indicator of aggregate economic activity, 
peaks and troughs in production tend to occur at about the same time as peaks and 
troughs in aggregate economic activity. Thus production is a coincident and pro
cyclical variable. Figure 8.2, p. 294, shows the behavior of the industrial production 
index in the United States since 1947. This index is a broad measure of production 
in manufacturing, mining, and utilities. The vertical lines P and T in Figs. 8.2-8.8 
indicate the dates of business cycle peaks and troughs, as determined by the NBER 
(see Table 8.1). The turning points in industrial production correspond closely to 
the turning points of the cycle. 

lONewsweek column, September 19, 1966, as quoted in John Bartlett, Bartlett's Familiar QltDtatiDIlS, Boston: 
Little Brown, 2002. 
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WITH T H E  MACRO E C O N O M Y  

a Leading Indicators 

:J 
o Many different economic variables are considered to 
I- lead the business cycle, but because none give an exact 
Z indication of when a turning point may arrive, econo
- mists have spent considerable effort trying to determine 

if a combination of those variables can help indicate 
when a peak or trough may occur. 

The first such index was originally developed in 
1938 at the National Bureau of Economic Research 
(NBER) by Wesley Mitchell and Arthur Burns: whose 
important early work on business cycles was mentioned 
earlier in this chapter. The NBER's work was made offi
cial by the U.s. Department of Commerce, which first 
published the "composite index of leading indicators" 
in its publication Business Conditions Digest in November 
1968. In 1995, the Commerce Department passed the 
composite index back to the private sector, and it is now 
prod uced by The Conference Board. 

Although the composite index of leading indicators 
was designed to pred ict the onset of recessions and expan
sions, its history is spotty. When the index declines for 
two or three consecutive months, it warns that a recession 
is likely. However, its forecasting acumen in real time has 
not been very good because of the following problems: 

1. Data on the components of the index are often 
revised when more complete data become avail
able. Revisions change the value of the index and 
may even reverse a signal of a future recession. 

2. The index is prone to giving false signals, predict
ing recessions that did not materialize. 

3. The index does not provide any information on when 
a recession might arrive or how severe it might be. 

4. Changes in the structure of the economy over time 
may cause some variables to become better predic
tors of the economy and others to become worse. 
For this reason, the index must be revised periodi
cally, as the list of component indicators is changed. 

Research by Francis Diebold and Glenn Rudebusch 
showed that the revisions were substantia!." The 
agency calculating the index (the Commerce Depart
ment or The Conference Board) often demonstrates the 
value of the index with a plot of the index over time, 
showing how it turns down just before every recession. 

But Diebold and Rudebusch showed that such a plot is 
illusory because the index plotted was not the one used 
at the time of each recession, but rather a revised index 
made many years after the fact. In real time, they con
cluded, the use of the index does not improve forecasts 
of industrial production. 

For example, suppose you were examining the 
changes over time in the composite index of leading 
indicators, and used the rule of thumb that a decline in 
the index for three months in a row meant that a reces
sion was likely in the next six months to one year. You 
would have noticed in December 1969 that the index 
had declined two months in a row; by January 1970 you 
would have seen the third monthly decline. In fact, the 
NBER declared that a recession had begun in December 
1969, so the index did not give you any advance warn
ing. Even worse, if you had been following the index in 
1973 to 1974, you would have thought all was well until 
September 1974, when the index declined for the second 
month in a row, or October 1974, when the third monthly 
decline occurred. But the NBER declared that a reces
sion had actually begun in November 1973, so the index 
was nearly a year late in calling the recession. 

After missing a recession's onset so badly, the cre
ators of the index naturally want to improve it. So, they 
may revise the index with different variables, give the 
variables different weights, or manipulate the statistics so 
that, if the new revised index had been available, it would 
have indicated that a recession were coming. For exam
ple, the revised index published in April 1979 would 
have given eight months of lead time before the recession 
that began in December 1969 and six months of lead time 
before the recession that began in November 1973. But of 
course, that index was not available to forecasters when it 
would have been useful-before the recessions began. 

Because of the problems of the official composite 
index of leading indicators, James Stock and Mark 
Watson'" set out to create some new indexes that would 
improve the value of such indexes in forecasting. They 
created several experimental leading indexes, with the 
hope that such indexes would prove better at helping 
economists forecast turning points in the business cycle. 
However, it appears that the two most recent recessions 

(Continued) 
'Statistical Illdicators of Cyclical Revivals (New York: National Bureau of Economic Research, 1938). 
" "Forecasting Output with the Composite Leading Index: A Real-Time Analysis." JOllrnal of the Americall Statistical Associatiol1 
(September 1991), pp. 603-610. 
"'*""New Indexes of Coincident and Leading Economic Indicators," in Olivier J. Blanchard and Stanley Fischer, eds., NBER 
Macroecol1omics Amlllal, 1989 (Cambridge, MA: MIT Press, 1989), pp. 351-394. 



have been sufficiently different from earlier recessions 
that the experimental leading indexes did not suggest an 
appreciable probability of recession in either 1990 or 2001. 
In early 1990, the experimental recession index of Stock 
and Watson showed that the probability that a recession 
would occur in the next six months never exceeded 10%. 
Also, in late 2000 and early 2001, the index did not rise 
above 10%. So, although the Stock and Watson approach 
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appeared promising in prospect, it did not deliver any 
improvement in forecasting recessions. 

The inability of leading indicators to forecast reces
sions may simply mean that recessions are often unusual 
events, caused by large, unpredictable shocks such as 
disruptions in the world oil supply. If so, then the pur
suit of the perfect index of leading indicators may prove 
to be frustrating. 

Although almost all types of production rise in expansions and fall in reces
sions, the cyclical sensitivity of production in some sectors of the economy is 
greater than in others. Industries that produce relatively durable, or long-lasting, 
goods houses, consumer durables (refrigerators, cars, washing machines), or cap
ital goods (drill presses, computers, factories) respond strongly to the business 
cycle, producing at high rates during expansions and at much lower rates during 
recessions. In contrast, industries that produce relatively nondurable or short-lived 

S U M M A RY 1 0  
The Cyclical Behavior of Key Macroeconomic Variables (The Business Cycle Facts) 

Variable 

Production 

Industrial production 

Direction 

Procyclical 

Durable goods industries are more volatile than nondurable goods and services 
Expenditure 

Consumption 

Business fixed investment 

Residential investment 

Inventory investment 

Government purchases 

Investment is more volatile than consumption 
labor Market Variables 

Employment 

Unemployment 

Average labor productivity 

Real wage 

Money Supply and Inflation 

Money supply 

Inflation 

FinanciaL VariabLes 

Stock prices 

Nominal interest rates 

Real interest rates 

3Timing is not designated by The Conference Board. 
bOesignated as "unclassified" by The Conference Board. 

Procyclical 

Procyclical 

Procyclical 

Procyclical 

Procyclical 

Procyclical 

Countercyclical 

Procyclical 

Procyclical 

Procyclical 

Procyclical 

Procyclical 

Procyclical 

Acyclical 

Timing 

Coincident 

Coincident 

Coincident 

leading 

leading 
-' 

Coincident 

Unclassifiedb 

leadinga 
-' 

leading 

lagging 

leading 

lagging 
-' 

Source: Business Cycle Indicators. April 2003. Industrial production: series 47 (industrial production); consumption: series 57 (manufacturing 
and trade sales. constant dollars); business fixed investment: series 86 (gross private nonresidential fixed investment); residential investment: 
series 29 (new private housing units started); inventory investment: series 30 (change in business inventories. constant dollars); employment: 
series 41 (employees on nonagricultural payrolls); unemployment: series 43 (civilian unemployment rate); money supply: series 106 (money 
supply M2. constant dollars); inflation: series 120 ((PI for services. change over six-month span); stock prices: series 19 (index of stock prices. 
500 common stocks); nominal interest rates: series 1 1 9  (Federal funds rate). series 1 14 (discount rate on new 91-day Treasury bills). series 
109 (average prime rate charged by banks). 
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Figure 8.2 

Cyclical behavior of 
the index of industrial 
production 
The index of industrial 
production, a broad mea· 
sure of production in 
manufacturing, mining, 
and utilities, is procycli
cal and coincident. The 
peaks and troughs of the 
business cycle are shown 
by the vertical lines P 
and T. The shaded areas 
represent recessions. 
SOllrce: Federal Reserve Bank 
of 51. Louis FRED database at 
resea rell.sf lOll isfcd .orglfred 2/series/ 
fNDPRO. 
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goods (foods, paper products) or services (education, insurance) are less sensitive 
to the business cycle. 

Ex pen d iture  

For components of expenditure, as for types of production, durability is the key to 
determining sensitivity to the business cycle. Figure 8.3 shows the cyclical behavior of 
consumption of nondurable goods, consumption of services, consumption expendi
tures on durable goods, and investment. Investment is made up primarily of spending 
on durable goods and is strongly procyclical. In contrast, consumption of nondurable 
goods and consumption of services are both much smoother. Consumption expendi
tures on durable goods are more strongly procyclical than consumption expenditures 
on nondurable goods or consumption of services, but not as procyclical as investment 
expenditures. With respect to timing, consumption and investment are generally coin
cident with the business cycle, although individual components of fixed investment 
vary in their cyclical timing.ll 

One component of spending that seems to follow its own rules is inventory 
investment, or changes in business inventories (not shown), which often displays 
large fluctuations that aren't associated with business cycle peaks and troughs. In 
general, however, inventory investment is procyclical and leading. Even though 
goods kept in inventory need not be durable, inventory investment is also very 
volatile. Although, on average, inventory investment is a small part (about 1%) of 

11 Summary table 10 shows that residential investment leads the cycle. 



Figure 8.3 

Cyclical behavior of 
consumption and 
investment 
Both consumption and 
investment are procycli
cal. However, investment 
is more sensitive than 
consumption to the busi
ness cycle, reflecting the 
fact that durable goods 
are a larger part of invest
ment spending than they 
are of consumption 
spending. Similarly, 
expenditures on con
sumer durables are more 
sensitive to the business 
cycle than is consumption 
of nondurable goods or 

• 

servICes. 
Source: Federal Reserve Bank 
of St. Louis FRED database at 
research.stloll isfed .orglfred2 series 
PCDGCC96 (durable goods), 
PCNDGC96 (nondurable 
goods), PCESVC96 (services), 
and GPDICl (investment). 
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total spending, sharp declines in inventory investment represented a large part of 
the total decline in spending in some recessions, most notably those of 1973-1975, 
1981-1982, and 200l. 

Government purchases of goods and services generally are procyclical. Rapid 
military buildups, as during World War II, the Korean War, and the Vietnam War, 
are usually associated with economic expansions. 

E m p l oyment a n d  U n e m ployment  

Business cycles are strongly felt in the labor market. In a recession, employment grows 
slowly or falls, many workers are laid off, and jobs become more difficult to find. 

Figure 8.4 shows the number of civilians employed in the United States since 
1955. Employment clearly is procyclical, as more people have jobs in booms than in 
recessions, and also is coincident with the cycle. 

Figure 8.5 shows the civilian unemployment rate, which is the fraction of the 
civilian labor force (the number of people who are available for work and want to 
work) that is unemployed. The civilian unemployment rate is strongly counter
cyclical, rising sharply in contractions but falling more slowly in expansions. 
Although The Conference Board has studied the timing of unemployment, Summary 
table 10 shows that the timing of this variable is designated as "unclassified," 
owing to the absence of a clear pattern in the data. Figures 8.4 and 8.5 illustrate 
a worrisome change in the patterns of recent recessions: namely in both the 
1990-1991 and 2001 recessions, employment growth stagnated and unem
ployment tended to rise for some time even after the recession's trough was 
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Figure 8.4 

Cyclical behavior of 
civilian employment 
Civilian employment is 
procycUcal and coinci
dent with the business 
cycle. 
Source: Federal Reserve Bank 
of St. Louis FRED database at 
researdt.stlouisfed.orglfred2/seriesl 
CE160V: 

Figure 8.5 

Cyclical behavior of 
the unemployment rate 
The unemployment rate 
is countercyclical and 
very sensitive to the 
business cycle. Its timing 
pattern relative to the 
cycle is unclassified, 
meaning that it has no 
definite tendency to lead, 
be coincident, or lag. 
Source: Federal Reserve Bank 
of St. Louis FRED database at 
researdt.stlollisfed.orglfred2/seriesl 
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Figure 8.6 

Cyclical behavior 
of average labor 
productivity and 
the real wage 
Average labor produc
tivity, measured as real 
output per employee 
hour in the nonfarm 
business sector, is pro
cyclical and leading. The 
economywide average 
real wage is mildly pro
cyclical, and its growth 
slowed sharply between 
1973 and 1997. 
Source: Federal Reserve Bank 
of St. Louis FRED database at 
research .st/Oll is/ed .orglfred2 series 
OPHNFB (productivity) and 
COMPRNFB (real wage). 
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reached. This pattern led observers to refer to the recovery period following 
these recessions as "jobless recoveries." Fortunately, both of these recoveries even
tually gained strength and the economy showed employment growth and a 
decline in the rate of unemployment. 

Ave rage Labor Productiv ity a n d  the  Real  Wage 

Two other significant labor market variables are average labor productivity and the 
real wage. As discussed in Chapter 1, average labor productivity is output per unit of 
labor input. Figure 8.6 shows average labor productivity measured as total real output 
in the u.s. economy (excluding farms) divided by the total number of hours worked 
to produce that output. Average labor productivity tends to be procydical: In booms 
workers produce more output during each hour of work than they do in recessions.12 
Although The Conference Board doesn't deSignate the timing of this variable, studies 
show that average labor productivity tends to lead the business cycle.B 

Recall from Chapter 3 that the real wage is the compensation received by workers 
per unit of time (such as an hour or a week) measured in real, or purchasing-power, 

12The Application in Chapter 3, "The Production Function of the U.s. Economy and u.s. Productivity 
Growth," p. 64, made the point that total factor productivity A also tends to be procyclical. 
"See Robert J .  Gordon, "The 'End of Expansion' Phenomenon in Short-Run Productivity Behavior," 
Brookil1gs Papers 011 Ecol1omic Activity, 1979:2, pp. 447-461. 
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Figure 8.7 

Cyclical behavior 
of nominal money 
growth and inflation 
Nominal money growth, 
here measured as the six
month moving average 
of monthly growth rates 
in M2 (expressed in 
annual rates), is volatile. 
However, the figure 
shows tha t money 
growth often falls a t or 
just before a cyclical peak. 
Statistical and historical 
studies suggest that, gen
erally, money growth is 
procyclical and leading. 
Inflation, here measured 
as the six-month moving 
average of monthly 
growth ra tes of the CPI 
(expressed in annual 
rates), is procyclical and 
lags the business cycle. 
Source: Federal Reserve Bank 
of SL Louis FRED database at 
resea rell .sf 1011 isfed .orglfred2 series 
M2SL and CPIAUCSL. 
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terms. The real wage, as shown in Fig. 8.6, is an especially important variable in the 
study of business cycles because it is one of the main determinants of the amount 
of labor supplied by workers and demanded by firms. Most of the evidence points 
to the conclusion that real wages are mildly procyclical, but there is some contro
versy on this point.14 

M o n ey G rowth a n d  I nf lat ion  

Another variable whose cyclical behavior is somewhat controversial is the money 
supply. Figure 8.7 shows the behavior since 1959 of the growth in the M2 measure 
of the money supply.15 Note that (nominal) money growth fluctuates a great deal 
and doesn't always display an obvious cyclical pattern. However, as Fig. 8.7 shows, 
money growth often falls sharply at or just before the onset of a recession. 

14See, for example, Mark Mitchell, Myles Wallace, and John Warner, "Real Wages Over the Business 
Cycle: Some Further Evidence," Southem Ecol1omic journal, April 1985, pp. 1162-1173; and Michael 
Keane, Robert Moffitt, and David Runkle, "Real Wages Over the Business Cycle: Estimating the 
Impact of Heterogeneity with Micro Data," joumal of Political Economy, December 1988, pp. 1232-1266. 
Stronger procyclicality for the real wage is claimed by Gary Solon, Robert Barsky, and Jonathan Parker, 
"Measuring the Cyclicality of Real Wages: How Important Is Composition Bias?" Quarterly jountal of 
Economics, February 1994, pp. 1-25. 
I'See Table 7.1 for a definition of M2. To reduce the effect of high month-to-month volatility in money 
growth, Fig. 8.7 presents a six-month moving average of money growth rates; that is, the reported 
growth rate in each month is actually the average of the growth rate in the current month and in the 
previous five months 



Figure S.S 

Cyclical behavior 
of the nominal 
interest rate 
The nominal interest 
rate, measured here as 
the interest rate on three
month Treasury bills, is 
procyclical and lagging. 
Source: Federal Reserve Bank 
of St. Louis FRED database at 
research.stlollisfed.orglfred2Iseriesl 
TB3MS. 
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Moreover, many statistical and historical studies including a classic work by 
Milton Friedman and AlUla J. Schwartz16 that used data back to 1867 demon
strate that money growth is procyclical and leads the cycle. 

The cyclical behavior of inflation, also shown in Fig. 8.7, presents a somewhat 
clearer picture. Inflation is procyclical but with some lag. Inflation typically builds 
during an economic expansion, peaks slightly after the business cycle peak, and 
then falls until some time after the business cycle trough is reached. Atypically, 
inflation did not increase during the long boom of the 1990s. 

F i n a n c i a l  Va r i a b l es 

Financial variables are another class of economic variables that are sensitive to the 
cycle. For example, stock prices are generally procyclical (stock prices rise in good 
economic times) and leading (stock prices usually fall in advance of a recession). 

Nominal interest rates are procyclical and lagging. The nominal interest rate 
shown in Fig. 8.8 is the rate on three-month Treasury bills. However, other inter
est rates, such as the prime rate (charged by banks to their best customers) and the 
Federal funds rate (the interest rate on overnight loans made from one bank to 
another) also are procyclical and lagging. Note that nominal interest rates have the 
same general cyclical pattern as inflation; in Chapter 7 we discussed why nominal 
interest rates tend to move up and down with the inflation rate. 

16A MO/1etary History oftlIe Ul1ited States, 1867-1960, Princeton, N.j.: Princeton University Press for 
NBER, 1963. We discuss this study further in Chapter 10. 
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Figure 8.9 

Industrial production 
indexes in six major 
countries 
The world wide effect of 
business cycles is reflected 
in the similarity of the 
behavior of industrial 
production in each of 
the six countries shown. 
But individual countries 
also have fluctuations 
not shared with other 
countries. 
Note: The scales for the indus
trial production indexes differ 
by country; for example, the 
figure does not imply that the 
United Kingdom's total indus
trial production is higher than 
that of Japan. 

Source: Illtematiollal Fillal/ciaJ 
Statistics, July 2006, from Inter
national Monetary Fund (with 
scales adjusted for clarity). 
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The real interest rate doesn't have an obvious cyclical pattern. For instance, the 
real interest rate actually was negative during the 1973-1975 recession but was very 
high during the 1981-1982 recession. (Annual values of the real interest rate are 
shown in Fig. 2.5.) The acyclicality of the real interest rate doesn't necessarily mean 
its movements are unimportant over the business cycle. Instead, the lack of a stable 
cyclical pattern may reflect the facts that individual business cycles have different 
causes and that these different sources of cycles have different effects on the real 
interest rate. 

I nternat i o n a l  Asp ects of the B u s i n e ss Cyc l e  

So far we have concentrated on business cycles in the United States. However, 
business cycles are by no means unique to the United States, having been regularly 
observed in all industrialized market economies. In most cases the cyclical behav
ior of key economic variables in these other economies is similar to that described 
for the United States. 

The business cycle is an international phenomenon in another sense: Fre
quently, the major industrial economies undergo recessions and expansions at 
about the same time, suggesting that they share a common cycle. Figure 8.9 
illustrates this common cycle by showing the index of industrial production 
since 1960 for each of six major industrial countries. Note in particular the effects 
of worldwide recessions in about 1975, 1982, 1991, and 2001. Figure 8.9 also 
shows that each economy experiences many small fluctuations not shared by the 
others. 
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8.4 Bus iness Cycle Analysis: A Preview 

The business cycle facts presented in this chapter would be useful even if we 
took them no further. For example, being familiar with the typical cyclical pat
terns of key macroeconomic variables may help forecasters project the course of 
the economy, as we showed when discussing leading indicators. Knowing the 
facts about cycles also is important for businesspeople making investment and 
hiring decisions and for financial investors trying to choose portfolios that pro
vide the desired combinations of risk and return. However, macroeconomists are 
interested not only in what happens during business cycles but also in why it 

1 

The Seasonal  Cyc l e  a n d  the Bus iness Cyc le 

Did you know that the United States has a large eco
nomic boom, followed by a deep recession, every year? 
The boom always occurs in the fourth quarter of the year 
(October through December). During this quarter output 
is 5% higher than in the third quarter (July-September) 
and about 8% higher than in the following first quarter 
(January-March). Fortunately, the first-quarter recession 
is always a short one, with output rising by almost 4% 
in the second quarter (April-June). This regular seasonal 
pattern, known as the seasonal cycle, actually accounts 
for more than 85% of the total fluctuation in the growth 
rate of real output! 

Why don't large seasonal fluctuations appear in 
Figs. 8.2-8.9? Normally, macroeconomic data are sea
sonally adjusted, meaning that regularly recurring sea
sonal fluctuations are removed from the data. Seasonal 
adjustment allows users of economic data to ignore sea
sonal changes and focus on business cycle fluctuations 
and longer-term movements in the data. However, 
Robert Barsky of the University of Michigan and Jeffrey 
Miron of Boston University' argue that the practice of 
seasonally adjusting macroeconomic data may throw 
away information that could help economists better 
understand the business cycle. Using data that hadn't 
been seasonally adjusted, Barsky and Miron deter
mined that the comovements of variables over the sea
sonal cycle are similar to their comovements over the 
business cycle. Specifically, they obtained the follow
ing results: 

1. Of the types of expenditure, expenditures on durable 
goods vary most over the seasonal cycle and expen
ditures on services vary least. 

2. Government spending is seasonally procyclical. 
3. Employment is seasonally procyclical, and the 

unemployment rate is seasonally countercyclical. 
4. Average labor productivity is seasonally procyclical, 

and the real wage hardly varies over the seasonal 
cycle. 

5. The nominal money stock is seasonally procyclical. 

Each observation appears to be true for both the 
business cycle and the seasonal cycle (although, as dis
cussed, there is some controversy about the cyclical 
behavior of the real wage). However, the seasonal fluc
tuations of inventory investment, the price level, and 
the nominal interest rate are much smaller than their 
fluctuations over the business cycle. 

The seasonal cycle illustrates three potential sources 
of aggregate economic fluctuations: (1) changes in con
sumer demand, as at Christmastime; (2) changes in pro
ductivity, as when construction workers become less 
productive because of winter weather in the first quarter; 
and (3) changes in labor supply, as when people take 
summer vacations in the third quarter. Each of these 
three sources of fluctuation may also contribute to the 
business cycle. 

As we discuss in Chapter 10, classical economists 
believe that business cycles generally represent the 
economy's best response to changes in the economic 
environment, a response that macroeconomic policy 
need not try to eliminate. Although it doesn't necessarily 
confirm this view, the seasonal cycle shows that large 
economic fluctuations may be desirable responses to 
various factors (Christmas, the weather) and do not need 
to be offset by government policy. 

'''The Seasonal Cycle and the Business Cycle," Journal of Political Economy, June 1989, pp. 503-534. 
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happens. This desire to understand cycles isn't just idle intellectual curiosity. For 
example, as we demonstrate in Chapters 9-11, the advice that macroeconomists 
give to policymakers about how to respond to a recession depends on what 
they think is causing the recession. Thus, with the business cycle facts as back
ground, in the rest of Part 3 we describe the primary alternative explanations of 
business cycle fluctuations, as well as policy recommendations based on these 
explanations. 

In general, theories of the business cycle have two main components. The first 
is a description of the types of factors that have major effects on the economy wars, 
new inventions, harvest failures, and changes in government policy are examples. 
Economists often refer to these (typically unpredictable) forces hitting the economy 
as shocks. The other component of a business cycle theory is a model of how the 
economy responds to the various shocks. Think of the economy as a car moving 
down a poorly maintained highway: The shocks can be thought of as the potholes 
and bumps in the road; the model describes how the components of the car (its tires 
and shock absorbers) act to smooth out or amplify the effects of the shocks on the 
passengers. 

The two principal business cycle theories that we discuss in this book are the 
classical and the Keynesian theories. Fortunately, to present and discuss these two the
ories we don't have to develop two completely different models. Instead, both can 
be considered within a general framework called the aggregate demand-aggregate 
supply, or AD-AS, model. To introduce some of the key differences between the clas
sical and Keynesian approaches to business cycle analysis, in the rest of this chapter 
we preview the AD-AS model and how it is used to analyze business cycles. 

Aggregate D e m a n d  a n d  Ag g reg ate S u p p ly:  A B ri ef I ntrod uct ion  

We develop and apply the AD-AS model, and a key building block of the 
AD-AS model, the IS-LM model, in Chapters 9-11. Here, we simply introduce 
and briefly explain the basic components of the AD-AS model. The AD-AS 
model has three components, as illustrated in Fig. 8.10: (1) the aggregate demand 
curve, (2) the short-run aggregate supply curve, and (3) the long-run aggregate 
supply curve. Each curve represents a relationship between the aggregate price 
level, P, measured on the vertical axis in Fig. 8 .10, and output, Y, measured 
along the horizontal axis. 

The aggregate demand (AD) curve shows for any price level, P, the total quantity 
of goods and services, Y, demanded by households, firms, and governments. The AD 
curve slopes downward in Fig. 8.10, implying that, when the general price level is 
higher, people demand fewer goods and services. We give the precise explanation 
for this downward slope in Chapter 9. The intuitive explanation for the downward 
slope of the AD curve that when prices are higher people can afford to buy fewer 
goods is not correct. The problem with the intuitive explanation is that, although 
an increase in the general price level does reflect an increase in the prices of most 
goods, it also implies an increase in the incomes of the people who produce and sell 
those goods. Thus to say that a higher price level reduces the quantities of goods 
and services that people can afford to buy is not correct, because their incomes, as 
well as prices, have gone up. 

The AD curve relates the amount of output demanded to the price level, if 
we hold other economic factors constant. However, for a specific price level, any 



Figure 8. 1 0  

The aggregate 
demand-aggregate 
supply model 
The aggregate demand 
(AD) curve slopes down
ward, reflecting the fact 
that the aggregate quan
tity of goods and services 
demanded, Y, falls when 
the price level, P, rises. 
The short-run aggregate 
supply (SRAS) curve is 
horizontal, reflecting the 
assumption that, in the 
short run, prices are 
fixed and firms simply 
produce whatever quan
tity is demanded. In the 
long run, firms produce 
their normal levels of 
output, so the long-run 
aggregate supply (LRAS) 
curve is vertical at the 
full-employment level of 
output, Y. The economy's 
short-run equilibrium is 
at the point where the 
AD and SRAS curves 
intersect, and its long
run equiUbrium is where 
the AD and LRAS curves 
intersect. ln this example, 
the economy is in both 
short-run and long-run 
equilibrium at point E. 
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change in the economy that increases the aggregate quantity of goods and ser
vices demanded will shift the AD curve to the right (and any change that 
decreases the quantity of goods and services demanded will shift the AD curve 
to the left). For example, a sharp rise in the stock market, by making consumers 
wealthier, would likely increase households' demand for goods and services, 
shifting the AD curve to the right. Similarly, the development of more efficient 
capital goods would increase firms' demand for new capital goods, again shift
ing the AD curve to the right. Government policies also can affect the AD curve. 
For example, a decline in government spending on military hardware reduces 
the aggregate quantity of goods and services demanded and shifts the AD curve 
to the left. 

An aggregate supply curve indicates the amount of output producers are will
ing to supply at any particular price level. Two aggregate supply curves are shown 
in Fig. 8.10 one that holds in the short run and one that holds in the long run. The 
short-run aggregate supply (SRAS) curve, shown in Fig. 8.10, is a horizontal line. The 
horizontal SRAS curve captures the ideas that in the short run the price level is 
fixed and that firms are willing to supply any amount of output at that price. If the 
short run is a very short period of time, such as a day, this assumption is realistic. 
For instance, an ice cream store posts the price of ice cream in the morning and sells 
as much ice cream as is demanded at that price (up to its capacity to produce ice 
cream). During a single day, the owner typically won't raise the price of ice cream 
if the quantity demanded is unusually high; nor does the owner lower the price of 
ice cream if the quantity demanded is unusually low. The tendency of a producer 
to set a price for some time and then supply whatever is demanded at that price is 
represented by a horizontal SRAS curve. 
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However, suppose that the quantity of ice cream demanded remains high day 
after day, to the point that the owner is straining to produce enough ice cream to 
meet demand. In this case, the owner may raise her price to reduce the quantity of 
ice cream demanded to a more manageable level. The owner will keep raising the 
price of ice cream as long as the quantity demanded exceeds normal production 
capacity. In the long run, the price of ice cream will be whatever it has to be to 
equate the quantity demanded to the owner's normal level of output. Similarly, in 
the long run, all other firms in the economy will adjust their prices as necessary so 
as to be able to produce their normal level of output. As discussed in Chapter 3, the 
normal level of production for the economy as a whole is called the full-employ
ment level of output, denoted Y. In the long run, then, when prices fully adjust, the 
aggregate quantity of output supplied will simply equal the full-employment level 
of output, Y. Thus the long-run aggregate supply (LRAS) curve is vertical, as shown in 
Fig. 8.10, at the point that output supplied, Y, equals Y. 

Figure 8.10 represents an economy that is simultaneously in short-run and 
long-run equilibrium. The short-run equilibrium is represented by the intersection 
of the AD and SRAS curves, shown as point E. The long-run equilibrium is repre
sented by the intersection of the AD and LRAS curves, also shown as point E. 
However, when some change occurs in the economy, the short-run equilibrium can 
differ from the long-run equilibrium. 

Aggreg ate Demand  S h ocks.  Recall that a theory of business cycles has to 
include a description of the shocks hitting the economy. The AD-AS framework 
identifies shocks by their initial effects on aggregate demand or aggregate supply. 
An aggregate demand shock is a change in the economy that shifts the AD curve. For 
example, a negative aggregate demand shock would occur if consumers became 
more pessimistic about the future and thus reduced their current consumption 
spending, shifting the AD curve to the left. 

To analyze the effect of an aggregate demand shock, let's suppose that the econ
omy initially is in both short-run and long-run equilibriwn at point E in Fig. 8.11. We 
assume that, because conswners become more pessimistic, the aggregate demand 
curve shifts down and to the left from ADI to AD2 In this case, the new short-run 
equilibrium (the intersection of AD2 and SRAS) is at point F, where output has fallen 
to Y2 and the price level remains unchanged at PI ' Thus the decline in household con
sumption demand causes a recession, with output falling below its normal level. 
However, the economy will not stay at point F forever, because firms won't be con
tent to keep producing below their normal capacity. Eventually firms will respond to 
lower demand by adjusting their prices in this case downward until the economy 
reaches its new long-run equilibrium at point H, the intersection of AD2 and LRAS. At 
point H, output is at its original level, Y, but the price level has fallen to P 2' 

Our analysis shows that an adverse aggregate demand shock, which shifts the 
AD curve down, will cause output to fall in the short run but not in the long run. 
How long does it take for the economy to reach the long run? This question is crucial 
to economic analysis and is one to which classical economists and Keynesian econo
mists have very different answers. Their answers help explain why classicals and 
Keynesians have different views about the appropriate role of government policy in 
fighting recessions. 

The classical answer is that prices adjust quite rapidly to imbalances in quantities 
supplied and demanded so that the economy gets to its long-run equilibrium 



Figure 8. 1 1  

An adverse aggregate 
demand shock 
An adverse aggregate 
demand shock red uces 
the aggregate quantity 
of goods and services 
demanded at a given 
price level; an example is 
that consumers become 
more pessimistic and 
thus reduce their spend
ing. This shock is repre
sented by a shift to the 
left of the aggregate 
demand curve from AD' 
to ADO. In the short run, 
the economy moves to 
point F At this short-run 
equilibrium, output has 
fallen to Y, and the price 
level is unchanged. Even
tually, price adjustment 
causes the economy to 
move to the new long
run equilibrium at point 
H, where output returns 
to its full-employment 
level, Y, and the price 
level falls to P ,. In the 
strict classical view, the 
economy moves almost 
immediately to point H, 
so the adverse aggregate 
demand shock essentially 
has no effect on output in 
both the short run and 
the long run. Keynesians 
argue that the adjustment 
process takes longer, so 
that the adverse aggre
gate demand shock may 
lead to a sustained 
decline in ou tput. 
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quickly in a few months or less. Thus a recession caused by a downward shift of the 
AD curve is likely to end rather quickly, as the price level falls and the economy 
reaches the original level of output, Y. In the strictest versions of the classical model, the 
economy is assumed to reach its long-run equilibrium essentially immediately, imply
ing that the short-run aggregate supply curve is irrelevant and that the economy 
always operates on the long-run aggregate supply (LRAS) curve. Because the adjust
ment takes place quickly, classical economists argue that little is gained by the govern
ment actively trying to fight recessions. Note that this conclusion is consistent with the 
"invisible hand" argument described in Chapter 1, according to which the free market 
and unconstrained price adjustments are sufficient to achieve good economic results. 

In contrast to the classical view, Keynesian economists argue that prices (and 
wages, which are the price of labor) do not necessarily adjust quickly in response to 
shocks. Hence the return of the economy to its long-run equilibrium may be slow, 
taking perhaps years rather than months. In other words, although Keynesians 
agree with classicals that the economy's level of output will eventually return from 
its recessionary level (represented by Y2 in Fig. 8.11) to its full-employment level, Y, 
they believe that this process may be slow. Because they lack confidence in the 
self-correcting powers of the economy, Keynesians tend to see an important role for 
the government in fighting recessions. For example, Keynes himself originally argued 
that government could fight recessions by increasing spending. In terms of Fig. 8.11, 
an increase in government spending could in principle shift the AD curve up and to 
the right, from AD2 back to ADJ, restoring the economy to full employment. 

Agg reg ate S u p p l y  Shocks.  Because classical economists believe that aggre
gate demand shocks don't cause sustained fluctuations in output, they generally 
view aggregate supply shocks as the major force behind changes in output and 
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Figure 8 . 1 2  

An adverse aggregate 
supply shock 
An adverse aggregate 
supply shock, such as a 
drought, reduces the full
employment level of 
output from Y, to Y,. 
Equivalently, the shock 
shifts the long-run aggre
gate supply curve to the 
left, from LRAS' to 
LRAS2 As a result of the 
adverse supply shock, 
the long-run equilibrium 
moves from point E to 
point F In the new long
run equilibrium, output 
has fallen from YI to Y, 
and the price level has 
increased from P, to P,. 
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employment. An aggregate supply shock is a change in the economy that causes the 
long-run aggregate supply (LRAS) curve to shift. The position of the LRAS curve 
depends only on the full-employment level of output, Y, so aggregate supply 
shocks can also be thought of as factors such as changes in productivity or labor 
supply, for example that lead to changes in Y. 

Figure 8.12 illustrates the effects of an adverse supply shock that is, a shock 
that reduces the full-employment level of output (an example would be a severe 
drought that greatly reduces crop yields). Suppose that the economy is initially in 
long-run equilibrium at point E in Fig. 8.12, where the initial long-run aggregate 
supply curve, LRAS1, intersects the aggregate demand curve, AD. Now imagine 
that the adverse supply shock hits, reducing full-employment output from Y1 to Y2 
and causing the long-run aggregate supply curve to shift to the left from LRASl to 
LRAS2. The new long-run equilibrium occurs at point F, where the level of output 
is lower than at point E. According to the classical view, the economy moves quickly 
from point E to point F and then remains at point F. The drop in output as the econ
omy moves from point E to point F is a recession. Note that the new price level, P2' 
is higher than the initial price level, Pl' so adverse supply shocks cause prices to rise 
during recessions. We return to this implication for the price level and discuss its 
relation to the business cycle facts in Chapter 10. 

Although classical economists first emphasized supply shocks, Keynesian 
economists also recognize the importance of supply shocks in accounting for busi
ness cycle fluctuations in output. Keynesians agree that an adverse supply shock 
will reduce output and increase the price level in the long run. In Chapter 11, we 
discuss the Keynesian view of the process by which the economy moves from the 
short run to the long run in response to a supply shock. 
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1. A business cycle consists of a period of declining 
aggregate economic activity (a contraction or reces
sion) followed by a period of rising economic activity 
(an expansion or a boom). The low point of the con
traction is called the trough, and the high point of the 
expansion is called the peak. Business cycles have 
been observed in market economies since the begin
ning of industrialization. 

2. The tendency of many economic variables to move 
together in regular and predictable ways over the 
course of the cycle is called comovement. We refer to 
the typical cyclical patterns of key macroeconomic 
variables as the "business cycle facts." 

3. The fluctuations in aggregate economic activity that 
constitute business cycles are recurrent, having been 
observed again and again in industrialized market 
economies. However, they aren't periodic, in that they 
don't occur at regular or predictable intervals. Busi
ness cycle fluctuations also are persistent, which 
means that once a recession or expansion begins, it 
usually lasts for a while. 

4. Many economists believe that the U.S. economy 
before 1929 had longer recessions and more cyclical 
volatility than the post-World War II economy. How
ever, data problems prevent precise measurements 
of how much more cyclical the pre-1929 economy 
was. The Great Depression that began in 1929 and 
didn't end until the onset of World War II was the 
most severe cyclical decline in U.S. history. Modera
tion of the business cycle after World War II led to 
premature pronouncements that the cycle was 
"dead." However, the U.s. economy suffered severe 
recessions in 1973-1975 and 1981-1982. Between 1982 
and the end of the millennium the economy enjoyed 
a "long boom," with only one minor recession in 
1990-1991. 

5. The direction of a variable relative to the business 
cycle can be procyclical, countercyclical, or acycHcal. 
A procyclical variable moves in the same direction as 
aggregate economic activity, rising in booms and 
falling in recessions. A countercyclical variable moves 
in the opposite direction to aggregate economic activ
ity, falling in booms and rising in recessions . An 
acyclical variable has no clear cyclical pattern. 
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6. The timing of a variable relative to the business cycle 
may be coincident, leading, or lagging. A coincident 
variable's peaks and troughs occur at about the same 
time as peaks and troughs in aggregate economic 
activity. Peaks and troughs in a leading variable come 
before, and peaks and troughs in a lagging variable 
come after, the corresponding peaks and troughs in 
aggregate economic activity. 

7. The cyclical direction and timing of major macroeco
nomic variables-the business cycle facts-are 
described in Summary table 10. In brief, production, 
consumption, and investment are procyclical and 
coincident. Investment is much more volatile over the 
business cycle than consumption is. Employment is 
procyclical, but the unemployment rate is counter
cyclical. Average labor productivity and the real wage 
are procyclical, although according to most studies 
the real wage is only mildly so. Money and stock 
prices are procyclical and lead the cycle. Inflation and 
nominal interest rates are procyclical and lagging. The 
real interest rate is acyclical. 

8. A theory of business cycles consists of (1) a descrip
tion of shocks that affect the economy and (2) a 
model, such as the aggregate demand-aggregate 
supply (AD-AS) model, that describes how the econ
omy responds to these shocks. In the AD-AS model, 
shocks to the aggregate demand (AD) curve cause 
output to change in the short run, but output returns 
to its full-employment level, Y, in the long run. Shocks 
to the aggregate supply curve can affect output both 
in the long run and the short run. 

9. Classical economists argue that the economy reaches 
its long-run equilibrium quickly, because prices adjust 
rapidly. This view implies that aggregate demand 
shocks have only very short-lived effects on real vari
ables such as output; instead, classical economists 
emphasize aggregate supply shocks as the source of 
business cycles. Classicals also see little role for gov
ernment poHcies to fight recessions. Keynesian econo
mists, in contrast, believe that it takes a long time for the 
economy to reach long-run equilibrium. They conclude, 
therefore, that aggregate demand shocks can affect 
output for substantial periods of time. Furthermore, 
they believe that government policies may be useful in 
speeding the economy's return to full employment. 
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R E V I E W  Q U E S T I O N S  

Questions marked with a brown circle are available in 
MyEconLab at www.myeconlab.com. 

Draw a diagram showing the phases and turning 
points of a business cycle. Using the diagram, illustrate 
the concepts of recurrence and persistence. 

What is comovement? How is comovement related to 
the business cycle facts presented in this chapter? 

What is the evidence for the view that the U.s. business 
cycle has become less severe over time? Why is the 
question of whether the cycle has moderated over time 
an important one? 

4. What terms are used to describe the way a variable 
moves when economic activity is rising or falling? 
What terms are used to describe the timing of cyclical 
changes in economic variables? 

A N A LY T I C A L  P RO B L E M S  

Questions marked with a brown circle are available in 
MyEconLab at www.myeconlab.com. 

1. Figure 8 . 1  shows that business cycle peaks and 
troughs are identified with peaks and troughs in the 
level of aggregate economic activity, which is consis
tent with current NBER methodology. However, for 
business cycles before 1927, the NBER identified busi
ness cycle peaks and troughs with peaks and troughs 
in detrended aggregate economic activity (aggregate 
economic activity minus the "normal growth path" 

If you knew that the economy was falling into a reces
sion, what would you expect to happen to production 
during the next few quarters? To investment? To aver
age labor productivity? To the real wage? To the unem
ployment rate? 

6. How is the fact that some economic variables are 
known to lead the cycle used in macroeconomic fore
casting? 

7. What are the two components of a theory of business 
cycles? 

8. How do Keynesians and c1assicals differ in their beliefs 
about how long it takes the economy to reach long
run equilibrium? What implications do these differ
ences in beliefs have for Keynesian and classical views 
about the usefulness of antirecessionary policies? 
About the types of shocks that cause most recessions? 

shown in Fig. 8.1) . Show that this alternative method
ology implies that peaks occur earlier and that 
troughs occur la ter than you would find when using 
the current methodology. Compared to the current 
methodology, does the alternative methodology 
increase or decrease the computed length of contrac
tions and expansions? How might this change in mea
surement account for the differences in the average 
measured lengths of expansions and contractions 
since World War II  compared to the period before 
World War I?17 

17For further discussion of these issues, see Christina D. Romer, "Remeasuring Business Cycles." Journal of Economic History, 
September 1994, pp. 573-609; and Randall E. Parker and Philip Rothman, "Further Evidence on the Stabilization of Postwar 
Economic Fluctuations," JOllrnal of Macroecol1omics, Spring 1996, pp. 289-298. Romer was the first to emphasize the potential 
importance of the change in business cycle dating methodology. 



2. Consumer expenditures on durable goods such as cars 
and furniture, as well as purchases of new houses, fall 
much more than expenditures on nondurable goods 
and services during most recessions. Why do you think 
that is? 

Output, total hours worked, and average labor pro
ductivity all are procyclical. 
a. Which variable, output or total hours worked, 

increases by a larger percentage in expansions and 
falls by a larger percentage in recessions? (Hint: Aver
age labor productivity = output -;- total hours worked, 
so that the percentage change in average labor pro
ductivity equals the percentage change in output 
minus the percentage change in total hours worked.) 
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b. How is the procyclical behavior of average labor 
productivity related to Okun's Law, discussed in 
Chapter 3? 

4. During the period 1973-1975, the United States experi
enced a deep recession with a simultaneous sharp rise 
in the price level. Would you conclude that the reces
sion was the result of a supply shock or a demand 
shock? Illustrate, using AD-AS analysis. 

It is sometimes argued that economic growth that is 
"too rapid" will be associated with inflation. Use 
AD-AS analysis to show how this statement might be 
true. When this claim is made, what type of shock is 
implicitly assumed to be hitting the economy? 

W O R K I N G  W I T H  M A C R O E C O N O M I C DATA 

For data to use in these exercises, go to the Federal Reserve Bank 
of St. Louis FRED database at research.stlouisfed.org/ fred. 

1 .  An economic variable is persistent if declines in the 
variable tend to be followed by more declines, and 
increases by more increases. This question asks you to 
study the persistence of the civilian unemployment 
rate. 

Using data since 1961, identify all quarters in 
which the unemployment rate (in the last month of the 
quarter) changed by at least 0.2 percentage points from 
the previous quarter (either up or down). How many of 
these changes by 0.2 percentage points or more were 
followed in the subsequent quarter by (1) another 
change in the same direction, (2) a change in the oppo
site direction, or (3) no change? Based on your count, 
would you say that the unemployment rate is a persis
tent variable? 

2. How does each of the following variables respond to 
the business cycle? Develop graphs to show your 
results and give economic explanations. 
a. Index of help-wanted advertising in newspapers 
b. Real imports 

e. Federal government receipts 
d. Housing starts 
e. Capacity utilization rate, manufacturing 

f Average weekly hours, manufacturing 

3. It has been argued that the stock market predicts reces
sions. Using quarterly data since 1961, plot the real 
value of the stock market index (the S&P 500 index in 
the last month of the quarter divided by the GOP defla
tor). [Note that data on the S&P 500 index may be 
found atfi,wnce.yahoo.com.] Draw in the business cycle 
peaks and troughs. Do you find the stock market to be 
a good economic forecaster? 

4.  Graph the levels of real GOP for the United Sta tes, 
Canada, and Germany (data can be found at www. 
oeed.org under Statistics and then under National 
Accounts). Are U.s. and Canadian business cycles 
closely related? U.s. and German business cycles? 

5. In the FRED database, find a variable that is available 
in both a seasonally adjusted form and a not season
ally adjusted form. Plot both over time and describe 
how large the seasonal variation in the variable is. 
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he main goal of Chapter 8 was to describe business cycles by presenting the 
business cycle facts. This and the following two chapters attempt to explain 

business cycles and how policymakers should respond to them. First, we must 
develop a macroeconomic model that we can use to analyze cyclical fluctuations 
and the effects of policy changes on the economy. By examining the labor market in 
Chapter 3, the goods market in Chapter 4, and the asset market in Chapter 7, we 
already have identified the three components of a complete macroeconomic model. 
Now we put these three components together into a single framework that allows 
us to analyze them simultaneously. This chapter, then, consolidates our previous 
analyses to provide the theoretical structure for the rest of the book. 

The basic macroeconomic model developed in this chapter is known as the 
IS-LM model. (As we discuss later, this name originates in two of its basic equilib
rium conditions: that investment, I, must equal saving, S, and that money demanded, 
L, must equal money supplied, M.) The IS-LM model was developed in 1937 by 
Nobel laureate Sir John Hicks,l who intended it as a graphical representation of the 
ideas presented by Keynes in his famous 1936 book, The General Theory of Employ
ment, Interest, and Money. Reflecting Keynes's belief that wages and prices don't 
adjust quickly to clear markets (see Section 1.3), in his original IS-LM model Hicks 
assumed that the price level was fixed, at least temporarily. Since Hicks, several 
generations of economists have worked to refine the IS-LM model, and it has been 
widely applied in analyses of cyclical fluctuations and macroeconomic policy, and 
in forecasting. 

Because of its origins, the IS-LM model is commonly identified with the 
Keynesian approach to business cycle analysis. Classical economists who 
believe that wages and prices move rapidly to clear markets would reject 
Hicks's IS-LM model because of his assumption that the price level is fixed. 

'Hicks outlined the IS-LM framework in an article entitled "Mr. Keynes and the Classics: A Suggested 
Interpretation," Ecol1ometrica, April 1937, pp. 137-159. 
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However, the conventional lS-LM model may be easily adapted to allow for rapidly 
adjusting wages and prices. Thus the IS-LM framework, although originally devel
oped by Keynesians, also may be used to present and discuss the classical approach 
to business cycle analysis. In addition, the IS-LM model is equivalent to the AD-AS 
model that we previewed in Section 8.4. We show how the AD-AS model is 
derived from the IS-LM model and illustrate how the AD-AS model can be used 
with either a classical or a Keynesian perspective. 

Using the IS-LM model (and the equivalent AD-AS model) as a framework for 
both classical and Keynesian analyses has several practical benefits: First, it avoids 
the need to learn two different models. Second, utilizing a single framework 
emphasizes the large areas of agreement between the Keynesian and classical 
approaches while showing clearly how the two approaches differ. Moreover, 
because versions of the IS-LM model (and its concepts and terminology) are so 
often applied in analyses of the economy and macroeconomic policy, studying this 
framework will help you understand and participate more fully in current eco
nomic debates. 

We use a graphical approach to develop the IS-LM model. Appendix 9.B pre
sents the identical analysis in algebraic form. If you have difficulty understanding 
why the curves used in the graphical analysis have the slopes they do or why they 
shift, you may find the algebra in the appendix helpful. 

To keep things as simple as possible, in this chapter we assume that the econ
omy is closed. In Chapter 13 we show how to extend the analysis to allow for a 
foreign sector. 

The FE Line: Equilibriu in the Labor Market 

In previous chapters, we discussed the three main markets of the economy: the 
labor market, the goods market, and the asset market. We also identified some of 
the links among these markets, but now we want to be more precise about how 
they fit into a complete macroeconomic system. 

Let's turn first to the labor market and recall from Chapter 3 the concepts of the 
full-employment level of employment and full-employment output. The full
employment level of employment, N, is the equilibrium level of employment reached 
after wages and prices have fully adjusted, so that the quantity of labor supplied 
equals the quantity of labor demanded. Full-employment output, Y, is the amount of 
output produced when employment is at its full-employment level, for the current 
level of the capital stock and the production function. Algebraically, full-employment 
output, Y, equals AF(K, N), where K is the capital stock, A is productivity, and F is 
the production function (see Eq. 3.4). 

Our ultimate goal is a diagram that has the real interest rate on the vertical axis 
and output on the horizontal axis. In such a diagram equilibrium in the labor 
market is represented by the full-employment line, or FE, in Fig. 9.1.  The FE line 
is vertical at Y = Y because, when the labor market is in equilibrium, output equals 
its full-employment level, regardless of the interest rate.2 

2The real interest rate affects investment and thus the amount of capital that firms will have in the future, 
but it doesn't affect the current capital stock, and hence does not affect current full-employment output. 
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Figure 9.1 

The FE line 
The full-employment 
(FE) line represents labor 
market equilibrium. 
When the labor market is 
in equilibrium, employ
ment equals its full
employment level, N, 
and output equals its 
full-employment level, Y, 
regardless of the value 
of the real interest rate. 
Thus the FE line is verti
cal at Y = Y. 
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Fa ctors That S h ift t h e  FE L i n e  

FE line 

-
y 

Output, Y 

The full-employment level of output is determined by the full-employment level of 
employment and the current levels of capital and productivity. Any change that 
affects the full-employment level of output, Y, will cause the FE line to shift. Recall 
that full-employment output, Y, increases and thus the FE line shifts to the right:
when the labor supply increases (which raises equilibrium employment N), when 
the capital stock increases, or when there is a beneficial supply shock. Similarly, a 
drop in the labor supply or capital stock, or an adverse supply shock, lowers full
employment output, Y, and shifts the FE line to the left. Summary table 11 lists the 
factors that shift the FE line. 
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Factors That Shift the Full-EmpLoyment (FE ) Line 

A{n) Shifts the FE line Reason 

Beneficial supply shock 

I ncrease in labor supply 

Increase in the capital 
stock 

Right 

Right 

Right 

1 .  More output can be produced for the same 
amount of capital and labor. 

2. If the f\1PN rises, labor demand increases 
and raises employment. 
Full-employment output increases for both 
reasons. 

Equilibrium employment rises, raising 
full-employment output. 

More output can be produced with the same 
amount of labor. In addition, increased capital 
may increase the tvlPN, which increases labor 
demand and equilibrium employment. 
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in the Goods Market 

The second of the three markets in our model is the goods market. Recall from 
Chapter 4 that the goods market is in equilibrium when desired investment and 
desired national saving are equal or, equivalently, when the aggregate quantity of 
goods supplied equals the aggregate quantity of goods demanded. Recall that 
adjustments in the real interest rate help bring about equilibrium in the goods 
market. 

In a diagram with the real interest rate on the vertical axis and real output on 
the horizontal axis, equilibrium in the goods market is described by a curve called 
the IS curve. For any level of output (or income), Y, the IS curve shows the real 
interest rate, r, for which the goods market is in equilibrium. The IS curve is so 
named because at all points on the curve desired investment, Id, equals desired 
national saving, Sd 

Figure 9.2 shows the derivation of the IS curve from the saving-investment dia
gram introduced in Chapter 4 (see Key Diagram 3, p.  149). Figure 9.2(a) shows the 
saving-investment diagram drawn for two randomly chosen levels of output, 4000 
and 5000. Corresponding to each level is a saving curve, with the value of output 
indicated in parentheses next to it. Each saving curve slopes upward because an 
increase in the real interest rate causes households to increase their desired level of 
saving. An increase in current output (income) leads to more desired saving at any 
real interest rate, so the saving (S) curve for Y = 5000 lies to the right of the saving 
(S) curve for Y = 4000. 

Also shown in Fig. 9.2(a) is an investment curve. Recall from Chapter 4 that 
the investment curve slopes downward. It slopes downward because an increase 
in the real interest rate increases the user cost of capital, which reduces the 
desired capital stock and hence desired investment. Desired investment isn't 
affected by current output, so the investment curve is the same whether Y = 4000 
or Y = 5000. 

Each level of output implies a different market-clearing real interest rate. When 
output is 4000, goods market equilibrium is at point D and the market-clearing real 
interest rate is 7%. When output is 5000, goods market equilibrium occurs at point 
F and the market-clearing real interest rate is 5%. 

Figure 9.2(b) shows the IS curve for this economy, with output on the hori
zontal axis and the real interest rate on the vertical axis. For any level of output, the 
IS curve shows the real interest rate that clears the goods market. Thus Y = 4000 and 
r = 7% at point D on the IS curve. (Note that point D in Fig. 9.2b corresponds to 
point D in Fig. 9.2a.) Similarly, when output is 5000, the real interest rate that clears 
the goods market is 5%. This combination of output and the real interest rate occurs 
at point F on the IS curve in Fig. 9.2(b), which corresponds to point F in Fig. 9.2(a). 
In general, because a rise in output increases desired national saving, thereby 
reducing the real interest rate that clears the goods market, the IS curve slopes 
downward. 

The slope of the IS curve may also be interpreted in terms of the alternative 
(but equivalent) version of the goods market equilibrium condition, which states 
that in equilibrium the aggregate quantity of goods demanded must equal the 
aggregate quantity of goods supplied. To illustrate, let's suppose that the economy 
is initially at point F in Fig. 9.2(b). The aggregate quantities of goods supplied and 
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Figure 9.2 

Deriving the IS curve 
(a) The graph shows the goods market equilibrium for two different levels of output: 4000 and 5000 (the output correspond
ing to each saving curve is indicated in parentheses next to the curve). Higher levels of output (income) increase desired 
national saving and shift the saving curve to the right. When output is 4000, the real interest rate that clears the goods 
market is 7% (point 0). When output is 5000, the market-clearing real interest rate is 5% (point F). 
(b) For each level of output the IS curve shows the corresponding real interest rate that clears the goods market. Thus each 
point on the IS curve corresponds to an equilibrium point in the goods market. As in (a), when output is 4000, the real interest 
rate that clears the goods market is 7% (point 0); when output is 5000, the market-clearing real interest rate is 5% (point F). 
Because higher output raises saving and leads to a lower market-clearing real interest rate, the IS curve slopes downward. 

demanded are equal at point F because F lies on the IS curve, which means that the 
goods market is in equilibrium at that point.3 

Now suppose that for some reason the real interest rate r rises from 5% to 7%. 
Recall from Chapter 4 that an increase in the real interest rate reduces both desired 
consumption, Cd (because people desire to save more when the real interest rate rises), 
and desired investment, Id, thereby reducing the aggregate quantity of goods demanded. 
If output, Y, remained at its initial level of 5000, the increase in the real interest rate 
would imply that more goods were being supplied than demanded. For the goods 

3We have just shown that desired national saving equals desired investment at point F, Of Sd :;:: Jd. 
Substituting the definition of desired national saving, Y - Cd - G, for Sd in the condition that desired 
national saving equals desired investment shows also that Y :;:: Cd + Td + G at F. 
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Factors That Shift the IS Curve 

An increase in 

Expected future output 

Wealth 

Government purchases, G 

Taxes, T 

Expected future marginal 
product of capital, fv1PK' 
Effective tax rate on 
capital 

Shifts the 
IS curve 

Up and to 
the right 

Up  and to 
the right 

Up  and to 
the right 

No change 
or down and 
to the left 

Up and to 
the right 

Down and 
to the left 

Reason 

Desired saving falls (desired consumption rises), 
raising the real interest rate that clears the goods 
market. 

Desired saving falls (desired consumption rises). 
raising the real interest rate that clears the goods 
market. 

Desired saving falls (demand for goods rises), 
raising the real interest rate that clears the goods 
market. 

No change, if consumers take into account an 
offsetting future tax cut and do not change 
consumption (Ricardian equivalence); down and 
to the left, if consumers don't take into account a 
future tax cut and reduce desired consumption, 
increasing desired national saving and lowering 
the real interest rate that clears the goods 
market. 

Desired investment increases, raising the real 
interest rate that clears the goods market. 

Desired investment falls, lowering the real 
interest rate that clears the goods market. 

market to reach equilibrium at the higher real interest rate, the quantity of goods 
supplied has to fall. At point 0 in Fig. 9.2(b), output has fallen enough (from 5000 to 
4000) that the quantities of goods supplied and demanded are equal, and the goods 
market has returned to equilibrium.4 Again, higher real interest rates are associated 
with less output in goods market equilibrium, so the IS curve slopes downward. 

Factors T h at S h ift the IS C u rve 

For any level of output, the IS curve shows the real interest rate needed to clear the 
goods market. With output held constant, any economic disturbance or policy change 
that changes the value of the goods-market-clearing real interest rate will cause the 
IS curve to shift. More specifically, for constant output, any change in the economy that 
reduces desired national saving relative to desired investment will increase the real interest 
rate that clears the goods market and thus shift the IS curve up and to the right. Similarly, 
for constant output, changes that increase desired saving relative to desired invest
ment, thereby reducing the market-clearing real interest rate, shift the [S curve down 
and to the left. Factors that shift the IS curve are described in Summary table 12. 

'Although a drop in output, Y, obviously reduces the quantity of goods supplied, it also reduces the 
quantity of goods demanded. The reason is that a drop in output is also a drop in income, which 
reduces desired consumption. However, although a drop in output of one dollar reduces the supply 
of output by one dollar, a drop in income of one dollar reduces desired consumption, Cd, by less than 
one dollar (that is, the marginal propensity to consume, defined in Chapter 4, is less than 1). Thus a 
drop in output, Y, reduces goods supplied more than goods demanded and therefore reduces the 
excess supply of goods. 
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Figure 9.3 

Effect on the IS curve of a temporary increase in government purchases 
(a) The saving-investment diagram shows the effects of a temporary increase in government purchases, G, with output, Y, 
constant at 4500. The increase in G reduces desired national saving and shifts the saving curve to the left, from S'  to S2 
The goods market equilibrium point moves from point E to point F, and the real interest rate rises from 6% to 7%. 
(b) The increase in G raises the real interest rate that clears the goods market for any level of output. Thus the IS curve shifts 
up and to the right from IS I to IS2 In this example, with output held constant at 4500, an increase in government purchases 
raises the real interest rate that clears the goods market from 6% (point E)  to 7% (point F).  

We can use a change in current government purchases to illustrate IS curve 
shifts in general. The effects of a temporary increase in government purchases on the 
IS curve are shown in Fig. 9.3. Figure 9.3(a) shows the saving-investment diagram, 
with an initial saving curve, Sl, and an initial investment curve, 1. The Sl curve rep
resents saving when output (income) is fixed at Y = 4500. Figure 9.3(b) shows the ini
tial IS curve, IS1 . The initial goods market equilibrium when output, Y, equals 4500 
is represented by point E in both (a) and (b). At E, the initial market-clearing real 
interest rate is 6%. 

Now suppose that the government increases its current purchases of goods, G. 
Desired investment at any level of the real interest rate isn't affected by the increase 
in government purchases, so the investment curve doesn't shift. However, as dis
cussed in Chapter 4, a temporary increase in government purchases reduces 
desired national saving, Y - Cd - G (see Summary table 5, p.  125), so the saving 
curve shifts to the left from Sl to S2 in Fig. 9.3(a). As a result of the reduction in 
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desired national saving, the real interest rate that clears the goods market when 
output equals 4500 increases from 6% to 7% (point F in Fig. 9.3a). 

The effect on the IS curve is shown in Fig. 9.3(b). With output constant at 4500, 
the real interest rate that clears the goods market increases from 6% to 7%, as 
shown by the shift from point E to point F. The new IS curve, IS2, passes through F 
and lies above and to the right of the initial IS curve, IS1. Thus a temporary increase 
in government purchases shifts the IS curve up and to the right. 

So far our discussion of IS curve shifts has focused on the goods market equi
librium condition that desired national saving must equal desired investment. 
However, factors that shift the IS curve may also be described in terms of the alter
native (but equivalent) goods market equilibrium condition that the aggregate 
quantities of goods demanded and supplied are equal. In particular, for a given 
level of output, any change that increases the aggregate demand for goods shifts the IS 
curve up and to the right. 

This rule works because, for the initial level of output, an increase in the aggre
gate demand for goods causes the quantity of goods demanded to exceed the 
quantity supplied. Goods market equilibrium can be restored at the same level of 
output by an increase in the real interest rate, which reduces desired consumption, 
Cd, and desired investment, Id For any level of output, an increase in aggregate 
demand for goods raises the real interest rate that clears the goods market, so we 
conclude that an increase in the aggregate demand for goods shifts the IS curve up 
and to the right. 

To illustrate this alternative way of thinking about shifts in the IS curve, we 
again use the example of a temporary increase in government purchases. Note 
that an increase in government purchases, G, directly raises the demand for goods, 
Cd + rd + G, leading to an excess demand for goods at the initial level of output. The 
excess demand for goods can be eliminated and goods market equilibrium at the 
initial level of output restored by an increase in the real interest rate, which reduces 
Cd and [d. Because a higher real interest rate is required for goods market equilibrium 
when government purchases increase, an increase in G causes the IS curve to shift 
up and to the right. 

9.3 The LM Curve: Asset Market Equilibriu 

The third and final market in our macroeconomic model is the asset market, pre
sented in Chapter 7. The asset market is in equilibrium when the quantities of 
assets demanded by holders of wealth for their portfolios equal the supplies of 
those assets in the economy. In reality, there are many different assets, both real 
(houses, consumer durables, office buildings) and financial (checking accounts, 
government bonds). Recall, however, that we aggregated all assets into two 
categories money and nonmonetary assets. We assumed that the nominal supply 
of money is M and that money pays a fixed nominal interest rate, in!. Similarly, we 
assumed that the nominal supply of nonmonetary assets is NM and that these 
assets pay a nominal interest rate, i, and (given expected inflation, rr') an expected 
real interest rate, r. 

With this aggregation assumption, we showed that the asset market equilib
rium condition reduces to the requirement that the quantities of money supplied 
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and demanded be equal. In this section we show that asset market equilibrium 
can be represented by the LM curve. However, to discuss how the asset market 
comes into equilibrium a task that we didn't complete in Chapter 7 we first 
introduce an important relationship used every day by traders in financial markets: 
the relationship between the price of a nonmonetary asset and the interest rate on 
that asset. 

The I nte rest Rate a n d  the P r i c e  of  a N o n m o n eta ry Asset 

The price of a nonmonetary asset, such as a government bond, is what a buyer has 
to pay for it. Its price is closely related to the interest rate that it pays (sometimes 
called its yield). To illustrate this relationship with an example, let's consider a 
bond that matures in one year. At maturity, we assume, the bondholder will 
redeem it and receive $10,000; the bond doesn't pay any interest before it matures s 
Suppose that this bond can now be purchased for $9615. At this price, over the 
coming year the bond will increase in value by $385 ($10,000 - $9615), or approxi
mately 4% of its current price of $9615. Therefore the nominal interest rate on the 
bond, or its yield, is 4% per year. 

Now suppose that for some reason the current price of a $10,000 bond that 
matures in one year drops to $9524. The increase in the bond's value over the next 
year will be $476 ($10,000 - $9524), or approximately 5% of the purchase price of 
$9524. Therefore, when the current price of the bond falls to $9524, the nominal 
interest rate on the bond increases to 5% per year. More generally, for the promised 
schedule of repayments of a bond or other nonmonetary asset, the higher the price 
of the asset, the lower the nominal interest rate that the asset pays. Thus a media 
report that, in yesterday'S trading, the bond market "strengthened" (bond prices 
rose), is equivalent to saying that nominal interest rates fell. 

We have just indicated why the price of a nonmonetary asset and its nominal 
interest rate are negatively related. For a given expected rate of inflation, 1T!, move
ments in the nominal interest rate are matched by equal movements in the real 
interest rate, so the price of a nonmonetary asset and its real interest rate are also 
inversely related. This relationship is a key to deriving the LM curve and explain
ing how the asset market comes into equilibrium. 

The E q u a l i ty of M o n e y  D e m a n d ed a n d  M o n e y  S u p p l i e d  

To derive the LM curve, which represents asset market equilibrium, we recall 
that the asset market is in equilibrium only if the quantity of money demanded 
equals the currently available money supply. We depict the equality of money 
supplied and demanded using the money supply-money demand diagram, shown 
in Fig. 9.4(a). The real interest rate is on the vertical axis and money, measured 
in real terms, is on the horizontal axis.6 The MS line shows the economy's real 
money supply, M/P. The nominal money supply M is set by the central bank. 
Thus, for a given price level, P, the real money supply, M/P, is a fixed number 

SA bond that doesn't pay any interest before maturity is called a discount bond. 

6Asset market equilibrium may be expressed as either nominal money supplied equals nominal 
money demanded, Of as real money supplied equals real money demanded. As in Chapter 7, we 
work with the condition expressed in real terms. 
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Figure 9.4 

Deriving the LM curve 
(a) The curves show real money demand and real money supply. Real money supply is fixed at 1000. When output is 4000, 
the real money demand curve is MD (Y = 4000); the real interest rate that clears the asset market is 3% (point A). When 
output is 5000, more money is demanded at the same real interest rate, so the real money demand curve shifts to the right 
to MD (Y = 5000). In this case the real interest rate that clears the asset market is 5% (point C). 
(b) The graph shows the corresponding LM curve. For each level of output, the LM curve shows the real interest rate that 
clears the asset market. Thus when output is 4000, the LM curve shows that the real interest rate that clears the asset market is 
3% (point A). When output is 5000, the LM curve shows a market-clearing real interest rate of 5% (point C). Because higher 
output raises money demand, and thus raises the real interest rate that clears the asset market, the LM curve slopes upward. 

and the MS line is vertical. For example, if M = 2000 and P = 2, the MS line is vertical 
at M/P = 1000. 

Real money demand at two different levels of income, Y, is shown by the two 
MD curves in Fig. 9.4(a). Recall from Chapter 7 that a higher real interest rate, r, 
increases the relative attractiveness of nonmonetary assets and causes holders of 
wealth to demand less money. Thus the money demand curves slope downward. 
The money demand curve, MD, for Y = 4000 shows the real demand for money 
when output is 4000; similarly, the MD curve for Y = 5000 shows the real demand 
for money when output is 5000. Because an increase in income increases the 
amount of money demanded at any real interest rate, the money demand curve for 
Y = 5000 is farther to the right than the money demand curve for Y = 4000. 

Graphically, asset market equilibrium occurs at the intersection of the money 
supply and money demand curves, where the real quantities of money supplied 
and demanded are equal. For example, when output is 4000, so that the money 
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demand curve is MD (Y = 4000), the money demand and money supply curves 
intersect at point A in Fig. 9.4(a). The real interest rate at A is 3%. Thus when 
output is 4000, the real interest rate that clears the asset market (equalizes the 
quantities of money supplied and demanded) is 3%. At a real interest rate of 3% 
and an output of 4000, the real quantity of money demanded by holders of wealth 
is 1000, which equals the real money supply made available by the central bank. 

What happens to the asset market equilibrium if output rises from 4000 to 
5000? People need to conduct more transactions, so their real money demand 
increases at any real interest rate. As a result, the money demand curve shifts to the 
right, to MD (Y = 5000). If the real interest rate remained at 3%, the real quantity of 
money demanded would exceed the real money supply. At point B in Fig. 9.4(a) the 
real quantity of money demanded is 1200, which is greater than the real money 
supply of 1000. To restore equality of money demanded and supplied and thus 
bring the asset market back into equilibrium, the real interest rate must rise to 5%. 
When the real interest rate is 5%, the real quantity of money demanded declines to 
1000, which equals the fixed real money supply (point C in Fig. 9.4a). 

How does an increase in the real interest rate eliminate the excess demand for 
money, and what causes this increase in the real interest rate? Recall that the prices 
of nonmonetary assets and the interest rates they pay are negatively related. At the 
initial real interest rate of 3%, the increase in output from 4000 to 5000 causes 
people to demand more money (the MD curve shifts to the right in Fig. 9.4a). To 
satisfy their desire to hold more money, people will try to sell some of their non
monetary assets for money. But when people rush to sell a portion of their non
monetary assets, the prices of these assets will fall, which will cause the real interest 
rates on these assets to rise. Thus it is the public's attempt to increase its holdings 
of money by selling nonmonetary assets that ca uses the real interest rate to rise. 

Because the real supply of money in the economy is fixed, the public as a 
whole cannot increase the amount of money it holds. As long as people attempt to 
do so by selling nonmonetary assets, the real interest rate will continue to rise. But 
the increase in the real interest rate paid by nonmonetary assets makes those assets 
more attractive relative to money, reducing the real quantity of money demanded 
(here the movement is along the MD curve for Y = 5000, from point B to point C in 
Fig. 9.4a). The real interest rate will rise until the real quantity of money demanded 
again equals the fixed supply of money and restores asset market equilibrium. 
The new asset market equilibrium is at C, where the real interest rate has risen from 
3% to 5%. 

The preceding example shows that when output rises, increasing real money 
demand, a higher real interest rate is needed to maintain equilibrium in the asset 
market. In general, the relationship between output and the real interest rate that 
clears the asset market is expressed graphically by the LM curve. For any level of 
output, the LM curve shows the real interest rate for which the asset market is in 
equilibrium, with equal quantities of money supplied and demanded. The term LM 
comes from the asset market equilibrium condition that the real quantity of money 
demanded, as determined by the real money demand function, L, must equal the 
real money supply, M/P. 

The LM curve corresponding to our numerical example is shown in Fig. 9.4(b), 
with the real interest rate, Y, on the vertical axis and output, Y, on the horizontal 
axis. Points A and C lie on the LM curve. At A, which corresponds to point A in the 
money supply-money demand diagram of Fig. 9.4(a), output, Y, is 4000 and the 
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real interest rate, r, is 3%. Because A lies on the LM curve, when output is 4000 the 
real interest rate that clears the asset market is 3%. Similarly, because C lies on the 
LM curve, when output is 5000 the real interest rate that equalizes money supplied 
and demanded is 5%; this output-real interest rate combination corresponds to the 
asset market equilibrium at point C in Fig. 9.4(a). 

Figure 9.4{b) illustrates the general point that the LM curve always slopes upward 
from left to right. It does so because increases in output, by raising money demand, 
also raise the real interest rate on nonmonetary assets needed to clear the asset market. 

Factors That S h ift the LM Curve 

In deriving the LM curve we varied output but held constant other factors, such as 
the price level, that affect the real interest rate that clears the asset market. Changes 
in any of these other factors will cause the LM curve to shift. In particular, for con
stant output, any change that reduces real money supply relative to real money demand 
will increase the real interest rate that clears the asset market and cause the LM curve to 
shift up and to the left. Similarly, for constant output, anything that raises real money 
supply relative to real money demand will reduce the real interest rate that clears 
the asset market and shift the LM curve down and to the right. Here we discuss in 
general terms how changes in real money supply or demand affect the LM curve. 
Summary table 13 describes the factors that shift the LM curve. 

Changes in the Real Money Supply. An increase in the real money supply M/P 
will reduce the real interest rate that clears the asset market and shift the LM curve 
down and to the right. Figure 9.5 illustrates this point and extends our previous 
numerical example. 

S U M M A RY 1 3  

Factors That Shift the LM Curve 

An increase in 

Nominal money 
supply, /11 

Price level. P 

Expected inflation, n;e 

Nominal interest rate 
on money, im 

Shifts the 
LM curve 

Down and 
to the right 

Up  and to 
the left 

Down and 
to the right 

Up and to 
the left 

Reason 

Real money supply increases, lowering the real 
interest rate that clears the asset market (equates 
money supplied and money demanded). 

Real money supply falls, raising the real interest rate 
that clears the asset market. 

Demand for money falls, lowering the real interest 
rate that clears the asset market. 

Demand for money increases, raising the real 
interest rate that clears the asset market. 

In addition, for constant output, any factor that increases real money demand raises the real interest rate 
that clears the asset market and shifts the Lfv1 curve up  and to the left. Other factors that increase real money 
demand (see Summary table 9, p. 260) include 

an increase in wealth; 

an increase in the risk of alternative assets relative to the risk of holding money; 

a decline in the liquidity of alternative assets; and 

a decline in the efficiency of payment technologies. 
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Figure 9.5 

An increase in the real money supply shifts the LM curve down and to the right 
(a) An increase in the real supply of money shifts the money supply curve to the right, from MSl to MS'. For a constant level 
of output, the real interest rate that clears the asset market falls. If output is fixed at 4000, for example, the money demand 
curve is MO (Y = 4000) and the real interest rate that clears the asset market falls from 3% (point A) to 2% (point 0). 
(b) The graph shows the effect of the increase in real money supply on the LM curve. For any level of output, the increase in 
the real money supply causes the real interest rate that clears the asset market to fall. So, for example, when output is 4000, 
the increase in the real money supply causes the real interest rate that clears the asset market to faLl from 3% (point A) to 2% 
(point 0). Thus the LM curve shifts down and to the right, from LM (M/P = 1000) to LM (M/P = 1200). 

Figure 9.5(a) contains the money supply-money demand diagram. Initially, 
suppose that the real money supply M/P is 1000 and output is 4000, so the money 
demand curve is MD (Y = 4000). Then equilibrium in the asset market occurs at 
point A with a market-clearing real interest rate of 3%. The LM curve correspond
ing to the real money supply of 1000 is shown as LM (M/P = 1000) in Fig. 9.5(b). At 
point A on this LM curve, as at point A in the money supply-money demand dia
gram in Fig. 9.5(a), output is 4000 and the real interest rate is 3%. Because A lies on 
the initial LM curve, when output is 4000 and the money supply is 1000, the real 
interest rate that clears the asset market is 3%. 

Now suppose that, with output constant at 4000, the real money supply rises 
from 1000 to 1200. This increase in the real money supply causes the vertical money 
supply curve to shift to the right, from MS1 to MS2 in Fig. 9.5(a). The asset market 
equilibrium point is now point 0, where, with output remaining at 4000, the market
clearing real interest rate has fallen to 2%. 
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Why has the real interest rate that clears the asset market fallen? At the initial real 
interest rate of 3%, there is an excess supply of money that is, holders of wealth 
have more money in their portfolios than they want to hold and, consequently, they 
have a smaller share of their wealth than they would like in nonmonetary assets. To 
eliminate this imbalance in their portfolios, holders of wealth will want to use some 
of their money to buy nonmonetary assets. However, when holders of wealth as a 
group try to purchase nonmonetary assets, the price of nonmonetary assets is bid up 
and hence the real interest rate paid on these assets declines. As the real interest rate 
falls, nonmonetary assets become less attractive relative to money. The real interest 
rate continues to fall until it reaches 2% at point 0 in Fig. 9.5(a), where the excess 
supply of money and the excess demand for nonmonetary assets are eliminated and 
the asset market is back in equilibrium. 

The effect of the increase in the real money supply on the LM curve is illustrated 
in Fig. 9.5(b). With output constant at 4000, the increase in the real money supply 
lowers the real interest rate that clears the asset market, from 3% to 2%. Thus point 0, 
where Y = 4000 and r = 2%, is now a point of asset market equilibrium, and point A no 
longer is. More generally, for any level of output, an increase in the real money supply 
lowers the real interest rate that clears the asset market. Therefore the entire LM curve 
shifts down and to the right. The new LM curve, for M/P = 1200, passes through the 
new equilibrium point 0 and lies below the old LM curve, for M/P = 1000. 

Thus, with fixed output, an increase in the real money supply lowers the real 
interest rate that clears the asset market and causes the LM curve to shift down and 
to the right. A similar analysis would show that a drop in the real money supply 
causes the LM curve to shift up and to the left. 

What might cause the real money supply to increase? In general, because the real 
money supply equals M/P, it will increase whenever the nominal money supply M, 
which is controlled by the central bank, grows more quickly than the price level P. 

Changes i n  Rea l  Monev Demand . A change in any variable that affects real 
money demand, other than output or the real interest rate, will also shift the LM 
curve. More specifically, with output constant, an increase in real money demand 
raises the real interest rate that clears the asset market and thus shifts the LM curve 
up and to the left. Analogously, with output constant, a drop in real money demand 
shifts the LM curve down and to the right. 

Figure 9.6 shows a graphical analysis of an increase in money demand similar 
to that for a change in money supply shown in Fig. 9.5. As before, the money 
supply-money demand diagram is shown on the left, Fig. 9.6(a). Output is constant 
at 4000, and the real money supply again is 1000. The initial money demand curve 
is MOl. The initial asset market equilibrium point is at A, where the money demand 
curve, MOl, and the money supply curve, MS, intersect. At initial equilibrium, 
point A, the real interest rate that clears the asset market is 3%. 

Now suppose that, for a fixed level of output, a change occurs in the economy 
that increases real money demand. For example, if banks decided to increase the 
interest rate paid on money, in<, the public would want to hold more money at the 
same levels of output and the real interest rate. Graphically, the increase in money 
demand shifts the money demand curve to the right, from MOl to M02 in Fig. 9.6(a). 
At the initial real interest rate of 3%, the real quantity of money demanded is 1300, 
which exceeds the available supply of 1000; so 3% is no longer the value of the real 
interest rate that clears the asset market. 
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Figure 9.6 

An increase in real money demand shifts the LM curve up and to the left 
(a) With output constant at 4000 and the real money supply at 1000, an increase in the interest rate paid on money raises real 
money demand. The money demand curve shifts to the right, from MO' to M02, and the real interest rate that clears the 
asset market rises from 3% (point A) to 6% (point G). 
(b) The graph shows the effect of the increase in real money demand on the LM curve. When output is 4000, the increase 
in real money demand raises the real interest rate that clears the asset market from 3% (point A) to 6% (point G). More gener· 
ally, for any level of output, the increase in real money demand raises the real interest rate that clears the asset market. Thus 
the LM curve shifts up and to the left, from LM' to LM2 

How will the real interest rate that clears the asset market change after the 
increase in money demand? If holders of wealth want to hold more money, they 
will exchange nonmonetary assets for money. Increased sales of nonmonetary 
assets will drive down their price and thus raise the real interest rate that they pay. 
The real interest rate will rise, reducing the attractiveness of holding money, until 
the public is satisfied to hold the available real money supply (1000). The real 
interest rate rises from its initial value of 3% at A to 6% at G. 

Figure 9.6(b) shows the effect of the increase in money demand on the LM 
curve. The initial LM curve, LM1, passes through point A, showing that when output 
is 4000, the real interest rate that clears the asset market is 3%. (Point A in Fig. 9.6b 
corresponds to point A in Fig. 9.6a.) Following the increase in money demand, with 
output fixed at 4000, the market-clearing real interest rate rises to 6%. Thus the new 
LM curve must pass through point G (corresponding to point G in Fig. 9.6a), where 
Y = 4000 and r = 6%. The new LM curve, LM2, is higher than LMl because the real 
interest rate that clears the asset market is now higher for any level of output. 
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Figure 9.7 

General equilibrium 
in the IS-LM model 
The economy is in general 
equilibrium when 
quantities supplied equal 
quantities demanded in 
every market. The general 
equilibrium point, E, lies 
on the IS curve, the LM 
curve, and the FE line. 
Thus at E, and only at E, 
the goods market, the 
asset market, and the 
labor market are simulta
neously in equilibrium. 

The next step is to put the labor market, the goods market, and the asset market 
together and examine the equilibrium of the economy as a whole. A situation in 
which all markets in an economy are simultaneously in equilibrium is called a 
general equilibrium. Figure 9.7 shows the complete IS-LM model, illustrating 
how the general equilibrium of the economy is determined. Shown are: 

the full-employment, or FE, line, along which the labor market is in equilibrium; 
the IS curve, along which the goods market is in equilibrium; and 
the LM curve, along which the asset market is in equilibrium. 

The three curves intersect at point E, indicating that all three markets are in 
equilibrium at that point. Therefore E represents a general equilibrium and, because 
it is the only point that lies on all three curves, the only general equilibrium for this 
economy. 

Although point E obviously is a general equilibrium point, not so clear is 
which forces, if any, act to bring the economy to that point. To put it another way, 
although the IS curve and FE line must intersect somewhere, we haven't explained 
why the LM curve must pass through that same point. In Section 9.5 we discuss the 
economic forces that lead the economy to general equilibrium. There we show that 
(1) the general equilibrium of the economy always occurs at the intersection of 
the IS curve and the FE line; and (2) adjustments of the price level cause the LM 
curve to shift until it passes through the general equilibrium point defined by the 
intersection of the IS curve and the FE line. Before discussing the details of this 
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adjustment process, however, let's consider an example that illustrates the use of 
the complete IS-LM model. 

A p p l y i n g  the IS- LM Framework:  A Te m p o r a ry 
Adverse S u p p l y  S h o c k  

An economic shock relevant to business cycle analysis is an adverse supply shock. 
Specifically, suppose that (because of bad weather or a temporary increase in oil 
prices) the productivity parameter A in the production function drops temporar
ily? We can use the IS-LM model to analyze the effects of this shock on the general 
equilibrium of the economy and the general equilibrium values of economic vari
ables such as the real wage, employment, output, the real interest rate, the price 
level, consumption, and investment. 

Suppose that the economy is initially in general equilibrium at point E in 
Fig. 9.8(a), where the initial FE line, FE1, IS curve, and LM curve, LMl, for this economy 
intersect. To determine the effects of a temporary supply shock on the general 
equilibrium of this economy, we must consider how the temporary drop in pro
ductivity A affects the positions of the FE line and the IS and LM curves. 

The FE line describes equilibrium in the labor market. Hence to find the effect 
of the supply shock on the FE line we must first look at how the shock affects labor 
supply and labor demand. In Chapter 3 we demonstrated that an adverse supply 
shock reduces the marginal product of labor and thus shifts the labor demand 
curve down (see Fig. 3.11). Because the supply shock is temporary, we assume that 
it doesn't affect workers' wealth or expected future wages and so doesn't affect 
labor supply. As a result of the decline in labor demand, the equilibrium values of 
the real wage and employment, N, fall. 

The FE line shifts only to the degree that full-employment output, Y, changes. 
Does Y change? Yes. Recall from Chapter 3 that an adverse supply shock reduces 
full-employment output, Y, which equals AF(K, N), for two reasons: (1) as we just 
mentioned, the supply shock reduces the equilibrium level of employment N, 
which lowers the amount of output that can be produced; and (2) the drop in pro
ductivity A directly reduces the amount of output produced by any combination of 
capital and labor. The reduction in Y is represented by a shift to the left of the FE 
line, from FEl to FE2 in Fig. 9.8(b). 

Now consider the effects of the temporary adverse supply shock on the IS 
curve. Recall that we derived the IS curve by changing the level of current output 
in the saving-investment diagram (Fig. 9.2) and finding for each level of current 
output the real interest rate for which desired saving equals desired investment. A 
temporary adverse supply shock reduces current output but doesn't change any 
other factor affecting desired saving or investment (such as wealth, expected future 
income, or the future marginal product of capital). Therefore a temporary supply 
shock is just the sort of change in current output that we used to trace out the IS 
curve. We conclude that a temporary adverse supply shock is a movement along the 
IS curve, not a shift of the IS curve, leaving it unchanged.s 

'Recall that the production function, Eq. (3.1), is Y = AF(K, N), so a drop in A reduces the amount of 
output that can be produced for any quantities of capital K and labor N. 

'Analytical Problem 2 at the end of the chapter examines the effect of a permanent adverse supply 
shock and identifies factors that shift the IS curve in that case. 
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Effects of a temporary adverse supply shock 
(a) Initially, the economy is in general equilibrium at point E, with output at its full-employment level, Y,. 
(b) A temporary adverse supply shock reduces full-employment output from Y, to Y2 and shifts the FE line to the left from 
FE' to FE2 The new general equilibrium is represented by point F. where FE' intersects the unchanged [S curve. The price 
level increases and shifts the LM curve up and to the left, from LM I to LM2, until it passes through F. At the new general 
equilibrium point, F, output is lower, the real interest rate is higher, and the price level is higher than at the original general 
equilibrium point, E. 

Finally, we consider the LM curve. A temporary supply shock has no direct 
effect on the demand or supply of money and thus doesn't shift the LM curve. 

We now look for the new general equilibrium of the economy. In Fig. 9.8(b), 
there is no point at which FE2 (the new FE line), IS, and LMI all intersect. As we 
mentioned and demonstrate in Section 9.5 when the FE line, the IS curve, and 
the LM curve don't intersect at a common point, the LM curve shifts until it passes 
through the intersection of the FE line and IS curve. This shift in the LM curve is 
caused by changes in the price level. P, which change the real money supply, MIP, 
and thus affect the equilibrium of the asset market. As Fig. 9.8(b) shows, to restore 
general equilibrium at point F, the LM curve must shift up and to the left, from LMI 
to LM2. For it to do so, the real money supply MIP must fall (see Summary table 13, 
p. 321) and thus the price level. P, must rise. We infer (although we haven't yet 
given an economic explanation) that an adverse supply shock will cause the price 
level to rise. 

What is the effect of a temporary supply shock on the inflation rate, as distinct 
from the price level? As the inflation rate is the growth rate of the price level, 
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during the period in which prices are rising to their new, higher level, a burst of 
inflation will occur. However, after the price level stabilizes at its higher value 
(and is no longer rising), inflation will subside. Thus a temporary supply shock 
should cause a temporary, rather than a permanent, increase in the rate of inflation. 

Let's pause and review our results. 

1. As we had already shown in Chapter 3, a temporary adverse supply shock 
lowers the equilibrium values of the real wage and employment. 

2. Comparing the new general equilibrium, point F, to the old general equilibrium, 
point E, in Fig. 9.8(b), we see that the supply shock lowers output and raises the 
real interest rate. 

3. The supply shock raises the price level and causes a temporary burst of inflation. 
4. Because in the new general equilibrium the real interest rate is higher and output 

is lower, consumption must be lower than before the supply shock. The higher 
real interest rate also implies that investment must be lower after the shock. 

In the Application "Oil Price Shocks Revisited," we check out how well our 
model explains the historical behavior of the economy. Note that economic models, 
such as the IS-LM model, also are used extensively in forecasting economic condi
tions (Box 9.1, p. 329). 

A P P L I  ATI �N� __________________________________ __ 

Oil Price Shocks Revisited 

In Chapter 3 we pointed out that an increase in the price of oil is an example of an 
adverse supply shock, and we looked at the effects of the 1973-1974 and 1979-1980 
oil price shocks on the U.s. economy (see the Application, "Output, Employment, 
and the Real Wage During Oil Price Shocks," p.  90). The theory's predictions that 
adverse supply shocks reduce output, employment, and the real wage were con
firmed for those two episodes. Our analysis using the complete IS-LM model is 
consistent with that earlier discussion. However, it adds the predictions that, fol
lowing an oil price shock, consumption and investment decline, inflation increases, 
and the real interest rate rises. 

Figure 8.3 shows that consumption fell slightly and that investment fell sharply 
immediately after these oil price shocks. From the beginning of the recession in the 
fourth quarter of 1973 until the fourth quarter of 1974, real consumption fell by 
1 .8% and real investment fell by 11.1 %. Following the onset of the recession in the 
first quarter of 1980, real consumption fell by 2.3% and real investment fell by 
9.0% in just one quarter. Inflation also behaved as predicted by our analysis, surg
ing temporarily in 1973-1974 and again in 1979-1980 (see Fig. 8.7). 

Our analysis also predicted that an oil price shock will cause the real interest 
rate to rise. However, this result depends somewhat on the assumption we made 
that people expected the oil price shock to be temporary. In Analytical Problem 2 at 
the end of the chapter, you will find that, if the adverse supply shock is expected to 
be permanent, the rise in the real interest rate will be less than when the adverse 
supply shock is expected to be temporary (and the real interest rate may not rise). 
However, we don't really know what people's expectations were about the duration 
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of the two major oil price shocks. Therefore we can't state with confidence what the 
effect of such a shock on the real interest rate should have been. Actually, the real 
interest rate rose during the 1979-1980 shock but not during the 1973-1974 shock 
(see Fig. 2.5). On the basis of these data only, our model suggests that people 
expected the 1973-1974 oil shock to be permanent and the 1979-1980 shock to be 
temporary. Interestingly, those expectations were essentially correct: Figure 3.12 
shows that the oil price increase of 1979-1980 was reversed rather quickly but that 
the price increase of 1973-1974 was not. 

Econometric Models and  Macroeconomic 
Forecasts for  Moneta ry Pol icy Analys is  

The IS-LM model developed in this chapter is a rela
tively simple example of a macroeconomic model. Much 
more complicated models of the economy (many, though 
not all of them, based on the IS-LM framework) are used 
in applied macroeconomic research and analysis. 

A common use of macroeconomic models is to help 
economists forecast the course of the economy. In gen
eral, using a macroeconomic model to obtain quantita
tive economic forecasts involves three steps. First, 
numerical values for the parameters of the model (such 
as the income elasticity of money demand) must be 
obtained. In econometric models, these values are esti
mated through statistical analyses of the data. Second, 
projections must be made of the likely behavior of rele
vant exogenous variables, or variables whose values are 
not determined within the model. Examples of exoge
nous variables include policy variables (such as gov
ernment spending and the money supply), oil prices, 
and changes in productivity. Third, based on the expected 
path of the exogenous variables and the model parame
ters, the model can be solved (usually on a computer) to 
give forecasts of variables determined within the model 
(such as output, employment, and interest rates). Vari
ables determined within the model are endogenous 
variables. 

Although a relatively simple model like the IS-LM 
model developed in this chapter could be used to create 
real forecasts, the results probably would not be very 
good. Because real-world economies are complex, macro
economic models actually used in forecasting tend to be 
much more detailed than the IS-LM model presented 
here. For example, the Federal Reserve Board has long 
had such a model in place for analyzing the economy 
and for developing forecasts for use in monetary policy. 

In 1996, the Federal Reserve Board produced a new 
model for policy analysis and forecasting, known as the 
FRB/US model, and has been continually upgrading the 
model since then. FRB/US was based on a previous 
model known as the MrS model, which was developed 
closely from the theoretical IS-LM model but with hun
dreds of equations representing different industries and 
sectors of the economy. The new FRB/US model differed 
from the old MrS model in a number of ways: It featured 
a much better ability to handle people's expectations 
about the future values of inflation and other variables, 
improved modeling of people's and firms' reactions to 
economic shocks, and used newer statistical techniques 
to estima te the model. 

The staff economists at the Federal Reserve Board 
now use the model as a workhorse for policy analysis. 
They apply results from the model to analyze alternative 
monetary policy scenarios-for example, what would 
happen to the economy over the next two years if the Fed 
raised the Federal funds interest rate to 8%, compared 
with a scenario in which the rate were set at a lower level, 
such as 6%. This analysis gives policymakers an idea of 
how policy affects the economy and what are the likely 
outcomes of policy choices. 

The model contains three main sectors of the econ
omy, just as the IS-LM model does: households, firms, 
and financial markets. Households supply labor, as we 
discussed in Section 3.3, and decide how much to consume 
and save, as we saw in Section 4.1 and Appendix 4.A. 
Firms maximize their profits, choosing appropriate levels 
of investment, as we discussed in Section 4.2, and demand 
labor, as we saw in Section 3.2. Firms' and households' 
demand and supply of financial assets determine equi
librium in the financial markets, as we discussed in 

( Continued) 
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(Continued) 

Chapter 7. The model is solved with general equilibrium 
concepts, as we showed in Sections 3.4 for labor markets, 
4.3 for goods markets, and 7.4 for asset markets. Overall 
economic growth is governed by the principles discussed 
in Chapter 6. Other assumptions of the model are based 
on new Keynesian theory, as we will discuss in Chapter 11. 

uses internally in its Greenbook publication, the FRB/US 
model forecasts are analyzed by the staff at the Federal 
Reserve Board and are often modified somewhat before 
being presented to monetary policymakers. The judg
ment of the staff economists who are experts in various 
sectors of the economy is an important input into the 
Greenbook forecasts. Evidently, this method of producing 
forecasts works well, as the Greenbook forecasts have 
been found to be superior to private sector forecasts.' 

Although the model is quite detailed, no macro 
model is able to provide accurate forecasts without some 
human judgment. So, to produce the forecasts that the Fed 

""See Christina Romer and David Romer, "Federal Reserve Information and the Behavior of Interest Rates," American Economic 
Review (J une 2000), pp. 429-457, and Christopher Sims, "The Role of Models and Probabilities in the Monetary Policy Process," 
Brookings Papers 011 Ecol1omic Activity (2:2002), pp. 1-62. 

9.5 Price Adjustment and the Attainment of General Equilibriu 

We now explain the economic forces that lead prices to change and shift the LM 
curve until it passes through the intersection of the IS curve and the FE line. In dis
cussing the role of price adjustments in bringing the economy back to general 
equilibrium, we also show the basic difference between the two main approaches 
to business cycle analysis, classical and Keynesian. 

To illustrate the adjustment process, let's use the complete IS-LM model to con
sider what happens to the economy if the nominal money supply increases. This 
analysis allows us to discuss monetary policy (the control of the money supply) 
and to introduce some ongoing controversies about the effects of monetary policy 
on the economy. 

The Effects of a M o n eta ry Expa nsion  

Suppose that the central bank decides to raise the nominal money supply, M, by 
10%. For now we hold the price level, P, constant so that the real money supply, 
M/P, also increases by 10%. What effects will this monetary expansion have on the 
economy? Figure 9.9 helps us answer this question with the complete IS-LM 
model. 

The three parts of Fig. 9.9 show the sequence of events involved in the analysis. 
For simplicity, suppose that the economy initially is in general equilibrium so that in 
Fig. 9.9(a) the IS curve, the FE line, and the initial LM curve, LM1, all pass through 
the general equilibrium point, E. At E output equals its full-employment value of 
1000, and the real interest rate is 5%. Both the IS and LM curves pass through E, so 
we know that 5% is the market-clearing real interest rate in both the goods and asset 
markets. For the moment the price level, P, is fixed at its initial level of 100. 

The 10% increase in the real supply of money, M/P, doesn't shift the IS curve 
or the FE line because, with output and the real interest rate held constant, a change 
in M/P doesn't affect desired national saving, desired investment, labor demand, 
labor supply, or productivity. However, Fig. 9.5 showed that an increase in the real 
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Figure 9.9 

Effects of a monetary expansion 
(a) The economy is in general equilibrium at point E. 
Output equals the full-employment level of 1000, the 
real interest rate is 5%, and the price level is 100. 
(b) With the price level fixed, a 10% increase in the 
nominal money supply, M, raises the real money 
supply, MjP, and shifts the LM curve down and to the 
right from LMl to LM2 At point F, the intersection of 
the IS curve and the new LM curve, LM2, the real inter
est rate has fallen to 3%, which raises the aggregate 
demand for goods. If firms produce extra output to 
meet the increase in aggregate demand, output rises 
to 1200 (higher than full-employment output of 1000). 
(c) Because aggregate demand exceeds full-employment 
output at point F, firms raise prices. A 10% rise in P, 
from 100 to 110, restores the real money supply to its 
original level and shifts the LM curve back to its origi
nal position at LM1. This returns the economy to point 
E, where output again is at its full-employment level of 
1000, but the price level has risen 10% from 100 to 110. 
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money supply does shift the LM curve down and to the right, which we show here 
as a shift of the LM curve from LMl to LM2, in Fig. 9.9(b). The LM curve shifts down 
and to the right because, at any level of output, an increase in the money supply 
lowers the real interest rate needed to clear the asset market. 

Note that, after the LM curve has shifted down to LM2, there is no point in 
Fig. 9.9(b) at which all three curves intersect. In other words, the goods market, the 
labor market, and the asset market no longer are simultaneously in equilibrium. We 
now must make some assumptions about how the economy behaves when it isn't 
in general equilibrium. 

Of the three markets in the IS-LM model, the asset market (represented by the LM 
curve) undoubtedly adjusts the most quickly, because financial markets can respond 
within minutes to changes in economic conditions. The labor market (the FE line) is 
probably the slowest to adjust, because the process of matching workers and jobs takes 
time and wages may be renegotiated only periodically. The adjustment speed of the 
goods market (IS curve) probably is somewhere in the middle. We assume that, when 
the economy isn't in general equilibrium, the asset market and the goods market are 
in equilibrium so that output and the real interest rate are given by the intersection of the IS 
and LM curves. Note that, when the economy isn't in general equilibrium, the IS-LM 
intersection doesn't lie on the FE line, so the labor market isn't in equilibrium. 

Immediately after the increase in the nominal money supply, therefore, the 
economy is out of general equilibrium with the level of output and the real inter
est rate represented by point F in Fig. 9.9(b), where the new LM curve, LM2, inter
sects the IS curve. At F, output (1200) is higher and the real interest rate (3%) is 
lower than at the original general equilibrium, point E. We refer to F, the point at 
which the economy comes to rest before any adjustment occurs in the price level, 
as the short-run equilibrium point. (Although we refer to F as a short-run equilibrium 
point, keep in mind that only the asset and goods markets are in equilibrium 
there the labor market isn't.) 

In economic terms, why does the increase in the money supply shift the economy 
to point F? The sequence of events can be described as follows: After the increase 
in the money supply, holders of wealth are holding more money in their portfolios 
than they desire at the initial values of output and the real interest rate. To bring 
their portfolios back into balance, they will try to use their excess money to buy non
monetary assets. However, as holders of wealth bid for nonmonetary assets, they 
put upward pressure on the prices of those assets, which reduces their interest rate. 
Thus, after an increase in the money supply, wealth-holders' attempts to achieve 
their desired mix of money and nonmonetary assets cause the interest rate to fall. 

The drop in the real interest rate isn't the end of the story, however. Because the 
lower real interest rate increases the demand by households for consumption, Cd, 
and the demand by firms for investment, Id, the aggregate demand for goods rises. 
Here we make a fundamental assumption, to which we return shortly: When 
demanders increase their spending on goods, firms are willing (at least temporarily) 
to produce enough to meet the extra demand for their output. After the decline in 
the real interest rate raises the aggregate demand for goods, therefore, we assume 
that firms respond by increasing production, leading to higher output at the short-run 
equilibrium point, F. 

To summarize, with the price level constant, an increase in the nominal money 
supply takes the economy to the short-run equilibrium point, F, in Fig. 9.9(b), at which 
the real interest rate is lower and output is higher than at the initial general equilibrium 
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point, E. We made two assumptions: (1) when the economy isn't in general equi
librium, the economy's short-run equilibrium occurs at the intersection of the [S and 
LM curves; and (2) when the aggregate demand for goods rises, firms are wil.ling (at 
least temporarily) to produce enough extra output to meet the expanded demand. 

The Adjustment of the Pr ice Leve l .  So far we have simply taken the price 
level, P, as fixed. In reality, prices respond to conditions of supply and demand in 
the economy. The price level, P, refers to the price of output (goods), so to think 
about how prices are likely to adjust in this example, let's reconsider the effects of 
the increase in the money supply on the goods market. 

In Fig. 9.9(b), the short-run equilibrium point, F, lies on the IS curve, implying 
that the goods market is in equilibrium at that point with equal aggregate quanti
ties of goods supplied and demanded. Recall our assumption that firms are willing 
to meet any increases in aggregate demand by producing more. In that sense, then, 
the aggregate quantity of goods supplied equals the aggregate quantity of goods 
demanded. However, in another sense the goods market is not in equilibrium at 
point F. The problem is that, to meet the aggregate demand for goods at F, firms 
have to produce more output than their full-employment level of output, Y. Full
employment output, Y, is the level of output that maximizes firms' profits because 
that level of output corresponds to the profit-maximizing level of employment 
(Chapter 3). Therefore, in meeting the higher level of aggregate demand, firms are 
producing more output than they would like. In the sense that, at point F, the pro
duction of goods by firms is not the level of output that maximizes their profits, the 
goods market isn't truly in equilibrium. 

At point F the aggregate demand for goods exceeds firms' desired supply of 
output, Y, so we can expect firms to begin raising their prices, causing the price 
level, P, to rise. With the nominal money supply, M, set by the central bank, an 
increase in the price level, P, lowers the real money supply, MjP, which in turn 
causes the LM curve to shift up and to the left. Indeed, as long as the aggregate 
quantity of goods demanded exceeds what firms want to supply, prices will keep 
rising. Thus the LM curve will keep shifting up and to the left until the aggregate 
quantity of goods demanded equals full-employment output. Aggregate demand 
equals full-employment output only when the LM curve has returned to its initial 
position, LMI in Fig. 9.9(c), where it passes through the original general equilibrium 
point, E. At E all three markets of the economy again are in equilibrium, with output 
at its full-employment level. 

Compare Fig. 9.9(c) to the initial situation in Fig. 9.9(a) and note that after the 
adjustment of the price level the 10% increase in the nominal money supply has 
had no effect on output or the real interest rate. Employment also is unchanged 
from its initial value, as the economy has returned to its original level of output. 
However, as a result of the 10% increase in the nominal money supply, the price 
level is 10% higher (so that P = 110). How do we know that the price level changes 
by exactly 10%? To return the LM curve to its original position, the increase in the 
price level had to return the real money supply, MjP, to its original value. Because 
the nominal money supply, M, was raised by 10%, to return MjP to its original 
value, the price level, P, had to rise by 10% as well. Thus the change in the nominal 
money supply causes the price level to change proportionally. This result is the 
same result obtained in Chapter 7 (see Eq. 7.10), where we assumed that all markets 
are in equilibrium. 
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Note that, because in general equilibrium the price level has risen by 10% but 
real economic variables are unaffected, all nominal economic variables must also 
rise by 10%. In particular, for the real wage to have the same value after prices have 
risen by 10% as it did before, the nominal wage must rise by 10%. Thus the return 
of the economy to general equilibrium requires adjustment of the nominal wage 
(the price of labor) as well as the price of goods. 

Trend Money G rowth and Inf lat ion.  In Fig 9.9 we analyzed the effects of a one
time 10% increase in the nominal money supply, followed by a one-time 10% 
adjustment in the price level. In reality, in most countries the money supply and the 
price level grow continuously. Our framework easily handles this situation. Sup
pose that in some country both the nominal money supply, M, and the price level, 
P, are growing steadily at 7% per year, which implies that the real money supply, 
M/P, is constant. The LM curve depends on the real money supply, M/P, so in this 
situation the LM curve won't shift, even though the nominal money supply and • • • pnces are nsmg. 

Now suppose that for one year the money supply of this country is increased 
an additional 3% for a total of 10% while prices rise 7%. Then the real money 
supply, M/P, grows by 3% (10% minus 7%), and the LM curve shifts down and to 
the right. Similarly, if for one year the nominal money supply increased by only 4%, 
with inflation still at 7% per year, the LM curve would shift up and to the left, 
reflecting the 3% drop (-3% = 4% - 7%) in the real money supply. 

This example illustrates that changes in M or P relative to the expected or trend 
rate of growth of money and inflation (7% in this example) shift the LM curve. Thus, 
when we analyze the effects of "an increase in the money supply," we have in 
mind an increase in the money supply relative to the expected, or trend, rate of 
money growth (for example, a rise from 7% to 10% growth for one year); by a 
"decrease in the money supply," we mean a drop relative to a trend rate (such as a 
decline from 7% to 4% growth in money). Similarly, if we say something like "the 
price level falls to restore general equilibrium," we don't necessarily mean that the 
price level literally falls but only that it rises by less than its trend or expected rate 
of growth would suggest. 

C l a s s i c a l  Versus Keynes i a n  Ve rs i o n s  of the IS-LM M o d e l  

Our diagrammatic analysis of the effects of a change in the money supply high
lights two questions that are central to the debate between the classical and 
Keynesian approaches to macroeconomics: (1) How rapidly does the economy 
reach general equilibrium? and (2) What are the effects of monetary policy on the 
economy? We previewed the first of these questions in Section 8.4, using the 
AD-AS model. Now we examine both questions, using the IS-LM model. 

Price Adjustment and  the Self-Correct ing Economy. In our analysis of the 
effects of a monetary expansion, we showed that the economy is brought into general equi
librium by adjustment of the price level. In graphical terms, if the intersection of the IS and 
LM curves lies to the right of the FE line so that the aggregate quantity of goods 
demanded exceeds full-employment output, as in Fig. 9.9(b) the price level will 
rise. The increase in P shifts the LM curve up and to the left, reducing the quantity of 
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goods demanded, until all three curves intersect at the general equilibrium point, as 
in Fig. 9.9(c). Similarly, if the IS-LM intersection lies to the left of the full-employment 
line so that desired spending on goods is below firms' profit-maximizing level of 
output firms will cut prices. A decrease in the price level raises the real money 
supply and shifts the LM curve down and to the right, until all three curves again 
intersect, returning the economy to general equilibrium. 

There is little disagreement about the idea that, after some sort of economic dis
turbance, price level adjustments will eventually restore the economy to general 
equilibrium. However, as discussed in Section 8.4, the speed at which this process 
takes place is a controversial issue in macroeconomics. Under the classical assump
tion that prices are flexible, the adjustment process is rapid. When prices are flexible, 
the economy is effectively self-correcting, automatically returning to full employment 
after a shock moves it away from general equilibrium.9 Indeed, if firms respond to 
increased demand by raising prices rather than by temporarily producing more (as 
we earlier assumed), the adjustment process would be almost immediate. 

According to the opposing Keynesian view, however, sluggish adjustment of 
prices (and of wages, the price of labor) might prevent general equilibrium from 
being attained for a much longer period, perhaps even several years. While the 
economy is not in general equilibrium, Keynesians argue, output is determined by 
the level of aggregate demand, represented by the intersection of the IS and LM 
curves; the economy is not on the FE line, and the labor market is not in equilibrium. 
This assumption of sluggish price adjustment, and the consequent disequilibrium 
in the labor market, distinguishes the Keynesian version of the IS-LM model from 
the classical version. 

M on etary Neutra l ity. Closely related to the issue of how fast the economy 
reaches general equilibrium is the question of how a change in the nominal money 
supply affects the economy. We showed that, after the economy reaches its general 
equilibrium, an increase in the nominal money supply has no effect on real vari
ables such as output, employment, or the real interest rate but raises the price 
level. Economists say that there is monetary neutrality, or simply that money is 
neutral, if a change in the nominal money supply changes the price level propor
tionally but has no effect on real variables. Our analysis shows that, after the com
plete adjustment of prices, money is neutral in the IS-LM model. 

The practical relevance of monetary neutrality is much debated by classicals 
and Keynesians. The basic issue again is the speed of price adjustment. In the clas
sical view a monetary expansion is rapidly transmitted into prices and has, at 
most, a transitory effect on real variables; that is, the economy moves quickly from 
the situation shown in Fig. 9.9(a) to the situation shown in Fig. 9.9(c), spending little 
time in the position shown in Fig. 9.9(b). Keynesians agree that money is neutral 
after prices fully adjust but believe that, because of slow price adjustment, the 
economy may spend a long time in disequilibrium. During this period the increased 
money supply causes output and employment to rise and the real interest rate to 
fall (compare Fig. 9.9b with Fig. 9.9a). 

9The proposition that a free-market economy with flexible prices is automatically self-correcting is 
consistent with Adam Smith's invisible-hand idea, discussed in Chapter 1. 
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In brief, Keynesians believe in monetary neutrality in the long run (after prices 
adjust) but not in the short run. Classicals are more accepting of the view that 
money is neutral even in the relatively short run. We return to the issue of mone
tary neutrality when we develop the classical and Keynesian models of the busi
ness cycle in more detail in Chapters 10 and 11. 

9.6 Ag gregate Demand and Ag gregate Supply  

The IS-LM model introduced in this chapter is a complete model representing the 
general equilibrium of the economy. In this section we use the IS-LM model to 
develop the aggregate demand-aggregate supply (AD-AS) model, which we pre
viewed in Chapter 8. The AD-AS model appears to be different from the IS-LM 
model, but in fact the two models are equivalent. They are based on the same 
assumptions about economic behavior and price adjustment, and they give the 
same answers when used to analyze the effects of various shocks on the economy. 
Why then do we bother to present both models? The reason is that, depending on 
the issue being addressed, one way of representing the economy may be more 
convenient than the other. The IS-LM model relates the real interest rate to output, 
and the AD-AS model relates the price level to output. Thus the IS-LM model is 
more useful for examining the effect of various shocks on the real interest rate and 
on variables, such as saving and investment, that depend on the real interest rate. 
In Chapter 13, for example, when we discuss international borrowing and lending 
in open economies, the behavior of the real interest rate is crucial; therefore, in that 
chapter we emphasize the IS-LM approach. However, for issues related to the 
price level, or inflation, use of the AD-AS model is more convenient. For example, 
we rely on the AD-AS framework in Chapter 12 when we describe the relationship 
between inflation and unemployment. Keep in mind, though, that the choice of the 
IS-LM framework or the AD-AS framework is a matter of convenience; the two 
models express the same basic macroeconomic theory. 

The Aggregate D e m a n d  C u rve 

The aggregate demand curve shows the relation between the aggregate quantity 
of goods demanded, Cd + Id + G, and the price level, P. The aggregate demand 
curve slopes downward, as does the demand curve for a single product (apples, 
for example). Despite the superficial similarity between the AD curve and the 
demand curve for a specific good, however, there is an important difference 
between these two types of curves. The demand curve for apples relates the 
demand for apples to the price of apples relative to the prices of other goods. In con
trast, the AD curve relates the aggregate quantity of output demanded to the gen
eral price level. If the prices of all goods increase by 10%, the price level, P, also 
increases by 10%, even though all relative prices of goods remain unchanged. 
Nevertheless, the increase in the price level reduces the aggregate quantity of 
goods demanded. 

The reason that an increase in the price level, P, reduces the aggregate quantity 
of output demanded is illustrated in Fig. 9.10. Recall that, for a given price level, 
the aggregate quantity of output that households, firms, and the government 
choose to demand is where the IS curve and the LM curve intersect. Suppose that 



Figure 9. 1 0  

Derivation of 
the aggregate 
demand curve 
For a given price level, 
the aggregate quantity 
of output demanded is 
determined where the IS 
and LM curves intersect. 
If the price level, P, is P, 
and the initial LM curve 
is LM', the initial aggre
gate quantity of output 
demanded is Yl' corre
sponding to point E in 
both (a) and (b). To 
derive the aggregate 
demand curve, we exam
ine what happens to the 
quantity of output 
demanded when the 
price level changes. 
(a) An increase in the 
price level from P, to P, 
reduces the real money 
supply and shifts the LM 
curve up and to the left, 
from LM' to LM'. There
fore the aggregate quan
tity of output demanded, 
represented by the inter
section of the IS and LM 
curves, falls from Y, to Y2• 
(b) The increase in the 
price level from P, to P2 
reduces the aggregate 
quantity of output 
demanded from Y, to Y" 
so the aggregate demand 
curve slopes downward. 
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the nominal money supply is M and that the initial price level is P]" Then the real 
money supply is M/P

l' 
and the initial LM curve is LMI in Fig. 9.1O(a). The IS and 

LMI curves intersect at point E, where the amount of output that households, 
firms, and the government want to buy is Yl. Thus we conclude that, when the 
price level is PI' the aggregate amount of output demanded is Yl . 
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Now suppose that the price level increases to P2. With a nominal money supply of 
M, this increase in the price level reduces the real money supply from M/PI to M/P2• 
Recall (Summary table 13, p. 321) that a decrease in the real money supply shifts the LM 
curve up and to the left, to LM2. The IS and LM2 curves intersect at point F, where the 
aggregate quantity of output demanded is Y2• Thus the increase in the price level from 
PI to P2 reduces the aggregate quantity of output demanded from YI to Y2• 

This negative relation between the price level and the aggregate quantity of 
output demanded is shown as the downward-sloping AD curve in Fig. 9.10(b). 
Points E and F in Fig. 9.10(b) correspond to points E and F in Fig. 9.10(a), respec
tively. The AD curve slopes downward because an increase in the price level 
reduces the real money supply, which shifts the LM curve up and to the left; the 
reduction in the real money supply increases the real interest rate, which reduces 
the demand for goods by households and firms. 

Factors That Sh ift the AD Curve. The AD curve relates the aggregate quantity 
of output demanded to the price level. For a constant price level, any factor that 
changes the aggregate demand for output will cause the AD curve to shift, with 
increases in aggregate demand shifting the AD curve up and to the right and 
decreases in aggregate demand shifting it down and to the left. Aggregate demand 
is determined by the intersection of the IS and LM curves, so we can also say that, 
holding the price level constant, any factor that causes the intersection of the IS 
curve and the LM curve to shift to the right raises aggregate demand and shifts the 
AD curve up and to the right. Similarly, for a constant price level, any factor that 
causes the intersection of the IS and LM curves to shift to the left shifts the AD 
curve down and to the left. 

An example of a factor that shifts the AD curve up and to the right, which we 
have considered before, is a temporary increase in government purchases. The 
effect of the increase in government purchases on the AD curve is illustrated in 
Fig. 9.11. The initial IS curve, lSI, intersects the LM curve at point E in Fig. 9.11 (a) 
so that the initial aggregate quantity of output demanded is YI. As we have shown, 
a temporary increase in government purchases shifts the IS curve up and to the 
right to IS2 With the price level held constant at its initial value of PI' the intersec
tion of the IS and LM curves moves to point F so that the aggregate quantity of 
output demanded increases from Y1 to Y2. 

The shift of the AD curve resulting from the increase in government purchases 
is shown in Fig. 9.11(b). The increase in the aggregate quantity of output demanded 
at price level PI is shown by the movement from point E to point F. Because the 
increase in government purchases raises the aggregate quantity of output demanded 
at any price level, the entire AD curve shifts up and to the right, from ADI to AD2 
Other factors that shift the AD curve are listed in Summary table 14 and an algebraic 
derivation of the AD curve is presented in Appendix 9.B. 

The A g g reg ate S u p p l y C u rve 

The aggregate supply curve shows the relationship between the price level and the 
aggregate amount of output that firms supply. Recall from the preview in Chapter 8 
and our discussion of the IS-LM model that firms are assumed to behave differently 
in the short run than in the long run. The assumption is that prices remain fixed in 
the short run and that firms supply the quantity of output demanded at this fixed 
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The effect of an 
increase in government 
purchases on the 
aggregate demand 
curve 
(a) An increase in gov
ernment purchases shifts 
the IS curve up and to 
the right, from 15' to 152 
At price level Pl' the 
aggregate quantity of 
output demanded 
increases from Yt to Y2' 
as shown by the shift of 
the IS-LM intersection 
from point E to point F. 
(b) Because the aggregate 
quantity of output 
demanded rises at any 
price level, the AD 
curve shifts up and to 
the right. Points E and F 
in (b) correspond to 
points E and F in (a), 
respectively. 
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price level. Thus the short-run aggregate supply curve, or SRAS, is a horizontal 
line, as shown in Fig. 9.12. 

In the long run, prices and wages adjust to clear all markets in the economy. In 
particular, the labor market clears so that employment equals N, which is the level 
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Figure 9. 1 2  

The short-run and 
long-run aggregate 
supply curves 
In the short ru n, firms 
supply the amount of 
output demanded at the 
fixed price, so the short
run aggregate supply 
(SRAS) curve is a hori
zontal line. In the long 
run, when the labor 
market clears, firms sup
ply the full-employment 
level of output, Y, regard
less of the price level. 
Thus the long-run aggre
gate supply (LRAS) 
curve is a vertical line 
at Y = Y. 

S U M M A RY 1 4  

Factors That Shift the AD Curve 

For a constant price level. any factor that shifts the i ntersection of the IS and LM curves to the right 
i ncreases aggregate output demanded and shifts the AD curve up and to the right. 

Factors that shift the IS curve up and to the right, and thus shift the AD curve up and to the right 
(see Summary table 12, p. 3 1 5) include 

an i ncrease i n  expected future output; 

an i ncrease i n  wealth; 

an increase in government purchases, G; 
a reduction in taxes, T (assuming no Ricardian equivalence so that consumers respond by raising 

desired consumption); 

an increase in the expected future fvfPK; and 

a reduction in the effective tax rate on capital. 

Factors that shift the LM curve down and to the right, and thus shift the AD curve up and to the right 
(see Summary table 13, p. 321)  include 

an i ncrease i n  the nominal money supply, fvf; 
a rise in expected inflation, 1[e; 

a decrease in the nominal interest rate on money, ;m; and 

any other change that reduces the real demand for money. 
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of employment that maximizes firms' profits. When employment equals N, the 
aggregate amount of output supplied is the full-employment level, Y, which equals 
AF(K, N), regardless of the price level. In the long run, firms supply Y at any price 
level, so the long-run aggregate supply curve, or LRAS, is a vertical line at Y = Y, 
as shown in Fig. 9. 12. 

Factors That Shift the Aggregate Supply Curves. Any factor that increases the 
full-employment level of output, Y, shifts the long-run aggregate supply (LRAS) 
curve to the right, and any factor that reduces Y shifts the LRAS curve to the left. 
Thus any change that shifts the FE line to the right in the IS-LM diagram also 
shifts the LRAS curve to the right. For instance, an increase in the labor force raises 
the full-employment levels of employment and output, shifting the LRAS curve to 
the right. 

The short-run aggregate supply curve shifts whenever firms change their 
prices in the short run. Any factor, such as an increase in costs, that leads firms 
to increase prices in the short run will shift the SRAS curve up, and any factor 
that leads firms to decrease prices in the short run will shift the SRAS curve 
down. 

E q u i l i b r i u m  i n  t h e  AD-AS M o d e l  

When we previewed the AD-AS model in Section 8.4, we introduced the distinc
tion between short-run equilibrium (equilibrium when prices are fixed) and long
run equilibrium (equilibrium when prices have fully adjusted). Short-run 
equilibrium is represented by the intersection of the AD and SRAS curves, as at 
point E in Fig. 9.13. Long-run equilibrium is represented by the intersection of the 
AD and LRAS curves, which is also at point E in Fig. 9.13. Thus point E represents 
both the short-run and long-run equilibria of the economy. When the economy is in 
long-run equilibrium, output equals its full-employment level, Y. Long-run equi
librium is the same as general equilibrium, because in long-run equilibrium all 
markets clear. 

When the economy reaches general, or long-run, equilibrium, all three 
curves AD, SRAS, and LRAS intersect at a common point, as in Fig. 9.13. 
This condition isn't a coincidence. As with the IS curve, the LM curve, and the FE 
line, strong economic forces lead the economy to arrive eventually at a common 
point of intersection of the three curves. Indeed, the forces leading the AD, 
SRAS, and LRAS curves to intersect at a common point are the same as the 
forces leading the IS curve, the LM curve, and FE line to intersect at a common 
point. To illustrate, we use the AD-AS framework to examine the effects on the 
economy of an increase in the money supply, which we previously analyzed 
with the IS-LM model. 

M o netary N e utral ity i n  the AD- AS M o d e l  

Suppose that the economy is initially in equilibrium at point E in Fig. 9.14, where 
the level of output is Y and the price level is Pl, and that the money supply then 
increases by 10%. In the IS-LM model an increase in the money supply shifts the 
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Figure 9. 1 3  

Equilibrium in the 
AD-AS model 
Short-run equilibrium is 
represented by the inter
section of the AD and 
SRAS curves at point E. 
At short-run equilibrium, 
prices are fixed and firms 
meet demand at those 
prices. Long-run equilib
rium, which occurs after 
prices have fully adjusted, 
is represented by the 
intersection of the AD 
and LRAS curves, also at 
point E. Long-run equi
librium is the same as 
general equilibrium, 
because in long-run equi
librium all markets clear. 
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LM curve down and to the right, raising the aggregate quantity of output demanded 
at any particular price level. Thus an increase in the money supply also shifts the 
AD curve up and to the right, from AD' to AD2. 

Moreover, when the money supply rises by 1 0%, points on the new AD curve are 
those for which the price level is 10% higher at each level of output demanded. To see 
why, compare points E and H. Because H lies on AD2 and E lies on AD', the nom
inal money supply, M, is 10% higher at H than at E. However, the aggregate 
quantity of output demanded is the same (Y) at H and E. The aggregate quantity 
of output demanded can be the same at H and E only if the real money supply, 
MjP, which determines the position of the LM curve and hence the aggregate 
quantity of output demanded, is the same at H and E. With the nominal money 
supply 10% higher at H, for the real money supply to be the same at the two 
points the price level at H must be 10% higher than at E. Therefore P2 is 10% 
higher than Pl' Indeed, for every level of output, the price level is 10% higher on 
ADZ than on AD'. 

In the short run, the price level remains fixed, and the increase in the nominal 
money supply shifts the aggregate demand curve from AD' to ADZ. Thus the short
run equilibrium moves from point E to point F (which corresponds to movement 
from point E to point F in the IS-LM diagram in Fig. 9.9b). Thus in the short run the 
increase in the nominal money supply increases output from Y to Yz, causing an 
economic boom. 

However, the economy won't remain at point F indefinitely. Because the 
amount of output, Yz' is higher than the profit-maximizing level of output, Y, 
firms will eventually increase their prices. Rising prices cause the short-run 
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Monetary neutrality in 
the AD-AS framework 
If we start from general 
equiJjbrium at point E, 
a 10% increase in the 
nominal money supply 
shifts the AD curve up 
and to the right from 
AD' to AD'. The points 
on the new AD curve are 
those for which the price 
level is 10% higher at 
each level of output 
demanded, because a 
10% increase in the price 
level is needed to keep 
the real money supply, 
and thus the aggregate 
quantity of output 
demanded, unchanged. 
In the new short-run 
equilibrium at point F, the 
price level is unchanged, 
and output is higher than 
its full-employment level. 
In the new long-run 
equilibrium at point H, 
output is unchanged at 
Y, and the price level P, 
is 10% higher than the 
initial price level P,. Thus 
money is neutral in the 
long run. 
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aggregate supply curve to shift up from SRAS'. Firms will increase their prices 
until the quantity of output demanded falls to the profit-maximizing level of 
output, Y. The new long-run equilibrium is represented by point H, where the AD 
curve, the LRAS curve, and the new short-run aggregate supply curve, or SRAS2, 
all intersect. In the new long-run equilibrium, the price level has increased by 
10%, which is the same amount that the nominal money supply has increased. 
Output is the same in the new long-run equilibrium at point H as at point E. Thus 
we conclude that money is neutral in the long run, as we did when using the 
IS-LM model. 

Our analysis highlights the distinction between the short-run and long-run 
effects of an increase in the money supply, but it leaves open the crucial question 
of how long it takes the economy to reach long-run equilibrium. As we have 
emphasized in both Chapter 8 and this chapter, classical and Keynesian econo
mists have very different answers to this question. Classical economists argue 
that the economy reaches its long-run equilibrium quickly. Indeed, in its strictest 
form, the classical view is that the economy reaches long-run equilibrium almost 
immediately, so that the long-run aggregate supply (LRAS) curve is the only 
aggregate supply curve that matters [the short-run aggregate supply (SRAS) curve 
is irrelevant] . However, Keynesians argue that the economy may take years to 
reach long-run equilibrium and that in the meantime output will differ from its 
full-employment level. We elaborate on these points of view in Chapter 10, which 
is devoted to the classical model, and in Chapter 11, which is devoted to the Key
nesian model. 
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C H A P T E R  S U M M A RY 

1. The IS-LM model represents the three main markets 
of the economy-the labor market, the goods market, 
and the asset market-simultaneously, in a diagram 
that has the real interest rate on the vertical axis and 
output on the horizontal axis. Although the IS-LM 
model was originally developed by Keynesians, it 
may be used to illustrate both classical and Keynesian 
analyses of the economy. 

2. In the IS-LM model, equilibrium in the labor market is 
represented graphically by the full-employment, or FE, 
line, which is vertical at full-employment output. Fac
tors that raise full-employment output shift the FE line 
to the right, and factors that reduce full-employment 
output shift the FE line to the left. 

3. For any level of output, the IS curve shows the value 
of the real interest rate that clears the goods market. 
The IS curve slopes downward because higher output 
leads to more desired saving and thus a lower goods
market-clearing real interest rate. For constant output, 
any change that reduces desired national saving rela
tive to desired investment increases the real interest 
rate that clears the goods market and shifts the IS 
curve up and to the right. Equivalently, for constant 
output, any change that increases the aggregate 
demand for goods increases the real interest rate that 
clears the goods market and shifts the IS curve up 
and to the right. 

4. For any level of output, the LM curve identifies the real 
interest rate that equates the quantities of money sup
plied and demanded and thus clears the asset market. 
The LM curve slopes upward because an increase in 
output raises money demand, implying that a higher 
real interest rate is needed to clear the asset market. 
With output fixed, any change that reduces the money 
supply relative to money demand increases the real 
interest rate that clears the asset market and causes the 
LM curve to shift up and to the left. 

5. General equilibrium in the macroeconomy occurs 
when all markets are in equilibrium. Graphically, the 
general equilibrium point is where the IS curve, the 
FE line, and the LM curve intersect. Price level adjust
ments push the economy toward general equilibrium. 
Specifically, changes in the price level, P, change the 
real money supply, MfP, which causes the LM curve 
to shift until it passes through the point at which the 
FE line and the IS curve intersect. 

6. A temporary adverse supply shock causes the general 
equilibrium levels of the real wage, employment, 
output, consumption, and investment to fall, and the 
general equilibrium levels of the real interest rate and 
price level to increase. 

7. A change in the money supply is neutral if it leads to 
a proportional change in the price level but doesn't 
affect real variables. In the IS-LM model, money is 
neutral after prices have adjusted and the economy 
has returned to general equilibrium. 

S. The aggregate demand-aggregate supply (AD-AS) 
model is based on the IS-LM model and in fact is equiv
alent to it. However, the two models allow us to focus 
on the behavior of different macroeconomic variables: 
The IS-LM model is most useful for studying the rela
tionship between the real interest rate and the level of 
output, whereas the AD-AS model focuses on the rela
tionship between the price level and the level of output. 

9. The aggregate demand (AD) curve relates the aggre
gate quantity of output demanded-the level of 
output at the intersection of the IS and LM curves-to 
the price level. An increase in the price level reduces 
the real money supply and shifts the LM curve up 
and to the left, thereby reducing the aggregate quan
tity of output demanded. Because an increase in the 
price level reduces the aggregate quantity of goods 
demanded, the aggrega te demand curve slopes 
downward. Factors that increase the aggregate quan
tity of output demanded at a given price level, such as 
increases in government purchases or the money 
supply, shift the AD curve up and to the right. 

10. The aggregate supply curve relates the quantity of 
output supplied to the price level. In the short run, the 
price level is fixed and firms supply whatever level of 
output is demanded, so the short-run aggregate 
supply (SRAS) curve is horizontal. In the long run, 
after prices and wages have fully adjusted and all 
markets are in equilibrium, firms produce the profit
maximizing level of output. Hence, in the long run, 
aggregate output, Y, equals its full-employment level, 
Y. In the long run, firms supply Y regardless of the 
price level, so the long-run aggregate supply (LRAS) 
cu rve is a vertica I line at Y � Y. 

11. Classical macroeconomists argue that prices and wages 
adjust rapidly in response to changes in supply or 
demand. This argument implies that, following shocks 
or changes in policy, the economy quickly reaches its 
general equilibrium, represented by the IS-LM-FE inter
section or, equivalently, by the intersection of the AD 
and LRAS curves. In contrast, Keynesian macroecono
mists argue that prices and wages adjust slowly enough 
that the economy can remain away from its general 
equilibrium (long-run equilibrium) for a prolonged 
period of time. Keynesians agree with c1assicals, how
ever, that eventually prices and wages fully adjust so 
that the economy reaches its general equilibrium. 



12. Classicals and Keynesians agree that money is neu
tral in the long run, after the economy has reached its 
general equilibrium. Because classicals believe that 
long-run equilibrium is reached quickly, they dismiss 
the short-run equilibrium in which money is not 
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The IS-LM model 
The IS-LM model shows 
general equilibrium in 
the goods, asset, and 
labor markets. It can 
be used to analyze the 
effects of econom ic 
shocks on output, the real 
interest rate, the price 
level, and other macro
economic variables. 
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neutral as essentially irrelevant. Keynesians, who 
believe that it may take several years for the economy 
to reach general equilibrium, ascribe much more 
importance to the short-run period in which money 
is not neutral. 

FE LM' 

I I I 

I I 

LM' 
I 

I 
I 

r] • . . . • . .  , . . . . • . . • . • . . • . . • . • . • . . . • . . . . . . . . . . • . . 
I I 

Diagram Elements 

The real interest rate, r, is on the vertical axis, and 
output, Y, is on the horizontal axis. 
The full-employment line, FE, is vertical at full
employment output. Full-employment output, Y, is 
the level of output that firms supply when wages and 
prices have fully adjusted, so employment is at its 
full-employment level, N. Full-employment output is 
determined by the equation Y = AF(K, N). 

For any level of output, Y, the IS curve gives the real 
interest rate, r, that clears the goods market-or, in 
other words, the rate that equalizes desired national 
saving, Sd, and desired investment, Id. Because higher 
output raises desired saving and lowers the real 
interest rate that clears the goods market, the IS curve 
slopes downward. Equivalently, the IS curve gives 
combinations of output, Y, and the real interest rate, 
r, that equalize the aggregate quantities of goods sup
plied and demanded, Y = Cd + Td + C. 

For given values of the price level and output, the LM 
curve gives the real interest rate that clears the asset 

" 
"F 

,, :  
" : 

'" : '" : • • • • • • • • • • • • • 
Y Y, 

I 

IS 

Output, Y 

market, making the real money supply, MfP, and the 
real quantity of money demanded, L(Y, r + IT'), equal. 
Because an increase in income raises real money 
demand, which raises the real interest rate that clears 
the asset market, the LM curve slopes upward. 

Factors That Shift the Curves 

Any factor that raises full-employment output shifts 
the FE line to the right. See Summary table 11, p. 312. 
For constant output, any change that reduces desired 
national saving relative to desired investment increases 
the real interest rate that clears the goods market and 
shifts the IS curve up and to the right. Equivalently, any 
change that increases the aggregate demand for goods 
at a specific level of income raises the real interest rate 
tha t clears the goods market and shifts the IS curve up 
and to the right. See Summary table 12, p. 315. 
For constant output, any change that reduces real 
money supply relative to real money demand increas
es the real interest rate that clears the asset market and 
shifts the LM curve up and to the left. See Summary 
table 13, p. 321. 
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Analysis 

If we assume that the LM curve is LM', the economy 
is in general equilibrium at point E, which lies on all 
three curves. At E the labor market (FE line), the 
goods market (IS curve), and the asset market (LM 
curve) are all in equilibrium. At E output equals full
employment output, Y; and the real interest rate, '" 
clears both the goods and asset markets. 
If we assume that the LM curve is LM2, the FE line 
and IS and LM curves don't all intersect, and the 
economy is out of general equilibrium. We assume 
that, when the economy is out of general equilibrium, 
the short-run equilibrium of the economy occurs at 
the intersection of the IS and LM curves (point F), 
where the goods and asset markets are in equilibrium 
but the labor market isn't. If we assume that (at least 
temporarily) firms produce enough output to meet 
the increased aggregate demand at F, in short-run 
equilibrium the economy's output is Y,. 
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At the short-run equilibrium point, F, output, Y2, is 
greater than firms' profit-maximizing level of output, 
Y. Because aggregate demand at F exceeds what firms 
want to produce, they raise prices. An increase in the 
price level, P, lowers the real money supply, M/P, and 
shifts the LM curve up and to the left, to LM', and 
general equilibrium is reached at E. At E output again 
equals full-employment output, Y. Similarly, if the 
short-run equilibrium had been to the left of the FE 
line, declines in the price level, P, would have shifted 
the LM curve down and to the right and restored gen
eral equilibrium at E. 
According to classical economists, the price adjust
ment process quickly restores the economy to general 
equilibrium at point E, so the economy spends little 
or no time at point F, away from full employment. 
Keynesians argue that prices and wages are slow to 
adjust, so the economy may remain at the short-run 
equilibrium point, F, with output different from Y, for 
an extended period of time. 

LRAS 

SRAS2 

The AD-AS model 
shows the determination 
of the price level and 
output. In the short run, 
before prices adjust, 
equilibrium occurs at the 
intersection of the AD 
and SRAS curves. In the 
long run, eq uilibrium 
occurs at the intersection 
of the AD and LRAS p, f---------- SRAS' 

curves. 

Diagram Elements 

The price level, P, is on the vertical axis, and the level 
of output, Y, is on the horizontal axis. 
The aggregate demand (AD) curve shows the aggre
gate quantity of output demanded at each price level. 

AD2 
AD' 

Y 
Output, Y 

The aggregate amount of output demanded is deter
mined by the intersection of the IS and LM curves (see 
Fig. 9.10). An increase in the price level, P, reduces the 
real money supply, shifting the LM curve up and to 
the left, and reduces the aggregate quantity of output 
demanded. Thus the AD curve slopes downward. 



The aggregate supply curves show the relationship 
between the price level and the aggregate quantity of 
output supplied in the short run and in the long run. 
In the short run, the price level is fixed, and firms 
supply whatever level of output is demanded. Thus 
the short-run aggregate supply (SRAS) curve is hori
zontal. In the long run, firms produce the amount of 
output that maximizes their profits, which is the full
employment level of output, Y. Because aggregate 
output in the long run equals Y regardless of the price 
level, P, the long-run aggregate supply (LRAS) curve 
is a vertical line at Y = Y. 

Factors That Shift the Curves 

The aggregate quantity of output demanded is 
determined by the intersection of the IS and the LM 
curves. At a constant price level, any factor that 
shifts the IS-LM intersection to the right increases 
the aggregate quantity of goods demanded and thus 
also shifts the AD curve up and to the right. Factors 
that shift the AD curve are listed in Summary table 14, 
p. 340. 
Any factor, such as an increase in the costs of produc
tion, that leads firms to increase prices in the short-run 
will shift the short-run aggregate supply (SRAS) 
curve up. Any factor that increases the fuJJ-employment 
level of output, Y, shifts the long-run aggregate 
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IS curve, p. 313 
LM curve, p. 320 
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supply (LRAS) curve to the right. Factors that increase 
Y include beneficial supply shocks and an increase in 
labor supply. 

Analysis 

The economy's short-run equilibrium is represented 
by the intersection of the AD and SRAS curves, as at 
point E. The long-run equilibrium of the economy is 
represented by the intersection of the AD curve and 
LRAS curve, also at point E. In the long run, output 
equals its full-employment level, Y. 
The short-run equilibrium can temporarily differ 
from the long-run equilibrium as a result of shocks 
or policy changes that affect the economy. For 
instance, an increase in the nominal money supply 
shifts the aggregate demand curve up and to the 
right from AD' to AD2 The new short-run equilibri
um is represented by point F, where output is higher 
than its full-employment level, Y. At point F, firms 
produce an amount of output that is greater than the 
profit- maximizing level, and they begin to increase 
prices. In the new long-run equilibrium at point H, 
output is at its full-employment level and the price 
level is higher than its initial value, P" Because the 
new price level is P 2' the short-run aggregate supply 
curve shifts up to SRAS2, which is a horizontal line 
at P = P2• 

aggregate demand curve, p. 336 
aggregate supply curve, p. 338 
full-employment line, p. 311 
general equilibrium, p. 325 

long-run aggregate supply 
curve, p. 341 

monetary neutrality, p. 335 
short-run aggregate supply 

curve, p. 339 

R E V I E W  Q U E S T I O N S  

Questions marked with a brown circle are available in 
MyEconLab at www.myeconlab.com. 

What determines the position of the FE line? Give two 
examples of changes in the economy that would shift 
the FE line to the right. 

What relationship does the IS curve capture? Derive 
the IS curve graphically and show why it slopes as it 
does. Give two examples of changes in the economy 
that would cause the IS curve to shift down and to 
the left. 

What relationship does the LM curve capture? Derive 
the LM curve graphically and show why it slopes as it 
does. Give two examples of changes in the economy that 
would cause the LM curve to shift down and to the right. 

For constant output, if the real money supply exceeds 
the real quantity of money demanded, what will 
happen to the real interest rate that clears the asset 
market? In describing the adjustment of the real interest 
rate, use the relationship that exists between the price 
of a nonmonetary asset and the interest rate that it 
pays. 
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5. Define general equilibrium and show the general equi
librium point in the IS-LM diagram. If the economy 
isn't in general equilibrium, what determines output 
and the real interest rate? What economic forces act to 
bring the economy back to general equilibrium? 

Define monetary neutrality. Show that, after prices adjust 
completely, money is neutral in the IS-LM model. What 
are the classical and Keynesian views about whether 
money is neutral in the short run? In the long run? 

What two variables are related by the aggregate 
demand (AD) curve? Why does the AD curve slope 

N U M E R I C A L  P RO B L E M S  

Questions marked with a brown circle are available in 
MyEconLab at www.myeconlab.com. 

Desired consumption and investment are 

Cd = 4000 - 4000r + 0.20Y; 
Id = 2400 - 4000r. 

As usual, Y is output and r is the real interest rate. 
Government purchases, G, are 2000. 
a. Find an equation relating desired national saving, 

Sd, to r and Y. 
b. What value of the real interest rate clears the goods 

market when Y = 10,000? Use both forms of the 
goods market equilibrium condition. What value of 
the real interest rate clears the goods market when Y 
= 1O,200? Graph the IS curve. 

c. Government purchases rise to 2400. How does this 
increase change the equation for national saving in 
Part (a)? What value of the real interest rate clears 
the goods market when Y = 10,000? Use both forms 
of the goods market equilibrium condition. How is 
the IS curve affected by the increase in G? 

In a particular economy the real money demand func
tion is 

Md 
P 

= 300 +0.1Y - 1O,000i. 

Assume that M = 6000, P = 2.0, and rr' = 0.02. 
a. What is the real interest rate, r, that clears the asset 

market when Y = 8000? When Y = 9000? Graph the 
LM curve. 

b. Repeat Part (a) for M = 6600. How does the LM curve 
in this case compare with the LM curve in Part (a)? 

downward? Give two examples of changes in the econ
omy that shift the AD curve up and to the right and 
explain why the shifts occur. 

8. Describe the short-run aggregate supply (SRAS) curve 
and the long-run aggregate supply (LRAS) curve. 
Why is one of these curves horizontal and the other 
vertical? 

9. Use the AD-AS framework to analyze whether money 
is neutral in the short run and whether it is neutral in 
the long run. 

c. Use M = 6000 again and repeat Part (a) for rr' = 0.03. 
Compare the LM curve in this case with the one in 
Part (a). 

An economy has full-employment output of 1000. 
Desired consumption and desired investment are 

Cd = 200 + 0.8(Y - T) - SOOr; 
Id = 200 - SOOr. 

Government purchases are 196, and taxes are 

T = 20 + 0.2SY. 

Money demand is 

Md 
P 

= 0.5Y - 2S0(r + It'), 

where the expected rate of inflation, It', is 0.10. The 
nominal supply of money M = 9890. 
a. What are the general equilibrium values of the real 

interest rate, price level, consumption, and investment? 
b. Suppose that government purchases are increased 

to G = 216. What are the new general equilibrium 
values of the real interest rate, the price level, con
sumption, and investment? 

The production function in an economy is 

Y = A(SN - 0.002SN'), 

where A is productivity. With this production function, 
the marginal product of labor is 

MPN = SA - O .OOSAN. 

Suppose that A = 2. The labor supply curve is 

NS = SS + 10(1 - t)w, 



where NS is the amount of labor supplied, w is the real 
wage, and t is the tax rate on wage income, which is 0.5. 

Desired consumption and investment are 

Cd = 300 + 0.8(Y - T) - 200r; 
Id = 258.5 - 250r. 

Taxes and government purchases are 

T = 20 + 0.5Y; 
G = 50. 

Money demand is 

Md 
P 

= O.5Y - 250(r + It'). 

The expected rate of inflation, It'', is 0.02, and the nom
inal money supply M is 9150. 
a. What are the general equilibrium levels of the real 

wage, employment, and output? 
b. For any level of output, Y, find an equation that 

gives the real interest rate, r, that clears the goods 
market; this equation describes the IS curve. (Hint: 
Write the goods market equilibrium condition and 
solve for r in terms of Y and other variables.) What 
are the general equilibrium values of the real interest 
rate, consumption, and investment? 

c. For any level of output, Y, find an equation that gives 
the real interest rate that clears the asset market; this 
equation describes the LM curve. [Hint: As in Part 
(b), write the appropriate equilibrium condition and 
solve for r in terms of Y and other variables.] What is 
the general equilibrium value of the price level? 

d. Suppose that government purchases increase to G 
= 72.5. Now what are the general equilibrium values 
of the real wage, employment, output, the real inter
est rate, consumption, investment, and price level? 

Consider the following economy: 
Desired consumption Cd = 1275 + 0.5(Y - T) - 200r. 
Desired investment Id = 900 - 200r. 

A N A LY T I C A L  P RO B L E M S  

Questions marked with a brown circle are available in 
MyEconLab at www.myeconlab.com. 

Use the IS-LM model to determine the effects of each of 
the following on the general equilibrium values of the 
real wage, employment, output, real interest rate, con
sumption, investment, and price level. 
a .  A reduction in the effective tax rate on capital 

increases desired investment. 
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Real money demand L = 0.5Y - 200i. 
Full-employment output Y = 4600. 
Expected inflation It' = O. 

a. Suppose that T = G = 450 and that M = 9000. Find an 
equation describing the IS curve. (Hint: Set desired 
national saving and desired investment equal, and 
solve for the relationship between r and Y.) Find an 
equation describing the LM curve. (Hint: Set real 
money supply and real money demand equal, and 
again solve for the relationship between r and Y, 
given P.) Finally, find an equation for the aggregate 
demand curve. (Hint: Use the IS and LM equations 
to find a relationship between Y and P) What are 
the general equilibrium values of output, con
sumption, investment, the real interest rate, and 
price level? 

b. Suppose that T = G = 450 and that M = 4500. What is 
the equation for the aggregate demand curve now? 
What are the general equilibrium values of output, 
consumption, investment, the real interest rate, and 
price level? Assume that full-employment output Y 
is fixed. 

c. Repeat Part (b) for T = G = 330 and M = 9000. 

(Appendix 9.B) This question asks you to use the for
mulas in Appendix 9.B to find the general equilibrium 
values of variables for the economy described in 
Numerical Problem 4. Assume that G = 50. 
a. Use the data from Numerical Problem 4 to find 

the numerical values of the parameters A, 11' 12' 
nO' nw'  CO' CY' crf to' tf iO! i" eo. CYf and ir defined in 
Appendix 9.B. 

b. Substitute the values of these behavioral parame
ters into the relevant equations in Appendix 9.B to 
compute the general equilibrium values of the real 
wage, employment, output, the real interest rate, 
and the price level. 

c. Assume that government purchases, G, increase to 
72.5, and repeat Part (b). 

b. The expected rate of inflation rises. 
c. An influx of working-age immigrants increases 

labor supply (ignore any other possible effects of 
increased population). 

d. Increased usage of automatic teller machines 
reduces the demand for money. 

2. Use the IS-LM model to analyze the general equilibrium 
effects of a permanent increase in the price of oil (a per
manent adverse supply shock) on current output, 
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employment, the real wage, national saving, consump
tion, investment, the real interest rate, and the price level. 
Assume that, besides reducing the current productivity 
of capital and labor, the permanent supply shock lowers 
both the expected future MPK and households' expected 
future incomes. (Assume that the rightward shift in 
labor supply is smaller than the leftward shift in labor 
demand.) Show that, if the real interest rate rises at all, it 
will rise less than in the case of a temporary supply 
shock that has an equal effect on current output. 

Suppose that the price level is fixed in the short run so 
that the economy doesn't reach general equilibrium 
immediately after a change in the economy. For each 
of the following changes, what are the short-run 
effects on the real interest rate and output? Assume 
that, when the economy is in disequilibrium, only the 
labor market is out of equilibrium; assume also that 
for a short period firms are willing to produce enough 
output to meet the aggregate demand for output. 
a. A decrease in the expected rate of inflation. 
b. An increase in consumer optimism that increases 

desired consumption at each level of income and 
the real interest rate. 

c. An increase in government purchases. 
d. An increase in lump-sum taxes, with no change in 

government purchases (consider both the case in 
which Ricardian equivalence holds and the case in 
which it doesn't). 

e. A scientific breakthrough that increases the expected 
future MPK. 

4. (Appendix 9 .B) In some macroeconomic models, 
desired investment depends on both the current level 
of output and the real interest rate. One possible 
reason that desired investment may depend on output 
is that, when current production and sales are high, 
firms may expect continued strong demand for their 
products in the future, which leads them to want to 
expand capacity. 

Algebraically, we can allow for a link between 
desired investment and current output by replacing Eq. 
(9.B.I0) with 

where iy is a positive number. Use this alternative equa
tion for desired investment to derive the algebraic 
expressions for the general equilibrium values of 
employment, the real wage, output, the real interest 
rate, and the price level. 

5. (Appendix 9.B) Recall from Chapter 7 that an increase 
in im, the nominal interest rate on money, increases the 
demand for money. To capture that effect, let's replace 
Eq. (9.B.17) with 

How does this modification change the solutions for the 
general equilibrium values of the variables discussed in 
Appendix 9.B, including employment, the real wage, 
output, the real interest rate, and the price level? 
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Worked -Out N u merical Exercise 
for Solvi ng the IS LMIAD AS M odel 

To help you work through the algebra needed for numerical problems in this 
chapter, here is a worked-out numerical exercise as an example for solving the 
IS-LM model: 

Consider an economy that is described by the following equations: 

Cd = 300 + 0.7S(Y - T) - 300r 
T = 100 + 0.2Y 
Id = 200 - 200r 
L = O.5Y - SOOi 
Y = 2S00; G = 600; M = 133,200; )te = O.OS; P = 120. 

Find the short-run and long-run equilibrium values of Y, P, r, C I, and i. 

To solve this problem, we will follow these steps: 
Step 1 :  Find the equation for the IS curve by using the goods market equilibrium 

condition, Y = Cd + Jd + G. Substitute the equation for T into the equation for Cd from 
above. Then substitute the resulting equation and the equation for Id from above, 
along with the value of G, into Y = Cd + Id + G to obtain: Y = {300 + 0.7S[Y - (100 + 
O.2Y)] - 300rl + [200 - 200r] + 600. Rearrange this equation as an equation for r in 
terms of Y: Y = [300 + 0.7SY - 7S - O.lSY - 300r] + [200 - 200r] + 600, so 0.4Y = [300 -
7S + 200 + 600] - (300 + 200)r, so SOOr = 102S - 0.4Y. Therefore, r = 102S/S00 -
(0.4/S00)Y, so r = 2.0S - 0.0008Y. This is the IS curve. 

Step 2: Find the equation for the LM curve by using the asset market equilibrium 
condition. 

a. First, find the equation for the LM curve with an unspecified value of the 
price level. The asset market equilibrium condition equates real money supply to real 
money demand. Real money demand is given by L = O.5Y - SOOi = O.5Y - SOO(r + )te) = 
O.5Y - SOO(r + O.OS), and real money supply is M/P = 133,200/P. In asset market equilib
rium, 133,200/P = O.5Y - SOO(r + O.OS), so SOOr = O.5Y - 2S - 133,200/P. Therefore, r = 
(O.S/SOO)Y - (2S/S00) - (133,200/S00)/P = 0.001 Y - O.OS - 266.4/P. This is the equa
tion of the LM curve for an unspecified value of P. 

b. Then find the equation for the LM curve when P = P. Set P = P = 120 in the 
LM curve to obtain r = 0.001 Y - O.OS - 266.4/120, so r = 0.001 Y - O.OS - 2.22. There
fore, r = 0.001 Y - 2.27. This is the equation of the LM curve when P = P. 

Step 3: Find the short-run equilibrium. 

a. Find the intersection of the IS and LM curves to find the short-run equilibrium 
values of Y and r. We have written the equations of the IS and LM curves so that the 
left side of each equation is simply r. Setting the right side of the IS curve equal to 
the right side of the LM curve yields 2.0S - 0.0008Y = 0.001 Y - 2.27, so 4.32 = 0.0018Y. 

3 5 1  
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Therefore, Y = 4.32/0.0018 = 2400. Now use the value of Y in either the IS or the LM 
curve. In the IS curve, r = 2.05 - 0.0008Y = 2.05 - (0.0008 x 2400) = 2.05 - 1.92 = 0.13. In 
the LM curve, r = 0.001 Y - 2.27 = (0.001 x 2400) - 2.27 = 2.40 - 2.27 = 0.13. 

b. Plug these equilibrium values of Y and r into other equations to find equi
librium values for T, C, I, and i. 

T = 100 + 0.2Y = 100 + (0.2 x 2400), so T = 580. 
C = 300 + 0.75(Y - T) - 300r = 300 + [0.75(2400 - 580)] - (300 x 0.13) 

= 300 + 1365 - 39 = 1626. 
I = 200 - 200r = 200 - (200 x 0.13) = 200 - 26 = 174. 

(Note that C + I + G = 1626 + 174 + 600 = 2400, which equals Y.) 

i = r + rr' = 0.13 + 0.05 = 0.18. 

Step 4. Find the long-run equilibrium. 

a. Use the fact that in long-run equilibrium, Y = Y. Plug the equilibrium level of 
output into the IS equation to find the equilibrium real interest rate. Use Y = 2500 and 
the IS equation, r = 2.05 - 0.0008Y, to obtain r = 2.05 - (0.0008 x 2500) = 2.05 - 2.00 = 0.05. 

b. Plug the equilibrium values of Y and r into other equations to find equilibrium 
values for T, C, I, and i. 

T = 100 + 0.2Y = 100 + (0.2 x 2500), so T = 600. 
C = 300 + 0.75(Y - T) - 300r = 300 + [0.75(2500 - 600)] - (300 x 0.05) 

= 300 + 1425 - 15 = 1710. 
I = 200 - 200r = 200 - (200 x 0.05) = 200 - 10 = 190. 

(Note that C + I + G = 1710 + 190 + 600 = 2500, which equals Y.) 

i = r + rr' = 0.05 + 0.05 = 0.10. 

c. Plug the equilibrium values of Y and i into the money demand equation to 
obtain the value of real money demand L. Then find the value of P that equates real 
money supply, M/P, with real money demand, L. The money demand curve is L = 
O.5Y - 500i = (0.5 x 2500) - (500 x 0.10) = 1250 - 50 = 1200. Setting real money supply 
equal to real money demand gives 133,200/P = 1200, so P = 133,200/1200 = 11l. 

Step 5. Find the equation for the AD curve by using the IS and LM curves. Use 
the form of the LM curve for an unspecified value of P. 

The IS and LM curves are both written so that r appears alone on the left side, 
so the right sides of both can be equated to obtain: 

2.05 - 0.0008Y = 0.001 Y - 0.05 - 266.4/?, so 0.0018Y = 2.10 + 266.4/P. 

Dividing this equation through by 0.0018 yields Y = 2.10/0.0018 + (266.4/ 
0.0018)/P, so Y = \ \662/3 + 148,000/P. This is the AD curve. 

Step 6. Illustrate the use of the AD curve and short-run and long-run aggregate 
supply curves. In the short run, the SRAS curve is P = P = 120, which means it is a 
horizontal line. The short-run equilibrium occurs at the intersection of the AD and 
SRAS curves. Plug P = 120 into the AD curve to obtain Y = 11662/3 + 148,000/120 = 
11662/3+ 12331/3 • Therefore Y = 2400, the same result we found in Step 3. 

In the long run, output equals its full-employment level, so the LRAS curve is 
Y = Y = 2500, which means it is a vertical line. The long-run equilibrium occurs at 
the intersection of the AD and LRAS curves. Plug Y = Y = 2500 into the AD curve to 
obtain 2500 = Y = 1166 2/3 + 148,000/P, so 13331/3 = 148,000/P, which implies P = 
148,000/13331/3 = 111, the same result we found in Step 4. 



APPENDIX 

• 

Algebraic Versions of the 
IS LM and AD AS Models 

In this appendix we present algebraic versions of the [S-LM and AD-AS models. 
For each of the three markets labor, goods, and assets we first present equations 
that describe demand and supply in that market, then find the market equilibrium. 
After considering each market separately, we solve for the general equilibrium of 
the complete IS-LM model. We use the IS-LM model to derive the aggregate 
demand (AD) curve and then introduce the short-run and long-run aggregate 
supply curves to derive the short-run and long-run equilibria. 

The La b o r  M a rket 

The demand for labor is based on the marginal product of labor, as determined by 
the production function. Recall from Chapter 3 (Eq. 3.1) that the production func
tion can be written as Y = AF(K, N), where Y is output, K is the capital stock, N is 
labor input, and A is productivity. Holding the capital stock K fixed, we can write 
the production function with output Y as a function only of labor input N and pro
ductivity A. A useful specific production function is 

(9.B.l) 

where II and 12 are positive numbers. 
The marginal product of labor, MPN, is the slope of the production function. 

The slope of the production function in Eq. (9.B.1) at any level of employment N 
equalslO AUI -12N), so the marginal product of labor is 

(9.B.2) 

Firms hire labor to the point at which the marginal product of labor equals the 
real wage. Thus the relation between the real wage, w, and the amount of labor 
demanded, NO, is 

(9.B.3) 

The supply of labor is an increasing function of the current, after-tax real wage. 
If t is the tax rate on wage income (we assume that 0 < t < 1) so that (1 - t)w is the 
after-tax real wage, a simple form of the labor supply curve is 

(9.B.4) 

IOStudents who know calculus can derive the slope of the production function by taking the derivative 
ofEq. (9.B.1) with respect to N. 

353 
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where NS is the amount of labor supplied, and nw is a positive number. Factors 
other than the after-tax real wage that affect labor supply, such as wealth or the 
working-age population, are captured by the constant term no in Eq. (9.B.4). 

E q u i l i b r i u m  i n  the  L a b o r  M a r ket. In equilibrium, the amounts of labor 
demanded, ND, and supplied, NS, are equal; their common value is the full
employment level of employment, N. If we substitute N for NS and ND in Eqs. 
(9.B.3) and (9.B.4), we have two linear equations in the two variables N and w. 
Solving these equations for w and N yieldsll 

and 

w = A 

N = no + (I - t)AflnW . 
1 + (1 - t )Afz nw 

(9.B.S) 

(9.B.6) 

Using the full-employment level of employment, N, in Eq. (9.B.6), we obtain the 
full-employment level of output, Y, by substituting N into the production function 
(9.B.l): 

FE line (9.B.7) 

The value of full-employment output in Eq. (9.B.7) is the horizontal intercept of the 
FE line. 

We use these equations to analyze the effects on the labor market of changes in 
productivity and labor supply. First consider an increase in productivity A. Equa
tion (9.B.5) shows that an increase in A leads to an increase in the equilibrium real 
wage (an increase in A raises the ratio AI[l + (1 - t)Afzn,J). Although not directly 
evident from Eq. (9.B.6), an increase in A also increases NY To see why, note first 
that an increase in A doesn't affect the labor supply curve, Eq. (9.B.4). Second, an 
increase in A raises the real wage. Hence the implication is that an increase in A 
raises the equilibrium amount of labor supplied and thus also the full-employment 
level of employment, N. Because an increase in A raises N, it must also raise full
employment output, Y (see Eq. 9.B.7), and shift the FE line to the right. 

Now consider an increase in the amount of labor supplied at each level of 
the after-tax real wage, represented algebraically as an increase in no in Eq. 
(9.B.4). Equations (9.B.5) and (9.B.6) show that an increase in no reduces the 
equilibrium real wage and increases employment, N. Because an increase in 
labor supply raises N, it also raises full-employment output, Y, and shifts the FE 
line to the right. 

"We assume that the constants f'./2' and "0 are such that f, -f2"0 > O. This assumption is needed to 
guarantee that the marginal product of labor and the equilibrium real wage are positive. 
"Students who know calculus can compute the derivative of N with respect to A in Eq. (9.8.6) and 
will find that the sign of this derivative is positive only if f, -f2"0 > O. As we have assumed that f, -
f2nO > 0 (see preceding footnote), an increase in A does indeed increase N. 



Appendix 9.S Algebraic Versions of the IS-LtvI and AD-AS Models 355 

The Goods Ma rket 

To find equilibrium in the goods market, we start with equations describing desired 
consumption and desired investment. Desired consumption is 

Cd = Co + cy (Y - T) - c/' (9.B.B) 

where Y - T is disposable income (income Y minus taxes T), r is the real interest 
rate, and CO' cY' and c, are positive numbers. The number cy in Eq. (9.B.8) is the mar
ginal propensity to consume, as defined in Chapter 4; because people consume 
only part of an increase in disposable income, saving the rest, a reasonable assump
tion is that 0 < cy < 1 .  According to Eq. (9.B.8), an increase in disposable income 
causes desired consumption to increase, and an increase in the real interest rate 
causes desired consumption to fall (and desired saving to rise). Other factors that 
affect desired consumption, such as wealth or expected future income, are included 
in the constant term CO•13 

Taxes in Eq. (9.B.8) are 

(9.B.9) 

where I is the tax rate on income (the same tax rate that is levied on wages) and 10 
is a lump-sum tax. As mentioned earlier, 0 < I < 1, so an increase in income, Y, 
increases total taxes, T, and also increases disposable income, Y - T. 

Desired investment is 

(9.B.10) 

where io and i, are positive numbers. Equation (9.B.1O) indicates that desired invest
ment falls when the real interest rate rises. Other factors affecting desired invest
ment, such as the expected future marginal product of capital, are included in the 
constant term io-

Equi  I ibr ium in  the Goods Market. The goods market equilibrium condition in 
a closed economy is given by Eq. (4.7), which we repeat here: 

Y = Cd + [d + G. (9.B.ll) 

Equation (9.B.ll) is equivalent to the goods market equilibrium condition, Sd = [d, 
which could be used equally well here. 

If we substitute the equations for desired consumption (Eq. 9.B.8, with taxes T 
as given by Eq. 9.B.9) and desired investment (Eq. 9.B.1O) into the goods market 
equilibrium condition (Eq. 9.B.ll), we get 

(9.B.12) 

13Because an increase in taxes, T, reduces desired consumption in Eq. (9.8.8), this formulation of 
desired consumption appears, at first glance, to be inconsistent with the Ricardian equivalence propo
sition discussed in Chapter 4. However, essential to the idea of Ricardian equivalence is that con
sumers expect an increase in current taxes, T, to be accompanied by lower taxes in the future. This 
decrease in expected future taxes would increase desired consumption, which would be captured in 
Eq. (9.B.8) as an increase in CO" According to the Ricardian equivalence proposition, after an increase in 
T with no change in current or planned government purchases, an increase in Co would exactly offset 
the reduction in cy(Y - T) so that desired consumption would be unchanged. 
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Collecting the terms that multiply Y on the left side yields 

[1 - (1 - t)cy]Y = Co + io + G - cytO - (cr + ir)r. (9.B.13) 

Equation (9.B.13) relates output, Y, to the real interest rate, r, that clears the 
goods market. This relationship between Y and r defines the IS curve. Because the 
IS curve is graphed with r on the vertical axis and Y on the horizontal axis, we 
rewrite Eq. (9.B.13) with r on the left side and Y on the right side. Solving Eq. 
(9.B.13) for r gives 

r = ulS - �IS Y, IS curve. 

In Eq. (9.B.14), ulS and �IS are positive numbers defined as 

and 

1 - (1 - t)c A _ Y 
f'IS - . '  

cr + 1, 

(9.B.14) 

(9.B.15) 

(9.B.16) 

Equation (9.B.14) yields the graph of the IS curve. In Eq. (9.B.14), the coefficient 
of Y, or -�IS' is the slope of the IS curve; because this slope is negative, the IS curve 
slopes downward. Changes in the constant tenll ulS in Eq. (9.B.14), which is defined 
in Eq. (9.B.15), shift the IS curve. Anything that increases ulS such as (1) an 
increase in consumer optimism that increases desired consumption by increasing 
co; (2) an increase in the expected future marginal product of capital, MPKf, that 
raises desired investment by raising io; or (3) an increase in government purchases, 
G shifts the IS curve up and to the right. Similarly, anything that decreases ulS 
shifts the IS curve down and to the left. 

The Asset M a rket 

In general, the real demand for money depends on real income, Y, and the nominal 
interest rate on nonmonetary assets, i, which in turn equals the expected real inter
est rate, r, plus the expected rate of inflation, )te. We assume that the money demand 
function takes the form 

(9.B.17) 

where Md is the nominal demand for money, P is the price level, and Ry and €r are 
positive numbers. The constant term Ro includes factors other than output and the 
interest rate that affect money demand, such as the liquidity of alternative assets. 
The real supply of money equals the nominal supply of money, M, which is deter
mined by the central bank, divided by the price level, P. 

E q u i l i b r ium in the Asset Market. As we showed in Chapter 7, if we assume 
that there are only two types of assets (money and nonmonetary assets), the asset 
market is in equilibrium when the real quantity of money demanded equals the 
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real money supply, MIP. Using the money demand function in Eq. (9.B.17), we 
write the asset market equilibrium condition as 

M 
- = eo + e y Y - e r (r + rr'). 
P 

(9.B.18) 

For fixed levels of the nominal money supply, M, price level, P, and expected rate 
of inflation, rr', Eq. (9.B.18) relates output, Y, and the real interest rate, r, that clears 
the asset market. Thus Eq. (9.B.18) defines the LM curve. To get Eq. (9.B.18) into a 
form that is easier to interpret graphically, we rewrite the equation with r alone on 
the left side: 

1 
LM curve (9.B.19) 

where 

(9.B.20) 

and 
ey 

�LM = . 
e, (9.B.21) 

The graph of Eq. (9.B.19) is the LM curve. In Eq. (9.B.19), the coefficient of Y, or �LM' 
is the slope of the LM curve; because this coefficient is positive, the LM curve 
slopes upward. Variables that change the intercept of the equation in Eq. (9.B.19), 
CJ.LM - (II er)(M/P), shift the LM curve. An increase in the real money supply, MIP, 
reduces this intercept and thus shifts the LM curve down and to the right. An 
increase in the expected rate of inflation rr' reduces CJ.LM and shifts the LM curve 
down and to the right. An increase in real money demand arising from (for exam
ple) reduced liquidity of alternative assets raises eo' which raises CJ.LM and shifts the 
LM curve up and to the left. 

G e n e r a l  E q u i l i b r i u m  i n  the IS-LM M o d e l  

From the supply and demand relationships and equilibrium conditions in each 
market, we can calculate the general equilibrium values for the most important 
macroeconomic variables. We have already solved for the general equilibrium 
levels of the real wage, employment, and output in the labor market: The real 
wage is given by Eq. (9.B.5); employment equals its full-employment level, N, 
given by Eq. (9.B.6); and, in general equilibrium, output equals its full-employment 
level, Y, as given by Eq. (9.B.7). 

Turning to the goods market, we obtain the general equilibrium real interest 
rate by substituting Y for Y in Eq. (9.B.14): 

(9.B.22) 

Having output, Y, and the real interest rate, r (determined by Eq. 9.B.22), we use 
Eqs. (9.B.9), (9.B.8), and (9.B.I0) to find the general equilibrium values of taxes, T, 
consumption, C, and investment, I, respectively. 
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The final important macroeconomic variable whose equilibrium value needs to 
be determined is the price level, P. To find the equilibrium price level, we work with 
the asset market equilibrium condition, Eq. (9.B.18). In Eq. (9.B.18), we substitute 
full-employment output, Y, for Y and use Eq. (9.B.22) to substitute the equilibrium 
value of the real interest rate for r. Solving Eq. (9.B.18) for the price level gives 

(9.B.23) 

Equation (9.B.23) confirms that the equilibrium price level, P, is proportional to the 
nominal money supply, M. 

We can use these equations to analyze the effects of an adverse productivity 
shock on the general equilibrium, as in the text. We have already shown that an 
increase in the productivity parameter A increases the equilibrium real wage, the 
full-employment level of employment, and the full-employment level of output. 
Thus an adverse productivity shock (a reduction in A) reduces the general equi
librium levels of the real wage, employment, and output. Equation (9.B.22) indi
cates that an adverse productivity shock, because it reduces Y, must increase the 
equilibrium real interest rate. Lower output and a higher real interest rate imply 
that both consumption and investment must decline (Eqs. 9.B.8 and 9.B.I0). Finally, 
the decrease in Y resulting from an adverse productivity shock reduces the denom
inator of the right side of Eq. (9.B.23), so the price level, P, must rise. All these 
results are the same as those found by graphical analysis. 

The AD-AS M o d e l  

Building on the algebraic version of the IS-LM model just derived, we now derive 
an algebraic version of the AD-AS model presented in this chapter. We present 
algebraic versions of the aggregate demand (AD) curve, the short-run aggregate 
supply (SRAS) curve, and the long-run aggregate supply (LRAS) curve and then 
solve for short-run and long-run equilibria. 

The Aggregate D e m a n d  C u rve 

Aggregate output demanded at any price level, P, is the amount of output corre
sponding to the intersection of the IS and LM curves. We find the value of Y at the 
intersection of the IS and LM curves by setting the right sides of Eqs. (9.B.14) and 
(9.B.19) equal and solving for Y: 

Y =
u/s - uLM + (l/Rr )(M/P)

. ( )  9.B.24 
�/s + �LM 

Equation (9.B.24) is the aggregate demand curve. For constant nominal money 
supply, M, Eq. (9.B.24) shows that the aggregate quantity of goods demanded, Y, is 
a decreasing function of the price level, P, so that the AD curve slopes downward. 
Note that the numerator of the right side of Eq. (9.B.24) is the intercept of the IS 
curve minus the intercept of the LM curve. Thus, for a constant price level, any 
change that shifts the IS curve up and to the right (such as an increase in govern
ment purchases) or shifts the LM curve down and to the right (such as an increase 
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in the nominal money supply) increases aggregate output demanded and shifts the 
AD curve up and to the right. 

The Aggregate S u p p ly C u rve 

In the short run, firms supply the output demanded at the fixed price level, which 
we denote P. Thus the short-run aggregate supply (SRAS) curve is a horizontal line: 

P = P, SRAS. (9.B.25) 

The long-run aggregate supply curve is a vertical line at the full-employment 
level of output, Y, or 

y =  Y, LRAS. (9.B.26) 

S h o rt- R u n  a n d  Long-Run  Eq u i l i b r i u m  

The short-run equilibrium of the economy is represented by the intersection of 
the aggregate demand (AD) curve and the short-run aggregate supply (SRAS) 
curve. We find the quantity of output in short-run equilibrium simply by substi
tuting the equation of the SRAS curve (Eq. 9.B.25) into the equation of the AD 
curve (Eq. 9.B.24) to obtain 

y = <XIS - <XLM + (l/£r )(M/P)
. 

�IS + �LM (9.B.27) 

The long-run equilibrium of the economy, which is reached when the labor, 
goods, and asset markets are all in equilibrium, is represented by the intersection 
of the aggregate demand curve and the long-run aggregate supply curve. Thus Y 
= Y in long-run equilibrium, from the LRAS curve in Eq. (9.B.26). We find the price 
level in long-run equilibrium by setting the right sides of the equation of the AD 
curve (Eq. 9.B.24) and the equation of the LRAS curve (Eq. 9.B.26) equal and solv
ing for P to obtain 

(9.B.28) 

The long-run equilibrium price level in Eq. (9.B.28) is the same as that at 
the IS-LM-FE intersection in Eq. (9.B.23). You can verify that the price level is the 
same in both equations by substituting the definitions of <XLM and �LM from 
Eqs. (9.B.20) and (9.B.21), respectively, into Eq. (9.B.28). 
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conomists generally agree about the basic business cycle facts outlined in 
Chapter 8. They know that economic growth isn't necessarily smooth and that 

occasionally there are periods of recession in which output declines and unemploy
ment rises. They know tha t recessions typically are followed by periods of recovery 
in which the economy grows more strongly than normal. And they also know a 
great deal about how other macroeconomic variables such as productivity, interest 
rates, and inflation behave during recessions. 

Recall that recessions and booms in the economy raise two basic questions: 
(1) What are the underlying economic causes of these business cycles? and (2) What, 
if anything, should government policymakers do about them? Unfortunately, econ
omists agree less about the answers to these two questions than about the basic 
business cycle facts. 

The main disagreements about the causes and cures of recessions are between 
two broad groups of macroeconomists, the classicals and the Keynesians. As dis
cussed first in Chapter 1 and again in Chapters 8 and 9, classicals and Keynesians.
although agreeing on many points differ primarily in their views on how rapidly 
prices and wages adjust to restore general equilibrium after an economic shock. 
Classical macroeconomists assume that prices and wages adjust quickly to equate 
quantities supplied and demanded in each market; as a result, they argue, a market 
economy is largely "self-correcting," with a strong tendency to return to general 
equilibrium on its own when it is disturbed by an economic shock or a change in 
public policy. Keynesians usually agree that prices and wages eventually change as 
needed to clear markets; however, they believe that in the short run price and wage 
adjustment is likely to be incomplete. That is, in the short run, quantities supplied 
and demanded need not be equal and the economy may remain out of general 
equilibrium. Although this difference in views may seem purely theoretical, it has a 
practical implication: Because Keynesians are skeptical about the economy's ability 
to reach equilibrium rapidly on its own, they are much more inclined than are 
classicals to recommend that government act to raise output and employment 
during recessions and to moderate economic growth during booms. 
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In this chapter and Chapter 11 we develop and compare the classical and 
Keynesian theories of the business cycle and the policy recommendations of the 
two groups, beginning with the classical perspective in this chapter. Conveniently, 
both the classical and Keynesian analyses can be expressed in terms of a common 
analytical framework, the IS-LM/AO-AS model. In this chapter we use the classical 
(or market-clearing) version of the IS-LM/AO-AS model, composed of the 
IS-LM/AO-AS model and the assumption that prices and wages adjust rapidly. The 
assumption that prices and wages adjust rapidly implies that the economy always 
is in or near general equilibrium and therefore that variables such as output and 
employment always are close to their general equilibrium levels. 

In comparing the principal competing theories of the business cycle, we are 
particularly interested in how well the various theories explain the business cycle 
facts. The classical theory is consistent with many of the most important facts 
about the cycle. However, one business cycle fact that challenges the classical 
theory is the observation that changes in the money stock lead the cycle. Recall the 
implication of the classical assumption that wages and prices adjust quickly to 
clear markets, so that the economy reaches long-run equilibrium quickly. Money is 
neutral, which means that changes in the money supply do not affect output and 
other real variables. However, most economists interpret the fact that money leads 
the cycle as evidence that money is not neutral in all situations. If money isn't 
neutral, we must either modify the basic classical model to account for monetary 
nonneutrality or abandon the classical model in favor of alternative theories (such 
as the Keynesian approach) that are consistent with nonneutrality. In Section 10.3 
we extend the classical model to allow for nonneutrality of money. We then examine 
the implications of this extended classical approach for macroeconomic policy. 

Business Cycles in the Classical Model 

We have identified two basic questions of business cycle analysis: What causes 
business cycles? and What can (or should) be done about them? Let's examine the 
classical answers to these questions, beginning with what causes business cycles. 

The R e a l  B us i n e ss Cyc l e  Theory 

Recall from Section 8.4 that a complete theory of the business cycle must have two 
components. The first is a description of the types of shocks or disturbances believed 
to affect the economy the most. Examples of economic disturbances emphasized by 
various theories of the business cycle include supply shocks, changes in monetary or 
fiscal policy, and changes in consumer spending. The second component is a model 
that describes how key macroeconomic variables, such as output, employment, and 
prices, respond to economic shocks. The model preferred by classical economists 
is the market-clearing version of the IS-LM model or some similar framework. How
ever, the issue of which shocks are crucial in driving cyclical fluctuations remains. 

An influential group of classical macroeconomists, led by Nobel laureates 
Edward Prescott of the University of Minnesota and Finn Kydland of Carnegie 
Mellon University, developed a theory that takes a strong stand on the sources of 
shocks that cause cyclical fluctuations. This theory, the real business cycle theory 
(or RBC theory), argues that real shocks to the economy are the primary cause of 
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business cycles.' Real shocks are disturbances to the " real side" of the economy, 
such as shocks that affect the production function, the size of the labor force, the real 
quantity of government purchases, and the spending and saving decisions of con
sumers. Economists contrast real shocks with nominal shocks, or shocks to money 
supply or money demand. In terms of the IS-LM model, real shocks directly affect 
the IS curve or the FE line, whereas nominal shocks directly affect only the LM curve. 

Although many types of real shocks could contribute to the business cycle, 
RBC economists give the largest role to production function shocks what we've 
called supply shocks and what the RBC economists usually refer to as productivity 
shocks. Productivity shocks include the development of new products or produc
tion methods, the introduction of new management techniques, changes in the 
quality of capital or labor, changes in the availability of raw materials or energy, 
unusually good or unusually bad weather, changes in government regulations 
affecting production, and any other factor affecting productivity. According to RBC 
economists, most economic booms result from beneficial productivity shocks, and 
most recessions are caused by adverse productivity shocks. 

The Recessionary Im pact of a n  Adverse Productivity Shock.  Does the RBC 
economists' idea that adverse productivity shocks lead to recessions (and, similarly, 
that beneficial productivity shocks lead to booms) make sense? We examined the 
theoretical effects on the economy of a temporary adverse productivity shock in 
Chapters 3, 8, and 9 2 In Chapter 3 we showed that an adverse productivity shock (or 
supply shock), such as an increase in the price of oil, reduces the marginal product of 
labor (MPN) and the demand for labor at any real wage. As a result, the equilibrium 
values of the real wage and employment both fall (see Fig. 3.11). The equilibrium 
level of output (the full-employment level of output Y )  also falls, both because equi
librium employment declines and because the adverse productivity shock reduces 
the amount of output that can be produced by any amount of capital and labor. 

We later used the complete IS-LM model (Fig. 9.8) to explore the general equi
librium effects of a temporary adverse productivity shock. We confirmed our ear
lier conclusion that an adverse productivity shock lowers the general equilibrium 
levels of the real wage, employment, and output. In addition, we showed that an 
adverse productivity shock raises the real interest rate, depresses consumption 
and investment, and raises the price level. 

Broadly, then, our earlier analyses of the effects of an adverse productivity shock 
support the RBC economists' claim that such shocks are recessionary, in that they 
lead to declines in output. Similar analyses show that a beneficial productivity shock 
leads to a rise in output (a boom). Note that, in the RBC approach, output declines in 
recessions and rises in booms because the general equilibrium (or full-employment) 
level of output has changed and because rapid price adjustment ensures that actual 
output always equals full-employment output. As classical economists, RBC econ
omists would reject the Keynesian view (discussed in Chapter 11) that recessions 

'For a more detailed introduction to real business cycles, see Charles Plosser, "Understanding Real 
Business Cycles," jOIlYllai of Ecollomic Perspectives, Summer 1989, pp. 51-78, and Robert G. King and 
Sergio Rebelo, "Resuscitating Real Business Cycles," in j. Taylor and M. Woodford, eds., Halldbook of 
Macroeconomics, Elsevier, 1999. 
2RBC economists analyze permanent as well as temporary productivity shocks; we focus on temporary 
shocks because it is the slightly easier case. 
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and booms are periods of disequilibrium, during which actual output is below or 
above its general equilibrium level for a protracted period of time. 

Real  Bus iness Cyc l e  Theory and  the Bus i ness Cyc l e  Facts. Although the 
RBC theory which combines the classical, or market-clearing, version of the 
IS-LM model with the assumption that productivity shocks are the dominant form 
of economic disturbance is relatively simple, it is consistent with many of the 
basic business cycle facts. First, under the assumption that the economy is being 
continuously buffeted by productivity shocks, the RBC approach predicts recurrent 
fluctuations in aggregate output, which actually occur. Second, the RBC theory cor
rectly predicts that employment will move procyclically that is, in the same direc
tion as output. Third, the RBC theory predicts that real wages will be higher during 
booms than during recessions (procyclical real wages), as also occurs. 

A fourth business cycle fact explained by the RBC theory is that average labor 
productivity is procyclical; that is, output per worker is higher during booms than 
during recessions. This fact is consistent with the RBC economists' assumption 
that booms are periods of beneficial productivity shocks, which tend to raise labor 
productivity, whereas recessions are the results of adverse productivity shocks, 
which tend to reduce labor productivity. The RBC economists point out that with
out productivity shocks allowing the production function to remain stable over 
time average labor productivity wouldn't be procyclical. With no productivity 
shocks, the expansion of employment that occurs during booms would tend to 
reduce average labor productivity because of the principle of diminishing marginal 
productivity of labor. Similarly, without productivity shocks, recessions would be 
periods of relatively higher labor productivity, instead of lower productivity as 
observed. Thus RBC economists regard the procyclical nature of average labor 
productivity as strong evidence supporting their approach. 

A business cycle fact that does not seem to be consistent with the simple RBC 
theory is that inflation tends to slow during or immediately after a recession. The 
theory predicts that an adverse productivity shock will both cause a recession and 
increase the general price level. Thus, according to the RBC approach, periods of 
recession should also be periods of inflation, contrary to the business cycle fact. 

Some RBC economists have responded by taking issue with the conventional 
view that inflation is procyclical. For example, in a study of the period 1954-1989, 
RBC proponents Kydland and Prescott3 showed that the finding of procyclical 
inflation is somewhat sensitive to the statistical methods used to calculate the 
trends in inflation and output. Using a different method of calculating these trends, 
Kydland and Prescott found evidence that, when aggregate output has been above 
its long-run trend, the price level has tended to be below its long-run trend, a 
result more nearly consistent with the RBC prediction about the cyclical behavior 
of prices. Kydland and Prescott suggested that standard views about the procycli
cality of prices and inflation are based mostly on the experience of the economy 
between the two world wars (1918-1941), when the economy had a different structure 
and was subject to different types of shocks than the more recent economy. For 
example, many economists believe that the Great Depression the most important 

3"Business Cycles: Real Facts and a Monetary Myth," Qllarterly Review, Federal Reserve Bank of 
Minneapolis, Spring 1990, pp. 3-18. 
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macroeconomic event between the two world wars resulted from a sequence of 
large, adverse aggregate demand shocks. As we illustrated in Fig. 8.11, an adverse 
aggregate demand shock shifts the AD curve down and to the left, leading first to 
a decline in output and then to a decline in prices; this pattern is consistent with the 
conventional business cycle fact that inflation is procyclical and lagging. Kydland 
and Prescott argue, however, that since World War II large adverse supply shocks 
have caused the price level to rise while output fell. Most notably, inflation surged 
during the recessions that followed the oil price shocks of 1973-1974 and 1979-1980. 
The issue of the cyclical behavior of prices remains controversial, however. 

Calibrating the Business Cycle 

If we put aside the debate about price level behavior, the RBC theory can account for 
some of the business cycle facts, including the procyclical behavior of employment, 
productivity, and real wages. However, real business cycle economists argue that an 
adequate theory of the business cycle should be quantitative as well as qualitative. In 
other words, in addition to predicting generally how key macroeconomic variables 
move throughout the business cycle, the theory should predict numerically the size 
of economic fluctuations and the strength of relationships among the variables. 

To examine the quantitative implications of their theories, RBC economists 
developed a method called calibration. The idea is to work out a detailed numerical 
example of a more general theory. The results are then compared to macroeco
nomic data to see whether model and reality broadly agree. 

The first step in calibration is to write down a model of the economy such as 
the classical version of the IS-LM model except that specific functions replace 
general functions. For example, instead of representing the production function in 
general terms as 

Y = AF(K, N), 

the person doing the calibration uses a specific algebraic form for the production 
function, such as4 

Y = AKnNl-n , 

where a is a number between 0 and 1 .  Similarly, specific functions are used to 
describe the behavior of consumers and workers. 

Next, the specific functions chosen are made even more specific by expressing 
them in numerical terms. For example, for a = 0.3, the production function becomes 

Y = AK0 3N°.7. 

In the same way, specific numbers are assigned to the functions describing the 
behavior of consumers and workers. Where do these numbers come from? Gener
ally, they are not estimated from macroeconomic data but are based on other sources. 

4This production function is the Cobb-Douglas production function (Chapter 3). As we noted, 
although it is relatively simple, it fits U.s. data quite well. 
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Actual versus 
simulated volatilities 
of key macroeconomic 
variables 
The figure compares the 
actual volatilities of key 
macroeconomic variables 
observed in post-World 
War II U.s. data with the 
volatilities of the same 
variables predicted by 
computer simulations of 
Edward Prescott's cali
brated RBC model. 
Prescott set the size of 
the random productivity 
shocks in his simulations 
so tha t the sim ula ted 
volatility of GNP would 
match the actually 
observed volatility of 
GNP exactly. For these 
random productivity 
shocks, the simulated 
volatilities of the other 
five macroeconomic 
variables (with the 
possible exception of 
consumption) match 
the observed volatilities 
fairly well. 

4 

3 

2 

1 

10.1 Business Cycles in the Classical Model 365 

Actual 

Simulated using 
the RBC model 

o '------,--,Real G NP Consumption Investment Inventory Total hours Productivity 
stocks worked 

Variable 

For example, the numbers assigned to the functions in the model may come from 
previous studies of the production function or of the saving behavior of individuals 
and families. 

The third step, which must be carried out on a computer, is to find out how the 
numerically specified model behaves when it is hit by random shocks, such as produc
tivity shocks. The shocks are created on the computer with a random number gener
ator, with the size and persistence of the shocks (unlike the numbers assigned to the 
specific functions) being chosen to fit the actual macroeconomic data. For these shocks, 
the computer tracks the behavior of the model over many periods and reports the 
implied behavior of key macroeconomic variables such as output, employment, con
sumption, and investment. The results from these simulations are then compared to 
the behavior of the actual economy to determine how well the model fits reality. 

Edward PrescottS performed an early and influential calibration exercise. He 
used a model similar to the RBC model we present here, the main difference being 
that our version of the RBC model is essentially a two-period model (the present 
and the future), and Prescott's model allowed for many periods. The results of his 
computer simulations are shown in Figs. 10.1 and 10.2. 

Figure 10.1 compares the actually observed volatilities of six macroeconomic 
variables, as calculated from post-World War II u.s. data, with the volatilities 

'''Theory Ahead of Business Cycle Measurement," Carnegie-Rochester Conference Series on Public Policy, 
Volume 25, Autumn 1986, pp. 11-39. Reprinted in Quarterly Review, Federal Reserve Bank of Minneapolis, 
Fall 1986, pp. 9-22. 
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Figure 1 0.2 

Actual versus 
simulated correlations 
of key macroeconomic 
variables with GNP 
How closely a variable 
moves with GNP over 
the business cycle is mea
sured by its correlation 
with GNP, with higher 
correlations implying a 
closer relationship. The 
figure compares the 
correlations of key 
variables with GNP that 
were actually observed 
in the post-World War II 
U.s. economy with the 
correlations predicted by 
computer simulations of 
Prescott's calibrated RBC 
model. Except for pro
ductivity, whose predicted 
correlation with GNP is 
too high, the simulations 
predicted correia lions of 
macroeconomic variables 
with GNP that closely 
resemble the actual 
correlations of these 
variables with GNP. 
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predicted by Prescott's calibrated RBC model.6 Prescott set the size of the random 
productivity shocks in his simulations so that the volatility of GNP in his model 
would match the actual volatility in U.s. GNP? That choice explains why the actual 
and simulated volatilities of GNP are equal in Fig. 10.1. But he did nothing to 
guarantee that the simulation would match the actual volatilities of the other five 
variables. Note, however, that the simulated and actual volatilities for the other 
variables in most cases are quite close. 

Figure 10.2 compares the actual economy with Prescott's calibrated model in 
another respect: how closely important macroeconomic variables move with GNP 
over the business cycle. The statistical measure of how closely variables move 
together is called correlation. If a variable's correlation with GNP is positive, the 
variable tends to move in the same direction as GNP over the business cycle (that 
is, the variable is procyclical). A correlation with GNP of 1.0 indicates that the vari
able's movements track the movements of GNP perfectly (thus the correlation of 
GNP with itself is 1.0), and a correlation with GNP of 0 indicates no relationship to 
GNP. Correlations with GNP between 0 and 1.0 reflect relationships with GNP of 
intermediate strength. Figure 10.2 shows that Prescott's model generally accounts 

6The measure of volatility used is called the standard deviatiol1. The higher the standard deviation, 
the more volatile the variable being measured. 
7 At the time of Prescott's study, the national income and product accounts of the United States 
focused on GNP rather than GOP, so Prescott also focused on GNP. 
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well for the strength of the relationships between some of the variables and GNP, 
although the correlation of productivity and GNP predicted by Prescott's model is 
noticeably larger than the actual correlation. 

The degree to which relatively simple calibrated RBC models can match the 
actual data is impressive. In addition, the results of calibration exercises help guide 
further development of the model. For example, the version of the RBC model 
discussed here has been modified to improve the match between the actual and 
predicted correlations of productivity with GNP. 

Are Productivity Shocks the On ly  Source of Recessions? Although RBC 
economists agree in principle that many types of real shocks buffet the economy, in 
practice much of their work rests on the assumption that productivity shocks are 
the dominant, or even the only, source of recessions. Many economists, including 
both classicals and Keynesians, have criticized this assumption as being unrealis
tic. For example, some economists challenged the RBC economists to identify the 
specific productivity shocks that they believe caused each of the recessions since 
World War II. The critics argue that, except for the oil price shocks of 1973, 1979, 
and 1990, and the tech revolution of the late 1990s, historical examples of economy
wide productivity shocks are virtually nonexistent. 

An interesting RBC response to that argument is that, in principle, economy
wide fluctuations could also be caused by the cumulative effects of a series of small 
productivity shocks. To illustrate the point that small shocks can cause large fluctu
ations, Fig. 10.3 shows the results of a computer simulation of productivity shocks 
and the associated behavior of output for a simplified RBC model. In this simple 
RBC model, the change in output from one month to the next has two parts: (1) a 
fixed part that arises from normal technical progress or from a normal increase in 
population and employment; and (2) an unpredictable part that reflects a random 
shock to productivity during the current month.8 The random, computer-generated 
productivity shocks are shown at the bottom of Fig. 10.3, and the implied behavior 
of output is displayed above them. Although none of the individual shocks is large, 
the cumulative effect of the shocks causes large fluctuations in output that look 
something like business cycles. Hence business cycles may be the result of produc
tivity shocks, even though identifying specific, large shocks is difficult. 

Does the Solow Resi dua l  Measure Techno logy Shocks? Because productiv
ity shocks are the primary source of business cycle fluctuations in RBC models, RBC 
economists have attempted to measure the size of these shocks. The most common 
measure of productivity shocks is known as the Solow residual, which is an empirical 
measure of total factor productivity, A. The Solow residual is named after the origina
tor of modem growth theory, Robert Solow,9 who used this measure in the 1950s. 

8Specifical1y, the model is YI = Y1- 1 + 0.01 + etf where YI is output in month t, Y1 -1  is output in the pre
vious month, and C1 is the random productivity shock in month t. The productivity shocks are ran
domly chosen numbers between -1.0 and 1.0. A similar example is given in Numerical Problem 6 at 
the end of this chapter. 
9"Technical Change and the Aggregate Production Function," Review of Ecollomics a11d Statistics, 1957, 
pp. 312-320. Tn Chapter 6 we described Solow's contributions to growth theory. 
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Figure 1 0.3 

Small shocks and 
large cycles 
A computer simulation 
of a simple RBC model is 
used to find the relation-
ship between computer-
generated random 
productivity shocks 
(shown at the bottom of 
the figure) and aggregate 
output (shown in the 
middle of the figure). 
Even though all of the 
productivity shocks are 
small, the simulation 
produces large cyclical 
fluctuations in aggregate 
output. Thus large pro-
ductivity shocks aren't 
necessary to generate 
large cyclical fluctuations. 
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Recall from Chapter 3 that, to measure total factor productivity A, we need 
data on output, Y, and the inputs of capital, K. and labor, N. In addition, we need 
to use a specific algebraic form for the production function. Then we have, 

Solow residual = 
Y 

= A. 
KaNl-a (10.1) 

The Solow residual is called a "residual" because it is the part of output that cannot 
be directly explained by measured capital and labor inputs. 

When the Solow residual is computed from actual U.s. data, using Eq. (10.1), it 
turns out to be strongly procyclical, rising in economic expansions and falling in 
recessions. This procyclical behavior is consistent with the premise of RBC theory that 
cyclical fluctuations in aggregate output are driven largely by productivity shocks. 

However, some economists have questioned whether the Solow residual should 
be interpreted solely as a measure of technology, as early RBC proponents tended to 
do. If changes in the Solow residual reflect only changes in the technologies available 
to an economy, its value should be unrelated to factors such as government purchases 
or monetary policy that don't directly affect scientific and technological progress (at 
least in the short run). However, statistical studies reveal that the Solow residual is in 
fact correlated with factors such as government expenditures, suggesting that move
ments in the Solow residual may also reflect the impacts of other factors w 

10Changes in technology might well be correlated with changes in government spending on research and 
development (R&D). However, the Solow residual is also highly correlated with non-R&D government 
spending and with lags too short to be accounted for by the effects of spending on the rate of invention. 
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To understand why measured productivity can vary, even if the actual technol
ogy used in production doesn't change, we need to recognize that capital and 
labor sometimes are used more intensively than at other times and that more inten
sive use of inputs leads to higher output. For instance, a printing press used full
time contributes more to production than an otherwise identical printing press 
used half-time. Similarly, workers working rapidly (for example, restaurant work
ers during a busy lunch hour) will produce more output and revenue than the 
same number of workers working more slowly (the same restaurant workers 
during the afternoon lull). To capture the idea that capital and labor resources can 
be used more or less intensively at different times, we define the utilization rate of 
capital, UK' and the utilization rate of labor, UN' The utilization rate of a factor measures 
the intensity at which it is being used. For example, the utilization rate of capital for 
the printing press run full-time would be twice as high as for the printing press 
used half-time; similarly, the utilization rate of labor is higher in the restaurant 
during lunch hour. The actual usage of the capital stock in production, which we 
call capital services, equals the utilization rate of capital times the stock of capital, or 
uKK. Capital services are a more accurate measure of the contribution of the capital 
stock to output than is the level of capital itself, because the definition of capital 
services adjusts for the intensity at which capital is used. Similarly, we define labor 
services to be the utilization rate of labor times the number of workers (or hours) 
employed by the firm, or uNN. Thus the labor services received by an employer are 
higher when the same number of workers are working rapidly than when they are 
working slowly (that is, the utilization of labor is higher). 

Recognizing that capital services and labor services go into the production of 
output, we rewrite the production function as 

(10.2) 

where we have replaced the capital stock, K, with capital services, uKK, and labor, 
N, with labor services, uNN. Now we can use the production function in Eq. (10.2) 
to substitute for Y in Eq. (10.1) to obtain an expression for the Solow residual that 
incorporates utilization rates for capital and labor: 

A(u K)a(u N )1-a 
Solow residual = K N = Au au 1-a .  

KaN1-a 
K N (10.3) 

Equation (10.3) shows that the Solow residual, as conventionally measured, 
includes not only parameter A (which reflects technology and perhaps other factors 
affecting productivity) but also utilization rates of capital and labor, UK and UN' 
Thus, even if technology were unchanging, the calculated Solow residual would be 
procyclical if the utilization rates of capital and labor were procyclical. 

There is evidence that utilization is procyclical (so that capital and labor are 
worked harder in boom periods than in economic slumps). For example, Craig 
Burnside of Duke University, Martin Eichenbaum of Northwestern University, 
and Sergio Rebeloll of Northwestern University studied the cyclical behavior of 
capital utilization by using data on the amount of electricity used by producers. 
Their rationale for using data on electricity is that additional electricity is needed 

Il"Capital Utilization and Returns to Scale," in B. Bernanke and J. Rotemberg, eds., NBER Macroeconomics 
Al1IllIol, 1995. 
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to increase capital utilization, whether the increased utilization is achieved by 
operating capital for an increased number of hours per day or by increasing the 
speed at which the capital is operated. This study revealed that electricity used per 
unit of capital rises in economic upturns, leading the authors to conclude that 
capital utilization is strongly procyclical. In addition, this study showed that a 
measure of technology, analogous to the term A in Eq. (10.2), is much less procyclical 
than is the Solow residual. 

Measuring the cyclical behavior of labor utilization is more difficult, but vari
ous studies have found evidence that the utilization rate of labor is also procyclical. 
For example, Jon Fay and James Medoff12 of Harvard University sent question
naires to large manufacturing enterprises, asking about employment and produc
tion during the most recent downturn experienced at each plant. Fay and Medoff 
found that during a downturn the average plant surveyed cut production by 31% 
and cut its total use of blue-collar hours to 23% below the normal level. Plant man
agers estimated that total hours could have been reduced by an additional 6% of 
the normal level without further reducing output. Of this 6% of normal hours, 
about half (3% of normal hours) were typically assigned to various types of useful 
work, including equipment maintenance and overhaul, painting, cleaning, reworking 
output, and training. The remaining 3% of normal hours were assigned to "make
work" and other unproductive activities. These numbers suggest that firms utilize 
labor less intensively during recessions. 

The tendency to use workers less intensively in recessions than in expansions 
has been referred to as labor hoarding. Labor hoarding occurs when, because of the 
costs of firing and hiring workers, firms retain some workers in a recession that 
they would otherwise lay off. Firms keep these workers on the payroll to avoid the 
costs of laying off workers and then rehiring them or hiring and training new 
workers when the economy revives. Hoarded labor either works less hard during 
the recession (there is less to do) or is put to work doing tasks, such as maintaining 
equipment, that aren't measured as part of the firm's output. When the economy 
revives, the hoarded labor goes back to working in the normal way. In much the 
same way, it may not pay the restaurant owner to send her workers home between 
the lunch and dinner rush hours, with the result that restaurant workers are less 
productive during the slow afternoon period. This lower rate of productivity 
during recessions (or during the afternoon slow period, in the restaurant) doesn't 
reflect changes in the available technology, but only changes in the rate at which 
firms utilize capital and labor. Hence you should be cautious about interpreting 
cyclical changes in the Solow residual (equivalently, total factor productivity, A) as 
solely reflecting changes in technology. 

Although changes in technology or the utilization rates of capital and labor 
might cause aggregate cyclical fluctuations, history suggests that shocks other than 
productivity shocks also affect the economy; wars and the corresponding military 
buildups are but one obvious example. Thus many classical economists favor a 
broader definition of classical business cycle theory that allows for both productiv
ity and other types of shocks to have an impact on the economy. Because the 
models they use allow for shocks other than "real" productivity shocks, the models 
are not called RBC models but rather dynamic, stochastic, general equilibrium 

""Labor and Output Over the Business Cycle," Americall Economic Review, September 1985, pp. 
638-655. 
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(D5GE) models, as they model behavior over time (dynamic), allow for shocks to 
the economy (stochastic), and are based on general equilibrium concepts. 

The macroeconomic effects of shocks other than productivity shocks can be 
analyzed with the classical IS-LM model. Let's use it to examine the effects of a 
fiscal policy shock. 

Fisca l P o l i cy S h oc ks i n  the  C l a s s i c a l  M o d e l  

Another type of shock that can be a source of business cycles in the classical model 
is a change in fiscal policy, such as an increase or decrease in real government pur
chases of goods and servicesY Examples of shocks to government purchases 
include military buildups and the initiation of large road-building or other public 
works programs. Because government purchases are procyclical and in particular, 
because national output tends to be above normal during wars and at other times 
when military spending is high we need to explore how shocks to government 
purchases affect aggregate output and employment. 

Let's consider what happens when the government purchases more goods, as it 
would, for example, when the country is at war. (Think of the increase in government 
purchases as temporary. Analytical Problem 2 at the end of the chapter asks you to 
work out what happens if the increase in government purchases is permanent.) 

Figure 10.4 illustrates the effects of an increase in government purchases in the 
classical IS-LM model. Before the fiscal policy change, the economy's general equi
librium is represented by point E in both (a) and (b). To follow what happens after 
purchases rise, we start with the labor market in Fig. 10.4(a). The change in fiscal 
policy doesn't affect the production function or the marginal product of labor (the 
MPN curve), so the labor demand curve doesn't shift. 

However, classical economists argue that an increase in government purchases 
will affect labor supply by reducing workers' wealth. People are made less wealthy 
because, if the government increases the amount of the nation's output that it takes 
for military purposes, less output will be left for private consumption and invest
ment. This negative impact of increased government purchases on private wealth 
is most obvious if the government pays for its increased military spending by rais
ing current taxes.14 However, even if the government doesn't raise current taxes to 
pay for the extra military spending and borrows the funds it needs, taxes will still 
have to be raised in the future to pay the principal and interest on this extra govern
ment borrowing. So, whether or not taxes are currently raised, under the classical 
assumption that output is always at its full-employment level, an increase in gov
ernment military spending effectively makes people poorer. 

In Chapter 3 we showed that a decrease in wealth increases labor supply 
because someone who is poorer can afford less leisure. Thus, according to the clas
sical analysis, an increase in government purchases which makes people financially 

13Another important example of a change in fiscal policy is a change in the structure of the tax code. 
Classical economists argue that the greatest effects of tax changes are those that affect people's incentives 
to work, save, and invest, and thus affect full-employment output. However, because most classical 
economists accept the Ricardian equivalence proposition, they wouldn't expect lump-sum changes in 
taxes without accompanying changes in government purchases to have much effect on the economy. 
14Por simpHcity, we assume that the tax increase is a lump sum. A tax increase that isn't a lump sum
for example, one that changes the effective tax rate on capital-has complicating effects. 
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Figure 1 0.4 

Effects of a temporary increase in government purchases 
Initial equilibrium is at point E in both (a) and (b). 
(a) A temporary increase in government purchases raises workers' current or future taxes. Because workers feel poorer, 
they supply more labor and the labor supply curve shifts to the right, from NS! to NS'. The shift in the labor supply curve 
reduces the real wage and increases employment, as indicated by point F. 
(b) The increase in employment raises full-employment output and shifts the FE line to the right, from FE! to FE2 The 
increase in government purchases also reduces desired national saving and shifts the IS curve up and to the right, from 151 
to 152 Because the intersection of IS' and LM' is to the right of FE', the aggregate quantity of output demanded is higher 
than the full-employment level of output, Y" so the price level rises. The rise in the price level reduces the real money 
supply and shifts the LM curve up and to the left, from LM' to LM', until the new general equilibrium is reached at point F 
The effect of the increase in government purchases is to increase output, the real interest rate, and the price level. 

worse off should lead to an increase in aggregate labor supply.'s The increase in 
government purchases causes the labor supply curve to shift to the right, from NSl 
to NS2 in Fig. lO.4(a). Following the shift of the labor supply curve, the equilibrium 
in the labor market shifts from point E to point F, with employment increasing and 
the real wage decreasing.'6 

"In theory, the effect on labor supply of an increase in government purchases should be the strongest 
for spending, such as military spending, that extracts resources without providing any direct benefits 
to the private sector. Government purchases that effectively replace private consumption expenditures
for example, purchases of medical services, roads, or playgrounds-should in principle have a small
er negative impact on people's economic well-being and thus a smaller positive effect on labor supply. 

16Note that this labor supply effect was omitted from our discussion of the impact of increased gov
ernment purchases in Chapter 4, as illustrated in Fig. 4.8. 
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The effects of the increase in government purchases in the classical IS-LM 
framework are shown in Fig. 1O.4(b). First, note that, because equilibrium employment 
increases, full-employment output, Y, also increases. Thus the FE line shifts to the 
right, from FEI to F£2. 

In addition to shifting the FE line to the right, the fiscal policy change shifts the 
IS curve. Recall that, at any level of output, a temporary increase in government 
purchases reduces desired national saving and raises the real interest rate that 
clears the goods market. Thus the IS curve shifts up and to the right, from lSI to 152• 
(See also Summary table 12, p. 315.) The LM curve isn't directly affected by the 
change in fiscal policy. 

The new IS curve, 152, the initial LM curve, LM1, and the new FE line, F£2, 
have no common point of intersection. For general equilibrium to be restored, 
prices must adjust, shifting the LM curve until it passes through the intersection 
of 152 and F£2 (point F). Will prices rise or fall? The answer to this question is 
ambiguous because the fiscal policy change has increased both the aggregate 
demand for goods (by reducing desired saving and shifting the IS curve up and 
to the right) and the full-employment level of output (by increasing labor supply 
and shifting the FE line to the right). If we assume that the effect on labor supply 
and full-employment output of the increase in government purchases isn't too large 
(probably a reasonable assumption), after the fiscal policy change the aggregate 
quantity of goods demanded is likely to exceed full-employment output. In Fig. 1O.4(b) 
the aggregate quantity of goods demanded (point H at the intersection of 152 and 
LMl) exceeds full-employment output, Y2. Thus the price level must rise, shifting 
the LM curve up and to the left and causing the economy to return to general equi
librium at F. At F both output and the real interest rate are higher than at the initial 
equilibrium point, E. 

Therefore the increase in government purchases increases output, employ
ment, the real interest rate, and the price level. Because the increase in employment 
is the result of an increase in labor supply rather than an increase in labor demand, 
real wages fall when government purchases rise. Because of diminishing marginal 
productivity of labor, the increase in employment also implies a decline in average 
labor productivity when government purchases rise. 

That fiscal shocks play some role in business cycles seems reasonable, which is 
itself justification for including them in the model. However, including fiscal shocks 
along with productivity shocks in the RBC model has the additional advantage of 
improving the match between model and data. We previously noted that govern
ment purchases are procyclical, which is consistent with the preceding analysis. 
Another advantage of adding fiscal shocks to a model that also contains productiv
ity shocks is that it improves the model's ability to explain the behavior of labor 
productivity. 

Refer back to Fig. 10.2 to recall a weakness of the RBC model with only produc
tivity shocks: It predicts that average labor productivity and GNP are highly corre
lated. In fact, RBC theory predicts a correlation that is more than twice the actual 
correlation. However, as we have just shown, a classical business cycle model with 
shocks to government purchases predicts a negative correlation between labor 
productivity and GNP because a positive shock to government purchases raises 
output but lowers average productivity. A classical business cycle model that 
includes both shocks to productivity and shocks to government purchases can 
match the empirically observed correlation of productivity and GNP well, without 
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reducing the fit of the model in other respectsY Thus adding fiscal shocks to the 
real business cycle model seems to improve its ability to explain the actual behavior 
of the economy. 

S h o u l d  F iscal  Pol icy B e  Used to Dampen the Cyc le? Our analysis shows 
that changes in government purchases can have real effects on the economy. 
Changes in the tax laws can also have real effects on the economy in the classical 
model, although these effects are more complicated and depend mainly on the 
nature of the tax, the type of income or revenue that is taxed, and so on. Potentially, 
then, changes in fiscal policy could be used to offset cyclical fluctuations and stabilize 
output and employment; for example, the government could increase its purchases 
during recessions. This observation leads to the second of the two questions posed 
in the introduction to the chapter: Should policymakers use fiscal policy to smooth 
business cycle fluctuations? 

Recall that classical economists generally oppose active attempts to dampen 
cyclical fluctuations because of Adam Smith's invisible-hand argument that free 
markets produce efficient outcomes without government intervention. The classi
cal view holds that prices and wages adjust fairly rapidly to bring the economy into 
general equilibrium, allowing little scope for the government to improve the 
macroeconomy's response to economic disturbances. Therefore, although in prin
ciple fiscal policy could be used to fight recessions and reduce output fluctuations, 
classical economists advise against using this approach. Instead, classicals argue that 
not interfering in the economy's adjustment to disturbances is better. 

This skepticism about the value of active antirecessionary policies does not 
mean that classical economists don't regard recessions as a serious problem. If an 
adverse productivity shock causes a recession, for example, real wages, employ
ment, and output all fall, which means that many people experience economic 
hardship. But would offsetting the recession by, for example, increasing govern
ment purchases help? In the classical analysis, a rise in government purchases 
increases output by raising the amount of labor supplied, and the amount of 
labor supplied is increased by making workers poorer (as a result of higher cur
rent or future taxes). Thus, under the classical assumption that the economy is 
always in general equilibrium, increasing government purchases for the sole 
purpose of increasing output and employment makes people worse off rather 
than better off. Classical economists conclude that government purchases should 
be increased only if the benefits of the expanded government program in terms 
of improved military security or public services, for example exceed the costs to 
taxpayers. Classicals apply this criterion for useful government spending that the 
benefits should exceed the costs whether or not the economy is currently in recession. 

So far we have assumed that, because fiscal policy affects the equilibrium levels 
of employment and output, the government is capable of using fiscal policy to achieve 
the levels of employment and output it chooses. In fact, the legislative process can lead 
to lengthy delays, or lags, between the time that a fiscal policy change is proposed and 
the time that it is enacted. Additional lags occur in implementing the new policies 
and in the response of the economy to the policy changes. Because of these lags, fiscal 

17See Lawrence Christiano and Martin Eichenbaum, "Current Real-Business-Cycle Theories and 
Aggregate Labor-Market Fluctuations," Americal1 Economic Review, June 1992, pp. 430-450. The analysis 
of this paper is technically complex but it gives a flavor of research in classical business cycle analysis. 
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policy changes contemplated today should be based on where the economy will be 
several quarters in the future; unfortunately, forecasting the future of the economy is 
an inexact art at best. Beyond the problems of forecasting, policymakers also face 
uncertainties about how and by how much to modify their policies to get the desired 
output and employment effects. Classical economists cite these practical difficulties as 
another reason for not using fiscal policy to fight recessions. 

U n e m p l oyment i n  the C l a s s i c a l  M o d e l  

A major weakness of the classical model is that it doesn't explain why unemployment 
rises during business downturns. Indeed, in the simple classical, or supply
and-demand, model of the labor market, unemployment is literally zero: Anyone 
who wants to work at the market-clearing wage can find a job. Of course, in reality 
unemployment is never zero. Furthermore, the sharp increases in unemployment 
that occur during recessions are a principal reason that policymakers and the public 
are so concerned about economic downturns. 

Classical economists are perfectly aware of this issue, and they have developed 
more sophisticated versions of the classical business cycle model to account for unem
ployment. The main modification they make to the simple supply-and-demand 
model of the labor market is to drop the model's implicit assumption that all workers 
and jobs are the same. Rather than aU being the same, workers in the real world have 
different abilities, skills, and interests, among other things; jobs entail different skill 
requirements, work environments, locations, and other characteristics. Because work
ers and jobs both vary in so many ways, matching workers to jobs isn't instanta
neous and free, but time-consuming and costly. The fact that someone who has lost a 
job or has just entered the labor force must spend time and effort to find a new job 
helps explain why there always are some unemployed people. 

Some classical economists suggest that differences among workers and among 
jobs explain not only why the unemployment rate is always greater than zero, but 
also why unemployment rises so sharply in recessions. They argue that productivity 
shocks and other macroeconomic disturbances that cause recessions also often 
increase the degree of mismatch between workers and firms.18 Thus a major 
adverse productivity shock might affect the various industries and regions within 
the country differently, with jobs being destroyed in some sectors but new oppor
tunities emerging in others. An oil price shock, for example, would eliminate jobs 
in energy-intensive industries but create new opportunities in industries that supply 
energy or are light energy users. 

Following such a shock, workers in industries and regions where labor 
demand has fallen will be induced to search elsewhere for jobs, which raises the 
frictional component of unemployment. Some of these workers will find that their 
skills don't match the requirements of industries with growing labor demand; these 
workers may become chronically unemployed, raising structural unemployment 19 
With many unemployed workers looking for jobs, and because creating new jobs 
takes a while, the time necessary to find a new job is likely to increase. For all these 
reasons, an adverse productivity shock may raise unemployment as well as reduce 
output and employment. Note that this predicted rise in frictional and structural 

18This idea was proposed in David Lilien, "Sectoral Shifts and Cyclical Unemployment," Journal of 
Political Economy, August 1982, pp. 777-793. 

19See Chapter 3 for definitions and discussion of frictional and structural unemployment. 
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unemployment during recessions is the same as an increase in the natural rate of 
unemployment (the sum of frictional and structural unemployment rates). 

What is the evidence of worker-job mismatch and unemployment? The process 
of job creation and job destruction in U.s. manufacturing has been studied in some 
detail by Steven Davis of the University of Chicago and John Haltiwanger20 of the 
University of Maryland. Using data for 160,000 manufacturing plants, the authors 
showed that, during the 1973-1986 period, about 11% of all existing manufacturing 
jobs disappeared, on average, each year, reflecting plant closings and cutbacks. 
During a typical year, about 81% of these lost jobs were replaced by newly created 
jobs elsewhere in the manufacturing sector (so that, overall, employment in manufac
turing shrank over the period). Thus Davis and Haltiwanger confirmed that a great 
deal of "churning" of jobs and workers occurs in the economy. They also showed that 
much of this churning reflected closing of old plants and opening of new ones 
within the same industries, rather than a general decline in some industries and growth 
in others. Thus reallocation of workers within industries seems to be as important as 
movement of workers between industries as a source of unemployment. 

Figure 10.5 shows the rates of job creation and destruction in U.s. manufactur
ing for the years 1973-1998.21 You can see that in recession years, such as 1975, 
1981-1982, and 1990-1991, many more jobs were lost than created although a sig
nificant number of new jobs were created even in recession years, reflecting shifts of 
workers among firms and industries. Note also that the 1973-1975 recession was fol
lowed by four years, and the 1981-1982 recession by one year (1984), in which job 
creation exceeded job destruction. In contrast, manufacturing jobs showed continu
ing net declines in the period immediately following the 1990-1991 recession. 

It seems clear that increased mismatches between workers and jobs can't 
account for all the increase in unemployment that occurs during recessions. Much 
of that increase is in the form of temporary layoffs; rather than search for new 
jobs, many workers who are temporarily laid off simply wait until they are called 
back by their old firm. Moreover, if recessions were times of increased mismatch 
in the labor market, more postings of vacancies and help-wanted ads during 
recessions would be expected; in fact, both vacancies and new job openings fall in 
recessions 22 Despite these objections, however, economists generally agree that 
the dynamic reallocation of workers from shrinking to growing sectors is an impor
tant source of unemployment. 

Modifying the classical model to allow for unemployment doesn't change the 
classical view that fiscal policy should not be actively used to combat recessions. 
Classical economists point out that raising the aggregate demand for goods (by 
increasing government purchases, for example) doesn't directly address the prob
lem of unemployment arising from the mismatch that exists at the microeconomic 
level between workers and jobs. A better approach, in the classical view, is to eliminate 
barriers to labor market adjustment, such as high legal minimum wages that price 
low-skilled workers out of the labor market or burdensome regulations that raise 
businesses' costs of employing additional workers. 

2O"Gross Job Creation, Gross Job Destruction, and Employment Reallocation," QlIarterly /ollmal of 
Ecollomics, August 1992, pp. 819-864. 

21We thank John Haltiwanger for providing the data shown in Fig. 10.5, which update estimates 
developed by Davis and Haltiwanger in the paper cited in footnote 20. 

"See Katharine Abraham and Lawrence Katz in "Cyclical Unemployment: Sectoral Shifts or Aggregate 
Disturbances?" Journal of Political Ecol1omy, June 1986, pp. 507-522. 
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Rates of job creation 
and job destruction in 
U.S. man ufacturing, 
1973-1998 
The graph shows the 
rates of job creation and 
job destruction in the 
U.S. manufacturing 
sector between 1973 and 
1998. Job creation is the 
number of new manufac
turing jobs created 
during the year as a 
percentage of existing 
manufacturing jobs. Job 
destruction is the number 
of manufacturing jobs 
lost during the year as a 
result of closing or 
downsizing plants, as a 
percentage of existing 
manufacturing jobs. 
Source: Data from John 
Haltiwanger at WWW.CCOIl. 
IIl11d.edll/-haltiwflll. 
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H o u s e h o l d  P ro d u ct ion  

In recent years, researchers have found that the RBC model can better match the 
U.s. data on business cycles if the model explicitly accounts for household produc
tion, which is output produced at home instead of in a market. Household produc
tion includes such goods and services as cooking, child care, sewing, and food 
grown in a home garden. 

The U.s. national income accounts described in Chapter 2 count mainly the 
output of businesses, not households. But people clearly switch between the two. 
For example, when times are good and a person is employed, she may hire someone 
else to mow her lawn. Because those lawn-mowing services are paid for in a market, 
they count in GDP. But if times are bad, someone losing her job may mow the lawn 
herself; such services are not counted in GDP but nonetheless represent output. 

When household production is incorporated into an RBC model, the match 
between the model and the data improves, as shown by Jeremy Greenwood of the 
University of Pennsylvania, Richard Rogerson of Arizona State University, and 
Randall Wright of the University of Pennsylvania.23 A household-production model 
has a higher standard deviation of (market) output than a standard RBC model and 
more closely matches the U.s. data. 

n"putting Home Economics into Macroeconomics," Quarterly Review, Federal Reserve Bank of Min
neapolis, Summer 1993, pp. 2-11. 
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Models with household production may also be used to improve our lUlder
standing of foreign economies, especially those not as well developed as the United 
States. In less-developed countries, a greater proportion of output is produced at 
home, such as home-sewn clothes and food grown in a home garden. In their 
study of development, Stephen L. Parente of the University of Illinois, Richard 
Rogerson, and Randall Wright24 show that once household production is accolUlted 
for, income differences across countries are not as big as the CDP data suggest. So, 
modeling household production is vital in understanding differences in the well
being of people in different countries. 

10.2 Money in the Classical Model 

So far we have focused on real shocks to the economy, such as productivity shocks 
and changes in government purchases. However, many macroeconomists believe 
that nominal shocks shocks to money supply and money demand also affect the 
business cycle. In the rest of the chapter we discuss the role of money and monetary 
policy in the classical approach to the business cycle. 

Monetary Pol i cy a n d  the E c o n o my 

Monetary policy refers to the central bank's decisions about how much money to 
supply to the economy (Chapter 7). Recall that the central bank (the Federal 
Reserve in the United States) can control the money supply through open market 
operations, in which it sells government bonds to the public in exchange for money 
(to reduce the money supply) or uses newly created money to buy bonds from the 
public (to increase the money supply). 

In Chapter 9 we examined the effects of changes in the money supply, using the 
IS-LM model (Fig. 9.9) and the AD-AS model (Fig. 9.14). With both models we 
found that, after prices fully adjust, changes in the money supply are neutral: A 
change in the nominal money supply, M, causes the price level, P, to change propor
tionally, but a change in the money supply has no effect on real variables, such as 
output, employment, or the real interest rate. Our analysis left open the possibility 
that a change in the money supply would affect real variables, such as output, in 
the short run before prices had a chance to adjust. However, because classical econ
omists believe that the price adjustment process is rapid, they view the period of 
time during which the price level is fixed and money is not neutral to be too 
short to matter. That is, for practical purposes, they view money as neutral for any 
relevant time horizon. 

Monetary N o n n e utra I ity a n d  Reve rse Causat ion  

The prediction that money is neutral is a striking result of the classical model, but it 
seems inconsistent with the business cycle fact that money is a leading, procyclical 
variable. If an expansion of the money supply has no effect, why are expansions of 
the money supply typically followed by increased rates of economic activity? And, 
similarly, why are reductions in the money supply often followed by recessions? 

24"Household Production and Development," Economic Review, Federal Reserve Bank of Cleveland, 
Third Quarter 1999, pp. 21-35. 
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Some classical economists have responded to these questions by pointing out 
that, although increases in the money supply tend to precede expansions in output, 
this fact doesn't necessarily prove that economic expansions are caused by those 
increases. After all, just because people put storm windows on their houses before 
winter begins doesn't mean that winter is caused by putting on storm windows. 
Rather, people put storm windows on their houses because they know that winter • • 
IS commg. 

Many classical economists, including RBC economists in particular, argue that 
the link between money growth and economic expansion is like the link between 
putting on storm windows and the onset of winter, a relationship they call reverse 
causation. Specifically, reverse causation means that expected future increases in 
output cause increases in the current money supply and that expected future 
decreases in output cause decreases in the current money supply, rather than the 
other way around. Reverse causation explains how money could be a procyclical 
and leading variable even if the classical model is correct and changes in the money 
supply are neutral and have no real effects 25 

Reverse causation might arise in one of several ways. One possibility (which 
you are asked to explore in more detail in Analytical Problem 4 at the end of the 
chapter) is based on the idea that money demand depends on both expected future 
output and current output. Suppose that a firm's managers expect business to pick 
up considerably in the next few quarters. To prepare for this expected increase in 
output, the firm may need to increase its current transactions (for example, to pur
chase raw materials, hire workers, and so on) and thus it will demand more money 
now. If many firms do so, the aggregate demand for money may rise in advance of 
the actual increase in output. 

Now suppose that the Fed observes this increase in the demand for money. If 
the Fed does nothing, leaving the money supply unchanged, the increase in money 
demand will cause the equilibrium value of the price level to fall. As one of the 
Fed's objectives is stable prices, it won't like this outcome; to keep prices stable, 
instead of doing nothing, the Fed should provide enough extra money to the econ
omy to meet the higher money demand. But if the Fed does so, the money supply 
will rise in advance of the increase in output, consistent with the business cycle 
fact even though money is neutral. 

Undoubtedly, reverse causation explains at least some of the tendency of 
money to lead output. However, this explanation doesn't rule out the possibility 
that changes in the money supply also sometimes cause changes in output so that 
money is nonneutral. That is, a combination of reverse causation and monetary 
nonneutrality could account for the procyclical behavior of money. 

The N o n n e utral ity of M on ey: A d d i t i o n a l  Ev idence 

Because of reverse causation, the leading and procyclical behavior of money can't 
by itself establish that money is nonneutral. To settle the issue of whether money is 
neutral, we need additional evidence. One useful source is a historical analysis 
of monetary policy. The classic study is Milton Friedman and Anna J. Schwartz's, 

25Robert King and Charles Plosser, "Money, Credit, and Prices in a Real Business Cycle," American 
Economic Review, June 1984, pp. 363-380, explain reverse causation and present supporting evidence 
for the idea. 
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A Monetary History of the United States, 1867-1960.26 Using a variety of sources, includ
ing Federal Reserve policy statements and the journals and correspondence of 
monetary policymakers, Friedman and Schwartz carefully described and analyzed 
the causes of money supply fluctuations and the interrelation of money and other 
economic variables. They concluded (p. 676): 

Throughout the near-century examined in detail we have found that: 

1. Changes in the behavior of the money stock have been closely associated with 
changes in economic activity, [nominal] income, and prices. 

2. The interrelation between monetary and economic change has been highly stable. 
3. Monetary changes have often had an independent origin; they have not been 

simply a reflection of changes in economic activity. 

The first two conclusions restate the basic business cycle fact that money is pro
cyclical. The third conclusion states that reverse causation can't explain the entire 
relationship between money and real income or output. Friedman and Schwartz 
focused on historical episodes in which changes in the supply of money were not 
(they argued) responses to macroeconomic conditions but instead resulted from 
other factors such as gold discoveries (which affected money supplies under the 
gold standard), changes in monetary institutions, or changes in the leadership of 
the Federal Reserve. In the majority of these cases "independent" changes in 
money growth were followed by changes in the same direction in real output. This 
evidence suggests that money isn't neutral. 

More recently, Christina Romer and David Romer7 of the University of California 
at Berkeley reviewed and updated the Friedman-Schwartz analysis. Although they dis
puted some of Friedman and Schwartz's interpretations, they generally agreed with the 
conclusion that money isn't neutral. In particular, they argued that since 1960 half a 
dozen additional episodes of monetary nonneutrality have occurred. Probably the 
most famous one occurred in 1979, when Federal Reserve Chairman Paul Volcker 
announced that money supply procedures would change and that the money growth 
rate would be reduced to fight inflation. A minor recession in 1980 and a severe down
turn in 1981-1982 followed Volcker's change in monetary policy. An economic boom 
followed relaxation of the Fed's anti-inflationary monetary policy in 1982. 

Because of the Friedman-Schwartz evidence and episodes such as the 
1979-1982 Volcker policy (and a similar experience in Great Britain at the same 
time), most economists now believe that money is not neutral. If we accept that evi
dence, contrary to the prediction of the classical model, we are left with two choices: 
Either we must adopt a different framework for macroeconomic analysis, or we 
must modify the classical model. In Section 10.3 we take the second approach and 
consider how monetary nonneutrality can be explained in a classical model. 

10.3 The Misperceptions Theory and the Non neutrality of Money 

According to the classical model, prices do not remain fixed for any substantial 
period of time, so the horizontal short-run aggregate supply curve developed in 
Chapter 9 is irrelevant. The only relevant aggregate supply curve is the long-run 

"Princeton, N.J.: Princeton University Press for NBER, 1963. 

27"Does Monetary Policy Matter? A New Test in the Spirit of Friedman and Schwartz," in Olivier 
Blanchard and Stanley Fischer, eds., NBER Macroeconomics Allnual, Cambridge, Mass.: M.I.T. Press, 1989. 
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aggregate supply curve, which is vertical. As we showed in Fig. 9.14, changes in the 
money supply cause the AD curve to shift; because the aggregate supply curve is 
vertical, however, the effect of the AD shift is simply to change prices without 
changing the level of output. Thus money is neutral in the classical model. 

For money to be nonneutral, the relevant aggregate supply curve must not be 
vertical. In this section, we extend the classical model to incorporate the assumption 
that producers have imperfect information about the general price level and thus 
sometimes misinterpret changes in the general price level as changes in the relative 
prices of the goods that they produce. We demonstrate that the assumption that 
producers may misperceive the aggregate price level the misperceptions theory
implies a short-run aggregate supply curve that isn't vertical. Unlike the short-run 
aggregate supply curve developed in Chapter 9, however, the short-run aggregate 
supply curve based on the misperceptions theory doesn't require the assumption that 
prices are slow to adjust. Even though prices may adjust instantaneously, the short
run aggregate supply curve slopes upward, so money is nonneutral in the short run. 

The misperceptions theory was originally proposed by Nobel laureate Milton 
Friedman and then was rigorously formulated by another Nobel laureate, Robert 
E. Lucas, Jr., of the University of Chicago.28 According to the misperceptions 
theory, the aggregate quantity of output supplied rises above the full-employment level, Y, 
when the aggregate price level, P, is higher than expected. Thus for any expected price 
level, the aggregate supply curve relating the price level and the aggregate quantity 
of output supplied slopes upward. 

If you took a course in the principles of economics, you learned that supply 
curves generally slope upward, with higher prices leading to increased production. 
However, just as the demand curves for individual goods differ from the aggregate 
demand curve, the supply curves for individual goods differ from the aggregate 
supply curve. An ordinary supply curve relates the supply of some good to the 
price of that good relative to other prices. In contrast, the aggregate supply curve 
relates the aggregate amount of output produced to the general price level. Changes 
in the general price level can occur while the relative prices of individual goods 
remain unchanged. 

To understand the misperceptions theory and why it implies an upward
sloping aggregate supply curve, let's think about an individual producer of a 
particular good, say bread. For simplicity, consider a bakery owned and operated 
by one person, a baker. The baker devotes all his labor to making bread and earns 
all his income from selling bread. Thus the price of bread is effectively the baker's 
nominal wage, and the price of bread relative to the general price level is the 
baker's real wage. When the relative price of bread increases, the baker responds 
to this increase in his current real wage by working more and producing more bread. 
Similarly, when the price of bread falls relative to the other prices in the economy, 
the baker's current real wage falls and he decreases the amount of bread he produces. 

But how does an individual baker know whether the relative price of bread has 
changed? To calculate the relative price of bread, the baker needs to know both the 
nominal price of bread and the general price level. The baker knows the nominal 
price of bread because he sells bread every day and observes the price directly. 
However, the baker probably is not as well informed about the general price level, 

''See Friedman, "The Role of Monetary PoliCY," Americal1 ECOIlOmic Review, March 1968, pp. 1-17. 
Lucas's formalization of Friedman's theory was first presented in Lucas's article, "Expectations and 
the Neutrality of Money," Journal of Ecollomic Theory, April 1972, pp. 103-124. 
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because he observes the prices of the many goods and services he might want to 
buy less frequently than he observes the price of bread. Thus, in calculating the rel
ative price of bread, the baker can't use the actual current price level. The best he 
can do is to use his previously formed expectation of the current price level to esti
mate the actual price level. 

Suppose that before he observes the current market price of bread, the baker 
expected an overall inflation rate of 5%. How will he react if he then observes that 
the price of bread increases by 5%? The baker reasons as follows: I expected the 
overall rate of inflation to be 5%, and now I know that the price of bread has 
increased by 5%. This 5% increase in the price of bread is consistent with what I had 
expected. My best estimate is that all prices increased by 5%, and thus I think that 
the relative price of bread is unchanged. There is no reason to change my output. 

The baker's logic applies equally to suppliers of output in the aggregate. Sup
pose that all suppliers expected the nominal price level to increase by 5% and that 
in fact all prices do increase by 5%. Then each supplier will estimate that its relative 
price hasn't changed and won't change its output. Hence, if expected inflation is 
5%, an actual increase in prices of 5% won't affect aggregate output. 

For a change in the nominal price of bread to affect the quantity of bread pro
duced, the increase in the nominal price of bread must differ from the expected 
increase in the general price level. For example, suppose that the baker expected 
the general price level to increase by 5% but then observes that the price of bread 
rises by 8%. The baker then estimates that the relative price of bread has increased 
so that the real wage he or she earns from baking is higher. In response to the per
ceived increase in the relative price, he or she increases the production of bread. 

Again, the same logic applies to the economy in the aggregate. Suppose that 
everyone expects the general price level to increase by 5%, but instead it actually 
increases by 8%, with the prices of all goods increasing by 8%. Now all producers will 
estimate that the relative prices of the goods they make have increased, and hence the 
production of all goods will increase. Thus a greater than expected increase of the price 
level will tend to raise output. Similarly, if the price level actually increases by only 2% 
when all producers expected a 5% increase, producers will think that the relative 
prices of their own goods have declined; in response, all suppliers reduce their output. 

Thus, according to the misperceptions theory, the amount of output that produc
ers choose to supply depends on the actual general price level compared to the expected 
general price level. When the price level exceeds what was expected, producers are 
fooled into thinking that the relative prices of their own goods have risen, and they 
increase their output. Similarly, when the price level is lower than expected, produc
ers believe that the relative prices of their goods have fallen, and they reduce their 
output. This relation between output and prices is captured by the equation 

Y = Y + b(p - pe), (10.4) 

where b is a positive number that describes how strongly output responds when 
the actual price level exceeds the expected price level. Equation (10.4) summarizes 
the misperceptions theory by showing that output, Y, exceeds full-employment 
output, Y, when the price level, P, exceeds the expected price level, pe. 

To obtain an aggregate supply curve from the misperceptions theory, we graph 
Eq. (10.4) in Fig. 10.6. Given full-employment output, Y, and the expected price 
level, pe, the aggregate supply curve slopes upward, illustrating the relation 



Figure 1 0.6 

The aggregate 
supply curve in the 
misperceptions theory 
The misperceptions 
theory holds that, for a 
given value of the 
expected price level, 
pt', an increase in the 
actual price level, P, fools 
producers into increasing 
output. This relationship 
between output and the 
price level is shown by 
the short-run aggregate 
supply (SRAS) curve. 
Along the SRAS curve, 
output equals Y when 
prices equal their 
expected level (P = P', 
at point E), output exceeds 
Y when the price level is 
higher than expected 
(P > P'), and output is 
less than Y when the 
price level is lower than 
expected (P < P'). In the 
long run, the expected 
price level equals the 
actual price level so that 
output equals Y. Thus 
the long-run aggregate 
supply (LRAS) curve is 
vertical at Y = Y. 
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between the amount of output supplied, Y, and the actual price level, P. Because an 
increase in the price level of M increases the amount of the output supplied by ll.Y = 
MP, the slope of the aggregate supply curve is ll.P/ll.Y = 1/b. Thus the aggregate 
supply curve is steep if b is small and is relatively flat if b is large. 

Point E helps us locate the aggregate supply curve. At E the price level, P, 
equals the expected price level, P', so that (from Eq. 10.4) the amount of output sup
plied equals full-employment output, Y. When the actual price level is higher than 
expected (P > pel, the aggregate supply curve shows that the amount of output 
supplied is greater than Y; when the price level is lower than expected (P < pel, 
output is less than Y. 

The aggregate supply curve in Fig. 10.6 is called the short-run aggregate supply 
(SRAS) curve because it applies only to the short period of time that pc remains 
unchanged. When P' rises, the SRAS curve shifts up because a higher value of P is 
needed to satisfy Eq. (10.4) for given values of Y and Y. When P' falls, the SRAS curve 
shifts down. In the long run, people learn what is actually happening to prices, and 
the expected price level adjusts to the actual price level (P = P'). When the actual price 
level equals the expected price level, no misperceptions remain and producers supply 
the full-employment level of output. 1n terms of Eq. (10.4), in the long run P equals 
P', and output, Y, equals full-employment output, Y. 1n the long run, then, the supply 
of output doesn't depend on the price level. Thus, as in Chapters 8 and 9, the long
run aggregate supply (LRAS) curve is vertical at the point where output equals Y. 

M o n etary Po l icy  a n d  t h e  M ispercept ions  Theory 

Let's now reexamine the neutrality of money in the extended version of the classi
cal model based on the misperceptions theory. This framework highlights an 
important distinction between anticipated and unanticipated changes in the money 
supply: Unanticipated changes in the nominal money supply have real effects, but 
anticipated changes are neutral and have no real effects. 
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Figure 1 0. 7 

An unanticipated 
increase in the 
money supply 
If we start from the initial 
equiJjbrium at point E, 
an unanticipated 10% 
increase in the money 
supply shifts the AD 
curve up and to the right, 
from AD! to AD', such 
tha t for a given Y, the 
price level on AD' is 
10% higher than the 
price level on AD!. The 
short-run equilibrium is 
located at point F, the 
intersection of AD' and 
the short-run aggregate 
supply curve SRAS!, 
where prices and output 
are both higher than at 
point E. Thus an unan
ticipated change in the 
money supply isn't neu
tral in the short run. In 
the long run, people 
learn the true price level 
and the equilibrium 
shifts to point H, the 
intersection of AD' and 
the long-run aggregate 
supply curve LRAS. In 
the long-run equilibrium 
at H, the price level has 
risen by 10% but output 
returns to its full-ernploy
ment level, Y, so that 
money is neutral in the 
long run. As expectations 
of the price level rise 
from P! to P 3, the SRAS 
curve also shifts up until 
it passes through H. 
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U n a nt ic ipated Changes i n  the Money S u p p ly. Suppose that the economy is 
initially in general equilibrium at point E in Fig. 10.7, where AD] intersects SRAS]. 
Here, output equals the full-employment level, Y, and the price level and the 
expected price level both equal Pl. Suppose that everyone expects the money supply 
and the price level to remain constant but that the Fed unexpectedly and without 
publicity increases the money supply by 10%. A 10% increase in the money supply 
shifts the AD curve up and to the right, from AD' to AD2, such that for a given Y, the 
price level on AD2 is 10% higher than the price level on AD'. For the expected price 
level p], the SRAS curve remains unchanged, still passing through point E. 

The increase in aggregate demand bids up the price level to the new equilibrium 
level, P2, where AD2 intersects SRAS] (point F). In the new short-run equilibrium at 
F, the actual price level exceeds the expected price level and output exceeds Y. 
Because the increase in the money supply leads to a rise in output, money isn't neu
tral in this analysis. 

The reason money isn't neutral is that producers are fooled. Each producer mis
perceives the higher nominal price of her output as an increase in its relative price, 
rather than as an increase in the general price level. Although output increases in 
the short run, producers aren't better off. They end up producing more than they 
would have if they had known the true relative prices. 

The economy can't stay long at the equilibrium represented by point F because 
at F the actual price level, P2, is higher than the expected price level, Pl. Over time, 
people obtain information about the true level of prices and adjust their expec
tations accordingly. The only equilibrium that can be sustained in the long run 
is one in which people do not permanently underestimate or overestimate the 
price level so that the expected price level and the actual price level are equal. 
Graphically, when people learn the true price level, the relevant aggregate supply 
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curve is the long-run aggregate supply (LRAS) curve, along which P always 
equals pe. In Fig. 10.7 the long-run equilibrium is point H, the intersection of AD2 
and LRAS. At H output equals its full-employment level, Y, and the price level, P3, 
is 10% higher than the initial price level, Pl ' Because everyone now expects the 
price level to be P3' 

a new SRAS curve with pe = P3' 
SRAS2, passes through H. 

Thus, according to the misperceptions theory, an unanticipated increase in the 
money supply raises output and isn't neutral in the short run. However, an unantic
ipated increase in the money supply is neutral in the long run, after people have 
learned the true price level. 

Anti c i pated Changes i n  the Money Supp ly. In the extended classical model 
based on the misperceptions theory, the effects of an anticipated money supply 
increase are different from the effects of a surprise money supply increase. Figure 10.8 
illustrates the effects of an anticipated money supply increase. Again, the initial 
general equilibrium point is at E, where output equals its full-employment level 
and the actual and expected price levels both equal Pl, just as in Fig. 10.7. Suppose 
that the Federal Reserve announces that it is going to increase the money supply by 
10% and that the public believes this announcement. 

As we have shown, a 10% increase in the money supply shifts the AD curve, 
from AD' to AD2, where for each output level Y, the price level P on AD2 is 10% 
higher than on AD' . However, in this case the SRAS curve also shifts up. The 
reason is that the public's expected price level rises as soon as people learn of the 
increase in the money supply. Suppose that people expect correctly that the price 
level will also rise by 10% so that pe rises by 10%, from Pl to P3. Then the new SRAS 
curve, SRAS2, passes through point H in Fig. 10.8, where Y equals Y and both the 
actual and expected price levels equal P3. The new equilibrium also is at H, where 
AD2 and SRAS2 intersect. At the new equilibrium, output equals its full-employment 
level, and prices are 10% higher than they were initially. The anticipated increase 
in the money supply hasn't affected output but has raised prices proportionally. 
Similarly, an anticipated drop in the money supply would lower prices but not 
affect output or other real variables. Thus anticipated changes in the money supply are 
neutral in the short run as well as in the long run. The reason is that, if producers know 
that increases in the nominal prices of their products are the result of an increase in 
the money supply and do not reflect a change in relative prices, they won't be 
fooled into increasing production when prices rise. 

Rati o n a l  Ex pectat ions  a n d  the R o l e  of M o n etary P o l i cy 

In the extended classical model based on the misperceptions theory, unanticipated 
changes in the money supply affect output, but anticipated changes in the money supply 
are neutral. Thus, if the Federal Reserve wanted to use monetary policy to affect output, 
it seemingly should use only unanticipated changes in the money supply. So, for 
example, when the economy is in recession, the Fed would try to use surprise increases 
in the money supply to raise output; when the economy is booming, the Fed would try 
to use surprise decreases in the money supply to slow the economy. 

A serious problem for this strategy is the presence of private economic forecast
ers and "Fed watchers" in financial markets. These people spend a good deal of 
time and effort trying to forecast macroeconomic variables such as the money 
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Figure 1 0.8 

An anticipated increase 
in the money supply 
The economy is in initial 
equilibrium at point 
E when the Fed publicly 
announces a 10% increase 
in the money supply. 
When the money supply 
increases, the AD curve 
shifts up by 10%, from 
AD' to AD2 In addition, 
because the increase in 
the money supply is 
anticipated by the public, 
the expected price level 
increases by 10%, from 
P, to P3• Thus the short
run aggregate supply 
curve shifts up from 
SRAS' to SRAS2 The new 
short-run equilibrium, 
which is the same as the 
long-run equilibrium, is 
at point H. At H output 
is unchanged at Y and 
the price level is 10% 
higher than in the initial 
equilibrium at E. Thus 
an anticipated increase 
in the money supply is 
neutral in the short run 
as well as in the long run. 
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supply and the price level, and their forecasts are well publicized. If the Fed began 
a pattern of raising the money supply in recessions and reducing it in booms, fore
casters and Fed watchers would quickly understand and report this fact. As a 
result, the Fed's manipulations of the money supply would no longer be unantici
pated, and the changes in the money supply would have no effect other than pos
sibly causing instability in the price level. More generally, according to the 
misperceptions theory, to achieve any systematic change in the behavior of output, 
the Fed must conduct monetary policy in a way that systematically fools the public. 
But there are strong incentives in the financial markets and elsewhere for people to 
try to figure out what the Fed is doing. Thus most economists believe that attempts 
by the Fed to surprise the public in a systematic way cannot be successful. 

The idea that the Federal Reserve cannot systematically surprise the public is 
part of a larger hypothesis that the public has rational expectations. The hypothesis 
of rational expectations states that the public's forecasts of various economic vari
ables, including the money supply, the price level, and GOP, are based on reasoned 
and intelligent examination of available economic data.29 (The evidence for rational 
expectations is discussed in Box 10.1.) If the public has rational expectations, it will 
eventually understand the Federal Reserve's general pattern of behavior. If expec
tations are rational, purely random changes in the money supply may be unantic
ipated and thus nonneutral. However, because the Fed won't be able to surprise the 
public systematically, it can't use monetary policy to stabilize output. Thus, even if 
smoothing business cycles were desirable, according to the combination of the 
misperceptions theory and rational expectations, the Fed can't systematically use 
monetary policy to do so. 

"The idea of rational expectations was first discussed by John F. Muth in his classic 1961 paper, "Ratio
nal Expectations and the Theory of Price Movements," Ecollometrica, July 1961, pp. 315-335. However, 
this idea wasn't widely used in macroeconomics until the new classical "revolution" of the early 19705. 
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Are Price Fo recasts Rat ional?  

Most classical economists assume that people have 
rational expectations about economic variables; that is, 
people make intelligent use of available information in 
forecasting variables that affect their economic decisions. 
The rational expectations assumption has important 
implications. For example, as we have demonstrated, if 
monetary nonneutrality is the result of temporary mis
perceptions of the price level and people have rational 
expectations about prices, monetary policy is not able to 
affect the real economy systematically. 

The rational expectations assumption is attractive to 
economists-including many Keynesian as well as classi
cal economists-because it fits well economists' pre
sumption that people intelligently pursue their economic 
self-interests. If people's expectations aren't rational, the 
economic plans that individuals make won't generally be 
as good as they could be. But the theoretical attractiveness 
of rational expectations obviously isn't enough; econo
mists would like to know whether people really do have 
rational expectations about important economic variables. 

The rational expectations idea can be tested with data 
from surveys, in which people are asked their opinions 
about the future of the economy. To illustrate how such a 
test would be conducted, suppose that we have data from 
a survey in which people were asked to ma ke a prediction 
of the price level one year in the future. Imagine that this 
survey is repeated each year for several years. Now sup
pose that, for each individual in the survey, we define 

P'/ = the individual's forecast, made in year t - 1, 
of the price level in year t. 

Suppose also that we let PI represent the price level that 
actually occurs in year t. Then the individual's forecast 
error for year t is the difference between the actual price 
level and the individual's forecast: 

PI - P'/= the individual's forecast error in year t. 

If people have rational expectations, these fore
cast errors should be unpredictable random numbers. 
However, if forecast errors are consistently positive or 
negative-meaning that people systematically tend to 
underpredict or overpredict the price level-expectations 
are not rational. If forecast errors have a systematic 
pattern-for example, if people tend to overpredict the 
price level when prices have been rising in the recent 
past-again, expectations are not rational. 

Early statistical studies of price level forecasts made 
by consumers, journalists, professional economists, and 
others tended to reject the rational expectations theory. 
These studies, which were conducted in the late 1970s 
and early 1980s, followed the period in which inflation 
reached unprecedented levels, in part because of the 
major increases in oil prices and expansionary mone
tary policy in 1973-1974 and in 1979. It is perhaps not 
surprising that people found forecasting price changes 
to be unusually difficult during such a volatile period. 

More recent studies of price level forecasts have 
been more favorable to the rational expectations theory. 
Michael Keane and David Runkle* of the Federal 
Reserve Bank of Minneapolis studied the price level 
forecasts of a panel of professional forecasters that has 
been surveyed by the American Statistical Association 
and the National Bureau of Economic Research since 
1968. They found no evidence to refute the hypothesis 
that the professional forecasters had rational expecta
tions. In another article, Dean Croushore' of the Uni
versity of Richmond analyzed a variety of forecasts 
made not only by economists and forecasters but also 
by members of the general public, as reported in sur
veys of consumers. Croushore found that the forecasts 
of each of these groups were broadly consistent with 
rational expectations, although there appeared to be 
some tendency for expectations to lag behind reality in 
periods when inflation rose or fell sharply. 

*" Are Economic Forecasts Rational?" Qltarterly Review. Federal Reserve Bank of Minneapolis, Spring 1989, pp. 26-33. 

'''Inflation Forecasts: How Good Are They?" Bltsitless Review, Federal Reserve Bank of Philadelphia, May /June 1996, pp. 15-25. 

Propagat ing  the Effects of U n a nt ic ipated Chan ges i n  the Money Supp ly. 
The misperceptions theory implies that unanticipated changes in the money supply 
are nonneutral because individual producers are temporarily fooled about the 
price level. However, money supply data are available weekly and price level data 
are reported monthly, suggesting that any misperceptions about monetary policy or 
the price level and thus any real effects of money supply changes should be 
quickly eliminated. 
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To explain how changes in the money supply can have real effects that last more 
than a few weeks, classical economists stress the role of propagation mechanisms. 
A propagation mechanism is an aspect of the economy that allows short-lived 
shocks to have relatively long-term effects on the economy. 

An important example of a propagation mechanism is the behavior of invento
ries. Consider a manufacturing firm that has both a normal level of monthly sales 
and a normal amount of finished goods in inventory that it tries to maintain. Sup
pose that an unanticipated rise in the money supply increases aggregate demand 
and raises prices above their expected level. Because increasing production sharply 
in a short period of time is costly, the firm will respond to the increase in demand 
partly by producing more goods and partly by selling some finished goods from 
inventory, thus depleting its inventory stocks below their normal level. 

Next month suppose that everyone learns the true price level and that the firm's 
rate of sales returns to its normal level. Despite the fact that the monetary shock has 
passed, the firm may continue to produce for a while at a higher than normal rate. 
The reason for the continued high level of production is that besides meeting its 
normal demand, the firm wants to replenish its inventory stock. The need to rebuild 
inventories illustrates a propagation mechanism that allows a short-lived shock (a 
monetary shock, in this case) to have a longer-term effect on the economy. 

C H A P T E R  S U M M A RY 

1. Classical business cycle analysis uses the classical 
IS-LM model along with the assumption that wages 
and prices adjust quickly to bring the economy into 
general equilibrium. 

2. The real business cycle (RBC) theory is a version of the 
classical theory that emphasizes productivity shocks 
(shocks to the production function) as the source of 
business cycle fluctuations. In the classical IS-LM 
model, a temporary decline in prod uctivity reduces the 
real wage, employment, and output, while raising the 
real interest ra te and the price level. The RBC theory can 
account for the observed procyclical behavior of 
employment, real wages, and labor productivity. How
ever, the prediction of the RBC theory that prices are 
countercyclical is viewed by some as a failing. 

3. The Solow residual is an empirical measure of total 
factor productivity, A, in the production function. It 
increases as a result of technical progress that increases 
the amount of output that can be produced with the 
same amounts of labor and capital services (inputs). 
The Solow resid ual also changes as a result of changes 
in the utilization rates of capital and labor. It is pro
cyclical at least partly because the utilization rates of 
capital and labor are procyclical. The procyclical 
behavior of the utilization rate of labor may reflect 
labor hoarding, which occurs when firms continue to 
employ workers during recessions but use them less 
intensively or on tasks, such as maintenance, that 
don't contribute directly to measured output. 

4. Classical business cycle analysis allows for other 
shocks to the economy besides changes in productivity, 
including changes in fiscal policy. According to the 
classical TS-LM model, an increase in government pur
chases raises employment, output, the real interest 
rate, and the price level. Including both fiscal and pro
ductivity shocks in the classical model improves its 
ability to fit the data. Although fiscal policy can affect 
employment and output, classical economists argue 
that it should not be used to smooth the business cycle 
because the invisible hand leads the economy to an 
efficient outcome without government interference. 
Instead, decisions about government purchases should 
be based on comparisons of costs and benefits. 

5. In the basic classical model (which includes RBC 
theory), money is neutral, which means that changes 
in the nominal money supply change the price level 
proportionally but do not affect real variables such as 
output, employment, and the real interest rate. 

6. The basic classical model can account for the procycli
cal and leading behavior of money if there is reverse 
causation-that is, if anticipated changes in output 
lead to changes in the money supply in the same 
direction. For example, if firms increase their money 
demand in anticipation of future output increases, and 
if the Fed (to keep the price level stable) supplies 
enough extra money to meet the increase in money 
demand, increases in the money stock precede 
increases in output. This result holds even though 



changes in the money stock don't cause subsequent 
changes in output. 

7. Examination of historical monetary policy actions sug
gests that money isn't neutral. Friedman and Schwartz 
identified occasions when the money supply changed 
for independent reasons, such as gold discoveries or 
changes in monetary institutions, and changes in 
output followed these changes in the money supply 
in the same direction. More recent experiences, such 
as the severe economic slowdown that followed 
Federal Reserve Chairman Volcker's decision to 
reduce money growth in 1979, also provide evidence 
for the view that money isn't neutral. 

8. The misperceptions theory is based on the idea that pro
ducers have imprecise information about the current 
price level. According to the misperceptions theory, the 
amount of output supplied equals the full-employment 
level of output, Y, only if the actual price level equals the 
expected price level. When the price level is higher than 
expected, suppliers are fooled into thinking that the rel
ative prices of the goods they supply have risen, so they 
supply a quantity of output that exceeds Y. Similarly, 
when the price level is lower than expected, the quantity 
of output supplied is less than Y. 

The short-run aggregate supply (SRAS) curve 
based on the misperceptions theory slopes upward in 
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describing the relationship between output and the 
actual price level, with the expected price level held 
constant. In the long run, the price level equals the 
expected price level so that the supply of output equals 
Y; thus the long-run aggregate supply (LRAS) curve is a 
vertical line at the point where output equals Y. 

9. With the upward-sloping SRAS curve based on the mis
perceptions theory, an unanticipated increase in the 
money supply increases output (and is thus nonneu
tral) in the short run. However, because the long-run 
aggregate supply curve is vertical, an unanticipated 
increase in the money supply doesn't affect output (and 
so is neutral) in the long run. An anticipated increase in 
the money supply causes price expectations to adjust 
immediately and leads to no misperceptions about the 
price level; thus an anticipated increase in the money 
supply is neutral in both the short and long runs. 

10. According to the extended classical model based on the 
misperceptions theory, only surprise changes in the 
money supply can affect output. If the public has ratio
nal expectations about macroeconomic variables, includ
ing the money supply, the Fed cannot systematically 
surprise the public because the public will understand 
and anticipate the Fed's pattern of behavior. Thus classi
cal economists argue that the Fed cannot systematically 
use changes in the money supply to affect output. 

LRAS 

SRAS' (P' = P3)  

The misperceptions 
version of the AD-AS 
model shows how the 
aggrega te demand for 
output and the aggregate 
supply of output interact 
to determine the price 
level and output in a 
classical model in which 
prod ucers misperceive 
the aggregate price level. 
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Diagram Elements 

The price level, P, is on the vertical axis, and the level 
of output, Y, is on the horizontal axis. 
The aggregate demand (AD) curve shows the aggre
gate quantity of output demanded at each price level. 
It is identical to the AD curve in Key Diagram 7, p. 346. 
The aggregate amount of output demanded is deter
mined by the intersection of the IS and LM curves 
(see Fig. 9 .10) .  An increase in the price level, P, 
reduces the real money supply, shifting the LM curve 
up and to the left and reducing the aggregate quantity 
of output demanded. Thus the AD curve slopes 
downward. 
The misperceptions theory is based on the assump
tion that producers have imperfect information 
about the general price level and hence don't know 
precisely the relative prices of their products. When 
producers misperceive the price level, an increase in 
the general price level above the expected price level 
fools suppliers into thinking that the relative prices of 
their goods have increased, so all suppliers increase 
output. The short-run aggregate supply (SRAS) 
curve shows the aggregate quantity of output sup
plied at each price level, with the expected price level 
held constant. Because an increase in the price level 
fools producers into supplying more output, the 
short-run aggregate supply curve slopes upward, as 
shown by SRASI 
The short-run aggregate supply curve, SRAS', is 
drawn so that the expected price level, P' equals P" 
When the actual price level equals the expected price 
level, producers aren't fooled and so supply the full
employment level of output, Y. Therefore at point E, 
where the actual price level equals the expected price 
level (both equal P,), the short-run aggregate supply 
curve, SRAS', shows that producers supply Y. 

In the long run, producers learn about the price 
level and adjust their expectations until the actual 
price level equals the expected price level. Produc
ers then supply the full-employment level of 
output, Y, regardless of the price level. Thus, the 
long-run aggregate supply (LRAS) curve is vertical 
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at Y = '1, just as in the basic AD-AS model in Key 
Diagram 7, p. 346. 

Factors That Shift the Curves 

The aggregate quantity of output demanded is 
determined by the intersection of the IS curve and 
the LM curve. At a constant price level, any factor 
that shifts the IS-LM intersection to the right 
increases the aggregate quantity of goods demanded 
and thus also shifts the AD curve up and to the 
right. Factors that shift the AD curve are listed in 
Summary table 14, p. 340. 
Any factor that increases full-employment output, 
Y, shifts both the short-run and the long-run aggre
gate supply curves to the right. Factors that increase 
full-employment output include beneficial supply 
shocks or an increase in labor supply. An increase in 
government purchases, because it induces workers 
to supply more labor, also shifts the short-run and 
long-run aggregate supply curves to the right in the 
classical model. 
An increase in the expected price level shifts the 
short-run aggregate supply curve up. 

Analysis 

The short-run equilibrium is at the intersection of the 
AD curve and the SRAS curve. For example, if the 
expected price level is P" the SRAS curve is SRAS', 
and the short-run equilibrium is at point F. At F 
output, Y" is higher than the full-employment level, 
Y, and the price level, P" is higher than the expected 
price level, P" As producers obtain information about 
the price level, the expected price level is revised 
upward, which shifts the SRAS curve up. The long
run equilibrium is at point H, where the long-run 
aggregate supply (LRAS) curve intersects the AD 
curve. In the long run (1) output equals Y, and (2) the 
price level equals the expected price level (both equal 
P3)' In the long run, when the expected price level has 
risen to P3, the short-run aggregate supply curve, 
SRAS', passes through H. 

labor hoarding, p. 370 
misperceptions theory, p. 381 
nominal shocks, p. 362 
productivity shocks, p. 362 

propagation mechanism, p. 388 
rational expectations, p. 386 

real shocks, p. 362 
reverse causation, p. 379 
Solow residual, p. 367 real business cycle theory, p. 361 



K E Y  E Q UAT I O N  

y = Y + b(P - P') (10.4) 

The short-run aggregate supply curve based on the mis
perceptions theory indicates that the aggregate amount of 
output supplied, Y, equals full-employment output, Y, 

R E V I E W  Q U E S T I O N S  

Questions marked with a brown circle are available in 
MyEconLab at www.myeconlab.com. 

What main feature of the classical IS-LM model dis
tinguishes it from the Keynesian IS-LM model? Why is 
the distinction of practical importance? 

• What are the two main components of any theory of 
the business cycle? Describe these two components for 
the real business cycle theory. 

Define real shock and nominal shock. What type of real 
shock do real business cycle economists consider the 
most important source of cyclical fluctuations? 

What major business cycle facts does the RBC theory 
explain successfully? Does it explain any business cycle 
facts less well? 

What is the Solow residual and how does it behave 
over the business cycle? What factors cause the Solow 
resid ual to change? 

What effects does an increase in government purchases 
have on the labor market, according to the classical 
theory? What effects does it have on output, the real 

N U M E R I C A L  P RO B L E M S  

Questions marked with a brown circle are available in 
MyEconLab at www.myeconlab.com. 

In a certain economy the production function is 

Y = A(IOON - 0.5N2), 

where Y is output, A is productivity, and N is total 
hours worked. The marginal product of labor associated 
with this production function is 

MPN = A(IOO - N). 

Initially, A = 1.0, but a beneficial productivity shock 
raises A to 1 . 1 .  
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when the price level. P, equals the expected price level. P'. 
When the price level is higher than expected (P > P'), 
output exceeds Y; when the price level is lower than 
expected (P < P'), output is less than Y. 

interest rate, and the price level? According to classical 
economists, should fiscal policy be used to smooth 
out the business cycle? Why or why not? 

7. In the context of the relationship between the money 
supply and real economic activity, what is meant by 
reverse causation? Explain how reverse causation could 
occur. What business cycle fact is it intended to explain? 

8. According to the misperceptions theory, what effect 
does an increase in the price level have on the amount 
of output supplied by producers? Explain. Does it 
matter whether the increase in the price level was 
expected? 

9. What conclusion does the basic classical model (with 
no misperceptions of the price level) allow about the 
neutrality or nonneutrality of money? In what ways is 
this conclusion modified by the extended classical 
model based on the misperceptions theory? 

10. Define rational expectations. According to the classical 
model, what implications do rational expectations 
have for the ability of the central bank to use monetary 
policy to smooth business cycles? 

a. The supply of labor is 

NS = 45 + O.lw, 

where w is the real wage. Find the equilibrium levels of 
output, hours worked, and the real wage before and 
after the productivity shock. Recall (Chapter 3) that the 
MPN curve is the same as the labor demand curve, 
with the real wage replacing the MPN. 

b. Repeat Part (a) if the labor supply is 

NS = 10 + 0.8w. 

c. Some studies show that the real wage is only 
slightly procyclical. Assume for the sake of argument 
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that this finding is correct. Would a calibrated RBC 
model fit the facts better if the labor supply is 
relatively insensitive to the real wage, or if it is 
relatively sensitive? Justify your answer diagram
matically and relate it to your answers to Parts (a) 
and (b). 

An economy is described as follows. 
Desired consumption Cd = 600 + O.5(Y - T) - 50y. 
Desired investment rd = 450 - 50r. 
Real money demand L = 0.5Y - 100i. 
Full-employment output Y = 2210. 
Expected inflation rr' = 0.05. 

In this economy the government always has a bal
anced budget, so T = G, where T is total taxes collected. 
a. Suppose that M = 4320 and G = 150. Use the classical 

IS-LM model to find the equilibrium values of 
output, the real interest rate, the price level, con
sumption, and investment. (Hint: In the classical 
model, output always equals its full-employment 
level.) 

b. The money supply rises to 4752. Repeat Part (a) . Is 
money neutral? 

c. With the money supply back at 4320, government 
purchases and taxes rise to 190. Repeat Part (a) . 
Assume for simplicity that Y is fixed (unaffected by 
G). Is fiscal policy neutral in this case? Explain. 

Consider the following economy. 
Desired consumption Cd = 250 + O.5(Y - T) - 500r. 
Desired investment Id = 250 - 500r. 
Real money demand L = 0.5Y - 500i. 
Full-employment output Y = 1000. 
Expected inflation rr' = O. 
a. Suppose that T = G = 200 and that M = 7650. Find an 

equation describing the IS curve. Find an equation 
describing the LM curve. Finally, find an equation for 
the aggregate demand curve. What are the equilibrium 
values of output, consumption, investment, the real 
interest rate, and the price level? Assume that there 
are no misperceptions about the price level. 

b. Suppose that T = G = 200 and that M = 9000. What is 
the equation for the aggregate demand curve now? 
What are the equilibrium values of output, con
sumption, investment, the real interest rate, and the 
price level? Assume that full-employment output, 
Y, is fixed. 

c. Repeat Part (b) for T = G = 300 and M = 7650. 

An economy has the following AD and AS curves. 
AD curve Y = 300 + 30(M/P). 
AS curve Y = Y + 10(P - P'). 

Here, Y = 500 and M = 400. 
a. Suppose that P' = 60. What are the equilibrium 

values of the price level, P, and output, Y? (Hint: 
The solutions for P in this Part and in Part (b) are 
multiples of 10.) 

b. An unanticipated increase raises the money supply 
to M = 700. Because the increase is unanticipated, P' 
remains at 60. What are the equilibrium values of 
the price level, P, and output, Y? 

c. The Fed announces that the money supply will be 
increased to M = 700, which the public believes. 
Now what are the equilibrium values of the price 
level, P, the expected price level, P', and output, Y? 

Output in an economy is given by the production func
tion Y = AKo.3N°.7, where Y is output, A measures pro
ductivity, the capital stock K is fixed a t  30, and 
employment N is fixed at 100. Output equals 100 in the 
year 2006 and equals 105 in 2007. 
a. Find the Solow residual in the years 2006 and 2007, 

and its growth rate between those two years. 
b. What is the relationship between the growth in the 

Solow residual between 2006 and 2007 and the 
growth in productivity (as measured by the param
eter A) in the same years? Assume that the rates of 
utilization of capital and labor remain unchanged. 

c. Repeat Part (b) under the assumption that utilization 
of labor increases by 3% between 2006 and 2007. You 
will have to modify the prod uction function along 
the lines of Eq. (10.2). 

d. Repeat Part (b) under the assumption that the uti
lization rates of both labor and capital increase by 
3% between 2006 and 2007. 

6. Try the following experiment: Flip a coin fifty times, 
keeping track of the results. Think of each "heads" as a 
small positive shock that increases output by one unit; 
similarly, think of each "tails" as a small negative shock 
that reduces output by one unit. Let the initial value of 
output, Y, be 50, and graph the level of output over 
time as it is hit by the "positive" and "negative" shocks 
(coin flips). For example, if your first four flips are three 
heads and a tail, output takes the values 51, 52, 53, 52. 
After fifty flips, have your small shocks produced any 
large cycles in output? 

In a particular economy the labor force (the sum of 
employed and unemployed workers) is fixed at 100 
miJIion. In this economy, each month 1 % of the workers 
who were employed at the beginning of the month lose 
their jobs, and 19% of the workers who were unem
ployed at the beginning of the month find new jobs. 



a. The January unemployment rate is 5%. For the 
rates of job loss and job finding given, what will 
the unemployment rate be in February? Tn 
March? 

h. In April an adverse productivity shock raises the 
job loss rate to 3% of those employed. The job loss 
rate returns to 1 % in May, while the job finding 
rate remains unchanged at 19% throughout. Find 
the unemployment rate for April, May, June, and 
July. 

(Appendix 10.B) Consider the following economy. 
IS curve r = 2.47 - 0.0004 Y. 
Real money demand 
Short-run aggregate supply 

L = O.5Y - 500(r + 1t'). 
Y = Y + 100(P - pel. 

A N A LY T I C A L  P RO B L E M S  

Questions marked with a brown circle are available in 
MyEconLab at www.myeconlab.com. 

The discovery of a new technology increases the 
expected future marginal product of capital. 
a. Use the classical IS-LM model to determine the 

effect of the increase in the expected future MPK on 
current output, the real interest rate, employment, 
real wages, consumption, investment, and the price 
level. Assume that expected future real wages and 
future incomes are unaffected by the new technolo
gy. Assume also that current productivity is unaf
fected. 

h. Find the effects of the increase in the expected future 
MPK on current output and prices from the AD-AS 
diagram based on the misperceptions theory. What 
accounts for the difference with Part (a)? 

Use the classical TS-LM model to analyze the effects of 
a permanent increase in government purchases of 100 
per year (in real terms). The increase in purchases is 
financed by a permanent increase in lump-sum taxes of 
100 per year. 
a. Begin by finding the effects of the fiscal change on 

the labor market. How does the effect of the perma
nent increase in government purchases of 100 com
pare with the effect of a temporary increase in 
purchases of lOa? 

h. Because the tax increase is permanent, assume that 
at any constant levels of output and the real interest 
rate, consumers respond by reducing their con
sumption each period by the full amount of the tax 
increase. Under this assumption, how does the per-
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Here, r is the real interest rate, Y is output, and P is the 
price level. Assume that expected inflation, 1t', is 0, 
nominal money supply, M, is 88,950, and full-employ
ment output, Y, is 6000. 
a. Use the notation of Appendixes 9.B and 1O.B. What 

are the values of the parameters aIS. �IS' aLM. �LM' i,. 
and b? (Hint: Solve for asset market equilibrium to 
obtain the coefficients of the LM equation.) 

b. What is the equation of the aggregate demand curve? 
C. Suppose that the expected price level, pc, is 29.15. 

What are the short-run equilibrium values of the 
price level, P, and output, Y? 

d. What are the long-run equilibrium values of the 
price level, P, and output, Y? 

manent increase in government purchases affect 
desired national saving and the IS curve? 

C. Use the classical IS-LM model to find the effects of 
the permanent increase in government purchases 
and taxes on output, the real interest rate, and the 
price level in the current period. What happens if 
consumers reduce their current consumption by 
less than 100 at any level of output and the real 
interest rate? 

3. Consider a business cycle theory that combines the 
classical IS-LM model with the assumption that tem
porary changes in government purchases are the main 
source of cyclical fluctuations. How well would this 
theory explain the observed cyclical behavior of each 
of the following variables? Give reasons for your 
answers. 
a. Employment 
b. The real wage 
C. Average labor productivity 
d. Investment 
e. The price level 

4. This problem asks you to work out in more detail the 
example of reverse causation described in the text. Sup
pose that firms that expect to increase production in 
the future have to increase their current transactions 
(for example, they may need to purchase more raw 
materials). For this reason, current real money demand 
rises when expected future output rises. 
a. Under the assumption that real money demand 

depends on expected future output, use the classical 
IS-LM model to find the effects of an increase in 
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expected future output on the current price level. 
For simplicity, assume that any effects of the 
increase in expected future output on the labor 
market or on desired saving and investment are 
small and can be ignored. 

b. Suppose that the Fed wants to stabilize the cur
rent price level. How will the Fed respond to 
the increase in expected future output? Explain 
why the Fed's response is an example of reverse 
causation. 

5. Starting from a situation with no government spend
ing and no taxes, the government introduces a foreign 
aid program (in which domestically produced goods 
are shipped abroad) and pays for it with a temporary 
10% tax on current wages. Future wages are untaxed. 

What effects will the temporary wage tax have on 
labor supply? Use the classical IS-LM model to find 
the effects of the fiscal change on output, employment, 
the (before-tax) real wage, the real interest rate, and the 
price level. 

WO R K I N G  W I T H  M A C RO E C O N O M I C  DATA 

For data to use il1 these exercises, go to the Federal Reserve Bank 
of St. Louis FRED database at research.stlouisfed.org/fred. 

1. According to the real business cycle theory, productiv
ity shocks are an important source of business cycles. 
Using the Cobb-Douglas prod uction function (for 
example, Eq. 3.2, p. 64) and annual data since 1961, cal
culate and graph U.s. total factor productivity. Use real 
GOP for Y, the capital stock from the source listed in 
Table 3.1 for K, and civilian employment for N. Look for 
periods marked by sharp changes up or down in pro
ductivity. How well do these changes match up with 
the dates of business cycle peaks and troughs? (See 
Chapter 8.) 

2. This question asks you to study whether unanticipated 
declines in the money stock tend to raise interest rates 
and lead to recessions, as implied by the mispercep
tions theory. 

a. Using quarterly data from 1960 to the present, define 
unanticipated money growth in each quarter to be 
the rate of M2 growth (expressed as an annual rate) 
from the preceding quarter to the current quarter, 
minus average M2 growth over the preceding four 
quarters. (Average M2 growth over the preceding 
four quarters is a simple approximation of expected 
money growth.) Graph unanticipated money growth 
along with the nominal three-month Treasury bill 
interest rate. On a separate figure, graph unantici
pated money growth against the real three-month 

Treasury bill interest rate (the nominal rate minus 
the inflation rate). Are unanticipated changes in M2 
associated with changes in interest rates in the theo
retically predicted direction? 

b. In a separate figure, graph unanticipated money 
growth and the unemployment rate. Are increases 
in the unemployment rate generally preceded by 
periods in which unanticipated money growth is 
negative? 

What happens to unanticipated money growth 
following increases in the unemployment rate? Why 
do you think it happens? Why should the response 
of this measure of unanticipated money growth to 
increases in unemployment make you worry about 
whether this measure captures the unanticipated 
component of money growth? 

3. Are people's inflation forecasts rational? To investigate 
this question, go to the Web site of the Federal Reserve 
Bank of Philadelphia at wwwphiladelphiafed.org. Find the 
Web pages for economic research and look for data 
from the Survey of Professional Forecasters on fore
casts of CPI inflation. Then, go to FRED and get actual 
data on the CPI. Make a plot showing the forecast of 
inflation at a given date on the horizontal axis against 
the actual inflation rate on the vertical axis. If forecasts 
are rational, what pattern should you see in the data? 
What pattern do you observe in your plot? Does the 
evidence support the idea that people's inflation fore
casts are rational? 



APPENDIX 

• 

Worked-Out N umerical Exercise 
for Solving the Classical AD AS 
Model with Misperceptions 

Consider an economy that is described by the following equations: 

AD curve: Y = 1166% + 148,000IP. 
SRAS curve: Y = Y + lO(P - P'). 
Y = 2500; pe = 130. 

The AD curve is identical to the AD curve derived in Appendix 9.A, Step 5. So, we 
could have started with the functions for consumption, taxes, investment, and 
money demand, as well as the money supply from Appendix 9.A, and derived this 
AD curve. 

The short-run equilibrium is found by the intersection of the AD curve and the 
SRAS curve: 1166% + 148,0001P = Y = Y + 10(P - pe). Substituting 2500 for Y and 130 
for pe yields 11662/3 + 148,0001P = 2500 + 10(P - 130), which implies 1166% + 
148,0001P = 1200 + lOP. Therefore lOP + 33 1/3 - 148,000IP = O. 

Now multiply both sides of this equation by P and divide both sides by 10 to 
obtain the quadratic equation p2 + 3 % P - 14,800 = O. 

This quadratic equation has two solutions (known as roots): P = 120 and P = 
-1231/3, [Hint: You can find these roots either by using the formula for the roots of 
a quadratic equation* or by factoring the quadratic equation to obtain (P - 120)(P + 
1231/3) = 0.] The positive root, P = 120, is the price level in short-run equilibrium. 
The level of output in short-run equilibrium can be found by plugging P = 120 into 
either the AD curve or the SRAS curve. In the AD curve, Y = 11662/3 + 148,0001P = 
11662/3 + 148,000/120 = 1166% + 12331/3, so Y = 2400. In the SRAS curve, Y = Y + 
10(P - pe) = 2500 + 10(120 - 130) = 2500 - 100, so Y = 2400. 

In the long run, there are no misperceptions, so the long-run equilibrium is the 
same as we found in Appendix 9.A, where Y = 2500 and P = Ill. 

'The roots of a general quadratic equation AX' + BX + C � 0 are given by X � (-B + JB2 - 4AC Y2A. 
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APPENDIX 

• 

An Algebraic Version of the Classical 
AD AS Model with M isperceptions 

Building on the algebraic version of the AD-AS model developed in Appendix 
9.B, in this appendix we derive an algebraic version of the classical AD-AS model 
with misperceptions. We present algebraic versions of the aggregate demand 
(AD) curve and the aggregate supply (AS) curve and then solve for the general 
equilibrium. 

The Aggregate D e m a n d  C u rve 

Because misperceptions by producers don't affect the demand for goods, the aggre
gate demand curve is the same as in Appendix 9.B. Recall from Eq. (9.B.24) that the 
equation of the aggregate demand (AD) curve is 

y = ars - aLM + (l/R, )(M/P) 

f3r, + f3rM 
' (IO.B.I) 

where the coefficients of the IS curve, (J.rs and �rs, are given by Eqs. (9.B.15) and 
(9.B.16), respectively, the coefficients of the LM curve, (J.LM and �LM' are given by 
Eqs. (9.B.20) and (9.B.2l), respectively, and £, is the coefficient of the nominal inter
est rate in the money demand equation, Eq. (9.B.17). 

The Agg reg ate S u p p ly C u rve 

The short-run aggregate supply curve based on the misperceptions theory is repre
sented by Eq. (10.4), which, for convenience, we repeat here: 

y = Y + b(P _ pel, (lO.B.2) 

where b is a positive number. 

G e n e ra l  Eq u i l i br i u m  

For a given expected price level, pe, the short-run equilibrium value of the price 
level is determined by the intersection of the aggregate demand curve (Eq. 10.B.l) 
and the short-run aggregate supply curve (Eq. 10.B.2). Setting the right sides of 
Eqs. (lO.B.l) and (10.B.2) equal and multiplying both sides of the resulting equa
tion by P(�rs + �LM) and rearranging yields a quadratic equation for the price 
level P: 

(IO.B.3) 
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where 
a2 = (f3IS + f3LM )b; 
aj = (f3IS + f3LM )(Y - bpe ) - alS + aLM ; 

M 
ao = . 

er 

The coefficients a2 and ao are positive, and the coefficient aj could be positive, neg
ative, or zero. Because both a2 and ao are positive, the solution of Eq. (IO.B.3) yields 
one positive value of P and one negative value of P. The price level can't be nega
tive, so the short-run equilibrium price level is the positive solution of this equa
tion. Using the standard quadratic formula, we find the positive solution of 
equation (IO.B.3) to be 

(lO.B.4) 

We obtain the short-run equilibrium level of output by substituting the value 
of the price level from Eq. (IO.B.4) into either the aggregate demand curve Eq. 
(IO.B.I) or the aggregate supply curve Eq. (IO.B.2). 

Note that an increase in the nominal money supply, M, increases the constant 
ao and thus, according to Eq. ( IO.B.4), it increases the equilibrium price level. 
Because an increase in M doesn't affect the aggregate supply curve but does 
increase the equilibrium price level, Eq. (1O.B.2) shows that it increases output. 

We focused on short-run equilibrium in this appendix. In the long run, the 
actual price level equals the expected price level so that, according to Eq. (1O.B.2), 
output equals its full-employment level, Y. In the long run, the economy reaches the 
general equilibrium described in Appendix 9.B. 
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n Chapter 10 we presented the classical, or market-clearing, approach to business 
cycle analysis. In the classical approach wages and prices are assumed to adjust 

quickly so that markets are almost always in equilibrium. Classical economists 
argue that business cycles represent the economy's best response to disturbances, 
such as productivity shocks, so there is little justification for government attempts 
to smooth the cycle. 

In contrast to the classicals, Keynesians are less optimistic about the ability of 
free-market economies to respond quickly and efficiently to shocks. One of the cen
tral ideas of Keynesianism is that wages and prices are "rigid" or "sticky" and do 
not adjust quickly to market-clearing levels. Wage and price rigidity implies that the 
economy can be away from its general equilibrium for significant periods of time. 
Thus a deep recession is not an optimal response of the free market to outside 
shocks; rather, it is a disequilibrium situation in which high unemployment reflects 
an excess of labor supplied over labor demanded. Keynesians believe that the gov
ernment should act to eliminate or at least minimize these periods of low 
output and high unemployment. 

As wage and price rigidity is the basis for Keynesian theory and policy rec
ommendations, understanding the potential causes of rigidity is important. A 
telling criticism that the classicals aimed at the Keynesians in the early 1970s was 
that the Keynesians simply assumed that wages and prices are rigid, without 
giving a good economic explanation of why these rigidities occur. After all, argued 
the classicals, wages and prices are not simply "given" to the economy but are the 
results of decisions made by millions of individuals and firms. If excessively high 
wages are causing unemployment, why don't unemployed workers offer to work 
for lower wages until firms are willing to hire them? If prices aren't at the levels at 
which quantities supplied equal quantities demanded, why don't firms just change 
their prices? In effect, the classicals challenged the Keynesians to show how wage and 
price rigidity could be consistent with the idea basic to almost all of economics.
that individuals and firms are economically rational; that is, they do the best they 
can for themselves when making economic decisions. 
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Keynesian researchers accepted this challenge and have made progress in 
explaining wage and price rigidity in terms consistent with economic rationality. In 
the first part of this chapter we discuss some leading Keynesian explanations for 
wage and price rigidity. We then show how slow adjustment of wages and prices 
can be incorporated into the IS-LM model, converting it from a classical model to 
a Keynesian model. Using this model, we discuss the Keynesian answers to the two 
central questions about business cycles namely, What causes business cycles? 
and What should policymakers do about them? 

Real -Wage Rigid i ty 

Because Keynesian analysis and policy prescriptions depend so greatly on the 
assumption that wages and prices do not move rapidly to clear markets, we begin 
by discussing in some detail the possible economic reasons for slow or incomplete 
adjustment. In this section we focus on the rigidity of real wages, and in Section 11.2 
we look at the slow adjustment of prices. 

The main reason that Keynesians bring wage rigidity into their analysis is their 
dissatisfaction with the classical explanation of unemployment. Recall that classicals 
believe that most unemployment, including the increases in unemployment that occur 
during recessions, arises from mismatches between workers and jobs (frictional or 
structural unemployment). Keynesians don't dispute that mismatch is a major source 
of unemployment, but they are skeptical that it explains all unemployment. 

Keynesians are particularly unwilling to accept the classical idea that recessions 
are periods of increased mismatch between workers and jobs. If higher unemploy
ment during downturns reflected increased mismatch, Keynesians argue, reces
sions should be periods of particularly active search by workers for jobs and by 
firms for new employees. However, surveys suggest that unemployed workers 
spend relatively little time searching for work (many are simply waiting, hoping to 
be recalled to their old jobs), and help-wanted advertising and vacancy postings by 
firms fall rather than rise during recessions. Rather than times of increased worker
job mismatch, Keynesians believe that recessions are periods of generally low 
demand for both output and workers throughout the economy. 

To explain the existence of unemployment without relying solely on worker
job mismatch, Keynesians argue for rejecting the classical assumption that real 
wages adjust relatively quickly to equate the quantities of labor supplied and 
demanded. In particular, if the real wage is above the level that clears the labor 
market, unemployment (an excess of labor supplied over labor demanded) will 
result. From the Keynesian perspective, the idea that the real wage moves "too 
little" to keep the quantity of labor demanded equal to the quantity of labor sup
plied is called real-wage rigidity. 

Some Reasons for Rea l -Wage R i g i d ity 

For a rigid real wage to be the source of unemployment, the real wage that firms 
are paying must be higher than the market-clearing real wage, at which quantities 
of labor supplied and demanded are equal. But if the real wage is higher than nec
essary to attract workers, why don't firms save labor costs by simply reducing the 
wage that they pay, as suggested by the classical analysis? 
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Various explanations have been offered for why real wages might be rigid, 
even in the face of an excess supply of labor. One possibility is that there are legal and 
institutional factors that keep wages high, such as the minimum-wage law and union 
contracts. However, most U.s. workers are neither union members nor minimum
wage earners, so these barriers to wage cutting can't be the main reason for real
wage rigidity. Furthermore, the minimum wage in the United States is specified in 
nominal terms so that workers who are paid the minimum wage would have rigid 
nominal wages rather than rigid real wages. (Union contracts may help explain 
real-wage rigidity in Western European and other countries in which a high pro
portion of workers are unionized, and in which nominal wages are typically adjusted 
for inflation so as to maintain the real wage at its negotiated level.) 

Another explanation for why a firm might pay a higher real wage than it "has" 
to is that this policy might reduce the firm's turnover costs, or the costs associated 
with hiring and training new workers. By paying a high wage, the firm can keep 
more of its current workers, which saves the firm the cost of hiring and training 
replacements. Similarly, by developing a reputation for paying well, the firm can 
assure itself of more and better applicants for any position that it may have to fill. 

A third reason that firms might pay real wages above market-clearing levels is 
that workers who are paid well may have greater incentives to work hard and 
effectively. If highly paid workers are more productive, the firm may profit from 
paying its employees well, even though it could attract all the workers it needs at 
a lower real wage. The idea that a worker's productivity depends on the real wage 
received, and that therefore firms may pay wages above the market-clearing level, 
is the essence of the efficiency wage model. Because this model of wage determi
nation has played a key role in recent Keynesian analyses and because it has sev
eral interesting aspects, we focus on it for the remainder of this section. 

The Effi c i e n cy Wage M o d e l  

If better-paid workers are more productive, firms may gain by paying wages higher 
than the minimum necessary to attract workers. But why might a worker's pro
ductivity depend on the real wage received? The answer has both "carrot" and 
"stick" aspects. 

The carrot, or positive incentive, is based on the idea that workers who feel well 
treated will work harder and more efficiently. George Akerlof,1 a Nobel laureate at 
the University of California at Berkeley, argued that workers who believe that their 
employer is treating them fairly say, by paying higher wages than required to 
retain them and by not cutting wages in slack times will in turn want to treat the 
employer fairly by doing a good job. Akerlof called this motivation the gift exchange 
motive because it's similar to the one that leads people to exchange gifts. 

The stick, or threat, aspect of why a firm would pay a higher wage than neces
sary has been analyzed in an economic model called the "shirking" model of wage 
determination.2 According to the shirking model, if a worker is paid only the mini
mum amount needed to attract her to a particular job, she won't be too concerned 

'See George Akerlof, "Labor Contracts as Partial Gift Exchange," QlIarlerly /ollmal of Eco]]omics, 
November 1982, pp. 543-569. 

'See Carl Shapiro and Joseph E. Stiglitz, "Equilibrium Unemployment as a Worker Discipline 
Device," Americal1 Ecol1omic Review, June 1984, pp. 433-444. 



Figure 1 1 . 1 

Determination of the 
efficiency wage 
The effort curve shows 
the relation between 
worker effort, E, and the 
real wage workers 
receive, w. A higher real 
wage leads to more 
effort, but above a certain 
point higher wages are 
unable to spur effort 
much, so the effort curve 
is S-shaped. For any 
point on the curve, the 
amount of effort per 
dollar of real wage is the 
slope of the line from the 
origin to that point. At 
point A, effort per dollar 
of real wage is EA/WA" 
The highest level of effort 
per dollar of real wage is 
at point B, where the line 
from the origin is tangent 
to the curve. The real 
wage rate at B is the 
efficiency wage, w*, and 
the corresponding level 
of effort is E*. 

E>I- • • • . • . • . • . • . • . • . • . • . • . • . • . . . . . . . • . . • • . •  

EA '  . . . . . . . .  . . . . . . . . .  A 

o 
• 

• 

w' 

Efficiency wage 

1 1 .1 Real-Wage Rigidity 401 

Effort curve 

Real wage, w 

about the possibility of being fired if she doesn't perform well. After all, if the job 
pays the minimum amount necessary to induce her to take the job, she isn't much 
happier with the job than without the job. In this case the worker will be more 
inclined to take it easy at work and shirk her duties, and the employer will have to 
bear the cost either of the shirking or of paying supervisors to make sure that the 
work gets done. In contrast, a worker receiving a higher wage will place a greater 
value on keeping her job (it's not that easy to find another job as good) and will 
work hard to avoid being fired for shirking. 

The gift exchange idea and the shirking model both imply that workers' effort 
on the job depends on the real wages they receive. Graphically, the relation between 
the real wage and the level of effort is shown by the effort curve in Fig. 11.1. The real 
wage, w, is measured along the horizontal axis, and the level of effort, E, is measured 
along the vertical axis. The effort curve passes through points 0, A, and B. When real 
wages are higher, workers choose to work harder, for either carrot or stick reasons; 
therefore the effort curve slopes upward. We assume that the effort curve is S-shaped. 
At the lowest levels of the real wage, workers make hardly any effort, and effort 
rises only slowly as the real wage increases. At higher levels of the real wage, effort 
rises sharply, as shown by the steeply rising portion of the curve. The curve flattens 
at very high levels of the real wage because there is some maximum level of effort 
that workers really can't exceed no matter how motivated they are. 

Wage D et e r m i n a t i o n  i n  t h e  Eff i c i e n cy Wage M o d e l  

The effort curve shows that effort depends on the real wage, but what determines 
the real wage? To make as much profit as possible, firms will choose the level of the real 



402 Chapter 1 1  Keynesianism: The Macroeconomics of Wage and Price Rigidity 

wage that gets the most effort from workers for each dollar of real wages paid. The amount 
of effort per dollar of real wages equals the amount of effort, E, divided by the real 
wage, w. The ratio of E to w can be found graphically from Fig. 11.1.  Consider, for 
example, point A on the effort curve, at which the real wage w A induces workers to 
supply effort EA' The slope of the line from the origin to A equals the height of the 
curve at point A, EA' divided by the horizontal distance, w A' Thus the slope of the 
line from the origin to A equals the amount of effort per dollar of real wages at A. 

The real wage that achieves the highest effort per dollar of wages is at point B. 
The slope of the line from the origin to B, which is the amount of effort per dollar 
of real wage at B, is greater than the slope of the line from the origin to any other 
point on the curve. In general, to locate the real wage that maximizes effort per 
dollar of real wage, we draw a line from the origin tangent to the effort curve; the 
real wage at the tangency point maximizes effort per dollar of real wage. We call 
the real wage that maximizes effort or efficiency per dollar of real wages the 
efficiency wage. In Fig. 11.1 the efficiency wage is w*, and the corresponding 
level of effort is E*. 

The efficiency wage theory helps explain real-wage rigidity. Because the 
employer chooses the real wage that maximizes effort received per dollar paid, as 
long as the effort curve doesn't change, the employer won't change the real wage. 
Therefore the theory implies that the real wage is permanently rigid and equals the 
efficiency wage. 

E m p l oyment a n d  U n e m p l oym e nt i n  t h e  Effi c i e ncy Wage M o d e l  

According to the efficiency wage theory, the real wage is rigid at the level that max
imizes effort per dollar of wages paid. We now consider how the levels of employ
ment and unemployment in the labor market are determined. 

The workings of the labor market when there is an efficiency wage are shown in 
Fig. 11.2. The efficiency wage, w*, is indicated by a horizontal line. Because the effi
ciency wage is determined solely by the effort curve, for the purpose of analyzing 
the labor market we can take w* to be fixed. Similarly, we can take the level of 
effort, E*, induced by the efficiency wage, w*, as fixed at this stage of the analysis. 

The upward-sloping curve is the standard labor supply curve, NS. As in the 
classical model, this curve shows the number of hours of work that people would 
like to supply at each level of the real wage 3 

The downward-sloping curve is the demand curve for labor in the efficiency 
wage model. Recall from Chapter 3 that the amount of labor demanded by a firm 
depends on the marginal product of labor, or MPN. Specifically, the labor demand 
curve is identical to the MPN curve, which in turn relates the marginal product of 
labor, MPN, to the quantity of labor input, N, being used. The MPN curve and 
hence the labor demand curve slopes down because of the diminishing marginal 
productivity of labor. 

In the classical model, the marginal product of labor depends only on the pro
duction function and the capital stock. A complication of the efficiency wage model 
is that the amount of output produced by an extra worker (or hour of work) also 
depends on the worker's effort. Fortunately, as we noted, the efficiency wage, w*, 

3For simplicity, we assume that the number of hours of labor that people want to supply doesn't 
depend on the effort they must exert while on the job. 
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and the effort level induced by that wage, E*, are fixed at trus stage of the analysis. 
Thus the labor demand curve in Fig. 11.2, NO*, reflects the marginal product of 
labor when worker effort is held fixed at E*. As in the classical case, an increase in pro
ductivity or in the capital stock shifts the labor demand curve, NO*, to the right. In 
addition, any change in the effort curve that led to an increase in the optimal level 
of effort E* would raise the MPN, and the labor demand curve, NO*, again would 
shift to the right. 

Now we can put the elements of Fig. 11.2 together to show how employment is 
determined. Point A on the labor demand curve, NO*, indicates that, when the real 
wage is fixed at w*, firms want to employ N hours of labor. Point B on the labor 
supply curve indicates that, when the real wage is fixed at w*, workers want to supply 
NS1 hours of labor, which is greater than the amount demanded by firms. At the effi
ciency wage the quantity of labor supplied is greater than the quantity demanded! so 
the level of employment is determined by the labor demand of firms and hence equals 
N. The demand-determined level of employment is labeled N because it represents 
the full-employment level of employment for this model; that is, N is the level of 
employment reached after full adjustment of wages and prices. (Note that the value 
of N in the efficiency wage model differs from the full-employment level of employ
ment in the classical model of the labor market, which would correspond to N£ in 
Fig. 11.2.) Because the efficiency wage is rigid at w*, in the absence of shocks the level 
of employment in this economy remains at N indefinitely. 

4The result that there is an excess supply of labor requires the assumption that the efficiency wage, w,., 
is higher than the real wage that would clear the labor market, shown as WE in Fig. 11.2. We always 
assume that the efficiency wage is higher than the market-clearing wage; if it weren't, firms would 
have to pay the market-clearing wage to attract workers. 
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Perhaps the most interesting aspect of Fig. 11.2 is that it provides a new expla
nation of unemployment. It shows that, even when wages have adjusted as much 
as they are going to and the economy is technically at "full employment," an excess 
supply of labor, NS] - N, remains.s 

Why don't the unemployed bid down the real wage and thus gain employ
ment, as they would in the classical model of the labor market? Unlike the classical 
case, in a labor market with an efficiency wage the real wage can't be bid down by 
people offering to work at lower wages because employers won't hire them. 
Employers know that people working at lower wages will not put out as much 
effort per dollar of real wages as workers receiving the higher efficiency wage. Thus 
the excess supply of labor shown in Fig. 11.2 will persist indefinitely. The efficiency 
wage model thus implies that unemployment will exist even if there is no mis
match between jobs and workers. 

The efficiency wage model is an interesting theory of real wages and unem
ployment. But does it explain actual behavior? Box 11.1 interprets a famous episode 
in labor history in terms of efficiency wage theory. In addition to this anecdotal evi
dence, studies of wages and employment in various firms and industries provide 
some support for the efficiency wage model. For example, Peter Cappelli of the 
University of Pennsylvania and Keith Chauvin of the University of Kansas6 found 
that, consistent with one aspect of the theory, plants that paid higher wages to 
workers experienced less shirking, measured by the number of workers fired for 
disciplinary reasons. Also, research by Michelle Alexopoulos and Jon Cohen of the 
University of Toronto7 showed that when wages became compressed in Sweden in 
the 1970s, workers' effort declined dramatically. 

A criticism of the efficiency wage model presented here is that it predicts that 
the real wage is literally fixed (for no change in the effort curve). Of course, this 
result is too extreme because the real wage does change over time (and over the 
business cycle, as demonstrated in Chapter 8). However, the basic model can be 
extended to allow for changes in the effort curve that bring changes in the efficiency 
wage over time. For example, a reasonable assumption would be that workers are 
more concerned about losing their jobs during recessions, when finding a new job 
is more difficult, than during booms. Under this assumption, the real wage neces
sary to obtain any specific level of effort will be lower during recessions; hence the 
efficiency wage paid in recessions also may be lower. This extension may help the 
efficiency wage model match the business cycle fact that real wages are lower in 
recessions than in booms (procyclical real wages). 

Eff i c i e n c y  Wages a n d  the  FE L i n e  

In the Keynesian version of the IS-LM model, as in the classical version, the FE 
line is vertical, at a level of output that equals the full-employment level of 
output, Y. If we assume that employers pay efficiency wages, full-employment 

5Because the unemployment represented by the excess supply of labor persists even when the economy 
is at full employment, it is considered part of structural unemployment. 

6" An Interplant Test of the Efficiency Wage Hypothesis," Quarterly Journal of Ecol1om;cs, August 1991, 
pp. 769-787. 

7"Centralized Wage Bargaining and Structural Change in Sweden," European Review of Economic History, 
December 2003, pp. 331-366. 



H e n ry Fo rd's Eff ic iency Wage 

During 1908-1914 Henry Ford instituted at Ford Motor 
Company a radically new way of producing automo
biles.* Prior to Ford's innovations, automobile compo
nents weren't produced to uniform specifications. 
Instead, cars had to be assembled one by one by skilled 
craftsmen, who could make the parts fit even if sizes or 
shapes were off by fractions of an inch. Ford intro
duced a system of assembly-line production in which a 
standardized product, the Model T automobile, was 
prod uced from precisely made, interchangeable com
ponents. The production process also was broken into 
numerous small, simple steps, replacing the skilled 
craftsmen who had built cars from start to finish with 
unskilled workers who performed only a few opera
tions over and over. 

The high speed at which Ford ran the assembly line 
and the repetitiveness of the work were hard on the 
workers. As one laborer said, "If I keep putting on Nut 
No. 86 for about 86 more days, I will be Nut No. 86 in 
the Pontiac bughouse."t As a result, worker turnover 
was high, with the typical worker lasting only a few 
months on the job. Absenteeism also was high-about 
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10% on any given day-and morale was low. Worker 
slowdowns and even sabotage occurred. 

In January 1914 Ford announced that the company 
would begin paying $5 a day to workers who met cer
tain criteria, one being that the worker had been with 
the company at least six months. Five dollars a day was 
more than double the normal wage for production 
workers at the time. Although the motivation for Ford's 
announcement has been debated, its effect was stun
ning: Thousands of workers lined up outside the plant, 
hoping for jobs. Within the plant the number of people 
quitting dropped by 87%, absenteeism dropped by 75%, 
and productivity rose by 30% or more. The productivity 
increases helped increase Ford's profits, despite the 
higher wage bill and a cut in the price of a Model T. 

Many results of Ford's $5 day can be predicted by 
the efficiency wage model, including improved effi
ciency and higher profits. As other automakers adopted 
Ford's technological innovations, they also adopted his 
wage policies. By 1928, before unions were important in 
the industry, auto industry wages were almost 40% 
higher than those in the rest of manufacturing. 

*The source for this box is Daniel M. G. Raff and Lawrence H. Summers, "Did Henry Ford Pay Efficiency Wages?" 1011 mal of 
Labor Economics, October 1987, pp. 557-586. 

'This quote is originally from Stephen Meyer, The Five-Dollar Day: Labor Management and Social Control in the Ford Motor Company, 
1908-1921, Albany: State University of New York Press, 1981. 

output, Y, in turn is the output produced when employment is at the full
employment level of employment, N, as shown in Fig. 11 .2, and the level of 
worker effort is E*. 

As in the classical model, anything that changes full-employment output, Y, 
shifts the FE line. The classical model emphasizes two factors that shift the FE line: 
changes in the supply of labor and changes in productivity. In the efficiency wage 
model, however, labor supply doesn't affect employment, so changes in labor supply 
don't affect the FE line in the Keynesian model with efficiency wages. A change in pro
ductivity, however, does affect the FE line in the Keynesian model, as in the classi
cal model. A drop in productivity reduces full-employment output, Y, and shifts 
the FE line to the left, for two reasons. First, by reducing the marginal product of 
labor at any given level of employment, a drop in productivity reduces the demand 
for labor at any fixed real wage. With the real wage fixed at w*, the full-employment 
level of employment, N, falls. Second, a drop in productivity reduces the amount 
of output that can be produced with any particular amount of capital, labor, 
and effort. 
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11.2 Price Stickiness 

The rigidity created by efficiency wages is a real rigidity in that the real wage, 
rather than the nominal wage, remains fixed. Keynesian theories also emphasize 
nominal rigidities that occur when a price or wage is fixed in nominal, or dollar, 
terms and doesn't readily change in response to changes in supply or demand. 
Keynesians often refer to rigidity of nominal prices a tendency of prices to adjust 
only slowly to changes in the economy as price stickiness. 

We explained in Section 11.1 that Keynesians introduced real-wage rigidity 
because of their dissatisfaction with the classical explanation of unemployment. 
Similarly, the assumption of price stickiness addresses what Keynesians believe is 
another significant weakness of the basic classical model: the classical prediction 
that money is neutral. 

Recall that, in the basic classical model without misperceptions, the assumption 
that wages and prices adjust quickly implies that money is neutral. If money is neu
tral, an increase or decrease in the money supply changes the price level by the 
same proportion but has no effect on real variables, such as output, employment, 
or the real interest rate. However, recall also that empirical studies including 
analyses of historical episodes have led most economists to conclude that money 
probably is not neutral in the real world. 

One approach to accounting for monetary nonneutrality (pursued in Chapter 10) 
is to extend the classical model by assuming that workers and firms have imperfect 
information about the current price level (the misperceptions theory). However, 
Keynesians favor an alternative explanation of monetary nonneutrality: Prices are 
sticky; that is, they don't adjust quickly. If prices are sticky, the price level can't 
adjust immediately to offset changes in the money supply, and money isn't neutral. 
Thus, for Keynesians, the importance of price stickiness is that it helps explain 
monetary nonneutrality. 

Although we focus on nominal-price rigidity in this section, a long Keynesian 
tradition emphasizes nominal-wage rigidity instead of nominal-price rigidity. We 
discuss an alternative version of the Keynesian model that rests on the assumption 
of nominal-wage rigidity in Appendix 11.A. This alternative model has similar 
implications to the Keynesian model with price rigidity in particular, that money 
is not neutral. 

S o u rces of P r i c e  St ick iness:  M o n o p o l ist ic 
C o m petit i o n  a n d  M e n u  Costs 

To say that price stickiness gives rise to monetary nonneutrality doesn't completely 
explain nonneutrality because it raises another question: Why are prices sticky? The 
Keynesian explanation for the existence of price rigidity relies on two main ideas: 
(1) most firms actively set the prices of their products rather than taking the prices 
of their output as given by the market; and (2) when firms change prices, they incur 
a cost, known as a menu cost. 

Monopol istic Competition . Talking about price stickiness in a highly competitive, 
organized market such as the market for corn or the stock exchange wouldn't make 
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much sense. In these markets, prices adjust rapidly to reflect changes in supply 
or demand. Principal reasons for price flexibility in these competitive, highly 
organized markets include standardization of the product being traded (one 
bushel of corn of a certain grade, or one share of IBM stock, is much like any 
other) and the large number of actual or potential market participants. These 
two factors make it worthwhile to organize a centralized market (such as the New 
York Stock Exchange) in which prices can react swiftly to changes in supply and 
demand. These same two factors also promote keen competition among buyers 
and sellers, which greatly reduces the ability of any individual to affect prices. 

Most participants in the corn market or stock market think of themselves as 
price takers. A price taker is a market participant who takes the market price as 
given. For example, a small farmer correctly perceives that the market price of 
corn is beyond his control. In contrast, a price setter has some power to set prices. 

Markets having fewer participants and less standardized products than the 
corn or stock markets may exhibit price-setting rather than price-taking behavior. 
For example, consider the market for movies in a medium-sized city. This market 
may be fairly competitive, with many different movie theaters, each trying to 
attract customers from other theaters, home video stores, and so on. Although the 
market for movies is competitive, it isn't competitive to the same degree as the 
corn market. If a farmer tried to raise the price of a bushel of his corn by 5� 
above the market price, he would sell no corn; but a movie theater that raised its 
ticket prices by 5� above its competitors' prices wouldn't lose all its customers. 
Because the movie theater's product isn't completely standardized (it is showing 
a different movie than other theaters, its location is better for some people, it has 
different candy bars in the concession stand, a larger screen, or more comfortable 
seats, and so on), the theater has some price-setting discretion. It is a price setter, 
not a price taker. 

Generally, a situation in which all buyers and sellers are price takers (such as 
the market for corn) is called perfect competition. In contrast, a situation in which 
there is some competition, but in which a smaller number of sellers and imperfect 
standardization of the product allow individual producers to act as price setters, is 
called monopolistic competition. 

Perfect competition is the model underlying the classical view of price deter
mination, and, as we have said, price rigidity or stickiness is extremely unlikely in 
a perfectly competitive market. Keynesians agree that price rigidity wouldn't occur 
in a perfectly competitive market but point out that a relatively small part of the 
economy is perfectly competitive. Keynesians argue that price rigidity is possible, 
even likely, in a monopolistically competitive market. 

To illustrate the issues, let's return to the example of the competing movie the
aters. If the market for movie tickets were perfectly competitive, how would tickets 
be priced? Presumably, there would be some central meeting place where buyers 
and sellers of tickets would congregate. Market organizers would call out "bids" 
(prices at which they are willing to buy) and "asks" (prices at which they are will
ing to sell). Prices would fluctuate continuously as new information hit the market, 
causing supplies and demands to change. For example, a "two thumbs up" review 
by leading movie critics would instantly drive up the price of tickets to that movie, 
but news of a prospective shortage of baby-sitters would cause all movie ticket 
prices to fall. 
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Obviously, though, this scheme isn't how movie tickets are priced. Actual pric
ing by most theaters has the following three characteristics, which are also common 
to most price-setting markets: 

1. Rather than accept the price of movies as completely determined by the 
market, a movie theater sets the price of tickets (or a schedule of prices), in 
nominal terms, and maintains the nominal price for some period of time. 

2. At least within some range, the theater meets the demand that is forthcoming at 
the fixed nominal price. By "meets the demand" we mean that the theater will 
sell as many tickets as people want to buy at its fixed price, to the point that all 
its seats are filled. 

3. The theater readjusts its price from time to time, generally when its costs or the 
level of demand changes significantly. 

Can this type of pricing behavior maximize profits? Keynesian theory sug
gests that it can, if costs are associated with changing nominal prices, and if the 
market is monopolistically competitive. 

Menu Costs and Price Sett ing .  The classic example of a cost of changing prices 
is the cost that a restaurant faces when it has to reprint its menu to show changes 
in the prices of its offerings. Hence the cost of changing prices is called a menu cost. 
More general examples of menu costs (which can apply to any kind of firm) include 
costs of remarking merchandise, reprinting price lists and catalogues, and inform
ing potential customers. Clearly, if firms incur costs when changing prices, they will 
change prices less often than they would otherwise, which creates a certain amount 
of price rigidity. 

A potential problem with the menu cost explanation for price rigidity is that 
these costs seem to be rather small. How, then, can they be responsible for an 
amount of nominal rigidity that could have macroeconomic significance? 

Here is the first point at which the monopolistic competition assumption is 
important. For a firm in a perfectly competitive market, getting the price " a little bit 
wrong" has serious consequences: The farmer who prices his corn 5(1 a bushel 
above the market price sells no corn. Therefore the existence of a menu cost wouldn't 
prevent the farmer from pricing his product at precisely the correct level. However, 
the demand for the output of a monopolistically competitive firm responds much 
less sharply to changes in its price; the movie theater doesn't lose many of its cus
tomers if its ticket price is 5(1 higher than its competitors'. Thus, as long as the 
monopolistic competitor's price is in the right general range, the loss of profits from 
not getting the price exactly right isn't too great. If the loss in profits is less than the 
cost of changing prices the menu costs the firm won't change its price. 

Over time, the production function and the demand curve the firm faces will 
undergo a variety of shocks so that eventually the profit-maximizing price for a 
firm may be significantly different from the preset price. When the profits lost by 
having the "wrong" price clearly exceed the cost of changing the price, the firm will 
change its nominal price. Thus movie theaters periodically raise their ticket and 
popcorn prices to reflect general inflation and other changes in market conditions. 

Empir ica l  Ev idence o n  Pr ice Stic k i ness. Several studies have examined 
the degree of rigidity or stickiness in actual prices. 
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Frequency of Price Adjustment Among Interviewed Firms 

Frequency of price change 
(number of times per year) 

Less than once 
Once 
1.01 t0 2 
2.01 to 4 
4.01 to 12  
12.01 to 52 
More than 52 

Percentage 
of firms 

10.2% 
39.3 
1 5.6 
12.9 
7.5 
4.3 

10.2 

Source: Alan S. Blinder, "On Sticky Prices:Academic Theories Meet the ReaIWorld," 

in N. G. Mankiw, ed., Monetary Policy, University of Ch icago Press, 1 994, Table 4.1. 

Alan Blinders of Princeton University, assisted by a team of Princeton graduate 
students during 1990-1992, interviewed the managers of 200 randomly selected 
firms about their pricing behavior. Table 11.1 summarizes the evidence on price 
stickiness by showing the percentage of firms in the study that reported changing 
their prices at various frequencies. For example, the first line of Table 11.1 tells us 
that 10.2% of these firms reported changing their prices less than once per year. 
Almost half (49.5%) of managers interviewed said that their firms changed prices 
once a year or less. Only 22% of the firms changed prices more than four times 
per year. 

Besides probing into pricing behavior, Blinder and his students also asked 
firm managers why they tend to change prices infrequently. Direct costs of chang
ing prices (menu costs) did appear to play a role for many firms. Nevertheless, 
many managers stressed as a reason for price stickiness their concern that, if they 
changed their own prices, their competitors would not necessarily follow suit. 
Managers were particularly reluctant to be the first in their market to raise prices, 
fearing that they would lose customers to their rivals. For this reason, many firms 
reported delaying price changes until it was evident throughout the industry that 
changes in costs or demand made price adjustment necessary. 

In another study of price stickiness Anil Kashyap,9 of the University of Chicago, 
examined the prices of twelve individual items listed in the catalogues of 1. 1. Bean, 
Orvis, and Recreational Equipment, Inc., over a thirty-five-year period. Changing the 
prices listed in a new catalogue is virtually costless, yet Kashyap found that the 
nominal prices of many goods remained fixed in successive issues of the catalogue. 
When nominal prices were changed, Kashyap found both large and small changes. 
He interpreted the combination of small price changes and long periods of 
unchanged prices as evidence against menu costs. If menu costs are the reason that 
prices aren't changed frequently, prices should be changed only when they are 

'''On Sticky Prices: Academic Theories Meet the Real World," in N. G. Mankiw, ed., Monetary Policy, 
University of Chicago Press, 1994. 
'''Sticky Prices: New Evidence from Retail Catalogs," QlIarterly jOllrllal of Eco11omics, February 1995, 
pp. 245-274. 
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relatively far out of line, and the price changes should be large; small changes seem 
to contradict this implication of menu costs. Even if menu costs aren't the underlying 
cause of pricing behavior, however, Kashyap's study confirms Binder's findings of 
substantial nominal-price rigidity in the economy. 

However, recent evidence based on a larger data set suggests that price sticki
ness may not be as pervasive as earlier studies indicated. In their 2004 paper, Mark 
Bils of the University of Rochester and Peter Klenow of Stanford UniversitylO found 
that the average time between price changes among 350 categories of goods (whose 
prices were recorded by the Bureau of Labor Statistics for use in calculating the 
Consumer Price Index) was just 4.3 months, suggesting that prices are changed 
much more frequently than reported by Blinder and by Kashyap. Prices of some 
goods and services, such as men's haircuts, taxicab fares, and newspapers, change 
very rarely and are clearly sticky. But prices of other goods and services, including 
food and gasoline, change very frequently. 

The results by Bils and Klenow thus suggest that some prices are not too sticky, 
and these findings could cast doubt on the price stickiness view. But one reason 
that economists continue to use the assumption of price stickiness in their models 
is that many of the price changes are caused by shifts in demand or supply in a par
ticular industry. For example, day-to-day news about the supply of oil causes gaso
line prices to change. But the assumption about price stickiness is going to be 
relevant in our macroeconomic model for how prices respond to changes in mon
etary policy and how prices change to restore general equilibrium, not how they 
respond to supply and demand shocks in their own industry. Recent research by 
Jean Boivin of HEC-Montreal, Marc Giannoni of Columbia University and Ilian 
Mihov of INSEADII shows that in response to monetary policy, prices of many 
goods are very sticky, whereas those same prices respond quickly in response to 
shocks to supply and demand that affect the relative price of the good compared 
with other goods. Thus, in our macroeconomic model, the assumption of sticky 
prices is a useful one, even in the face of the Bils and Klenow evidence. 

M eeti ng the Demand at the F ixed Nomina l  Pr ice .  When prices are sticky, 
firms react to changes in demand by changing the amount of production rather 
than by changing prices. According to Keynesians, why are firms willing to meet 
demand at a fixed nominal price? To answer this question, we again rely on the 
assumption of monopolistic competition. We've stated that a monopolistically 
competitive firm can raise its price some without risk of losing all its customers. 
The profit-maximizing strategy for a monopolistically competitive firm is to charge 
a price higher than its marginal cost, or the cost of producing an additional unit of 
output. The excess of the price over the marginal cost is the markup. For example, 
if a firm charges a price 15% above its marginal cost, the firm has a markup of 15%. 
More generally, if the firm charges a constant markup of 11 over marginal cost, the 
following markup rule describes its price: 

P = (1 + 11)MC, (11.1) 

lO"Some Evidence on the Importance of Sticky Prices," JOIlYl1al of Political Ecol1omy (October 2004), 
pp. 947-985. 
""Sticky Prices and Monetary Policy: Evidence from Disaggregated US. Data." Working paper, 
Columbia University, June 2006. 
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where P is the nominal price charged by the firm and Me is the nominal marginal 
cost. 12 

When the firm sets its price according to Eq. (11 .1), it has an idea of how many 
units it will sell. Now suppose that, to the firm's surprise, customers demand sev
eral more units than the firm expected to sell at that price. Will it be profitable for 
the firm to meet the demand at this price? 

The answer is "yes." Because the price the firm receives for each extra unit 
exceeds its cost of producing that extra unit (its marginal cost), the firm's profits 
increase when it sells additional units at the fixed price. Thus, as long as the mar
ginal cost remains below the fixed price of its product, the firm gladly supplies 
more units at this fixed price. Furthermore, if the firm is paying an efficiency wage, 
it can easily hire more workers to produce the units needed to meet the demand, 
because there is an excess supply of labor. 

The macroeconomic importance of firms' meeting demand at the fixed nomi
nal price is that the economy can produce an amount of output that is not on the full
employment line. Recall that the FE line shows the amount of output that firms 
would produce after complete adjustment of all wages and prices. However, with 
nominal-price stickiness the prices of goods do not adjust rapidly to their general 
equilibrium values. During the period in which prices haven't yet completely 
adjusted, the amount of output produced need not be on the FE line. Instead, as 
long as marginal cost is below the fixed price, monopolistically competitive firms 
will produce the level of output demanded. 

Effective Labor Demand . When a firm meets the demand for its output at a spe
cific price, it may produce a different amount of output and employ a different 
amount of labor than it had planned. How much labor will a firm actually employ 
when it meets the demand? The answer is given by the effective labor demand 
curve, NO'(Y), shown in Fig. 11.3. For any amount of output, Y, the effective labor 
demand curve indicates how much labor is needed to produce that output, with 
productivity, the capital stock, and effort held constant. 

We already have a concept that expresses the relationship between the 
amount of labor used and the amount of output produced: the production func
tion. Indeed, the effective labor demand curve in Fig. 11 .3 is simply a graph of 
the production function relating output and labor input, except that output, Y, is 
measured on the horizontal axis and labor, N, is measured on the vertical axis. 
(This reversal of the axes is convenient later.) The effective labor demand curve 
slopes upward from left to right because a firm needs more labor to produce 
more output. 

We use the effective labor demand curve to determine the level of employment 
in the Keynesian model in Section 11.3. When the economy is not on the FE line and 
the price level is fixed, the effective labor demand curve gives the level of employ
ment. Then, after complete adjustment of wages and prices, the economy returns to 

12Technical note: For a monopolistically competitive firm that faces a demand curve with a constant 
price elasticity and a fixed wage, the constant-markup rule in Eq. (11.1) will maximize profit. Also, in 
this case the labor demand curve is proportional to (rather than equal to) the marginal product of 
labor curve. Specifically, to maximize profits the firm equates the MPN to (1 + ll)w", where w* is the 
efficiency wage, rather than equating the MPN to w* itself. This qualification doesn't affect any con
clusions presented in this chapter. 
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Figure 1 1 .3 
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the FE line and the level of employment is given by the labor demand curve, NO' 
(Fig. 11.2). After wages and prices have completely adjusted, with output at its full
employment level, Y, the effective labor demand curve indicates that employment 
equals N, as shown in Fig. 11.3. 

11.3 Monetary and Fiscal Policy in the Keynesian Model 

Let's now consider the complete Keynesian model. Like the classical model, the 
Keynesian model can be expressed in terms of the IS-LM diagram or, alternatively, 
in terms of the AD-AS diagram. Rather than describe the Keynesian model in the 
abstract, we put it to work analyzing the effects of monetary and fiscal policy. 

M o n etary Po l i cy 

The main reason for introducing nominal-price stickiness into the Keynesian model 
was to explain monetary nonneutrality. We examine the link between price sticki
ness and monetary nonneutrality first in the Keynesian IS-LM framework and 
then in the Keynesian version of the AD-AS model. 

Monetary Pol icy i n  the Keyn esi a n  IS-L M  Model .  The Keynesian version of 
the IS-LM model is quite similar to the IS-LM model discussed in Chapters 9 and 10. 
In particular, the IS curve and the LM curve are the same as in our earlier analyses. 
The FE line in the Keynesian model also is similar to the FE line used earlier. The 
Keynesian FE line is vertical at the full-employment level of output, Y, which in 
turn depends on the full-employment level of employment determined in the labor 
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market. However, the Keynesian and classical FE lines differ in two respects. First, 
in the Keynesian model the full-employment level of employment is determined at 
the intersection of the labor demand curve and the efficiency wage line, not at the 
point where the quantities of labor demanded and supplied are equal, as in the 
classical model. Second, because labor supply doesn't affect employment in the effi
ciency wage model, changes in labor supply don't affect the Keynesian FE line, 
although changes in labor supply do affect the classical FE line. 

Because of price stickiness, in the Keynesian model the economy doesn't have 
to be in general equilibrium in the short run. However, in the long run when prices 
adjust, the economy reaches its general equilibrium at the intersection of the IS 
curve, the LM curve, and the FE line, as in the classical model. 

According to Keynesians, what happens to the economy in the short run, if 
sticky prices prevent it from reaching general equilibrium? Keynesians assume 
that the asset market clears quickly and that the level of output is determined by 
aggregate demand. Thus, according to Keynesians, the economy always lies at the 
intersection of the IS and LM curves. However, because monopolistically competitive 
firms are willing to meet the demand for goods at fixed levels of prices, output can 
differ from full-employment output and the economy may not be on the FE line in 
the short run. When the economy is off the FE line, firms use just enough labor to 
produce the output needed to meet demand. Under the assumption that the 
efficiency wage is higher than the market-clearing real wage, there are always 
unemployed workers who want to work, and firms are able to change employment 
as needed to meet the demand for output without changing the wage. 

Figure 11.4 analyzes the effect of an increase in the nominal money supply in 
the Keynesian IS-LM model. We assume that the economy starts at its general 
equilibrium point, E. Recall that an increase in the money supply shifts the LM 
curve down and to the right, from LMl to LM2 (Fig. 11.4a). Because an increase in 
the money supply doesn't directly affect the goods or labor markets, the IS curve 
and the FE line are unaffected. So far this analysis is like that of the classical model. 

Unlike the classical model, however, the Keynesian model is based on the 
assumption that prices are temporarily fixed (because of menu costs) so that the 
general equilibrium at E isn't restored immediately. Instead, the short-run equilib
rium of the economy that is, the resting point of the economy at the fixed price 
level lies at the intersection of IS and LM2 (point F), where output rises to Y2 and 
the real interest rate falls to r 2' 

Because the IS-LM intersection at point F is to the right of the FE line, aggregate 
output demanded, Y2, is greater than the full-employment level of output, Y. 
Monopolistically competitive firms facing menu costs don't raise their prices in the 
short run, as competitive firms do. Instead they increase production to Y2 to satisfy 
the higher level of demand. To increase production, firms raise employment for 
example, by hiring additional workers or by having employees work overtime. The 
level of employment is given by the effective labor demand curve in Fig. 11.4(b). 
Because the level of output increases from Y to Y2 in the short run, the level of 
employment increases from N to N2• 

We refer to a monetary policy that shifts the LM curve down and to the right
and thus increases output and employment as an expansionary monetary policy, 
or "easy" money. Analogously, a contractionary monetary policy, or "tight" money, is 
a decrease in the money supply that shifts the LM curve up and to the left, decreasing 
output and employment. 
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Figure 1 1 .4 

An increase in the 
money supply 
(a) If we start from an 
initial general equilib
rium at point E, an 
increase in the money 
supply shifts the LM 
curve down and to the 
right, from LM' to LM'; 
the IS curve and the FE 
line remain unchanged. 
Because prices are fixed 
and firms meet the 
demand for output in the 
short run, the economy 
moves to point F, which is 
to the right of the FE line. 
Output rises to Y, and 
the real interest rate falls. 
(b) Because firms produce 
more output, employment 
rises to N21 as shown 
by the effective labor 
demand curve. 
In the long run, the price 
level rises in the same 
proportion as the money 
supply, the real money 
supply returns to its 
initial level, and the LM 
curve returns to its initial 
position, LMi, in (a). The 
economy returns to E 
in both (a) and (b), and 
money is neutral in the 
long run. 
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Why does easy money increase output in the Keynesian model? In the Keynesian 
model, prices are fixed in the short run, so an increase in the nominal money 
supply, M, also is an increase in the real money supply, M/P. Recall that, for hold
ers of wealth to be willing to hold a smaller amount of nonmonetary assets and 
more real money, the real interest rate must fall.13 Finally, the lower real interest rate 
increases both consumption spending (because saving falls) and investment spending. 

BAs djscussed in Chapter 9, the real interest rate is driven down by wealth-holders' attempts to 
exchange money for nonmonetary assets. The purchase of nonmonetary assets drives up their prices, 
which is the same as decreasing the real interest rate that they pay. 
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With more demand for their output, firms increase production and employment, 
taking the economy to point F in Fig. 11.4. 

The rigidity of the price level isn't permanent. Eventually, firms will review and 
readjust their prices, allowing the economy to reach its long-run equilibrium. In the 
case of monetary expansion, finns find that demand for their products in the short run 
is greater than they had planned (aggregate output demanded, Y2' is greater than full
employment output, Y), so eventually they raise their prices. The rise in the price level 
returns the real money supply to its initial level, which shifts the LM curve back to LM' 
and restores the general equilibrium at point E in Fig. 1l.4(a). This adjustment process 
is exactly the same as in the classical model, but it proceeds more slowly. 

Thus, the Keynesian model predicts that money is not neutral in the short run but is 
neutral in the long run. In this respect the predictions of the Keynesian model are the 
same as those of the extended classical model with misperceptions. In the Keynesian 
model, short-run price stickiness prevents the economy from reaching its general 
equilibrium, but in the long run prices are flexible, ensuring general equilibrium. 

Mo netary Po l icy  in the Keyn esian A D-AS Model .  We can also analyze the 
effect of monetary policy on real output and the price level by using the Keynesian 
version of the AD-AS model. In fact, we have already performed this analysis in 
Fig. 9 .14, where we used the AD-AS model to examine the effects of a 10% 
increase in the nominal money supply. Although we didn't identify that analy
sis as specifically Keynesian or classical, it can be readily given a Keynesian 
interpretation. 

The distinguishing feature that determines whether an analysis is Keynesian or 
classical is the speed of price adjustment. As we emphasized in Chapter 10, classi
cal economists argue that prices adjust quickly so that the economy reaches its 
long-run equilibrium quickly. In the extreme version of the classical model, the 
long-run equilibrium is reached virtually immediately, and the short-run aggregate 
supply (SRAS) curve is irrelevant. However, in the Keynesian model, monopolis
tically competitive firms that face menu costs keep their prices fixed for a while, 
producing the amount of output demanded at the fixed price level. This behavior 
is represented by a horizontal short-run aggregate supply curve such as SRAS! in 
Fig. 9.14. If we assume that firms maintain fixed prices and simply meet the 
demand for output for a substantial period of time, so that the departure from long
run equilibrium lasts for months or perhaps even years, the analysis illustrated in 
Fig. 9.14 reflects the Keynesian approach. 

Let's briefly review that analysis from an explicitly Keynesian perspective. 
Figure 9.14 depicts the effects of a 10% increase in the nominal money supply on an 
economy that is initially in both short-run and long-run equilibrium (at point E). 
The increase in the nominal money supply causes the AD curve to shift up from 
AD! to AD2. In fact, as we explained in Chapter 9, the 10% increase in the nominal 
money supply shifts the AD curve up by 10% at each level of output. The initial 
effect of this shift in the AD curve is to move the economy to a short-run equilibrium 
at point F, where output is higher than its full-employment level, Y. Because of 
menu costs, firms don't immediately react to increased demand by raising prices, 
but instead increase production to meet the higher demand. Thus, at point F, firms 
are producing more output than the amount that would maximize their profits in 
the absence of menu costs. Because output is temporarily higher than its full
employment level, we conclude that in the Keynesian model money isn't neutral in 
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the short run. Eventually, however, firms will increase their prices to bring the 
quantity of output demanded back to the profit-maximizing level of output. In the 
long-run equilibrium, represented by point H in Fig. 9.14, output equals the full
employment level, Y, and the price level, P 2' is 10% higher than the initial price 
level, P , . In long-run equilibrium the expansion of the money supply affects only 
nominal quantities, such as the price level, not real quantities, such as output or 
employment, so we conclude that in the Keynesian model (as in the classical 
model) money is neutral in the long run. 

F isca l P o l i c y  

The Keynesian model was initially developed during the Great Depression as econ
omists struggled to explain the worldwide economic collapse and find policies to 
help the economy return to normal. The early Keynesians stressed that fiscal 
policy the government's decisions about government purchases and taxes can 
significantly affect output and employment levels. Let's look at the Keynesians' 
conclusion that both increased government purchases and lower taxes can be used 
to raise output and employment. 

The Effect of Increased Government Purchases.  The Keynesian analysis of 
how increased government purchases affect the economy is shown in Fig. 11.5. 
Again, we assume that the economy starts from full employment (later we discuss 
what happens if the economy starts from a recession). Point E represents the initial 
equilibrium in both (a) and (b). As before, a temporary increase in government pur
chases increases the demand for goods and reduces desired national saving at any 
level of the real interest rate, so that the [S curve shifts up and to the right, from IS' 
to [S2 (see Summary table 12, p.  315). In the short run, before prices can adjust, 
the economy moves to point F in Fig. 11 .5(a), where the new [S curve, [S2, and LM' 
intersect. At F both output and the real interest rate have increased. Because firms 
meet the higher demand at the fixed price level, employment also rises, as shown 
by the movement from point E to point F along the effective labor demand curve 
in Fig. 11.5(b). A fiscal policy change, such as this one, that shifts the IS curve up 
and to the right and raises output and employment is an expansionary change. 
Similarly, a fiscal policy change (such as a reduction in government purchases) 
that shifts the IS curve down and to the left and reduces output and employment 
is a contractionary change. 

In discussing the effects of increased government purchases or other types of 
spending, Keynesians often use the multiplier concept. The multiplier associated 
with any particular type of spending is the short-run change in total output resulting 
from a one-unit change in that type of spending. So, for example, if the increase in 
government purchases analyzed in Fig. 11.5 is L'>.G and the resulting short-run 
increase in output between points E and F in Fig. 11.5 is L'>.Y, the multiplier associ
ated with government purchases is L'>.Y/L'>.G. Keynesians usually argue that the fiscal 
policy multiplier is greater than 1, so that if government purchases rise by $1 billion, 
output will rise by more than $1 billion. We derive an algebraic expression for the 
government purchases multiplier in Appendix 11.C. 

Recall that the classical version of the IS-LM model also predicts that a tem
porary increase in government purchases increases output, but in a different way. 
The classical analysis focuses on the fact that increased government purchases 
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An increase in 
government purchases 
(a) If we start from the 
general equilibrium at 
point E, an increase in 
government purchases 
reduces desired national 
saving and shifts the IS 
curve up and to the right, 
from lSi to [so. The short
run equilibrium is at 
point F, with output 
increasing to Y 2 and the 
real interest rate rising 
to Y2" 
(b) As firms increase pro
duction to meet the 
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increases from N to N2, 
as shown by the effective 
labor demand curve. 
However, the economy 
doesn't remain at point F. 
Because aggregate 
output demanded 
exceeds Y in the short 
run, the price level 
increases, reducing the 
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shifting the LM curve up 
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with equilibrium at point 
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rate rises further to r3, 
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require higher current or future taxes to pay for the extra spending. Higher taxes 
make workers (who are taxpayers) effectively poorer, which induces them to 
supply more labor. This increase in labor supply shifts the FE line to the right and 
causes output to rise in the classical modeL In contrast, the FE line in the Keynesian 
model doesn't depend on labor supply (because of efficiency wages) and thus is 
unaffected by the increase in government purchases. Instead, the increase in gov
ernment purchases affects output by raising aggregate demand (that is, by shifting 
the IS-LM intersection to the right). Output increases above its full-employment 
level in the short run as firms satisfy extra demand at the initial price leveL 
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Figure 1 1 .6 

An increase in 
government purchases 
in the Keynesian 
AD-AS framework 
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output to Y, (paint F) but 
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level, because prices are 
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The effect of increased government purchases on output in the Keynesian 
model lasts only as long as needed for the price level to adjust. (However, many 
Keynesians believe that price adjustment is sufficiently slow that this effect could 
be felt for several years.) In the long run, when firms adjust their prices, the LM 
curve moves up and to the left, from LMl to LM2 in Fig. 11.S(a), and the economy 
reaches general equilibrium at point H, with output again at Y. Thus an increase in 
government purchases doesn't raise output in the long run. 

The effects of more government purchases also appear in the Keynesian 
AD-AS framework (Fig. 11.6). Increased government purchases shift the ]S curve 
up and to the right and raise the aggregate demand for output at any given price 
level. Thus, as a result of expansionary fiscal policy, the aggregate demand curve 
shifts to the right, from ADl to AD2 The increase in aggregate demand raises 
output above Y, as shown by the shift from the initial equilibrium at point E to the 
short-run equilibrium at point F. At F the aggregate demand for output is greater 
than full-employment output, so firms eventually raise their prices. In the long run 
the economy reaches the full-employment general equilibrium at point H, with 
output again at Y and with a higher price level. These results are identical to those 
we obtained using the Keynesian IS-LM framework. 

The Effect of Lower Taxes. Keynesians generally believe that, like an increase 
in government purchases, a lump-sum reduction in current taxes is expansionary. 
In other words, they expect that a tax cut will shift the ]S curve up and to the 
right, raising output and employment in the short run. Similarly, they expect a tax 
increase to be contractionary, shifting the IS curve down and to the left. 
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Why does a tax cut affect the IS curve, according to Keynesians? The argument 
is that if consumers receive a tax cut, they will spend part of it on increased con
sumption. For any output, Y, and level of government purchases, G, an increase in 
desired consumption arising from a tax cut will lower desired national saving, Y -

Cd - G. A drop in desired saving raises the real interest rate that clears the goods 
market and shifts the IS curve Up.14 

If a tax cut raises desired consumption and shifts the IS curve up, as Keyne
sians claim, the effects on the economy are similar to the effects of increased gov
ernment purchases (Figs. 11.5 and 11.6). In the short run, a tax cut raises aggregate 
demand and thus output and employment at the initial price level. In the long 
run, after complete price adjustment, the economy returns to full employment 
with a higher real interest rate than in the initial general equilibrium. The only 
difference between the tax cut and the increase in government purchases is that, 
instead of raising the portion of full-employment output devoted to government 
purchases, a tax cut raises the portion of full-employment output devoted to 
consumption. 

11.4 The Keynesian Theory of Business Cycles 
and Macroeconomic Stabi lization 

Recall that there are two basic questions about business cycles that a macroeco
nomic theory should try to answer: (1) What causes recurrent fluctuations in the 
economy? and (2) What, if anything, should policymakers try to do about cycles? 
We are now ready to give the Keynesian answers to these two questions. 

Keyn e s i a n  B u s i ness Cyc l e  Theory 

An explanation of the business cycle requires not only a macroeconomic model but 
also some assumptions about the types of shocks hitting the economy. For example, 
RBC economists believe that productivity shocks, which directly shift the FE line, 
are the most important type of macroeconomic shock. 

In contrast to RBC economists, most Keynesians believe that aggregate demand 
shocks are the primary source of business cycle fluctuations. Aggregate demand 
shocks are shocks to the economy that shift either the 15 curve or the LM curve and thus 
affect the aggregate demand for output. Examples of aggregate demand shocks 
affecting the IS curve are changes in fiscal policy, changes in desired investment 
arising from changes in the expected future marginal product of capital,15 and 
changes in consumer confidence about the future that affect desired saving. Exam
ples of aggregate demand shocks affecting the LM curve are changes in the demand 

14111 arguing that a tax cut raises desired consumption and lowers desired national saving, Keynesian 
economists reject the Ricardian equivalence proposition (Chapter 4), which states that a lump-sum tax 
cut should not affect consumption or national saving. We discuss Ricardian equivalence further in 
Chapter 15. 
"A change in the expected future MPK might also be thought of as a technological shock because it 
involves a change in the future production function. However, because a change in the future MPK 
shifts the 15 curve but doesn't affect the current FE line, Keynesians classify it as an aggregate 
demand shock. 
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Figure 1 1 .7 

A recession arising 
from an aggregate 
demand shock 
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how an adverse aggre
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cause a recession in the 
Keynesian model. The 
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decline in consumer con
fidence about the future 
of the economy reduces 
desired consumption and 
raises desired saving so 
that the IS curve shifts 
down, from lS' to IS2 
The economy falls into 
recession at point F, 
with output below its 
full-employment level, Y. 
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for money or changes in the money supply. The Keynesian version of the IS-LM 
model, combined with the view that most shocks are aggregate demand shocks, 
constitutes the Keynesian theory of business cycles. 

Figure 11.7 uses the Keynesian model to illustrate a recession caused by an 
aggregate demand shock. Suppose that consumers become pessimistic about the 
long-term future of the economy and thus reduce their current desired consump
tion; equivalently, they raise their current desired saving. For any level of income, 
an increase in desired saving lowers the real interest rate that clears the goods 
market and thus shifts the IS curve down, from lS' to IS2 The economy goes into 
recession at point F, and, as prices don't adjust immediately to restore full employ
ment, it remains in recession for some period of time with output below its full
employment level. Because firms face below-normal levels of demand, they also 
cut employment. 

Note that a decline in investment spending (reflecting, for example, pessimism 
of business investors) or reduced government purchases would have similar reces
sionary effects as the decline in consumer spending analyzed in Fig. 11.7. Alterna
tively, a shift up and to the left of the LM curve (because of either increased money 
demand or reduced money supply) also could cause a recession in the Keynesian 
framework; in this case, high real interest rates caused by the "shortage" of money 
would cause the declines in consumer spending and investment. Thus Keynesians 
attribute recessions to "not enough demand" for goods, in contrast to classical 
economists who attribute recessions to "not enough supply." 

Like the real business cycle theory, the Keynesian theory of cycles can account 
for several of the business cycle facts: (1) in response to occasional aggregate 
demand shocks, the theory predicts recurrent fluctuations in output; (2) the 
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theory correctly implies that employment will fluctuate in the same direction as 
output; and (3) because it predicts that shocks to the money supply will be nonneu
tral, the theory is consistent with the business cycle fact that money is procyclical 
and leading. 

A business cycle fact that we previously emphasized (Chapter 8) is that spend
ing on investment goods and other durable goods is strongly procyclical and 
volatile. This cyclical behavior of durable goods spending can be explained by the 
Keynesian theory if shocks to durable goods demand are themselves a main source 
of cycles. The demand for durable goods would be a source of cyclical fluctuations 
if, for example, investors frequently reassessed their expectations of the future 
MPK. Keynes himself thought that waves of investor optimism and pessimism, 
which he called " animal spirits," were a significant source of cyclical fluctuations. 
A rise in the demand for investment goods or consumer durables (at fixed levels of 
output and the real interest rate) is expansionary because it shifts the IS curve up 
and to the right. Investment will also be procyclical in the Keynesian model when
ever cycles are caused by fluctuations in the LM curve; for example, an increase in 
the money supply that shifts the LM curve down and to the right both increases 
output and (by reducing the real interest rate) increases investment. 

Another important business cycle fact that is consistent with the Keynesian 
theory is the observation that inflation tends to slow during or just after recessions 
(inflation is procyclical and lagging). In the Keynesian view, as Fig. 11.7 illustrates, 
during a recession, aggregate output demanded is less than the full-employment 
level of output. Thus, when finns do adjust their prices, they will be likely to cut them 
to increase their sales. According to the Keynesian model, because demand pressure 
is low during recessions, inflation will tend to subside when the economy is weak. 

Procyc l i c a l  La bor  Prod uctivity and Labor  Hoard ing . Although the Keyne
sian model is consistent with many of the business cycle facts, one fact that labor 
productivity is procyclical presents problems for this approach. Recall that pro
cyclical labor productivity is consistent with the real business cycle assumption that 
cycles are caused by productivity shocks that recessions are times when produc
tivity is unusually low and booms are times when productivity is unusually high. 
Unlike the RBC economists, however, Keynesians assume that demand shocks 
rather than supply (productivity) shocks cause most cyclical fluctuations. 

Because supply shocks are shifts of the production function, the Keynesian 
assumption that supply shocks usually are unimportant is the same as saying that 
the production function is fairly stable over the business cycle. But if the production 
function is stable, increases in employment during booms should reduce average 
labor productivity because of the diminishing marginal productivity of labor. Thus 
the Keynesian model predicts that average labor productivity is countercyclical, 
contrary to the business cycle fact. 

To explain the pro cyclical behavior of average labor productivity, Keynesians 
have modified their models to include labor hoarding. As discussed in Section 10.1, 
labor hoarding occurs if firms retain, or "hoard," labor in a recession rather than 
laying off or firing workers. The reason that firms might hoard labor during a 
recession is to avoid the costs of letting workers go and then having to rehire them 
or hire and train new workers when the recession ends. Thus hoarded labor may be 
used less intensively (for example, store clerks may wait on fewer customers in 
a day) or be assigned to activities such as painting, cleaning, maintaining equipment, 
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Figure 1 1 .8 

Stabilization policy in 
the Keynesian model 
From point E the econ
omy is driven into a 
recession at point F by a 
drop in consumer confi
dence and spending, 
which shifts the 15 curve 
down, from [51 to [52 If 
the government took no 
action, in the long run 
price adjustment would 
shift the LM curve from 
LM I to LM' and res tore 
general equilibrium at 
point H (Scenario 1). 

Alternatively, the 
government could try to 
offset the recession 
through stabilization 
policy. For example, the 
Fed could increase the 
money supply, which 
would shift the LM curve 
directly from LM' to LM', 
speeding the recovery in 
output (Scenario 2). 

Another possibility 
is a fiscal expansion, such • • 
as an Increase In govern-
ment purchases, which 
would shift the [5 curve 
from IS' back to IS', again 
restoring full employment 
at E (Scenario 3). 

Compared to a 
strategy of doing nothing, 
expansionary monetary 
or fiscal policy helps the 
economy recover more 
quickly but leads to a 
higher price level in the 
long run. 

and training. If labor is utilized less intensively during a recession, or workers spend 
time on activities such as maintenance that don't directly contribute to measured 
output, labor productivity may fall during a recession even though the production 
function is stable. Thus labor hoarding provides a way of explaining the procyclical 
behavior of average labor productivity without assuming that recessions and 
expansions are caused by productivity shocks. 

M a c r o e c o n o m i c  Sta b i l izat i o n  

From the Keynesian explanation of why business cycles occur, we tum to the Keyne
sian view on how policymakers should respond to recessions and booms. Briefly, 
Keynesians unlike classical economists generally favor policy actions to "stabilize" 
the economy by eliminating large fluctuations in output and employment. Keynesian 
support of more active policy measures follows from the theory's characterization of 
business cycle expansions and contractions as periods in which the economy is tem
porarily away from its general equilibrium (or not at the IS-LM-FE intersection). 
According to Keynesians, recessions are particularly undesirable because in a 
recession, employment may be far below the amount of labor that workers want to 
supply, which leads to hardships for the unemployed and to output that is "too low." 
Keynesians therefore argue that average economic well-being would be increased if 
governments tried to reduce cyclical fluctuations, especially recessions. 

The Keynesian analysis of monetary and fiscal policies suggests that these 
policies could be used to smooth the business cycle. To understand how, consider 
Fig. 11.S. Suppose that the economy, initially in general equilibrium at point E, has 
been driven into recession at point F. Various types of shocks could have caused 
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this recession. In Fig. 11.7, for example, we considered a drop in consumer confi
dence about the future of the economy. A drop in confidence would reduce current 
desired consumption and increase current desired saving, thereby shifting the IS 
curve down from lSI to IS2. This sort of change in consumer attitudes may have 
contributed to the 1990-1991 recession. 

How might policymakers respond to this recession? We consider three possible 
scenarios: (1) no change in monetary or fiscal policy; (2) an increase in the money 
supply; and (3) an increase in government purchases. 

Scenario 1 :  No change in macroeconomic policy. One policy option is to do nothing. 
With no government intervention, the economy eventually will correct itself. At 
point F in Fig. 11.8, aggregate output demanded is below the full-employment 
level of output Y. Therefore, over time, prices will begin to fall, increasing the 
real money supply and shifting the LM curve down and to the right. In the long 
run, price declines shift the LM curve from LMI to LM2, restoring the economy 
to general equilibrium at point H. However, a disadvantage of this strategy is 
that, during the (possibly lengthy) price adjustment process, output and 
employment remain below their full-employment levels. 
Scenario 2: An increase in the money supply. Instead of waiting for the economy 
to reach general equilibrium through price adjustment, the Fed could 
increase the money supply, which also would shift the LM curve from LMI to 
LM2 in Fig. 11.8. If prices adjust slowly, this expansionary policy would move 
the economy to general equilibrium at point H more quickly than would 
doing nothing. 
Scenario 3: An increase in government purchases. An alternative policy of raising 
government purchases will shift the IS curve up and to the right, from IS2 to 
lSI. This policy also takes the economy to full employment, although at point 
E in Fig. 11.8 rather than at point H. 

In all three scenarios, the economy eventually returns to full employment. How
ever, the use of monetary or fiscal policy to achieve full employment leads to two 
important differences from the scenario in which no policy action is taken. First, if the 
government uses monetary or fiscal expansion to end the recession, the economy 
returns directly to full employment; if policy isn't changed, the economy remains in 
recession in the short run, returning to full employment only when prices have fully 
adjusted. Second, if there is no policy change (Scenario 1), in the long run the price 
level falls relative to the nominal money supply. Indeed, the drop in the price level 
relative to the money supply increases the real money supply, shifts the LM curve 
down and to the right, and restores full employment at point H. In contrast, when 
monetary or fiscal policy is used to restore full employment (Scenarios 2 and 3), the 
downward adjustment of the price level doesn't occur because expansionary policy 
directly returns aggregate demand to the full-employment level. Thus, according to 
the Keynesian analysis, using expansionary monetary or fiscal policy has the advan
tage of bringing the economy back to full employment more quickly but the disad
vantage of leading to a higher price level than if no policy action is undertaken. 

Usually, either monetary or fiscal policy can be used to bring the economy 
back to full employment. Does it matter which policy is used? Yes, there is at least 
one basic difference between the outcomes of the two policies: Monetary and fiscal 
policies affect the composition of spending (the amount of output that is devoted 
to consumption, the amount to investment, and so on) differently. In Fig. 11.8, 
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although total output is the same at the alternative general equilibrium points E 
and H, at E (reached by an increase in government purchases) government pur
chases are higher than at H (reached by an increase in the money supply). Because 
government purchases are higher at E, the remaining components of spending in 
a closed economy, consumption and investment must be lower at E than at H. 
Relative to a monetary expansion, an increase in government purchases crowds out 
consumption and investment by raising the real interest rate, which is higher at E 
than at H. In addition, increased government purchases imply higher current or 
future tax burdens, which also reduces consumption relative to what it would be 
with monetary expansion. 

D i ff i c u lt ies of Macroeconomic  Sta b i l izat ion . The use of monetary and 
fiscal policies to smooth or moderate the business cycle is called macroeconomic 
stabilization. Using macroeconomic policies to try to smooth the cycle is also 
sometimes called aggregate demand management because monetary and fiscal 
policies shift the aggregate demand curve. Macroeconomic stabilization was a pop
ular concept in the heyday of Keynesian economics in the 1960s, and it still influ
ences policy discussions. Unfortunately, even putting aside the debates between 
classicals and Keynesians about whether smoothing the business cycle is desirable, 
actual macroeconomic stabilization has been much less successful than the simple 
Keynesian theory suggests. 

As discussed earlier in connection with fiscal policy (Section 10.1), attempts 
to stabilize the economy run into some technical problems. First, because the ability 
to measure and analyze the economy is imperfect, gauging how far the economy 
is from full employment at any particular time is difficult. Second, the amount 
that output will increase in response to a monetary or fiscal expansion isn't 
known exactly. These uncertainties make assessing how much of a monetary or 
fiscal change is needed to restore full employment difficult. Finally, even know
ing the size of the policy change needed still wouldn't provide enough infor
mation. Because macroeconomic policies take time to implement and more time 
to affect the economy, their optimal use requires knowledge of where the econ
omy will be six months or a year from now. But such knowledge is, at best, 

• • 
very ImprecIse. 

The Zero Bound 

The experience of Japan in the 1990s worried policymakers around the world. The 
Japanese economy grew very slowly and had declining GDP in some years. Japan 
found itself in a liquidity trap, in which monetary policymakers were unable to 
reduce the nominal interest rate to stimulate the economy because the interest rate 
was at its lower bound of zero (the nominal interest rate cannot decline below 
zero because then it is more profitable for an investor to hold cash rather than to 
make a loan). Japan's bad experience near the zero bound may have affected poli
cymakers in other countries, including the United States, who also saw inflation 
and interest rates declining to very low levels. 
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Japan's overnight 
interest rate and 
inflation rate, 
1985-2005 
The chart shows annual 
values for the inflation 
rate (based on the per-
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year) and the interest rate 
on overnight loans 
(similar to the U.S. Federal 
funds interest rate) for 
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Sources: Bank of Japan. 
Overnight interest rate avail-
able at www.boj.or.jp/type/release! 
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Japan's experience near the zero bound occurred when the economy began to 
slow in 1991. As Fig. 11.9 shows, the slowdown in the economy caused the infla
tion rate to decline until it hit zero in early 1995, rebounded for a few years, then 
became negative in 1999 and remained negative through 2005. A negative infla
tion rate is a deflation (see Chapter 1, page 7) and is associated historically with 
very poor economic performance, such as during the Great Depression in the 
United States. 

Figure 11.9 also shows the overnight interest rate in Japan on uncollateralized 
loans, similar to the Federal funds interest rate in the United States (see Section 14.2). 
The overnight interest rate is a gauge of the Bank of Japan's monetary policy 
actions. To stimulate the economy, the Bank of Japan reduced the overnight inter
est rate significantly. The rate fell from over 8% in 1990 to under 0.5% in 1995. 
Despite the dramatic reduction in interest rates, the Japanese economy did not 
improve significantly. As the 1990s went on, the inflation rate and the expected 
inflation rate became negative. The Bank of Japan had little room to reduce inter
est rates further. By 2001, the Bank of Japan began measuring interest rates in thou
sandths of a percentage point. The overnight interest rate averaged 0.002% per 
year in 2001, 2002, and 2004; 0.001% per year in 2003; and 0.004% per year in 2005. 
(Eventually, in July 2006, Japan raised the interest rate up to 0.2%!) Japan had clearly 
hit the zero bound. 

The events in Japan caused U.s. monetary policymakers to consider what 
might happen if the United States were to approach the zero bound. In a speech 
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Figure 1 1 . 1 0  

U.S. Federal funds 
interest rate and 
inflation rate, 1998-2006 
The chart shows monthly 
values for the inflation 
rate (based on the per
centage increase in con
sumer prices over the 
preceding 12 months) 
and the Federal funds 
interest rate for the 
period January 1998 to 
May 2006. 
Sources: Federal funds interest 
rate: Board of Governors of the 
Federal Reserve System, avail
able at research.stlollisfed.org/ 
jred2/series/FEOFU NOS; 
Consumer Price Index, Bureau 
of Labor Statistics, available at 
researcll.stlouisfed.orglfred2/series/ 
CPIAUCNS. 
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presented in both the United States and in Switzerland, now-Fed Chairman Ben 
S. Bernanke'6 outlined three strategies for dealing with the zero bound: (1) affect
ing interest rate expectations, (2) altering the composition of assets held by the 
central bank, and (3) expanding the size of the central bank balance sheet. 

The first idea for dealing with the zero bound is for the central bank to take 
action to change people's expectations of future interest rates. The main idea is 
that if people base their consumption and investment decisions on long-term 
interest rates but the central bank can affect only short-term interest rates, then 
the central bank may not have much impact on consumption and investment. But 
if the central bank tells people that it expects to keep short-term interest rates 
very low for a long time, then long-term interest rates may decline relative to 
what they would be if people thought the central bank would raise short-term 
interest rates in the near future. By announcing that it expects to keep short-term 
interest rates very low, the central bank hopes to flatten the yield curve (see "In 
Touch with the Macroeconomy: Interest Rates," p.  122), thus lowering long-term 
interest rates. This strategy was implemented by the Federal Reserve in August 
2003 when it announced that "policy accommodation can be maintained for a 
considerable period." As Fig. 11.10 shows, the Fed then maintained the federal 

j6Ben S. Bernanke and Vincent R. Reinhart, "Conducting Monetary Policy at Very Low Short-Term 
Interest Rates." Speech at the meetings of the American Economic Association, San Diego, Californja, 
January 3, 2004, and at the International Center for Monetary and Banking Studies Lecture, Geneva, 
Switzerland, January 14, 2004; available at wwwjedernlreserve.gov/boarddocs/speeches/2004. Bernanke 
was then a governor of the Federal Reserve; he became chairman of the Fed in 2006. 
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funds interest rate at about 1.0% for almost an entire year before beginning to 
tighten monetary policy in mid-2004. Even though the recession of 2001 was one 
of the mildest on record, worries about the zero bound led the Federal Reserve to 
keep the Federal funds rate below the inflation rate for a long time (from October 
2002 until May 2005). 

Bernanke's second method for dealing with the zero bound is to influence the 
yield curve by having the Fed buy more long-term rather than short-term securities 
in the open market. If the Fed were able to do so in large quantities, long-term inter
est rates might decline, spurring an increase in consumption and investment. Such 
a plan would need to be coordinated with the U.s. Treasury Department, as failure 
to achieve such cooperation may have been a stumbling block the last time (1963) 
the Fed tried this type of policy. 

The third method a central bank could use is to increase the size of its balance 
sheet, essentially printing new dollar bills and buying securities in the open market. 
That is, rather than focusing on targeting the Federal funds rate, the Fed could 
change its focus to the quantity of the monetary base or bank reserves, as it did in 
the 1979-1982 period. Japan used this method of "quantitative easing" in 2002-
2003 to prevent its deflation from worsening and to bring inflation back to near 
zero in 2004. 

Overall, Bernanke argued, it is important for a central bank to take these steps 
to affect the economy well before the public thinks that the central bank might be 
running out of ammunition. Once the public becomes convinced that monetary 
policy is powerless to help the economy, as may have been the case in Japan, affect
ing people's expectations becomes much more difficult. A criticism of Japan's 
policy is that it was not nearly aggressive enough to head off deflation and stay 
away from the zero bound. The Federal Reserve's policy actions from 2001 to 2003, 
following a very mild recession, were designed to ensure that the U.s. economy did 
not follow Japan's exampleY 

17Por evidence on the potential effectiveness of such policies, see Ben S. Bernanke, Vincent R. Reinhart, 
and Brian P. Sack, "Monetary Policy Alternatives at the Zero Bound: An Empirical Assessment," 
Brookillgs Papers 011 Ecollolllic Activity, no. 2(2004): 1-100. 

Because of these problems, aggregate demand management has been likened 
to trying to hit a moving target in a heavy fog. These problems haven't persuaded 
most Keynesians to abandon stabilization policy; however, many Keynesians agree 
that policymakers should concentrate on fighting major recessions and not try to 
fine-tune the economy by smoothing every bump and wiggle in output and 
employment. 

S u p p ly S hocks i n  the Keynes i a n  M o d e l  

Until the 1970s, the Keynesian business cycle theory focused almost exclusively on 
aggregate demand shocks as the source of business cycle fluctuations. Because 
aggregate demand shocks lead to procyclical movements in inflation, however, 
the Keynesian theory failed to account for the stagflation high inflation together 
with a recession that hit the u.s. economy following the 1973-1975 oil price shock. 
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Figure 1 1 . 1 1  

An oil price shock in 
the Keynesian model 
An increase in the price 
of oil is an adverse 
supply shock that 
reduces full-employment 
output from Y, to Y, and 
thus shifts the FE line to 
the left. In addition, the 
increase in the price of 
oil increases prices in 
sectors that depend 
heavily on oil, whereas 
prices in other sectors 
remain fixed in the short 
run. Thus the average 
price level rises, which 
reduces the real money 
supply, M/P, and shifts 
the LM curve up and to 
the left, from LM' to LM2 
In the short run, the 
economy moves to point 
F, with output falling 
below the new, lower 
value of full-employment 
output and the real inter
est rate increasing. 
Because the aggregate 
quantity of goods 
demanded at F is less 
than the full-employment 
level of output, Y" in the 
long run the price level 
falls, partially offsetting 
the initial increase in 
prices. The drop in the 
price level causes the LM 
curve to shift down and 
to the right, from LM' to 
LM3, moving the economy 
to full-employment equi
librium at point H. 
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This experience led to much criticism of the traditional theory by both economists 
and policymakers, so Keynesians recast the theory to allow for both supply and 
demand shocks. Although Keynesians wouldn't go so far as to agree with RBC 
economists that supply (productivity) shocks are a factor in most recessions, they 
now concede that there have been occasional episodes the oil price shocks of the 
1970s being the leading examples in which supply shocks have played a primary 
role in an economic downturn. (See Box 1 1 .2,  "DSGE Models and the 
Classical-Keynesian Debate" for further discussion of agreement and disagree
ment between Keynesians and classicals.) 

Figure 11.11 shows a Keynesian analysis of the effects of a sharp temporary 
increase in the price of oil (a similar analysis would apply to other supply shocks, 
such as a drought). As we showed in Chapter 3, if firms respond to an increase in 
the price of oil by using less energy, the amount of output that can be produced 
with the same amount of capital and labor falls. Thus the increase in the price of oil 
is an adverse supply shock, which reduces the full-employment level of output and 
shifts the FE line to the left, from FEl to FE2. After complete wage and price adjust
ment, which occurs virtually immediately in the basic classical model but only in 
the long run in the Keynesian model, output falls to its new full-employment level, 
Y2' Thus, in the long run (after full wage and price adjustment), the Keynesian 
analysis and the classical analysis of a supply shock are the same. 

However, the Keynesian analysis of the short-run effects of an oil price shock 
is slightly different from the classical analysis. To understand the short-term effects 
of the oil price shock in the Keynesian model, first think about the effects of the 
increase in the oil price on the general price level. Recall that firms facing menu 
costs will not change their prices if the "right" prices are only a little different from 
the preset prices. However, if the right prices are substantially different from the 
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D S G E  Models  and  the C lass ica l-Keynesian Debate 

In Chapters 10 and 11, we have compared and contrasted 
the classical and Keynesian approaches to analyzing the 
business cycle and to determining stabilization policy. 
For many years, classical and Keynesian economists 
pursued research on business cycles and stabilization 
policy using very different types of models, and they 
argued about the data using very different empirical 
methods. As a result, communication between the two 
groups was difficult. 

However, in the past decade, some classical econo
mists have been incorporating Keynesian ideas into 
their models, and some Keynesian economists have 
been incorporating classical ideas into their models. 
Many young economists coming from top Ph.D. pro
grams have been well trained in dynamic, stochastic, 
general equilibrium (OSGE) models, which we dis
cussed briefly in Chapter 10. Roughly speaking, those 
models use techniques that were developed by classical 
RBC economists in the 1980s and 1990s, so many Key
nesian economists have adopted classical methods of 
analysis. But many of the models, even those used by 
classical economists, incorporate Keynesian features, 
especially sticky prices (but not usually efficiency 
wages) and imperfect competition among firms. As a 
result, classical and Keynesian economists are now 
speaking the same language and can communicate with 
each other more clearly, and research on macroeconomic 
ideas is advancing more easily. 

One fundamental area of difference between classi
cal and Keynesian economists had always been the 
degree to which a model incorporated microeconomic 
foundations. Many classical economists, especially after 
ideas about rational expectations came to the forefront in 
the early 1980s, believed that good models could be 

developed only by modeling microeconomic founda
tions, which means showing how households choose 
labor supply and consumption spending to maximize 
their own welfare, how firms chose labor demand and 
investment spending to maximize their own profits, and 
so on. Keynesian economists, however, often believed 
that the attempt to find microeconomic foundations was 
unlikely to be fruitful, and instead they focused on large
scale macroeconomic models that were based on 
demand curves and supply curves of aggregates rather 
than worrying about individual decision making. The 
result was that classical economists thought Keynesian 
models were both wrong and worthless, and Keynesians 
thought the same of classical models. After decades of 
fighting over the right type of modeling to perform 
(some of which continues), some researchers found ways 
to reconcile the two approaches.· The basic idea was to 
show under what circumstances the Keynesian-type 
model with a few equations describing behavior was 
consistent with a classical model containing detailed 
microeconomic foundations. This research helped to rec
oncile the classical and Keynesian approaches, even 
though it did not convince everyone on both sides. 

However, despite the gains that have been made in 
the past decade, classicals and Keynesians still differ in 
some fundamental ways. Keynesians tend to believe 
that prices and wages are slow to adjust, while classicals 
think they adjust faster. Keynesians tend to have more 
faith that government policy actions can improve 
people's welfare, while classical economists often think 
just the opposite that many government policies make 
people worse off, especially when it comes to attempts 
to stabilize the business cycle. But at least the two sides 
now are speaking to each other. 

·See, for example, Michael Woodford, Interest and Prices: FOllndations of a Theory of Monetary Policy (Princeton, N.).: Princeton 
University Press, 2003). 

preset prices, so that firms would lose considerable profits by maintaining the 
preset prices, they will change their prices. In the case of a large increase in the price 
of oil, firms whose costs are strongly affected by the price of oil including gas sta
tions, suppliers of home heating oil, and airlines, for example find that the right 
prices for their products are substantially higher than the preset prices. These oil
dependent firms increase their prices quickly, whereas firms in other sectors maintain 
their preset prices in the short run. Thus there is price stickiness in the sense that 
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not all prices adjust to their equilibrium values, and yet the average price level rises 
in the short run. 

Because a sharp increase in the price of oil raises the price level, P, in the short 
run, it also reduces the real money supply, M/P. A decline in the real money supply 
shifts the LM curve up and to the left, from LMl to LNP in Fig. 11.12. As drawn, the 
intersection of the LM curve and the IS curve is located to the left of the new FE line, 
although this outcome isn't logically necessary. The short-run equilibrium is at point F, 
where LM2 intersects the IS curve. Because F is to the left of the FE line, the economy 
is in a recession at F, with output (at Y3) below the new value of full-employment 
output, Y2. In the short run, the economy experiences stagflation, with both a drop in 
output and a burst of inflation. Note that, according to this analysis, the short-run 
decline in output has two components : (1) the drop in full-employment output from 
Y

1 
to Y 2; and (2) the drop in output below the new full-employment level arising from 

the shift up and to the left of the LM curve (the difference between Y2 and YJ 
Supply shocks of the type analyzed in Fig. 11.12 pose tremendous difficulties 

for Keynesian stabilization policies. First, monetary or fiscal policy can do little 
about the portion of the decline in output resulting from the shift of the FE line; 
attempts to expand the economy beyond the new full-employment output level, Y2, 
will increase output only temporarily and worsen inflation. In contrast, the portion 
of the output decline arising from the shift up and to the left of the LM curve (the 
difference between Y2 and Y) represents an output level below the full-employment 
level and could, in principle, be eliminated by expansionary monetary or fiscal 
policies that raise output to Y2. However, by using expansionary policies at point F, 
rather than doing nothing, the government risks worsening the already-high rate 
of inflation. Hence, in the face of a shock that induces stagflation like the one 
shown in Fig. 11.12, macroeconomic policy can neither avoid a sharp decline in 
output nor restore output even to its new, lower full-employment level without 
potentially worsening inflation. 

C H A P T E R  S U M M A RY 

1. Keynesians are skeptical that a mismatch between 
workers and jobs can explain all unemployment. They 
argue that some unemployment is caused by real 
wages that are rigid and above the level at which the 
quantities of labor demanded and supplied are equal. 

2. One explanation for real-wage rigidity is based on 
the efficiency wage model, which assumes that 
workers work harder in response to an increase in 
the real wage. Firms can attain the highest level of 
profit by paying the real wage, known as the effi
ciency wage, that elicits the most worker effort per 
dollar of wages. If the effort curve relating effort pro
vided by workers to the real wage doesn't change, 
the efficiency wage, and hence the real wage actually 
paid, is rigid. 

3. At the efficiency wage, firms demand the level of 
employment, N, at which the marginal product of 

labor equals the efficiency wage. If the efficiency wage 
is above the market-clearing real wage, employment 
is determined by labor demand. The difference 
between the quantity of labor supplied and the quan
tity of labor demanded at the efficiency wage repre
sents unemployment. 

4. Full-employment output, Y, is the output that can be 
produced when employment is at its full-employ
ment level, N, and worker effort is at the level 
ind uced by the efficiency wage. The FE line in the 
Keynesian TS-LM model is vertical where output 
equals its full-employment level. In the Keynesian 
model, full-employment output and the FE line are 
affected by productivity shocks but not by changes 
in labor supply because changes in labor supply 
don't affect employment in the efficiency wage 
model. 



5. Keynesians attribute the nonneutrality of money to 
price stickiness, which means that some firms may 
not change their prices in the short run even though 
the demand for or supply of their product has 
changed. Price stickiness is contrary to the assump
tion of the basic classical model that prices and wages 
are completely flexible. 

6. Price stickiness can arise from the profit-maximizing 
behavior of monopolistically competitive firms that 
face menu costs, or costs of changing prices. Such 
firms are price setters rather than price takers, and 
once they set their prices they meet customer demand 
at that fixed price. These firms readjust prices only 
occasionally, generally when costs or demand have 
changed significantly. 

7. Tn the Keynesian model with sticky prices, output is 
determined in the short run at the intersection of the 
IS and LM curves. The economy can be off the FE line 
in the short run because firms are willing to meet 
demand a t predetermined prices. The level of 
employment in the short run is given by the effective 
labor demand curve, which shows the amount of 
labor needed to produce any given amount of output. 
In the long run, after prices and wages have com
pletely adjusted, the LM curve moves to restore gen
eral equilibrium with full employment. 

8. The short-run and long-run equilibria in the Keynesian 
model can also be analyzed with the AD-AS model. 
The short-run equilibrium is represented by the inter
section of the downward-sloping aggregate demand 
(AD) curve and the horizontal short-run aggregate 
supply (SRAS) curve. In short-run equilibrium, monop
olistically competitive firms produce whatever level of 
output is demanded at the fixed price level. Eventually, 
however, the price level adjusts and the economy 
reaches its long-run equilibrium, represented by the 
intersection of the AD curve and the vertical long-run 
aggregate supply (LRAS) curve. In long-run equilib
rium, output equals its full-employment level, Y. 

9. In the Keynesian model, an increase in the money 
supply shifts the LM curve down and to the right, 
raising output and lowering the real interest rate in 
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the short run. Thus money isn't neutral in the short 
run. In the long run, however, money is neutral; 
monetary expansion raises the price level proportion
ally but has no real effects. 

10. In the Keynesian model, an increase in government 
purchases or a cut in taxes shifts the IS curve up and to 
the right, raising output and the real interest rate in the 
short run. In the long run, output returns to the full
employment level but the real interest rate increases. 
Fiscal policy isn't neutral in the long run because it 
affects the composition of output among consump
tion, investment, and government purchases. 

11. Keynesians attribute most business cycles to aggregate 
demand shocks. These shocks hit the IS curve (changes 
in government purchases, desired consumption, or 
desired investment) or the LM curve (changes in 
money supply or money demand). Keynesian business 
cycle theory, which has traditionally emphasized the 
importance of aggregate demand shocks, can account 
for the procyclical behavior of employment, money, 
inflation, and investment. To explain the procyclical 
behavior of average labor productivity, the Keynesian 
theory must include the additional assumption that 
firms hoard labor-that is, they employ more workers 
than necessary during recessions. 

12. Macroeconomic stabilization, also called aggregate 
demand management, is the use of monetary or fiscal 
policy to try to eliminate recessions and keep the 
economy at full employment. The Keynesian theory 
suggests that macroeconomic stabilization is both 
desirable and possible. However, practical problems 
include the difficulty of measuring and forecasting 
the state of the economy and determining how much 
monetary and fiscal stimulus is needed at any partic
ular time. Keynesian antirecessionary policies also 
lead to a higher price level than would occur in the 
absence of policy changes. 

13. Following the oil price shocks of the 1970s, the Keyne
sian theory was modified to allow for supply shocks. 
Supply shocks lead to stagflation (a combination of 
inflation and recession) and pose great difficulties for 
stabilization policy. 

management, p. 424 
aggregate demand shocks, p. 419 
effective labor demand curve, p. 411 
efficiency wage, p. 402 

liquidity trap, p. 424 
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marginal cost, p. 410 

monopolistic competition, p. 407 
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R E V I E W Q U E S T I O N S  

Questions marked with a brown circle are available in 
MyEconLab at www.myeconlab.com. 

Define efficiency wage. What assumption about worker 
behavior underlies the efficiency wage theory? Why 
does it predict that the real wage will remain rigid even 
if there is an excess supply of labor? 

2. How is full-employment output, Y, determined in the 
Keynesian model with efficiency wages? In this model, 
how is full-employment output affected by changes in 
productivity (supply shocks)? How is it affected by 
changes in labor supply? 

• What is price stickiness? Why do Keynesians believe 
that allowing for price stickiness in macroeconomic 
analysis is important? 

Define menu cost. Why might small menu costs lead to 
price stickiness in monopolistically competitive mar-
kets but not in perfectly competitive markets? Why can 
a monopolistically competitive firm profitably meet 
demand at its fixed price when actual demand is 
greater than the firm anticipated? 

What does the Keynesian model predict about mone
tary neutrality (both in the short run and in the long 
run)? Compare the Keynesian predictions about neu
trality with those of the basic classical model and the 
extended classical model with misperceptions. 

N U M E R I C A L  P RO B L E M S  

Questions marked with a brown circle are available in 
MyEconLab at www.myeconlab.com. 

A firm identifies the following relationship between the 
real wage it pays and the effort exerted by its workers: 

Real Wage Effort 
8 7 
10 10 
12 15 
14 17 
16 19 
18 20 

The marginal prod uct of labor for this firm is 

MPN = 
E(100 - N) 

15 ' 

In the Keynesian model, how do increased govern
ment purchases affect output and the real interest rate 
in the short run? In the long run? How do increased 
government purchases affect the composition of 
output in the long run? 

7. Describe three alternative responses available to 
policymakers when the economy is in recession. 
What are the advantages and disadvantages of each 
strategy? Be sure to discuss the effects on employ
ment, the price level, and the composition of 
output. What are some of the practical difficulties in 
using macroeconomic stabilization policies to fight 
recessions? 

8. Use the Keynesian model to explain the procyclical 
behavior of employment, money, inflation, and 
investment. 

9. What does the Keynesian model predict about the 
cyclical behavior of average labor productivity? How 
does the idea of labor hoarding help bring the pre
diction of the model into conformity with the busi
ness cycle facts? 

10. According to the Keynesian analysis, in what two 
ways does an adverse supply shock reduce output? 
What problems do supply shocks create for Keynesian 
stabilization policies? 

where E is the effort level and N is the number of work
ers employed. If the firm can pay only one of the six 
wage levels shown, which should it choose? How 
many workers will it employ? 

There are 200 workers in the town where the firm 
is located, all willing to work at a real wage of 8. Does 
this fact change your answer to the first part of this 
question? If so, how? 

An economy is described by the following equations: 
Desired consumption Cd = 130 + O.5(Y - 1") - 500r. 
Desired investment ]d = 100 - 500r. 
Government purchases G = 100. 
Taxes T = 100. 
Real money demand L = 0.5Y - 1000r. 
Money supply M = 1320. 
Full-employment output Y = 500. 



Assume that expected inflation is zero so that money 
demand depends directly on the real interest rate. 
a. Write the equations for the IS and LM curves. (These 

equations express the relationship between r and Y 
when the goods and asset markets, respectively, are 
in equilibrium.) 

h. Calculate the full-employment values of output, the 
real interest rate, the price level, consumption, and 
investment. 

c. Suppose that, because of investor optimism about 
the future marginal product of capital, the invest
ment function becomes 

Id = 200 - 500r. 

Assuming that the economy was initially at full 
employment, what are the new values of output, the 
real interest rate, the price level, consumption, and 
investment in the short run? In the long run? Show 
your results graphically. 

An economy is described by the following equations: 
Desired consumption Cd = 600 + 0.8(Y - T) - 500,.. 
Desired investment Id = 400 - 500r. 
Real money demand L = O.5Y - 200i, for i > O. 

Government purchases G and taxes T both 
equal 1000. The initial price level P equals 2.0, and 
expected inflation It' is zero.  Full-employment 
output y is 8000. Notice that the real money demand 
function above is defined only for positive values of 
the nominal interest rate. We assume that, when the 
nominal interest rate equals zero, people are willing 
to hold as much money as the central bank wishes to 
supply; this assumption implies that the LM curve 
becomes horizontal for zero values of the nominal 
interest rate. 
n. Show that in this economy the requirement that the 

nominal interest rate must be greater than or equal 
to zero is not consistent with full employment. That 
is, the economy is in a "liquidity trap" (refer to the 
Application "The Zero Bound", pp. 424-427). Can 
monetary policy alone restore full employment in 
this economy? Why or why not? 

h. Find a combination of the money supply M and 
government purchases G that restores full employ
ment while keeping the nominal interest rate at 
zero. Discuss the relevance of this policy to the 
case of Japan in the 1990s. Assume that the price 
level and inflation expectations are unchanged. 

o An economy is described by the following equations: 
Desired consumption Cd = 300 + O.5(Y - T) - 300,.. 
Desired investment Id = 100 - 100,.. 
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Government purchases G = 100. 
Taxes T = 100. 
Real money demand L = O.5Y - 200r. 
Money supply M = 6300. 
Full-employment output Y = 700. 

a. Write the equation for the aggregate demand curve. 
(Hil1t: Find the equations describing the goods 
market and asset market equilibria. Use these two 
equations to eliminate the real interest rate. For any 
given price level, the equation of the aggregate 
demand curve gives the level of output that satisfies 
both goods market and asset market equilibria.) 

h. Suppose that P = 15. What are the short-run values 
of output, the real interest rate, consumption, and 
investment? 

c. What are the long-run equilibrium values of output, 
the real interest rate, consumption, investment, and 
the price level? 

(Appendix 1l .A) Consider an economy in which all 
workers are covered by contracts that specify the 
nominal wage and give the employer the right to 
choose the amount of employment. The production 
function is 

Y = 20JN, 

and the corresponding ma rginal product of labor is 

MPN = �. 
Suppose that the nominal wage is W = 20. 

a. Derive an equation that relates the real wage to the 
amount of labor demanded by firms (the labor 
demand curve). 

b. For the nominal wage of 20, what is the relationship 
between the price level and the amount of labor 
demanded by firms? 

c. What is the relationship between the price level and 
the amount of output supplied by firms? Graph this 
relationship. 

Now suppose that the IS and LM curves of the economy 
(the goods market and asset market equilibrium condi
tions) are described by the following equations: 

IS curve Y = 120 - 500r. 
LM curve M/P = O.5Y - 500,.. 

d. The money supply M is 300. Use the IS and LM 
equations to derive a relationship between output, 
Y, and the price level, P. This relationship is the 
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equation for the aggregate demand curve. Graph it 
on the same axis as the relationship between the 
price level and the amount of output supplied by 
firms (the aggregate supply curve) from Part (e). 

e. What are the equilibrium values of the price level, 
output, employment, real wage, and real interest rate? 

f Suppose that the money supply, M, is 135. What are 
the equilibrium values of the price level, output, 
employment, real wage, and real interest rate? 

o (Appendix 11.C) Consider the following economy. 
Desired consumption Cd = 325 + O.5(Y - T)  - 500r. 
Desired investment Id = 200 - 500r. 
Government purchases G = 150. 
Taxes T = 150. 

Real money demand L = 0.5Y - 1000r. 

Money supply M = 6000. 
Full-employment output Y = 1000. 

A N A LY T I C A L  P RO B L E M S  

Questions marked with a brown circle are available in 
MyEconLab at www.myeconlab.com. 

According to the Keynesian IS-LM model, wha t is the 
effect of each of the following on output, the real interest 
rate, employment, and the price level? Distinguish 
between the short run and the long run. 
a. Increased tax incentives for investment (the tax 

breaks for investment are offset by lump-sum tax 
increases that keep total current tax collections 
unchanged). 

b. Increased tax incentives for saving [as in Part (a), 
lump-sum tax increases offset the effect on total cur
rent tax collections]. 

c. A wave of investor pessimism about the future prof
itability of capital investments. 

d. An increase in consumer confidence, as consumers 
expect that their incomes will be higher in the 
future. 

According to the Keynesian IS-LM model, what is the 
effect of each of the following on output, the real interest 
rate, employment, and the price level? Distinguish 
between the short run and the long run. 
a. Financial deregulation allows banks to pay a higher 

interest rate on checking accounts. 
b. The introduction of sophisticated credit cards great

ly reduces the amount of money that people need 
for transactions. 

a. Calculate the full-employment values of the real inter
est rate, the price level, consumption, and investment. 

b. What are the values of Cf.'S• �'S' Cf.LM• �LM and R, for 
this economy? (You'll have to refer back to Appen
dix 9.B for definitions of these coefficients.) 

e. Suppose that the price level is fixed at P = 15. What 
are the short-run equilibrium values of output and 
the real interest rate? 

d. With the price level still fixed at P = 15, suppose that 
government purchases increase from G = 150 to G = 
250. What are the new values of Cf.,S and the short
run equilibrium level of output? 

e. Use Eq. (11.C5) to compute the government pur
chases multiplier. Use your answer to compute the 
short-run change in Y resulting from an increase in 
government purchases from G = 150 to G = 250. 
How does your answer here compare to your an 
swer in Part (d)? 

e. A severe water shortage causes sharp declines in 
agricultural output and increases in food prices. 

d. A temporary beneficial supply shock affects most of 
the economy, but no individ ual firm is affected suf
ficiently to change its prices in the short run. 

3. Suppose that the Fed has a policy of increasing the 
money supply when it observes that the economy is in 
recession. However, suppose that about six months are 
needed for an increase in the money supply to affect 
aggregate demand, which is about the same amount of 
time needed for firms to review and reset their prices. 
What effects will the Fed's policy have on output and 
price stability? Does your answer change if (a) the Fed 
has some ability to forecast recessions or (b) price 
adjustment takes longer than six months? 

4. Classical economists argue that using fiscal policy to 
fight a recession doesn't make workers better off. 
Suppose, however, tha t the Keynesian model is cor
rect. Relative to a policy of doing nothing, does an 
increase in government purchases that brings the 
economy to full employment make workers better 
off? In answering the question, discuss the effects of 
the fiscal expansion on the real wage, employment, 
consumption, and current and future taxes. How 
does your answer depend on (a) the direct benefits 
of the government spending program and (b) the 
speed with which prices adjust in the absence of 
fiscal stimulus? 



5. Some labor economists argue that it is useful to think of 
the labor market as being divided into two sectors: a 
primary sector, where "good" (high-paying, long-term) 
jobs are located, and a secondary sector, which has 
"bad" (low-paying, short-term) jobs. Suppose that the 
primary sector has a high marginal product of labor 
and that (because effort is costly for firms to monitor) 
firms pay an efficiency wage. The secondary sector has 
a low marginal product of labor and no efficiency 
wage; instead, the real wage in the secondary sector 
adjusts so that the quantities of labor demanded and 
supplied are equal in that sector. Workers are alike, and 
all would prefer to work in the primary sector. How
ever, workers who can't find jobs in the primary sector 
work in the secondary sector. 
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What are the effects of each of the following on the 
real wage, employment, and output in both sectors? 

a. Expansionary monetary policy increases the 
demand for primary sector output. 

b. Immigration increases the labor force. 
c. The effort curve changes so that a higher real wage 

is needed to elicit the greatest effort per dollar in 
the primary sector. Effort exerted at the higher real 
wage is the same as before the change in the effort 
curve. 

d. There is a temporary productivity improvement in 
the primary sector. 

e. There is a temporary productivity improvement in 
the secondary sector. 

W O R K I N G  W I T H  M A C RO E C O N O M I C  DATA 

For data to use il1 these exercises, go to the Federal Reserve Bank 
afSt. Louis FRED database at research.stlouisfed.org/fred. 

1. Keynesian theory predicts that expansionary fiscal 
policy-either higher spending or lower taxes-will 
raise the real interest rate. 

Using data since 1960, graph the Federal govern
ment budget deficit, the state-local government 
budget deficit (both relative to GOP), and the real 
interest rate (three-month Treasury bill rate minus the 
CPI inflation rate over the preceding twelve-month 
period). Do you see a link between deficits and real 
interest rates? In what period does the relationship 
seem clearest? Do your answers change when the ten
year government bond interest rate is used instead of 
the three-month rate? 

2. Because of price stickiness, the Keynesian model pre
dicts that an increase in the growth rate of money will 
lead to higher inflation only after some lag, when firms 

begin to adjust their prices. Using data since 1960, 
graph the inflation rate and the rate of growth of M2. 
Prior to 1980, is it true that increases in money growth 
only affected inflation with a lag? What has happened 
since 1980? 

Keynesians argue that financial innovations, such 
as the introduction of money market deposit accounts 
at banks, led to a large increase in the demand for M2 in 
the early 1980s. If this claim is true, how does it help 
explain the relationship between money growth and 
inflation that you observe after 1980? 

3. Working with Macroeconomic Data Exercise 1 ,  
Chapter 10, asked you to look at the cyclical behavior 
of total factor productivity. If you have not completed 
that problem, do it now and compare productivity 
changes with changes in the producer price index for 
fuels and related prod ucts and power. How would 
Keynesian interpretations differ from those offered by 
classical macroeconomics? 
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APPENDIX 

• 

Labor Contracts and 
Nominal-Wage Rigid ity 

In the Keynesian theory, the nonneutrality of money is a consequence of nominal 
rigidity. In this chapter we emphasized nominal-price rigidity. An alternative nom
inal rigidity that could account for the nonneutrality of money, which many Key
nesians emphasize, is nominal-wage rigidity. Nominal-wage rigidity could reflect 
long-term labor contracts between firms and unions in which wages are set in 
nominal terms (the case we study here). In terms of the AD-AS framework the dif
ference between nominal-price rigidity and nominal-wage rigidity is that nominal
price rigidity implies a horizontal short-run aggregate supply curve, whereas 
nominal-wage rigidity implies a short-run aggregate supply curve that slopes 
upward. However, this difference doesn't really affect the results obtained from the 
Keynesian model. In particular, in the Keynesian model with nominal-wage rigidity, 
money remains nonneutral in the short run and neutral in the long run. 

The S h o rt-Run  Aggregate S u pp ly C u rve with Labor  C o ntra cts 

In the United States most labor contracts specify employment conditions and nom
inal wages for a period of three years. Although labor contracts specify the nominal 
wage rate, they usually don't specify the total amount of employment. Instead, 
employers unilaterally decide how many hours will be worked and whether 
workers will be laid off. These factors imply that the short-run aggregate supply 
curve slopes upward. 

We can see why the short-run aggregate supply curve slopes upward when 
labor contracts prespecify the nominal wage by considering what happens when 
the price level increases. With the nominal wage, W, already determined by the con
tract, an increase in the price level, P, reduces the real wage, w, or W IP. In response 
to the drop in the real wage, firms demand more labor. Because firms unilaterally 
choose the level of employment, the increase in the amount of labor demanded 
leads to an increase in employment and therefore an increase in output. Thus an 
increase in the price level leads to an increase in the amount of output supplied, as 
shown by the SRAS curves in Fig. 1l.A.1. 

N o n neutra l ity of  M o n e y  

Money is nonneutral in the short run in the model with long-term labor contracts, 
as illustrated in Fig. 1l.A.1. The initial general equilibrium is at point E, where the 
initial aggregate demand curve, AD1, intersects the short-run aggregate supply 
curve, SRAS1. A 10% increase in the money supply shifts the AD curve up to AD2. 
(For any level of output the price level is 10% higher on AD2 than on AD1.) In the 
short run, the increase in the money supply raises the price level to P2 and output 
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Monetary 
nonneutrality with 
long·term contracts 
With labor contracts that 
fix the nominal wage in 
the short run, an increase 
in the price level lowers 
the real wage and induces 
firms to employ more 
labor and produce more 
output. Thus the short
run aggregate supply 
curve SRAS' slopes 
upward. When nominal 
wages are rigid, money 
isn't neutral. From the 
initial equilibrium point 
£, a 10% increase in the 
money supply shifts the 
AD curve up, from 
AD' to AD2 In the short 
run, both output and the 
price level increase, as 
shown by point F. Over 
time, contracts are rene
gotiated and nominal 
wages rise to match the 
increase in prices. As 
wages rise, the short-run 
aggregate supply curve 
shifts up, from SRAS' to 
SRAS', so that general 
equilibrium is restored 
at H. At H both the price 
level P and the nominal 
wage W have risen by 
10%, so the real wage is 
the same as it was initially, 
and firms supply the 
full-employment level of 
output, Y. 
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to Y2 at point F. Output at F is higher than its full-employment level because the rise 
in prices lowers the real wage, which leads firms to employ more labor and pro
duce more output. 

At the short-run equilibrium point, F, however, workers will be dissatisfied 
because their real wages are lower than they had expected. Over time, as contracts 
are renewed or renegotiated, nominal wages will rise to offset the increase in prices. 
At any price level, a rise in the nominal wage also raises the real wage, inducing 
firms to employ less labor and produce less output. Thus rising nominal wages 
cause the short-run aggregate supply curve to shift up, from SRASI to SRAS2 
Eventually, general equilibrium is restored at point H. 

In the long run at point H, the price level rises to Py which is 10% higher than 
its initial value, Pl ' At H the nominal wage, W, has also increased by 10% so that 
the real wage, W IP, has returned to its initial value. With the real wage back at its 
original value, firms employ the same amount of labor and produce the same 
amount of output (Y) as they did at the initial equilibrium point, E. Thus, as in the 
Keynesian model based on efficiency wages and price stickiness, in the Keynesian 
model with nominal-wage rigidity, money is neutral in the long run but not in the 
short run. 

Although nominal-wage rigidity arising from labor contracts can explain 
short-run monetary nonneutrality, some economists object to this explanation. 
One objection is that less than one-sixth of the labor force in the United States is 
unionized and covered by long-term labor contracts. However, many nonunion 
workers receive wages similar to those set in union contracts. For example, 
although most nonunion workers don't have formal wage contracts, they may 
have "implicit contracts" with their employers, or informal unwritten arrangements 
for comparable wages. 
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A second objection is that many labor contracts contain cost-of-living adjust
ments (COLAs), which tie the nominal wage to the overall price level, as measured, 
for example, by the consumer price index. Contracts with complete indexation 
increase the nominal wage by the same percentage as the increase in the price 
level. If wages are completely indexed to the price level, the short-run aggregate 
supply curve is vertical and money is neutral. To show why, let's suppose that the 
price level increases by 6%. If labor contracts are completely indexed, nominal 
wages also increase by 6% and the real wage, W IP, remains unchanged. Because 
the real wage doesn't change, firms choose the same levels of employment and 
output independent of the price level. 

However, in most U.s. labor contracts, wages aren't completely indexed to 
prices. In recent years, fewer than one-fourth of the workers covered by major 
private industry bargaining agreements have had any COLA provisions. Fur
thermore, most contracts with COLA provisions have partial rather than com
plete indexation. For example, under a contract that calls for 50% indexation, the 
nominal wage will increase by 50% of the overall rate of increase in prices. Thus, 
if the price level increases by 6%, the nominal wage increases by 3%. As a result, 
the real wage falls by 3% (a 3% increase in the nominal wage, W, minus a 6% 
increase in the price level, Pl. The reduction in the real wage induces firms to 
increase employment and production. Thus with partial indexation the short-run 
aggregate supply curve again slopes upward, and money isn't neutral in the 
short run. 

A third and final objection is that this theory predicts that real wages will be 
countercyclical, contrary to the business cycle fact that real wages are procyclical. 
For example, at point F in Fig. 1l.A.I, output is higher than the full-employment 
level, but the real wage is lower than at full employment (indeed, the low real wage 
induces firms to produce the extra output). Thus the theory holds that real wages 
will fall in booms that is, the real wage is countercyclical which is inconsistent 
with the evidence. 

However, perhaps both supply shocks and aggregate demand shocks affect 
real wages. For the real business cycle theory we showed that, if productivity 
shocks cause cyclical fluctuations, the real wage should be procyclical, perhaps 
strongly so. A combination of supply shocks (which cause the real wage to move 
procyclically) and aggregate demand shocks (which, as in Fig. 1l.A.I, cause the real 
wage to move countercyclically) might average out to a real wage that is at least 
mildly procyclical. Some evidence for this view was provided in a study by Scott 
Sumner of Bentley College and Stephen Silverl8 of Virginia Military Institute, which 
shows that the real wage has been procyclical during periods dominated by supply 
shocks but has been countercyclical during periods in which aggregate demand 
shocks were more important. 

l8"Real Wages, Employment and the Phillips Curve," Journal a/Political Economy, June 1989, 
pp. 706-720. 



APPENDIX 

• 

Worked -Out N u merical Exercise 
for Ca lculating the M u ltiplier 
in a Keynesian Model 

This is a worked-out numerical exercise, as an example for solving the model from 
Appendix 9.A, applied to a question about the government spending multiplier. 
In that problem, the economy is given by the following equations: 

Cd = 300 + 0.75(Y - T) - 300r 
T =  100 + 0.2Y 
Id = 200 - 200r 
L = 0.5Y - 500i 
Y = 2500; G = 600; M = 133,200; n' = 0.05; 15 = 120. 

In Appendix 9.A, we found the short-run and long-run equilibrium values of Y, P, 
r, T, C, I, and i. Now we want to calculate the government spending multiplier in the 
short run if government spending rises from 600 to 690. (Of course, in the long run, 
the multiplier is zero, because output will be at its full-employment level, and 
increases in government spending do not affect the full-employment level of output 
in the Keynesian model.) To do this, we use the short-run equilibrium results from 
Appendix 9.A and then repeat our procedure with the higher level of government 
spending to see how output is affected. From that, we can calculate the multiplier, 
which is the change in output divided by the change in government spending. 

In Appendix 9.A, we found that in the short run, Y = 2400. With an increase in 
government spending, in the short run, the IS curve will change, but the LM curve 
will be the same as before, r = 0.001 Y - 2.27. 

First, we find the equation for the IS curve by using the goods market equilibri
um condition. The goods market equilibrium condition is Y = Cd + Id + G. Substitute 
the equation for T into the equation for Cd from above. Then substitute the resulting 
equation and the equation for ld from above, along with the value of G, into Y = Cd + 
rd + G to obtain: Y = (300 + 0.75[Y - (100 + 0.2Y)] - 300rl + [200 - 200r] + 690. Rearrange 
this equation as an equation for r in terms of Y: Y = (300 + 0.75Y - [(0.75 x 100) + (0.75 x 
0.2Y)] - 300rl + [200 - 200r] + 690, so Y = [300 + 0.75Y - 75 - 0.15Y - 300r] + [200 - 200r] 
+ 690, so 0.4 Y = [300 - 75 + 200 + 690] - (300 + 200)r, so 500r = 1115 - 0.4 Y. Therefore, 
r = 1115/500 - (0.4/500)Y, so r = 2.23 - 0.0008Y. This is the IS curve. 

Next, we find the intersection of the IS and LM curves to calculate the short-run 
equilibrium values of Y and r. We have written the equations of the IS and LM 
curves so that the left side of each equation is simply r. Setting the right side of the 
IS equation equal to the right side of the LM equation yields 2.23 - 0.0008Y = 0.001 Y 
- 2.27, so 4.5 = 0.0018Y. Therefore, Y = 4.5/0.0018 = 2500. 
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The multiplier is the change in output divided by the change in government 
spending, which is (2500 - 2400)/(690 - 600) = 1% = 11/9, In this example, output rises 
by 100 when government spending rises by 90. 

Equation (ll.C.5) in Appendix 11 .C shows that the multiplier equals: 

M/I'>.G = l / [(c, + i')(�TS + �LM)] 

Filling in the data, we find that I'>.Y/I'>.G = l /[(c, + i')(�TS + �LM)] = 1/ [(300 + 200) 
(0.0008 + 0.001)] = 1/(500 x 0.0018) = 1/0.9 = 11/9, exactly as we found above. 
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The M u ltiplier in the Keynesian Model 

In Chapter 11 we defined the multiplier associated with any particular type of 
spending as the short-run change in total output resulting from a one-unit change 
in that type of spending. Here we use the analysis in Appendix 9.B to derive the 
multiplier associated with government purchases G. We proceed in three steps: 
First, we calculate the effect on als (the intercept of the IS curve in Eq. 9.B.14) of an 
increase in G. Then, we calculate the effect on the short-run equilibrium value of Y, 
shown by Eq. (9.B.27), of an increase in als' Finally, we combine these two effects to 
calculate the effect on output, Y, of an increase in G. 

To calculate the effect on als of an increase in G, we repeat the definition of al5' 
Eq. (9.B.lS): 

(ll.Cl) 

where CO' iO' cY' c" i" and to are parameters that determine desired consumption and 
desired investment (see Appendix 9.B). If G increases by L'>.G, then als increases by 
L'>.G / (c, + i,), so 

LlG 
Llals = . ' 

cr + lr 
(ll.C2) 

Next, recall from Eq. (9.B.27) that, in the short run when P = P the level of 
output is 

Y = 
als - aLM + (1/£ , )(M/P) 

�IS + �LM 
(ll.C3) 

Observe from Eq. (11.C3) that, if als increases by L'>.als' output, Y, increases by 
L'>.als/ (�IS + �LM)' or 

(ll.C4) 

Finally, if we substitute the right side of Eq. (11.C2) for L'>.als on the right side of 
Eq. (11.C4) and then divide both sides of the resulting equation by L'>.G, we obtain 

LlY 
- ---c:-----:-- . 

LlG (c, + i' )(�ls + �LM) 
1 

(ll.CS) 

The right side of Eq. (l1.CS) is the increase in short-run equilibrium output, Y, 
that occurs for each one-unit increase in government purchases, G. In other words, 
it is the government purchases multiplier. Similar calculations show that changes 
in desired consumption or desired investment (as reflected in the terms Co and io) 
have the same multiplier as government purchases. 
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Because c,' i" �/S' and �LM all are positive, the multiplier is positive. However, 
depending on the specific values of those parameters, the multiplier may be greater 
or less than 1 .  A case in which the multiplier is likely to be large occurs when the 
LM curve is horizontal (that is, when the slope of the LM curve, �LM' is 0). If the LM 
curve is horizontal, shifts in the IS curve induced by changes in spending have rel
atively large effects on output. Recall that Eq. (9.B.16) gives the slope of the IS 
curve, �/S' as [1 - (1 - t)cy] /(c, + i,). Making this substitution and setting the slope 
of the LM curve, �LM' at 0 yield a simple form of the multiplier: 

�y ----- . 
1 

(1l.C.6) 
�G l - (l - t)cy 

For example, suppose that the marginal propensity to consume, cy, is 0.8 and that 
the tax rate, t, is 0.25. Then the multiplier defined in Eq. (l1.C .6) is 1 / [(1 -
(0.75)(0.8)] = 1/0 .4, or 2.5. If the LM curve is very steep, by contrast that is, �LM is 
large then the multiplier could be quite small, as you can see from Eg. (l1.C.5). 
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n the past several chapters we focused on the concepts of the business cycle, 
macroeconomic stabilization, and classical and Keynesian approaches to business 

cycle analysis. Although these concepts are central to today's macroeconomics, 
actual policy discussions rarely involve such abstract terms. Policy debates tend to 
focus on highly publicized economic statistics such as inflation and unemployment. 
To make a stronger connection between business cycle theories and policy debates, 
we now take a closer look at unemployment and inflation, first together and 
then separately. 

Unemployment and inflation sometimes referred to as the "twin evils" of 
macroeconomics are among the most difficult and politically sensitive economic 
issues that policymakers face. High rates of unemployment and inflation generate 
intense public concern because their effects are direct and visible: Almost everyone 
is affected by rising prices, and few workers can be confident that they will never 
lose their jobs. 

Moreover, there is a long-standing idea in macroeconomics that unem
ployment and inflation are somehow related. In the first part of this chapter we 
discuss in some detail the concept of the Phillips curve an empirical relation
ship between inflation and unemployment. According to the Phillips curve, 
inflation tends to be low when unemployment is high and high when unem
ployment is low. The Phillips curve relationship raises some important ques
tions about how the economy works and how macroeconomic policies should 
be used. 

We then look at unemployment and inflation separately. We examine the costs 
that each imposes on society and consider the options that policymakers have for 
dealing with these problems. 

This chapter begins Part 4 of the book, the purpose of which is to explore 
macroeconomic policymaking in detail. Following the discussion of inflation and 
unemployment in this chapter, in Chapter 13 we address the issue of how economic 
openness as reflected in the trading and financial links among countries affects 
macroeconomic policy. In Chapter 14 we take a closer look at institutions and 
debates related to the making of monetary policy and in Chapter 15 we provide a 
similar overview of fiscal policy. 
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nt and I nflation: Is There a Trade-Off? 

Newspaper editorials and public discussions about economic policy often refer to the 
"trade-off" between inflation and unemployment. The idea is that, to reduce infla
tion, the economy must tolerate high unemployment, or alternatively that, to reduce 
unemployment, more inflation must be accepted. This section examines the idea of 
an inflation-unemployment trade-off and its implications for macroeconomic policy. 

The origin of the idea of a trade-off between inflation and unemployment was 
a 1958 article by economist A. W. Phillips.l Phillips examined ninety-seven years of 
British data on unemployment and nominal wage growth and found that, histori
cally, unemployment tended to be low in years when nominal wages grew rapidly 
and high in years when nominal wages grew slowly. Economists who built on 
Phillips's work shifted its focus slightly by looking at the link between unemploy
ment and inflation that is, the growth rate of prices rather than the link between 
unemployment and the growth rate of wages. During the late 1950s and the 1960s, 
many statistical studies examined inflation and unemployment data for numerous 
countries and time periods, in many cases finding a negative relationship between 
the two variables. This negative empirical relationship between unemployment 
and inflation is known as the Phillips curve. 

A striking example of a Phillips curve, shown in Fig. 12.1, occurred in the United 
States during the 1960s. The U.s. economy expanded throughout most of the 1960s, 
with unemployment falling and inflation rising steadily. In Fig. 12.1, the inflation rate 
is measured on the vertical axis, and the unemployment rate is measured on the hor
izontal axis. Note that years, such as 1961, that had high unemployment also had low 
inflation, and that years, such as 1969, that had high inflation also had low unem
ployment. The data produce an almost perfect downward-sloping relation between 
inflation and unemployment that is, a Phillips curve. The experience of the United 
States in the 1960s, which came after Phillips's article had been published and widely 
disseminated, was viewed by many as a confirmation of his basic finding. 

The policy implications of these findings were much debated. Initially, the 
Phillips curve seemed to offer policymakers a "menu" of combinations of inflation 
and unemployment from which they could choose. Indeed, during the 1960s some 
economists argued that, by accepting a modest amount of inflation, macroeco
nomic policymakers could keep the unemployment rate low indefinitely. This 
belief seemed to be borne out during the 1960s, when rising inflation was accom
panied by falling unemployment. 

In the following decades, however, this relationship between inflation and 
unemployment failed to hold: Figure 12.2 shows inflation and unemployment for 
the period 1970-2005. During those years, unlike the 1960s, there seemed to be no 
reliable relationship between unemployment and inflation. From the perspective of 
the Phillips curve the most puzzling period was the mid 1970s, during which the 
country experienced high inflation and high unemployment simultaneously 
(stagflation). In 1975, for example, unemployment reached 8.5% of the labor force 
and the annual inflation rate was 9.1 %. High unemployment, together with high 
inflation, is inconsistent with the Phillips curve. 

I"The Relation Between Unemployment and the Rate of Change of Money Wage Rates in the United 
Kingdom, 1861-1957," Economica, November 1958, pp. 283-299. 



446 Chapter 12 Unemployment and Inflation 

Figure 1 2 . 1  

The Phillips curve and 
the U.S. economy 
during the 1960s 
During the 1960s, U.s. 
rates of inflation and 
unemployment seemed 
to lie along a Phillips 
curve. Inflation rose and 
unemployment fell fairly 
steadily during this 
decade, and policymakers 
apparently had decided 
to live with higher infla-
tion so as to reduce 
unemployment. 
SOllrce: Federal Reserve Bank 
of St. Louis FRED database at 
resen rc II .st lOll isfcd .orglfred, series 
CPIAUCSL and UNRATE. 

Figure 1 2.2 

Inflation and 
unemployment in 
the United States, 
1970-2005 
The figure shows the 
combinations of inflation 
and unemployment 
experienced in the 
United States each year 
from 1970 to 2005. 
Unlike during the 1960s 
(see Fig. 12.1), after 1970 
a clear negative relation
ship between inflation 
and unemployment in 
the United States didn't 
seem to exist. 
Source: Federal Reserve Bank 
of 51. Louis FRED database at 
resea reh .sf lOll isfcd .orglfred, series 
CPLAUCSL and UNRATE. 
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The original empirical results of Phillips and others who extended his work, 
together with the unexpected experience of the U.s. economy after 1970, raise at 
least three important questions: 

Why was the original Phillips curve relationship between inflation and unem
ployment frequently observed historically, as in the cases of Great Britain in the 
century before 1958 and the United States in the 1960s? 
Why did the simple negative relationship between inflation and unemploy
ment that seemed to exist during the 1960s in the United States vanish after 
1970? In other words, was there in fact no systematic relationship between 
inflation and unemployment in the U.s. economy after 1970? 
Does the Phillips curve actually provide a menu of choices from which policy
makers can choose? For example, by electing to maintain a high inflation rate 
can policymakers guarantee a permanently low rate of unemployment? 

Economic theory provides reasonable answers to these questions; in particular, 
it explains the collapse of the Phillips curve after 1970. Interestingly, the key economic 
analysis of the Phillips curve which predicted that this relationship would not be 
stable was done during the 1960s, before the Phillips curve had actually broken 
down. Thus we have at least one example of economic theorists predicting an 
important development in the economy that policymakers and the public didn't 
anticipate. 

The Exp e ctat i o n s-Au g m e nted P h i l l ips  C u rve 

Although the Phillips curve seemed to describe adequately the unemployment
inflation relationship in the United States in the 1960s, during the second half of 
the decade some economists, notably Nobel Laureates Milton Friedman2 of the Uni
versity of Chicago and Edmund Phelps3 of Columbia University, questioned the 
logic of the Phillips curve. Friedman and Phelps argued purely on the basis of 
economic theory that there should not be a stable negative relationship between 
inflation and unemployment. Instead, a negative relationship should exist 
between unanticipated inflation (the difference between the actual and expected 
inflation rates) and cyclical unemployment (the difference between the actual and 
natural unemployment rates).4 Although these distinctions appear to be merely 
technical, they are crucial in understanding the relationship between the actual 
rates of inflation and unemployment. 

Before discussing the significance of their analyses, we need to explain how 
Friedman and Phelps arrived at their conclusions. To do so we use the extended 
classical model, which includes the misperceptions theory. (Analytical Problem 3 at 
the end of the chapter asks you to perform a similar analysis using the Keynesian 
model.) We proceed in two steps, first considering an economy at full employment 

2"The Role of Monetary Policy," Americall Ecollomic Review, March 1968, pp. 1-17. 
3"Money Wage Dynamics and Labor Market Equilibrium," in Edmund Phelps, ed., Microecollomic 
FOllndatiolls of Employment and Inflation Theory, New York: W. W. Norton, 1970, pp. 124-166. 
'In Chapter 3 we defined cyclical unemployment. Recall that the natural rate of unemployment is the 
unemployment rate that exists when output is at its full-employment level. The natural rate exceeds 
zero because of frictional and structural unemployment, also defined in Chapter 3. 
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Figure 1 2.3 

Ongoing inflation in 
the extended classical 
model 
If the money supply 
grows by 10% every year, 
the AD cu rve shjfts up 
by 10% every year, from 
AD! in year 1 to AD' in 
year 2, and so on. If the 
money supply has been 
growing by 10% per year 
for some time and the 
rate of inflation has been 
10% for some time, the 
expected rate of inflation 
also is 10%. Thus the 
expected price level also 
grows by 10% each year, 
from 100 in year 1 to 110 
in year 2, and so on. 
The 10% annual increase 
in the expected price 
level shifts the SRAS 
curve up by 10% each 
year, for example, from 
SRAS! in year 1 to SRAS' 
in year 2. The economy 
remains in full-employment 
equilibrium at the inter
section of the AD curve 
and the SRAS curve in 
each year (point E in year 1 
and point F in year 2), 
with output at Y, unem
ployment at the natural 
rate of unemployment, 1/, 

and inflation and 
expected inflation both 
at 10% per year. 
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by 10% each year 
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Output, Y 

with steady, fully anticipated inflation. In this economy, both unanticipated inflation 
and cyclical unemployment are zero. Second, we consider what happens when 
aggregate demand growth increases unexpectedly. In this case both positive unan
ticipated inflation (inflation greater than expected) and negative cyclical unem
ployment (actual unemployment lower than the natural rate) occur. This outcome 
demonstrates the Friedman-Phelps point that a negative relationship exists 
between unanticipated inflation and cyclical unemployment. 

We develop the first step of this analysis by using the extended classical model 
to analyze an economy with steady inflation (see Fig. 12.3). We assume that this 
economy is in full-employment equilibrium in which the money supply has been 
growing at 10% per year for many years and is expected to continue to grow at this 
rate indefinitely. With the money supply growing by 10% per year, the aggregate 
demand curve shifts up by 10% each year, from AD1 in year 1 to AD2 in year 2, and 
so on. For simplicity we assume that full-employment output, Y, is constant, but 
relaxing that assumption wouldn't affect our basic conclusions. 

In Fig. 12.3 the short-run aggregate supply (SRAS) curve shifts up by lO% each 
year. Why? With the growth in money supply fully anticipated, there are no mis
perceptions. Instead, people expect the price level to rise by 10% per year (a lO% 
inflation rate), which in turn causes the SRAS curve to shift up by 10% per year. 
With no misperceptions, the economy remains at full employment with output at Y. 
For example, when the expected price level is 100 in year 1, the short-run aggre
gate supply curve is SRASI At point E the price level is 100 (the same as the 
expected price level) and output is Y. In year 2 the expected price level is no, and the 
short-run aggregate supply curve is SRAS2 In year 2 equilibrium occurs at point F, 



Figure 1 2.4 

Unanticipated inflation 
in the extended classical 
model 
If the money supply has 
been growing by 10% 
per year for a long time 
and is expected to con
tinue growing by 10%, 
the expected price level 
increases by 10% each 
year. The 10% increase in 
the expected price level 
shifts the SRAS curve up 
from SRAS' in year 1 to 
SRAS2 in year 2. Then, if 
the money supply actuaUy 
increases by 15% in 
year 2 ra ther tha n by the 
expected 10%, the AD 
curve is AD2,new rather 
than AD2.old As a result 
of higher-than-expected 
money growth, output 
increases above Y in 
year 2 and the price level 
increases to 113, at point 
G. Because the price level 
rises by 13% rather than 
the expected 10%, unan
ticipated inflation is 3% 
in year 2. This unantici
pated inflation is associ
ated with output higher 
than Y and unemploy
ment below the natural 
rate, u (negative cyclical 
unemployment). 
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again with output of Y and equal expected and actual price levels. Each year, 
both the AD curve and the SRAS curve shift up by 10%, increasing the actual 
price level and expected price level by 10% and maintaining output at its full
employment level. 

What happens to unemployment in this economy? Because output is continu
ously at its full-employment level, Y, unemployment remains at the natural rate, u .  
With unemployment at its natural rate, cyclical unemployment is zero. Hence this 
economy has zero unanticipated inflation and zero cyclical unemployment. 

Against this backdrop of 10% monetary growth and 10% inflation, suppose 
now that in year 2 the money supply grows by 15% rather than by the expected 
10% (Fig. 12.4). In this case, instead of being 10% higher than AD! (as shown by 
AD2.old), the aggregate demand curve in year 2 will be 15% higher than AD1 (as 
shown by AD2.new). If this increase in the rate of monetary growth is unanticipated 
at the beginning of year 2, the expected price level in year 2 remains at 110, and the 
short-run aggregate supply curve is SRAS2, as before. The short-run equilibrium 
in year 2 is at point G, the intersection of the AD2.new and SRAS2 curves. At G the 
price level is 113, so the actual rate of inflation in year 2 is 13%. Because the expected 
rate of inflation was 10%, the 13% inflation rate implies unanticipated inflation of 
3% in year 2. Furthermore, because output is above its full-employment level, Y, 
at G, the actual unemployment rate is below the natural rate and cyclical unem
ployment is negative. 

Why is output above its full-employment level in year 2? Note that, in year 2, 
the 13% rate of inflation is less than the 15% rate of money growth but greater than 
the 10% expected rate of inflation. Because the price level grows by less than does 
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the nominal money supply in year 2, the real money supply, M/P, increases, low
ering the real interest rate and raising the aggregate quantity of goods demanded 
above Y. At the same time, because the price level grows by more than expected, 
the aggregate quantity of goods supplied also is greater than Y, as producers are 
fooled into thinking that the relative prices of their products have increased. 

Producers can't be fooled about price behavior indefinitely, however. In the 
long run, producers learn the true price level, the economy returns to full employ
ment, and the inflation rate again equals the expected inflation rate, as in Fig. 12.3. 
In the meantime, however, as long as actual output is higher than full-employment 
output, Y, and actual unemployment is below the natural rate, u, the actual price 
level must be higher than the expected price level. Indeed, according to the mis
perceptions theory, output can be higher than Y only when prices are higher than 
expected (and therefore when inflation is also higher than expected). 

Thus, in this economy, when the public correctly predicts aggregate demand 
growth and inflation, unanticipated inflation is zero, actual unemployment equals 
the natural rate, and cyclical unemployment is zero (Fig. 12.3). However, if aggre
gate demand growth unexpectedly speeds up, the economy faces a period of pos
itive unanticipated inflation and negative cyclical unemployment (Fig. 12.4). 
Similarly, an unexpected slowdown in aggregate demand growth could occur, 
causing the AD curve to rise more slowly than expected; for a time unanticipated 
inflation would be negative (actual inflation less than expected) and cyclical unem
ployment would be positive (actual unemployment greater than the natural rate). 

The relationship between unanticipated inflation and cyclical unemployment 
implied by this analysis is 

where 

11: - 11:' = -h(u - u), 

11: - W = unanticipated inflation (the difference between actual inflation, 
11:, and expected inflation, 11:'); 

u - u = cyclical unemployment (the difference between the actual 
unemployment rate, u, and the natural unemployment rate, u ); 

h = a positive number that measures the slope of the relationship 
between unanticipated inflation and cyclical unemployment. 

The preceding equation expresses mathematically the idea that unanticipated infla
tion will be positive when cyclical unemployment is negative, negative when cycli
cal unemployment is positive, and zero when cyclical unemployment is zero.s If we 
add w to both sides of the equation, it becomes 

11: = 11:'_ h(u - u ). (12.1) 

Equation (12.1) describes the expectations-augmented Phillips curve. According to 
the expectations-augmented Phillips curve, actual inflation, 11:, exceeds expected 
inflation, 11:', if the actual unemployment rate, u, is less than the natural rate, u; 
actual inflation is less than expected inflation if the unemployment rate exceeds the 
natural rate. 

5The equation also implies that the relationship between unanticipated inflation and cyclical unemploy
ment is linear, but this formulation is for convenience only. The relationship of the two variables might 
as easily be a curve as a line. 
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Let's return to the original Phillips curve, which links the levels of inflation and 
unemployment in the economy. The insight gained from the Friedman-Phelps 
analysis is that the relationship illustrated by the Phillips curve depends on the 
expected rate of inflation and the natural rate of unemployment. If either factor 
changes, the Phillips curve will shift. 

Changes in the Expected Rate of Inf lat ion .  Figure 12.5 shows how a change 
in the expected inflation rate affects the relationship between inflation and unem
ployment, according to the Friedman-Phelps theory. The curve PCl is the Phillips 
curve for an expected rate of inflation of 3%. What identifies the expected rate of 
inflation as 3% along PC1? Equation (12.1) indicates that, when the actual unem
ployment rate equals the natural rate (6% in this example), the actual inflation rate 
equals the expected inflation rate. Thus, to determine the expected inflation rate on 
a Phillips curve, we find the inflation rate at the point where the actual unemploy
ment rate equals the natural rate. For instance, at point A on curve PC1, the unem
ployment rate equals the natural rate, and the actual and expected rates of inflation 
both equal 3%. As long as the expected inflation rate remains at 3% (and the natural 
unemployment rate remains at 6%), the Phillips curve PCl will describe the rela
tionship between inflation and unemployment. 

Now suppose that the expected rate of inflation increases from 3% to 12%. 
Figure 12.5 shows that this 9 percentage point increase in the expected rate of infla
tion shifts the Phillips curve up by 9 percentage points at each level of the unem
ployment rate, from PCl to PC2 When the actual unemployment rate equals the 
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Figure 1 2.6 
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natural rate on PC2 (at point B), the inflation rate is 12%, confirming that the expected 
inflation rate is 12% along PC2• Comparing PC2 and PCl reveals that an increase in 
the expected inflation rate shifts the Phillips curve relationship between inflation 
and unemployment up and to the right. 

Changes i n  the N atura l Rate of U ne m p loyment. The Phillips curve relation
ship between inflation and unemployment also is shifted by changes in the natural 
unemployment rate, as illustrated by Fig. 12.6. The Phillips curve PCl shows a natural 
unemployment rate at 6% and an expected inflation rate at 3% (PCl in Fig. 12.6 is the 
same as PCl in Fig. 12.5). Now suppose that the natural unemployment rate increases 
to 7% but that the expected inflation rate remains unchanged at 3%. As Fig. 12.6 
shows, the increase in the natural unemployment rate causes the Phillips curve to 
shift, from PCl to PC3 

To confirm that the natural unemployment rate corresponding to Phillips curve 
PC3 in Fig. 12.6 is 7%, look at point C on PC3: At C, where the actual and expected 
inflation rates are equal, the unemployment rate is 7%. Thus the natural unem
ployment rate associated with Phillips curve PC3 is 7%. This example illustrates 
that like an increase in expected inflation an increase in the natural unemployment 
rate causes the Phillips curve relationship between inflation and unemployment to 
shift up and to the right. 

S u p p l y  S h ocks and the P h i l l ips  Curve. The Friedman-Phelps theory holds 
that changes in either expected inflation or the natural unemployment rate will 
shift the Phillips curve. One type of economic disturbance that is likely to affect 
both factors is a supply shock. Recall that an adverse supply shock causes a burst 
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of inflation, which may lead people to expect higher inflation.6 An adverse supply 
shock also tends to increase the natural unemployment rate, although the reasons 
for this effect are different in the classical and Keynesian models. 

Recall that, from the classical perspective, an adverse supply shock raises the 
natural rate of unemployment by increasing the degree of mismatch between work
ers and jobs. For example, an oil price shock eliminates jobs in heavy-energy-using 
industries but increases employment in energy-providing industries. 

In the Keynesian model, recall that much of the unemployment that exists 
even when the economy is at the full-employment level is blamed on rigid real 
wages. In particular, if the efficiency wage is above the market-clearing real wage, 
the amount of labor supplied at the efficiency wage will exceed the amount of 
labor demanded at that wage (Fig. 11.2), leading to persistent structural unem
ployment. An adverse supply shock has no effect on the supply of labor/ but it 
does reduce the marginal product of labor and thus labor demand. With a rigid effi
ciency wage, the drop in labor demand increases the excess of labor supplied over 
labor demanded, raising the amount of unemployment that exists when the econ
omy is at full employment. Thus, as in the classical model, the Keynesian model 
predicts that an adverse supply shock will raise the natural unemployment rate. 

Because adverse supply shocks raise both expected inflation and the natural 
unemployment rate, according to the Friedman-Phelps analysis they should cause 
the Phillips curve to shift up and to the right. Similarly, beneficial supply shocks 
should shift the Phillips curve down and to the left. Overall, the Phillips curve 
should be particularly unstable during periods of supply shocks. 

The Sh ift ing  P h i l l i ps Curve i n  P ractice . Our analysis of the shifting Phillips 
curve (Figs. 12.5 and 12.6) helps answer the basic questions about the Phillips 
curve raised earlier in the chapter. The first question was: Why did the original 
Phillips curve relationship between inflation and unemployment apply to many 
historical cases, including the United States during the 1960s? The Friedman
Phelps analysis shows that a negative relationship between the levels of inflation 
and unemployment holds as long as expected inflation and the natural unemployment 
rate are approximately constant. As shown in Fig. 12.9 later in this chapter, the natural 
unemployment rate changes relatively slowly, and during the 1960s it changed 
very little. Expected inflation probably was also nearly constant in the United 
States in the 1960s, because at that time people were used to low and stable infla
tion and inflation remained low for most of the decade. Thus, not surprisingly, the 
U.s. inflation and unemployment data for the 1960s seem to lie along a single 
Phillips curve (Fig. 12.1). 

The second question was: Why did the Phillips curve relationship, so appar
ent in the United States in the 1960s, seem to disappear after 1970 (Fig. 12.2)? The 
answer suggested by the Friedman-Phelps analysis is that, in the period after 
1970, the expected inflation rate and the natural unemployment rate varied 

6The inflationary impact of a supply shock will be reinforced if, in an attempt to moderate the rise in 
unemployment caused by the shock, the central bank increases the money supply. 

'This statement is strictly true only for a temporary adverse supply shock. A permanent adverse supply 
shock, if it reduces expected future wages, would increase labor supply and thus cause an even larger 
rise in the natural rate of unemployment. 
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considerably more than they had in the 1960s, causing the Phillips curve relation
ship to shift erratically. 

Contributing to the shifts of the Phillips curve after 1970 were the two large 
supply shocks associated with sharp increases in the price of oil that hit the U.s. 
economy in 1973-1974 and 1979-1980. Recall that adverse supply shocks are likely 
to increase both expected inflation and the natural rate of unemployment, shifting 
the Phillips curve up and to the right. 

Beyond the direct effects of supply shocks, other forces may have increased the 
variability of expected inflation and the natural unemployment rate after 1970. As 
we discuss later in the chapter, the natural unemployment rate first rose, then fell 
during this period as a result of changes in the composition of the labor force and 
other changes in the economy. 

Expected inflation probably varied more after 1970 because actual inflation 
varied more (see Fig. 2.4 for the U.s. inflation rate for 1960-2005). After being rela
tively low for a long time, inflation driven by monetary and fiscal policies that 
had probably been over-expansionary for several years emerged as a problem at 
the end of the 1960s.8 The 1970s were a period of high and erratic inflation, the 
result of the oil price shocks and macroeconomic policies that again were probably 
too expansionary, especially in the latter part of the decade. In contrast, following 
the tough anti-inflationary policies of the Federal Reserve during 1979-1982, infla
tion returned to a relatively low level during the 1980s. To the extent that expected 
inflation followed the path of actual inflation high and erratic in the 1970s, low in 
the 1980s our analysis suggests that the Phillips curve relationship between infla
tion and unemployment wouldn't have been stable over the period. 

Does the unstable Phillips curve during 1970-2005 imply that there was no sys
tematic relationship between inflation and unemployment during that period? The 
answer is "no." According to the Friedman-Phelps analysis, a negative relationship 
between unanticipated inflation and cyclical unemployment should appear in the 
data, even if expected inflation and the natural unemployment rate are changing. 
Measures of unanticipated inflation and cyclical unemployment for each year 
during the period 1970-2005 are shown in Fig. 12.7. These measures are approxi
mate because we can't directly observe either expected inflation (needed to calcu
late unanticipated inflation) or the natural unemployment rate (needed to find 
cyclical unemployment). We used the forecast of CPI inflation from the Federal 
Reserve Bank of Philadelphia's Livingston Survey to represent expected inflation 
for each year, and we used estimates of the natural unemployment rate presented 
later in the chapter in Fig. 12.9. 

Figure 12.7 suggests that, despite the instability of the traditional Phillips 
curve relationship between inflation and unemployment, a negative relation
ship between unanticipated inflation and cyclical unemployment did exist during 
the period 1970-2005, as predicted by the Friedman-Phelps analysis (compare 
Fig. 12.7 to Fig. 12.2). In particular, note that inflation was much lower than expected 
and that cyclical unemployment was high during 1982 and 1983, both years that 
followed Fed Chairman Paul Volcker's attempt to reduce inflation through tight 
monetary policy. 

8Two sources of fiscal expansion during the 19605 were military expenditures associated with the 
Vietnam War and increased social spending for the Great Society programs. 
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The expectations
augmented Phillips 
curve in the United 
States, 1970-2005 
The expectations
augmented Phillips curve 
is a negative relationship 
between unanticipated 
inflation and cyclical 
unemployment. Shown 
is this relationship for the 
years 1970-2005 in the 
United States. Unantici
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tion from the Livingston 
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We have addressed two of the questions about the Phillips curve raised earlier in 
the chapter the questions of why the Phillips curve was observed in historical 
data and why it seemed to shift after 1970. We still must answer the third question: 
Can the Phillips curve be thought of as a "menu" of inflation-unemployment com
binations from which policymakers can choose? For example, can policymakers 
reduce the unemployment rate by increasing the rate of inflation (moving up and 
to the left along the Phillips curve)? 

According to the expectations-augmented Phillips curve, unemployment will fall 
below the natural rate only when inflation is unanticipated. So the question becomes: 
Can macroeconomic policy be used systematically to create unanticipated inflation? 

Classical and Keynesian economists disagree on the answer to this question. 
Classicals argue that wages and prices adjust quickly in response to new economic 
information, including information about changes in government policies. Further
more, classicals believe that people have rational expectations, meaning that they 
make intelligent forecasts of future policy changes. Because prices and price-level 
expectations respond quickly to new information, the government can't keep actual 
inflation above expected inflation as would be needed to drive unemployment 
below the natural rate except perhaps for a very short time. According to classicals, 
policies (such as more rapid monetary expansion) that increase the growth rate of 
aggregate demand act primarily to raise actual and expected inflation and so do 
not lead to a sustained reduction in unemployment. Because any systematic 
attempt to affect the unemployment rate will be thwarted by the rapid adjustment 
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The Lucas Criti que 

Suppose that you observed, in a particular season, that 
the New York Giants of the National Football League 
punted 100% of the time when faced with fourth down 
in their own territory. Could you safely conclude, based 
on this empirical evidence, that the Giants would punt 
on fourth down in their own territory next season? In 
most cases, you probably could safely make this pre
diction, even if you didn't know anything about foot
ball. But what if, during the offseason, the rules were 
changed to allow six attempts to make a first down? 
Would you still expect the Giants to follow historical 
precedent and punt on fourth down? Certainly no one 
familiar with football would expect them to follow their 
old strategy, which would be foolish under the new 
rules. The simple lesson from this example is that, 
when the rules of the game change, people's behaviors 
also change: 

In an influential article,' Robert E .  Lucas, Jr., of the 
University of Chicago, applied this lesson to macroeco
nomic policymaking. Frequently, in attempting to fore
cast the effects of a new set of policies, economists and 
policymakers assume that historical relationships 
between macroeconomic variables will continue to hold 
after the new policies are in place. Lucas objected to this 

assumption, asserting what has become known as the 
Lucas critique. According to the Lucas critique, because 
new policies change the economic "rules" and thus 
affect economic behavior, no one can safely assume that 
historical relationships between variables will hold 
when policies change. 

A good example of the Lucas critique in action is 
the shifting Phillips curve. Historically, there seemed to 
be a stable relationship between inflation and unem
ployment, which led some policymakers to believe that 
they could permanently reduce unemployment by 
increasing inflation. However, as we have discussed, 
when policymakers allowed inflation to rise, the 
public's inflation expectations also rose. As a result, the 
Phillips curve shifted and the historical rela tionship 
between inflation and unemployment broke down. 

The main message of the Lucas critique for econo
mists is that, to predict the effects of policy changes on 
the economy, they must understand how economic 
behavior will change under the new policies. Under
standing the impact of policy changes on behavior
particularly the introduction of policies that haven't 
been tried before-requires the use of economic theory 
as well as empirical analysis. 

'The example is from Thomas Sargent, Rational Expectations and Inflation. New York: Harper & Row. 1986, pp. 1-2. 

t"Econometric Policy Evaluation: A Critique," in K. BrulUler and A. H. Meltzer, eds., Carnegie-Rochester Conference Series on 
Public Policy, vol. 1. 1976. 

of inflation expectations, classicals conclude that the Phillips curve does not represent 
a usable trade-off for policymakers. (Box 12.1 explores a general lesson for poli
cymakers of the shifting Phillips curve.) 

In contrast, Keynesians contend that policymakers do have some ability in 
the short run, at least to create unanticipated inflation and thus to bring unem
ployment below the natural rate.9 Although many Keynesians accept the notion 
that people have rational expectations, they argue that the expected rate of inflation 
that should be included in the expectations-augmented Phillips curve is the forecast 
of inflation made at the time that the oldest sticky prices in the economy were set. 
Because of price stickiness, when policymakers cause aggregate demand to rise 
above the expected level, time is needed for prices to fully reflect this new infor
mation. In the meantime, some prices reflect older information, and the rate of 

9As we discussed in Chapter 11, Keynesian economists also believe that macroeconomic policy can 
be used to return the unemployment rate to its natural level, if the economy starts out in a recession 
or a boom. 
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inflation is higher than the expected inflation rate based on this older information. 
In response to increased inflation, therefore, unemployment may remain below the 
natural rate for a while. 

The Long - R u n  P h i l l ips  C u rve 

Although classicals and Keynesians disagree about whether the Phillips curve rela
tionship can be exploited to reduce unemployment temporarily, they agree that 
policymakers can't keep the unemployment rate permanently below the natural 
rate by maintaining a high rate of inflation. Expectations about inflation eventually 
will adjust so that the expected and actual inflation rates are equal, or r( = n. The 
expectations-augmented Phillips curve (Eq. 12.1) implies that, when r( = n, the actual 
unemployment rate, u, equals the natural unemployment rate, u. Thus the actual 
unemployment rate equals the natural rate in the long run regardless of the inflation 
ra te main tained. 

The long-run relationship of unemployment and inflation is shown by the 
long-run Phillips curve. In the long run, because unemployment equals the natural 
rate regardless of the inflation rate, the long-run Phillips curve is a vertical line at 
u = u, as shown in Fig. 12.8. 

The vertical long-run Phillips curve is related to the long-run neutrality of money, 
discussed in Chapters 10 and 11. Classicals and Keynesians agree that changes in the 
money supply will have no long-run effects on real variables, including unemploy
ment. The vertical long-run Phillips curve carries the notion of monetary neutrality 
one step further by indicating that changes in the growth rate of money, which lead to 
changes in the inflation rate, also have no real effects in the long run. 
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12.2 The Probl of Une ent 

In the rest of the chapter we look more closely at unemployment and inflation, 
beginning with unemployment in this section. We start by discussing the costs of 
unemployment, then consider the factors that determine the long-run unemploy
ment level, and conclude by exploring some ways in which macroeconomic policy 
can address unemployment. 

The C osts of U n e m p l oyment  

There are two principal costs of unemployment. The first is the loss of output that 
occurs because fewer people are productively employed. This cost is borne dis
proportionately by unemployed workers themselves, in terms of the income they 
lose because they are out of work. However, because the unemployed may stop 
paying taxes and instead receive unemployment insurance benefits or other gov
ernment payments, society (in this case, the taxpayer) also bears some of the output 
cost of unemployment. 

How big is the output cost of unemployment? One estimate is provided by 
Okun's law (see Eq. 3.5), which states that each percentage point of cyclical unem
ployment is associated with a loss equal to 2% of full-employment output. Thus, if 
full-employment output is $10,000 billion, Okun's law indicates that each percentage 
point of unemployment sustained for one year reduces output by $200 billion. 

The loss of output predicted by Okun's law reflects not only the direct impact 
of increased unemployment, but also other labor market changes that occur during 
recessions, such as shorter workweeks, reduced labor force participation, and lower 
productivity (Numerical Problem 10 in Chapter 3 illustrates these effects). Thus the 
output cost of unemployment estimated by Okun's law probably is too high. 
Nevertheless, an output loss that was only one-fourth of that predicted by Okun's 
law would still be a significant cost, particularly if it were borne largely by the rel
atively poor and disadvantaged members of society. 

The other substantial cost of unemployment is the personal or psychological 
cost faced by unemployed workers and their families. This cost is especially impor
tant for workers suffering long spells of unemployment and for the chronically 
unemployed. Workers without steady employment for long periods lose job skills 
and self-esteem, and suffer from stress. 

The costs of unemployment are real and serious, but two offsetting factors 
should be noted. First, to the extent that unemployed workers engage in eco
nomically productive activities such as searching for a job or acquiring new skills, 
the loss of output arising from current unemployment may be compensated for 
by increased output in the future. In particular, frictional unemployment the 
result of workers and firms seeking appropriate matches raises future produc
tivity and output and thus may impose little net economic cost, or even lead to an 

• • 
economiC gam. 

A second offsetting factor is that unemployed people have more leisure time'
to spend with family and friends, work around the house, and so on. However, the 
benefits of extra leisure time decrease as the amount of leisure increases, and most 
unemployed workers wouldn't feel that increased leisure was adequate compen
sation for their lost income. 



Figure 1 2.9 

Actual and natural 
unemployment rates 
in the United States, 
1960-2005 
The figure shows the 
actual unemployment 
rate and an estimate of 
the natural rate of unem
ployment in the United 
States for the period 
1960-2005. The difference 
between the actual and 
natural unemployment 
rates is the cyclical 
unemployment rate. 
Note that the natural rate 
of unemployment rose 
from the 1960s until the 
la te 1970s and declined 
from 1980 to 1996. 
Sources: Actual unemployment 
rate, Federal Reserve Bank of 
St. Louis FRED database at 
resen rell. s t 10 II isfcd. org /fred I 

series UNRATE; natural 
rate of unemployment: 
Congressional Budget Office, 
www.cbO.gov/blidget/ecollproj.xls. 
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The Long -Te rm B e h a v i o r  of t h e  U n e m p l oym ent Rate 

Classical and Keynesian economists agree that, although the actual unemploy
ment rate may deviate from the natural unemployment rate in the short run, in 
the long run the actual rate equals the natural rate. Thus understanding the 
behavior of unemployment in all but the short run requires identifying the deter
minants of the natural rate of unemployment. In Chapter 3 we discussed the 
reasons for the natural unemployment rate always being greater than zero; here 
we focus more narrowly on the reasons for changes in the natural rate in the 
United States. 

The Chang ing  Natural  Rate. The natural unemployment rate corresponds to 
full-employment output. Unfortunately, because we can't be sure when the econ
omy is at full employment, we can't directly observe the natural rate and so 
must estimate it. Inevitably, therefore, there is some uncertainty about the value 
of the natural rate at any particular time. Figure 12.9 shows estimated values of 
the natural unemployment rate, published by the Congressional Budget Office, 
along with the actual unemployment rate, for the period 1960-2005. Most current 
estimates, including those in Fig. 12.9, suggest a natural unemployment rate of 
about 5% to 5.5% of the labor force, similar to or below what it was in the 1960s. 
In contrast, in much of the 1970s and 1980s the natural rate probably exceeded 6% 
of the labor force. 
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Giving a fully satisfactory explanation of the rise and fall in the natural rate of 
unemployment is difficult, but part of the story seems to have been the result of 
demographic changes. The proportion of workers from differing demographic 
groups (based on age, gender, or race) changes gradually over time. Because some 
groups have higher unemployment rates than others, the natural rate of unem
ployment changes over time. For example, in the 1960s, as women entered the 
labor force in greater numbers, the natural rate of unemployment rose because 
women's average unemployment rate was higher than men's w Teenagers have par
ticularly high unemployment rates both because they move in and out of the labor 
force frequently while in school and because many teenagers work at low-skill jobs 
that do not provide long-term employment. 

From World War II through about 1980, teenagers and women made up an 
increasingly large portion of the labor force in the United States. This shift in the 
composition of the labor force toward groups that have traditionally experienced 
higher unemployment rates may have raised the overall unemployment rate 
during that period, particularly in the 1960s and 1970s. In contrast, since about 
1980, demographic factors have tended to reduce the natural rate of unemploy
ment. Most striking is the decline in recent decades in the share of young people in 
the labor force a trend that reflects the aging of the population as a whole. Indeed, 
only about 16% of the U.s. labor force was aged sixteen to twenty-four in 1998, 
compared to about 25% of the labor force in 1980. A study by Robert Shimerll of the 
University of Chicago concluded that the declining share of unemployment-prone 
younger workers can account for the bulk of the decline in the natural rate of 
unemployment in the United States since 1980. 

Some economists have been skeptical of estimates of the U.s. natural unem
ployment rate in the range of 5% to 5.5%, noting that, at the end of the 1990s, the 
U.s. unemployment rate remained close to 4% for a substantial period without gen
erating inflation. They conclude that the natural rate must be 4.5% or even lower. 
This disagreement illustrates the difficulty of obtaining precise estimates of the nat
ural rate an important problem for policymakers as well as for economists in 
general. If the U.s. natural rate at the end of the millennium was as low as, say 
4.5%, what explains this favorable development? One possibility is that the labor 
market has become more efficient at matching workers and jobs, thereby reducing 
frictional and structural unemployment. For example, temporary help agencies 
have become far more prominent in the United States in recent years. These agen
cies specialize in helping firms fill their temporary vacancies with qualified work
ers. In many cases, these temporary jobs become permanent. If temporary help 
agencies, Internet employment services, and other innovations have improved the 
matching of workers and jobs, these developments might explain further declines 
in the natural rate of unemploymentY 

lOHowever, since the early 19805, the average unemployment rates for men and women have been 
about the same, so changes in the proportion of women in the labor force would no longer change the 
natural rate of unemployment. 

lIRobert Shimer, "Why Is the U.s. Unemployment Rate So Much Lower?" in B. Bernanke and j. 
Rotemberg, eds., NBER Macroeconomics Annual, 1998. 
12Lawrence Katz of Harvard University and Alan Krueger of Princeton University argue that tempo
rary help agencies may deserve credit for part of the falling natural rate. See their article "The High
Pressure U.s. Labor Market of the 1990s," Brookings Papers on Economic Activity, 1999:1, pp. 1-88. 
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Another possibility is that increased productivity of workers caused the natural 
rate of unemployment to decline, especially in the second half of the 1990s. In long
run equilibrium, the real wage paid to workers will equal their marginal produc
tivity. But there may be a lag between the time when productivity rises and the time 
when real wages increase. For example, if real wages and productivity have been 
growing at 2% per year for some time, and then productivity begins to grow at 4% 
per year, workers accustomed to 2% real-wage growth may be slow to raise their 
wage aspirations. With productivity growing faster than the real wage, firms will 
hire more workers and the natural rate of unemployment will decline temporarily.13 

Measur ing  the Natural  Rate of Unemployment. Because of the prominent 
role played by the natural rate of unemployment in economic theory, policymakers 
would like to use measures of the natural rate when they formulate economic 
policy. In simple terms, if policymakers observe that the unemployment rate is 
above the natural rate, then the intersection of the AD and SRAS curves must be to 
the left of the LRAS curve. Thus a policymaker might consider using expansionary 
monetary policy (which we discuss in Chapter 14) or expansionary fiscal policy 
(which we discuss in Chapter 15) to shift the AD curve to the right, to bring the 
economy to its full-employment equilibrium. To use the unemployment rate as an 
indicator for setting policy, however, the policymaker needs a good measure of the 
natural rate of unemployment. 

Although Fig. 12.9 shows a measure of the natural rate of unemployment cre
ated by the Congressional Budget Office (CBO), economists widely disagree about 
how to measure the natural rate. In addition, even the CBO has often revised its 
measures of the natural rate of unemployment over time.14 Economists Douglas 
Staiger of Dartmouth University, James Stock of Harvard University, and Mark 
Watson of Princeton University15 performed a detailed econometric analysis of the 
precision with which the natural rate can be measured. They concluded that the 
number could not be measured at all precisely, despite trying many alternative 
methods of doing so. Their best estimate for the natural rate of unemployment in 
1994, for example, is that it equaled 5%%, but that there was so much uncertainty 
about the number that they were 95% confident that it was between 4.8% and 6.6%. 
That interval is far too large to be of any use to policymakers. 

In the face of this evidence, researchers in the late 1990s pondered what 
policymakers should do. Given uncertainty about the natural rate of unem
ployment, policymakers may want to be less aggressive with policy changes 
than they would be if they knew the value of the natural rate more precisely. 16 

13Laurence Ball of Johns Hopkins University and N. Gregory Mankiw of Harvard University find sup
port for this hypothesis in explaining the declining natural rate of unemployment in the 1990s in their 
article, "The NAIRU in Theory and Practice," /ollmal of ECOlIOn/ic Perspectives, Fall 2002, pp. 115-136. 

14To appreciate how dramatically the CBO has revised its numbers, see the article by Sharon Kozicki, 
"How Do Data Revisions Affect the Evaluation and Conduct of Monetary Policy?" Federal Reserve 
Bank of Kansas City, ECOllOmic Review, First Quarter 2004, pp. 5-38. 
15"The NAIRU, Unemployment and Monetary Policy," TOllmal Of Economic Perspectives, Winter 1997, 
pp. 33-49. 
16For example, see Volker Wieland, "Monetary Policy and Uncertainty about the Natural Unemploy
ment Rate: Brainard-Style Conservatism versus Experimental Activism," Adval1ces il1 Macroecollomics, 
vol. 6, no. 1, 2006. 
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12.3 The Probl 

Some researchers have even blamed the rise of inflation in the 1970s on the Federal 
Reserve's failure to estimate the natural rate of unemployment properlyP Policy
makers face the problem, though, that measures of full-employment output may 
be even more imprecise. So, although economic theory relies on the concepts of 
full-employment output and the natural rate of unemployment, policymaking is 
difficult because economists cannot measure these concepts in a precise manner. 

of Inflation 

In August 1971 President Richard M. Nixon instituted a set of wage and price con
trols in an attempt to reduce U.s. inflation. These strong measures were taken even 
though the inflation rate was only 5% at the time. During the late 1970s, when the 
U.s. inflation rate approached "double-digits," surveys of voters found that they 
thought inflation was "public enemy number one"; one victim of the public's fear 
of inflation was President Jimmy Carter, who lost his reelection bid to Ronald 
Reagan in 1980 in part because of his perceived inability to control inflation. In this 
section we look at inflation, beginning with a discussion of inflation costs and then 
turning to the question of what can be done to control inflation. 

The C osts of I nf lat ion 

The costs of inflation depend primarily on whether consumers, investors, workers, 
and firms are able to predict the inflation before it occurs. To illustrate this point, we 
discuss two extreme cases: an inflation that everyone is able to predict and an 
inflation that comes as a complete surprise. 

Perfectly Ant ic i pated I nf lat ion . Let's first consider the case of an inflation 
that is perfectly anticipated by the public. Imagine, for example, that everyone 
knew that the inflation rate would be 4% per year. To keep things simple, assume 
no change in relative prices so that the prices of all individual goods and services 
also are rising at the rate of 4% per year. 

Why then does a fully anticipated inflation impose any costs? The prices you 
pay for groceries, movie tickets, and other goods would increase by 4% per year but 
so would your nominal wage or the nominal value of the goods or services you 
produce. Because your nominal income is rising along with prices, your purchas
ing power isn't hurt by the perfectly anticipated inflation 18 

What about the money that you hold in your savings account? Although 
inflation reduces the purchasing power of money, perfectly anticipated inflation 
wouldn't hurt the value of your savings account. The reason is that the nominal 
interest rate would adjust to offset the drop in the purchasing power of money. 
For instance, with a zero inflation rate and a nominal interest rate on savings deposits 

"See Athanasios Orphanides and John Williams, "The Decline of Activist Stabilization Policy: Natural 
Rate Misperceptions, Learning, and Expectations," Journal of Economic Dynamics and Control, November 
2005, pp. 1927-1950. 

18lt may be true that, psychologically, people think of increases in their wages arising from ongoing 
inflation as being earned and thus "fair," but that increases in the prices they pay because of inflation 
are "unfair." This is a confusion, although one that may have real poJitical consequences if it causes 
the public to demand strong action on inflation. 
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of 3%, the real interest rate also is 3% per year. If inflation rises to a perfectly antici
pated rate of 4% per year, an increase in the nominal interest rate to 7% per year will 
leave the real interest rate unchanged at 3%. Because both savers and banks care only 
about the real interest rate, when inflation rises to 4% banks should be willing to 
offer 7% nominal interest, and savers should be willing to accept that nominal return. 
Thus neither banks nor savers are hurt by an anticipated increase in inflation.19 

The suggestion that perfectly anticipated inflation imposes no economic costs 
isn't quite correct: Inflation erodes the value of currency, which leads people to 
keep less currency on hand for example, by going to the bank or the automatic 
teller machine to make withdrawals every week instead of twice a month. Similarly, 
inflation may induce firms to reduce their cash holdings by introducing computer
ized cash management systems or adding staff to the accounting department. The 
costs in time and effort incurred by people and firms who are trying to minimize 
their holdings of cash are called shoe leather costs. For modest inflation rates, shoe 
leather costs are small but not completely trivial. For example, the shoe leather 
costs of a 10% perfectly anticipated inflation have been estimated to be about 0.3% 
of GDP, which is a little more than $30 billion per year in the United States.20 

A second cost of perfectly anticipated inflation arises from menu costs, or the 
costs of changing nominal prices. When there is inflation and prices are continually 
rising, sellers of goods and services must use resources to change nominal prices. 
For instance, mail-order firms have to print and mail catalogues frequently to 
report the increases in prices. Although some firms face substantial menu costs, for 
the economy as a whole these costs probably are small. Furthermore, technological 
progress, such as the introduction of electronic scanners in supermarkets, reduces 
the cost of changing prices. 

Un ant icipated Inf lat ion . Much of the public's aversion to inflation is aversion to 
unanticipated inflation inflation that is different from the rate expected. For example, 
if everyone expects the inflation rate to be 4% per year, but it actually is 6% per year, 
unanticipated inflation is 2% per year. 

What is the effect of 6% inflation if (1) you expected 4% inflation and (2) your sav
ings account pays 7% interest? When inflation is 6% per year instead of 4% per year, 
the actual real interest rate on your savings account is only 1% per year (the nominal 
interest rate of 7% minus the inflation rate of 6%) instead of the 3% per year that you 
expected. By earning a lower actual real interest rate, you lose as a result of the unan
ticipated inflation. However, your loss is the bank's gain because the bank pays a 
lower real interest rate than it expected. Note that the roles would have been reversed 
if the actual inflation rate had been lower than expected; in that case the real interest 
rate that you earn, and that the bank has to pay, would be higher than anticipated. 

Similarly, suppose that your nominal salary is set in advance. If inflation is 
higher than expected, the real value of your salary is less than you expected, and 
your loss is your employer's gain. If inflation is lower than expected, however, you 
benefit and your employer loses. 

l'1'his argument ignores the fact that interest is taxed on a nominal basis. If the after-tax real interest 
rate is to be kept constant, the nominal interest rate will have to rise by somewhat more than the 
increase in inflation. See Section 4.1 on the after-tax real interest rate. 
20See Stanley Fischer, "Towards an Understanding of the Costs of Inflation: II," in K. Brunner and 
A. Meltzer, eds., Carnegie-Rochester Conference Series on Public Policy, vol. 15, Autumn 1981. 
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These examples show that a primary effect of unanticipated inflation is to trans
fer wealth from one person or firm to another. People who lend or save at fixed 
interest rates (creditors) and those with incomes set in nominal terms are hurt by 
unanticipated inflation, whereas people who borrow at fixed interest rates (debtors) 
or who must make fixed nominal payments are helped by unanticipated inflation. 

For the economy as a whole, a transfer of wealth from one group to another 
isn't a net loss of resources and hence doesn't represent a true cost. However, 
from the viewpoints of individual people and firms in the economy, the risk of 
gaining or losing wealth as a result of unanticipated inflation is unwelcome. 
Because most people don't like risk, the possibility of significant gains or losses 
arising from unexpected inflation makes people feel worse off and hence is a cost 
of unanticipated inflation. Furthermore, any resources that people use in fore
casting inflation and trying to protect themselves against the risks of unanticipated 
inflation represent an additional cost. However, some of these costs of unantici
pated inflation can be eliminated by contracts that are indexed to the price level 
(see Box 12.2). 

I ndexed Contracts 

In principle, much of the risk of gains and losses associ
ated with unanticipated inflation can be eliminated by 
using contracts in which payments are indexed to infla
tion. If a bank wanted to offer a guaranteed 3% real inter
est rate on savings accounts, for instance, it could index 
the nominal interest rate to the rate of inflation by offer
ing to pay a nominal interest rate equal to 3% plus what
ever the rate of inflation turns out to be. Then if the actual 
inflation rate is 6%, the bank would end up paying a 
nominal interest rate of 9%-giving the depositor the 
promised 3% real interest rate. Similarly, other financial 
contracts, such as loans, mortgages, and bonds, can be 
indexed to protect the real rate of return against unantic
ipated inflation. Wage payments set by labor contracts 
can also be indexed to protect workers and employers 
against unanticipated inflation (we discussed the macro
economic effects of wage indexation in Appendix I1.A). 

How widespread is indexing? Most financial con
tracts in the United States are not indexed to the rate of 
inflation, although payments on some long-term finan
cial contracts (adjustable-rate mortgages, for example) 
are indexed to nominal interest rates such as the prime 
rate charged by banks or the Treasury bill interest rate. 

Because nominal interest rates move roughly in step 
with inflation, these long-term financial contracts are to 
some extent indexed to inflation. Many labor contracts 
in the United States are indexed to the rate of inflation 
through provisions called cost-of-living adjustments, or 
COLAs. They provide for some increase in nominal 
wages if inflation is higher than expected, but usually a 
1 % increase in unanticipated inflation results in some
what less than a 1 % adjustment of wages. In January 1997 
the U.s. Treasury began to sell bonds indexed to the rate 
of inflation. 

In countries that have experienced high and unpre
dictable inflation rates, indexed contracts are common. A 
case in point is Israel, which had a CPI inflation rate of 
445% per year in 1984. At that time, more than 80% of 
liquid financial assets in Israel were indexed: For example, 
long-term government bonds were indexed to the CPI, 
and banks offered short-term deposits whose purchasing 
power was tied to that of the U.s. dollar. However, the 
fraction of financial assets that were indexed decreased 
after the Israeli hyperinflation ended in the second half of 
1985, and continued to decrease as Israeli inflation fell to 
single digits! 

*See Stanley Fischer, "Israeli Inflation and Indexation," in J. Williamson, ed., lliflatioll Gnd hldexatioll: Argentilla, Brazil, and Israel, 
Institute for International Economics, 1985, reprinted in Stanley Fischer, il1dexil1g, Inflatioll, alld Economic Policy, Cambridge, 
Mass.: M.LT. Press, 1986; and Zalman F. Shiffer, "Adjusting to High Inflation: The Israeli Experience," Federal Reserve Bank 
of St. Louis Review, May 1986, pp. 18-29. 
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Another cost of unanticipated inflation relates to the fact that prices serve as 
signals in a market economy. For example, if wheat becomes more expensive than 
corn, that is a signal to consumers to switch from wheat to corn and to farmers to 
produce more wheat and less corn. However, the prices that act as signals in the 
economy are relative prices, such as the price of wheat relative to the price of corn. 
Knowing that wheat is so many dollars per bushel doesn't help the consumer and 
farmer make good economic decisions unless they also know the price of corn. 
When inflation is unanticipated, particularly if it is erratic, people may confuse 
changes in prices arising from changes in the general price level with changes in 
prices arising from shifts in the supply or demand for individual goods. Because 
the signals provided by prices may be distorted by unanticipated inflation, the 
market economy works less efficiently. In addition, when there is a great deal of 
uncertainty about the true inflation rate, people must spend time and effort learn
ing about different prices, by comparison shopping, for example. 

The Costs of Hyperinf lat ion. Hyperinflation occurs when the inflation rate is 
extremely high for a sustained period of time.21 For example, during a twelve
month period beginning in August 1945, the average rate of inflation in Hungary 
was 19,800% per month.22 In the more recent hyperinflation in Bolivia, the annual 
rate of inflation was 1281 % in 1984, and soared to 11,750% in 1985, before dropping 
to 276% in 1986.23 The costs of inflation during these hyperinflations were much 
greater than the costs associated with moderate inflation. For example, when prices 
are increasing at such mind-boggling rates, the incentives to minimize holdings of 
currency are powerful and the resulting shoe leather costs are enormous. In severe 
hyperinflations, workers are paid much more frequently perhaps even more than 
once a day and they rush out to spend their money (or to convert their money 
into some other form, such as a foreign currency) before prices rise even further. 
The time and energy devoted to getting rid of currency as fast as possible wastes 
resources and disrupts production. 

One early casualty of hyperinflations is the government's ability to collect 
taxes. In a hyperinflation, taxpayers have an incentive to delay paying their taxes 
as long as possible. Because tax bills usually are set in nominal terms, the longer the 
taxpayer delays, the less the real value of that obligation is. The real value of taxes 
collected by the government falls sharply during hyperinflations, with destructive 
effects on the government's finances and its ability to provide public services. 

Finally, the disruptive effect of inflation on market efficiency that we dis
cussed earlier becomes most severe in the case of a hyperinflation. If prices change 
so often that they cease to be reliable indicators of the supply and demand for dif
ferent goods and services, the invisible hand of the free market can't allocate 
resources efficiently. 

21Philip Cagan, in his classic study of hyperinflation ("The Monetary Dynamics of Hyperinflation," 
in Milton Friedman, ed., Studies in the Quantity Theory of Money, Chicago: University of Chicago Press, 
1956), defined a hyperinflation as beginning in the month in which the rate of inflation first exceeds 
50% per month. 
221bid., Table l. 

2'See Table 7.3, Juan-Antonio Morales, "Inflation Stabilization in Bolivia," in Michael Bruno, Guido 
Di Tella, Rudiger Dornbusch, and Stanley Fischer, eds., Inflation Stabilization: The Experience of Israel, 
Argentina, Brazil, Bolivia, and Mexico, Cambridge, Mass.: M.lT Press, 1988. 
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F i g h t i n g  Inf lat ion : The R o l e  of Inf lat i o n a ry Expectations 

Basically, inflation occurs when the aggregate quantity of goods demanded at any 
particular price level is rising more quickly than the aggregate quantity of goods 
supplied at that price level. (Figure 12.3 illustrates such a situation.) Many factors 
can cause rapid increases in the aggregate quantity of goods demanded relative to 
the aggregate quantity supplied. Among these sources of inflation are increases in 
consumption or investment spending, expansionary fiscal policies, and ad verse 
supply shocks. However, as discussed in Chapter 7, in general the only factor that 
can create sustained rises in aggregate demand, and thus ongoing inflation, is a high 
rate of money growth. 

If rapid money growth is inflationary, why do central banks permit rapid monetary 
expansion? As mentioned in Chapter 7 (and discussed in more detail in Chapter 15), 
in developing or war-torn countries governments may not be able to raise enough 
revenue by taxing or borrowing, so they print money to finance their spending. 
However, in industrialized countries not engaged in or recovering from a war, gov
ernments usually are able either to tax or borrow enough to cover their expendi
tures. In these countries, rapid money growth usually is the result of attempts to use 
expansionary monetary policy to fight recessions, not balanced by tighter monetary 
policies in periods when output is above its full-employment level. 

Because ongoing inflation generally is the result of rapid money growth, the 
prescription for stopping inflation appears to be simple: Reduce the rate of money 
growth. Unfortunately, the process of disinflation the reduction of the inflation rate-e -
by slowing money growth may lead to recession. In terms of the expectations
augmented Phillips curve, Eq. 12.1, if macroeconomic policy succeeds in reducing 
inflation below the expected rate, unemployment will rise above the natural rate. 
Unemployment will remain above the natural rate until expected inflation falls to 
the new, lower actual inflation rate. 

Is there some way to reduce inflation without incurring serious unemployment 
costs? The expectations-augmented Phillips curve suggests one possibility: If the 
public's expected rate of inflation could be lowered as actual inflation was being 
brought down, unemployment wouldn't have to rise above the natural rate. (You 
should confirm that, in Eq. 12.1, if actual inflation, 1t, and expected inflation, rr:, fall 
by the same amount, cyclical unemployment, u - u, doesn't increase.) That is, if 
expected inflation can be reduced, the original Phillips curve relating inflation and 
unemployment can be shifted down and to the left, reducing the rate of inflation 
associated with any level of unemployment. 

But how can policymakers reduce the public's inflationary expectations? In the 
rest of this section we discuss some suggested approaches for reducing both infla
tion and inflationary expectations. 

Rapid Versus Gradual Disinflation. Some classical economists have proposed 
that disinflation should be implemented quickly by a rapid and decisive reduction 
in the growth rate of the money supply a strategy sometimes referred to as cold 
turkey. Because a cold-turkey disinflation is dramatic and highly visible to the 
public, proponents of this policy argue that it will quickly and substantially reduce 
inflationary expectations, particularly if the policy is announced well in advance. If 
expected inflation falls sufficiently, the expectations-augmented Phillips curve 
implies that the unemployment costs of the disinflation will be minimal. 
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However, most Keynesian economists disagree with the idea that rapid dis
inflation can be achieved without significant costs in terms of increased cyclical 
unemployment. They argue that because of factors such as menu costs and nom
inal wage contracts, several years may be required for prices and wages to adjust 
to a dis inflationary policy; during the adjustment period cyclical unemployment 
could be high. Furthermore, Keynesians point out that the cold-turkey strategy 
may not lower inflation expectations, because people may expect the government 
to abandon the policy if the resulting unemployment reaches politically intolera
ble levels. 

Because they fear the possible unemployment consequences of the cold-turkey 
strategy, many Keynesians recommend a policy of gradualism, or reducing the rate 
of money growth and inflation gradually over a period of years. Keynesians argue 
that a gradual approach, which gives prices, wages, and expectations more time to 
adjust to the disinflation, will raise the unemployment rate by less than the cold
turkey strategy although the period during which unemployment exceeds the 
natural rate may be longer. They further argue that, because the policy will be 
viewed as sustainable politically, gradualism may be as effective as the cold-turkey 
approach at reducing inflationary expectations. The results of one study comparing 
cold turkey and gradualism are discussed in Box 12.3. 

Wa ge and Price Contro ls. Frustrated by the costs and difficulties of reducing 
inflation by reducing money growth, policymakers in some countries have taken a 
more direct approach and imposed wage and price controls legal limits on the 
ability of firms to raise wages or prices. Supporters of wage-price controls (or of 
incomes policies, as wage-price controls are also called) argue that by using the 
force of law to stop price increases the government can "break the back" of infla
tionary expectations, allowing the disinflation to proceed without serious unem
ployment consequences. 

Critics of price controls make two points. First, price controls are likely to 
cause shortages. In a free market the ever-changing forces of supply and demand 
lead to changes in relative prices, with the prices of some products rising more 
rapidly than the prices of others. If price controls prevent the price of a product 
from rising to the level at which quantity supplied equals quantity demanded, 
there will be excess demand for the product that is, a shortage. These shortages 
and the disruptions they cause are a major cost of price controls. 

Second, critics dispute that wage-price controls have a major effect on the 
public's inflation expectations. Although controls stop inflation for the moment, 
because they cause shortages and disrupt the economy they eventually have to be 
removed. Knowing that the controls are temporary, people may expect even greater 
inflation in the future. 

The most recent U.s. experience with price controls occurred in the early 1970s. 
President Nixon imposed price controls from August 1971 to April 1974 in an 
attempt to prevent inflation from rising higher than 5%. But shortages arose for 
many goods, including chicken broilers, lumber, and various steel products. And 
when the price controls were lifted, prices returned to the levels they would have 
attained had the controls never been put in place. 

One factor that may affect expectations of inflation during the period of con
trols is how the government handles monetary and fiscal policy. If macroeconomic 
policies allow aggregate demand to continue to grow rapidly, people may expect 
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The Sacrif ice Ratio 

To reduce inflation, tight monetary and fiscal policies 
must be used to slow the growth rate of aggregate 
demand. However, if these policies aren't perfectly 
anticipated, they will also cause output and employ
ment to fall below their full-employment levels-at least 
for a time. This loss of output and jobs is an important 
cost that must be weighed against the benefits of inflation
reducing policies. 

Economists sometimes use the sacrifice ratio to mea
sure the cost of lowering the inflation rate. The sacrifice 
ratio is the amount of output lost when the inflation 
rate is reduced by one percentage point. For example, 
according to a study by Laurence Ball of Johns Hopkins 
University: during the disinflation of the early 1980s the 
inflation rate in the United States fell by 8.83 percentage 
points (from a rate of 12.10% per year to 3.27% per year). 
For the fifteen quarters of this disinflation, Ball estimated 
the total loss in output caused by inflation-reducing poli
cies to be 16.18% of one year's potential GOP. Dividing 
the output loss of 16.18% of potential GOP by the 8.83 
percentage point reduction in inflation yields a sacrifice 
ratio of 1 .832 for this episode. We can interpret this result 
as saying that each percentage point by which U.s. infla
tion was reduced during the early 1980s cost the country 
1 .832% of a year's potential GOP. 

Using quarterly data for nine countries, Ball cal
culated the sacrifice ratio for twenty-eight disinfla
tions that occurred during the 1960s, 1970s, and 
1980s. The accompanying table reports the average 
sacrifice ratio he found for each country and demon
strates that the output cost of reducing inflation may 
vary considerably. The average sacrifice ratio ranges 
from less than 1.0 in France, the United Kingdom, and 
Japan to almost 3 .0  in Germany. In other words, 
reducing infla tion in Germany is three times as  
expensive, in terms of lost output, than it is in those 
other industrialized countries. What accounts for 
these differences? 

Average Sacrifice Ratios by Country 

Australia 1.00 
Canada 1.50 
France 0.75 
Germany 2.92 

Italy 1.74 
Japan 0.93 

Switzerland 1 .57 
United Kingdom 0.79 
United States 2.39 

By comparing the characteristics of the different 
countries in his sample, Ball found that one factor affect
ing the sacrifice ratio is the flexibility of the labor 
market. Countries in which wages adjust relatively 
slowly to changes in labor supply and demand-owing, 
for example, to heavy government regulation of the 
labor market-tend to have higher sacrifice ratios. This 
finding makes sense because countries with inflexible 
labor markets should take longer to reach long-run 
equilibrium following an unexpected slowing of the 
growth of aggregate demand. Ball also found that rapid 
disinflations tend to have lower sacrifice ratios than do 
slow disinflations, which is a bit of evidence in favor of 
the cold-turkey approach rather than gradualism. 

Ball's results are interesting but should be inter
preted with some caution. One problem is that deter
mining exactly how much output loss can be attributed 
to a particular set of anti-inflationary policies isn't easy. 
For example, to calculate the output loss owing to dis
inflation we have to estimate the amount of output if 
there had been no disinflation, which is difficult. If the 
output loss calculation is wrong, the sacrifice ratio cal
culation will also be wrong. Factors such as supply 
shocks, which affect both output and inflation, can also 
distort the calculation of sacrifice ratios. Thus, at best, 
the sacrifice ratio is a rough measure of the costs of 
reducing inflation. 

"'What Determines the Sacrifice Ratio?" in N. Gregory Mankiw, ed., MOlletary Policy, Chicago: University of Chicago Press, 
1994, pp. 155-188. 

renewed inflation when the controls are lifted (see Analytical Problem 5 at the end 
of the chapter). This failure to reduce aggregate demand growth appears to have 
been the problem with the Nixon wage-price controls that began in 1971. But if 
controls are accompanied by tight monetary and fiscal policy, the idea that inflation 
will not resume when controls are lifted is more plausible. 
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Cred i b i l i ty and  Reputat ion. Classicals and Keynesians agree that, for disin
flation to be achieved without high unemployment costs, reducing the public's 
expected inflation rate is important. Perhaps the most important factor deter
mining how quickly expected inflation adjusts is the credibility, or believability, 
of the government's announced disinflationary policy. If the government (in the 
person of the President or the chairman of the Federal Reserve, for example) 
announces a policy to reduce the inflation rate and if workers, consumers, and 
firms believe that the government means what it says expected inflation should 
drop fairly rapidly. 

How can a government improve its credibility with the public? One desirable 
way would be for the government to develop a reputation for carrying through on 
its promises; then when it announced a disinflation program, people would likely 
take this announcement seriously. Unfortunately, time is needed to develop such a 
reputation, and changes in administration may lead to relatively frequent changes 
in the people who make policy decisions. 

Another strategy is to organize policymaking institutions in ways that create 
credibility with the public. For example, a strong and independent central bank, 
run by someone with well-known anti-inflation views, may have credibility with 
the public when it announces a disinflationary policy. However, if the central bank 
is controlled directly by the executive branch and is therefore exposed to intense 
political pressure when unemployment rises an announced disinflationary pro
gram is likely to be less credible. We explore the relationship among institutional 
structure, government credibility, and inflation expectations in greater detail in 
Chapter 14. 

The U . S .  D is inf lat ion  of the 1 9805 a n d  1 9905 

Theories about disinflation were put to the test in the 1980s and 1990s in the 
United States. Beginning in 1979 under Paul Volcker and continuing in 1987 under 
Alan Greenspan, the Federal Reserve sought to eliminate inflation as a major 
source of economic instability. From 1979 to 1982, Chairman Volcker reduced 
inflation from double-digit levels to about 4%. From 1982 on, Volcker and 
Greenspan together gradually reduced the inflation rate. Their goal was to keep 
inflation from being a major consideration in the minds of consumers and 
investors. They wanted inflation to be at such a low and stable rate that it would 
no longer worry people and they would have confidence that it would never rise 
substantially again. 

One way to judge the success of the Federal Reserve is to examine people's 
inflation expectations. To do so, we use inflation forecasts from the Survey of Pro
fessional Forecasters, collected by the Federal Reserve Bank of Philadelphia, as 
shown in Fig. 12.10. The graph shows sharp swings up and down prior to about 
1990. After that, the expected inflation rate follows a gradual downward trend 
until about 1998 and has been fairly stable since then. 

The Fed's disinflation process, beginning in 1979, was at first a bit unstable, 
perhaps because the Fed had failed to curb inflation during the 1970s and the 
newly appointed Fed chairman, Paul Volcker, had not yet established his credibil
ity. As a result, inflation expectations did not decline immediately when inflation 
fell. Over the decade, as people came to accept the Fed's desire to reduce inflation, 
the Fed gained credibility. The period since 1990, characterized by gradualism, 
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was accompanied by a slow, steady drop in inflation expectations. By the time 
Greenspan left office in 2006 and Ben Bernanke took over, the Fed's credibility 
was well established. The fact that inflation expectations have barely increased in 
the period from 2004 to 2006, despite large increases in oil prices, suggests that the 
Fed's reputation and credibility are well established. 

C H A P T E R  S U M M A RY 

1. Following the famous 1958 article by A. W. Phillips, 
empirical studies often showed that inflation is high 
when unemployment is low and low when unem
ployment is high. This negative empirical relation
ship between inflation and unemployment is called 
the Phillips curve. Inflation and unemployment in 
the United States conformed to the Phillips curve 
during the 1960s but not during the 1970s and 1980s. 

2. Economic theory suggests that, in general, the nega
tive relationship between inflation and unemploy
ment should not be stable. Instead, in an economy in 
which there are unanticipated changes in the growth 

rate of aggregate demand, there should be a negative 
relationship between unanticipated inflation and cycli
cal unemployment. In particular, when actual and 
expected inflation are equal (so that unanticipated 
inflation is zero), the actual unemployment rate will 
equal the natural unemployment rate (so that cyclical 
unemployment is zero). This negative relationship 
between unanticipated inflation and cyclical unem
ployment is called the expectations-augmented 
Phillips curve. 

3. According to the theory of the expectations-augmented 
Phillips curve, a stable negative relationship between 



inflation and unemployment (a Phillips curve) will be 
observed only if expected inflation and the natural 
unemployment rate are constant. An increase in 
expected inflation or an increase in the natural unem
ployment rate shifts the Phillips curve up and to the 
right. Adverse supply shocks typically increase both 
expected inflation and the natural unemployment rate 
and thus shift the Phillips curve up and to the right. 
Major supply shocks during the 1970s, a rising natural 
unemployment rate, and highly variable expected 
inflation rates explain why the Phillips curve shifted 
erratically in the United States after about 1970. 

4. According to the expectations-augmented Phillips 
curve, macroeconomic policy can reduce unem
ployment below the natural rate only by surprising 
the public with higher-than-expected inflation. 
Classical economists argue that, because of rational 
expectations and rapid price adjustment, policy 
cannot be used systematically to create inflation 
higher than expected; thus policymakers cannot 
usefully exploit the Phillips curve relationship by 
trading higher inflation for lower unemployment. 
Keynesians believe that, because not all prices 
adjust rapidly to reflect new information, policymak
ers are able to create surprise inflation temporarily 
and thus trade off inflation and unemployment in 
the short ru n. 

5. Classicals and Keynesians agree that, in the long 
run, expected and actual inflation rates are equal. 
Thus in the long run the actual unemployment rate 
equals the natural rate, regardless of the inflation 
rate. Reflecting the fact that there is no long-run 
trade-off between inflation and unemployment, the 
long-run Phillips curve is vertical at the natural 
unemployment rate. 

6. The costs of unemployment include output lost when 
fewer people are working and the personal or psy
chological costs for unemployed workers and their 
families. 

7. In the long run the unemployment rate is determined 
by the natural unemployment rate. According to 
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some estimates, the natural unemployment rate in the 
United States rose during the 1960s and 1970s but has 
since declined. Demographic changes in the labor 
force help to explain many of these changes. However, 
although policymakers would like to have a pre
cise estimate of the natural rate of unemployment, 
economists have been unable to measure it very 
precisely. 

8. The costs of inflation depend on whether the inflation 
was anticipated or unanticipated. The costs of antici
pated inflation, which (except in extreme inflations) 
are relatively minor, include shoe leather costs (resources 
used by individuals and firms to reduce their hold
ings of currency) and menu costs (costs of changing 
posted prices during an inflation). Unanticipated 
inflation causes unpredictable transfers of wealth 
among individuals and firms. The risk of unpre
dictable gains and losses, and the resources that 
people expend in trying to reduce this risk, are costs 
of unanticipated inflation. Unanticipated inflation 
may also reduce the efficiency of the market system 
by making it more difficult for people to observe 
relative prices. 

9. Disinflation is a reduction in the rate of inflation. 
Attempts to disinflate by slowing money growth will 
cause cyclical unemployment to rise if actual infla
tion falls below expected inflation. To red uce the 
unemployment cost of disinflation, the public's 
expected inflation rate should be brought down along 
with the actual inflation rate. Strategies for reducing 
expected inflation include rapid and decisive reduc
tion in the growth rate of the money supply (the cold
turkey approach), wage and price controls, and taking 
measures to improve the credibility of government 
policy announcements. 

10. The disinflation that occurred in the United States in 
the 1980s and 1990s was costly a t  first because 
expected inflation did not decline immediately. But 
as time passed and the Federal Reserve gained cred
ibility, inflation expectations declined, along with 
inflation. 

cold turkey, p. 466 
disinflation, p. 466 
expectations-augmented 

gradualism, p. 467 
hyperinflation, p. 465 
long-run Phillips 

Phillips curve, p. 445 

sacrifice ratio, p.  468 
shoe leather 

Phillips curve, p. 450 curve, p. 457 costs, p. 463 
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K E Y  E Q UAT I O N  

It = lt' - !t(u - u) (12.1) 

The expectations-augmented Phillips curve states that 
unanticipated inflation, It - It', is negatively related to 
cyclical unemployment, u - u. The expectations-augmented 
Phillips curve also implies that inflation, It, is negatively 

R E V I E W Q U E S T I O N S  

Questions marked with a brown circle are available in 
MyEconlab at www.myeconlab.com. 

What is the Phillips curve? Does the Phillips curve 
relationship hold for U.s. data? Explain. 

How does the expectations-augmented Phillips curve 
differ from the traditional Phillips curve? According to 
the theory of the expectations-augmented Phillips 
curve, under what conditions should the traditional 
Phillips curve relationship appear in the data? 

3. How do changes in the expected inflation rate account 
for the behavior of the Phillips curve in the 1960s, 
1970s, and 1980s in the United States? What role do 
supply shocks play in explaining the behavior of the 
Phillips curve in the United States? 

4. Can policymakers exploit the Phillips curve relation
ship by trading more inflation for less unemployment 
in the short run? In the long run? Explain both the 
classical and Keynesian points of view. 

Why do policymakers want to keep inflation low? 
Who suffers when there is unemployment? 

N U M E R I C A L  P R O B L E M S  

Questions marked with a brown circle are available in 
MyEconJab at www.myeconlab.com. 

Consider an economy in long-run equilibrium with an 
inflation rate, It, of 12% (0.12) per year and a natural 
unemployment rate, u, of 6% (0.06). The expectations
augmented Phillips curve is 

It = Jt' - 2(u - u). 

Assume that Okun's law holds so that a 1 percentage 
point increase in the unemployment rate maintained for 
one year reduces GOP by 2% of fuJI-employment output. 
a. Consider a two-year disinflation. In the first year It = 

0.04 and 1t' = 0.08. In the second year IT = 0.04 and 1t' = 
0.04. In the first year, what is the unemployment rate? 

related to unemployment, u, only if the expected inflation 
rate, It', and the natural unemployment rate, IT, are con
stant. Changes in the expected inflation rate or in the nat
ural unemployment rate cause the relationship between 
inflation and unemployment-the traditional Phillips 
curve-to shift. 

• Why is the natural unemployment rate an important 
economic variable? What factors explain the changes 
in the natural rate over time in the United States? 
What government policies, if any, might be used to 
reduce the natural unemployment rate? 

Give two costs of anticipated inflation and two costs of 
unanticipated inflation. How is the magnitude of each 
affected if, instead of a moderate inflation, hyperinfla
tion occurs? 

What is the greatest potential cost associated with dis
inflation? How does the responsiveness of the public's 
inflation expectations affect the size of this potential 
cost? 

9. Discuss at least two strategies for red ucing expected 
inflation rapidly. What are the pros and cons of these 
strategies? 

10. Why does the Federal Reserve work hard to establish 
its credibility? What benefits might the public gain if 
the Federal Reserve has a great deal of credibility? 

By what percentage does output fall short of full
employment output? In the second year, what is the 
unemployment rate? By what percentage does 
output fall short of full-employment output? What is 
the sacrifice ratio for this disinflation? 

b. Now consider a four-year disinflation according to 
the following table: 

Year 
IT 
Jt' 

1 
0.08 
0.10 

2 
0.04 
0.08 

3 
0.04 
0.06 

4 
0.04 
0.04 

What is the unemployment rate in each of the four 
years? By what percentage does output faJl short of 
full-employment output each year? What is the sac
rifice ratio for this disinflation? 



Consider the following extended classical economy (in 
which the misperceptions theory holds): 

AD Y = 300 + lO(M/P). 
SRAS Y = Y + P - P'. 
Okun's law (Y - y )/y = -2(u - /I). 

Full-employment output y = 500. 
Natural unemployment rate 11 = 0.06. 

a. Suppose that the money supply M = 1000 and that 
the expected price level pc =50. What are the short-run 
equilibrium values of output, Y, the price level, P, and 
the unemployment rate, u ?  What are the long-run 
equilibrium values of these three variables? 

b. Now suppose that an unanticipated increase raises 
the nominal money supply to M = 1260. What are the 
new short-run equilibrium values of output, Y, the 
price level, P, and the unemployment rate, tI ?  What 
are the new long-run equilibrium values of these 
three variables? In general, are your results consis-
tent with an expectations-augmented Phillips curve? 

In a certain economy the expectations-augmented 
Phillips curve is 

1[ = 1[' - 2(u - /I) and /I = 0.06. 

a. Graph the Phillips curve of this economy for an 
expected inflation rate of 0.10. If the Fed chooses to 
keep the actual inflation rate at 0.10, what will be the 
unemployment rate? 

b. An aggregate demand shock (resul ting from 
increased military spending) raises expected infla
tion to 0.12 (the natural unemployment rate is 
unaffected). Graph the new Phillips curve and 

A N A LY T I C A L  P RO B L E M S  

Questions marked with a brown circle are available in 
MyEconlab at www.myeconlab.com. 

1.  Suppose that the government institutes a program to 
help unemployed workers learn new skills, find new 
jobs, and relocate as necessary to take the new jobs. 
a. If this program reduces structural unemploy

ment, what is the effect on the expectations-aug
mented Phillips curve and the long-run Phillips 
curve? 

b. The government program is expensive, and crit
ics argue that a cheaper way to cut unemploy
ment  would  be  by monetary expansion .  
Comment. 
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compare it to the curve you drew in Part (a). What 
happens to the unemployment rate if the Fed holds 
actual inflation at 0.10? What happens to the Phillips 
curve and the unemployment rate i f  the Fed 
announces that it will hold inflation at 0.10 after the 
aggregate demand shock, and this announcement is 
fully believed by the public? 

c. Suppose that a supply shock (a drought) raises 
expected inflation to 0.12 and raises the natural 
unemployment rate to 0.08. Repeat Part (b). 

An economy is described by the following equations: 

AD 
SRAS 
Okun's law 

Y = 4000 + 2(M/P) 
Y = Y + 100(P - P') 

(Y - y)/y = -2(u - /I) 

In this economy full-employment output y equals 6000 
and the natural unemployment rate II equals 0.05. 
a. Suppose that the nominal money supply has long 

been constant at M = 4000 and is expected by the 
public to remain constant forever. What are the equi
librium values of the price level P, the expected price 
level P', expected inflation 1[', output Y, and the 
unemployment rate u? 

b. A totally unexpected increase in the money supply 
occurs, raising it from 4000 to 4488. What are the 
short-run equilibrium values of the price level, 
expected price level, output, and unemployment 
rate? What are the values of cyclical unemployment 
and unanticipated inflation? 

c. What is the slope of the expectations-augmented 
Phillips curve (equal to -h in Eq. 12 . 1 )  in this 
economy? 

Two extended classical economies (in which the misper
ceptions theory holds) differ only in one respect: In econ
omy A money growth and inflation have been low and 
stable for many years, but in economy B money growth 
and inflation have fluctuated erratically between very low 
and very high levels. When prod ucers in economy B 
observe changes in the prices of the goods they produce, 
from past experience they usually attribute these changes 
to fluctuations in the overall price level rather than to 
changes in the relative prices of their goods. 

Will the slope of the short-run aggregate supply 
curve for economy B be flatter or steeper than the slope 
of the curve for economy A? What about the slope of 
the Phillips curve? 
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3. In this problem you are asked to show that the expec
tations-augmented Phillips curve (derived in the text 
using the extended classical model) can be derived 
using the Keynesian model. 

Consider a Keynesian economy in which full
employment output is constant, and in which the 
nominal money supply has been growing at 10% per 
year for some time and is expected to keep growing at 
that rate in the future. To avoid some technical com
plications, suppose that, instead of growing continu
ously over time, the money supply is increased by 
10% each December 31 and then held constant until 
the next December 31.  Monopolistically competitive 
firms reset their prices on December 31 of each year 
at the level that they expect will allow them to sell 
the full-employment level of  output during the 
coming year. Inflation is measured as the percentage 
change in prices between January 1 and December 31 
of each year. 

a. Show how the AD curve, SRAS curve, output, the 
price level, and the expected price level evolve over 
time in this economy. What are the values of unan
ticipated inflation and cyclical unemployment? 

b. Now suppose that on June 30, 2007, the money 
supply is unexpectedly raised by an additional 
5%. However, the central bank announces-and 
firms believe-tha t this extra increase in the 
money supply is a one-time-only increase and that 
next December 31 the central bank will return to 
its policy of increasing the money supply by 10%. 
(Thus the total increase in the money supply 
between January 1, 2007, and December 31, 2007, 
is 15%.) Firms don't change prices until December 
31, as usual, but when they do they respond fully 
to the new information about money supply 
growth. 

What are the actual and unanticipated inflation 
rates during 2007? Is cyclical unemployment posi
tive, negative, or zero (on average) during 2007? 
Relate your results to the expectations-augmented 
Phillips curve. 

4. Some economists have suggested that someday we will 
live in a "cashless society" in which all businesses 
(including stores) and banks will be linked to a cen
tralized accounting system. In this system you will be 
able to pay for purchases directly from your bank 
account without using cash. What are the costs of antic
ipated inflation in a cashless society? What are the costs 
of unanticipated inflation? 

To fight an ongoing 10% inflation, the government 
makes raising wages or prices illegal. However, the 
government continues to increase the money supply 
(and hence aggregate demand) by 10% per year. The 
economy starts at full-employment output, which 
remains constant. 
a. Using the Keynesian AD-AS framework, show the 

effects of the government's policies on the economy. 
Assume that firms meet the demand at the fixed 
price level. 

b. After several years in which the controls have 
kept prices from rising, the government declares 
victory over inflation and removes the controls. What 
happens? 

How would each of the following likely affect the nat
ural unemployment rate? 
a. A new law prohibits people from seeking employ

ment before age eighteen. 
b. A new Internet service, Findwork.com, makes it easy 

for people to check on the availability of jobs around 
the country. 

c. The length of time that unemployed workers can 
receive government benefits increases from six 
months to one year. 

d. A shift in the public's buying habits greatly expands 
the demand for sophisticated consumer electronics 
while reducing the demand for traditional con
sumer goods and services, such as clothing and 
restaurant meals. 

e. Tight monetary policy, introd uced to get the inflation 
rate down, drives the economy into a recession. 

WO R K I N G  W I T H  M A C R O E C O N O M I C  DATA 

For data to use in these exercises, go to the Federal Reseroe Bank of 
St. Louis FRED database at research.stlouisfed.org/fred. 

1. Using annual data since 1956, create scatter plots of the 
following variables: 

a. CPI inflation rate (December to December) against 
the average unemployment rate for the year. 

h. CPI inflation rate against the cyclical unemployment 
rate. (The cyclical unemployment rate is the actual 
unemployment rate minus the natural unemploy
ment rate, where the natural unemployment rate is 
measured by the nonaccelerating inflation rate of 
unemployment, NAIRU, which can be found at the 



Web site of the Congressional Budget Office, 
www.cbo.go1!budget/econproj.xls.) 

c. Change in the cpr inflation rate from the previous 
year against the cyclical unemployment rate. 

Discuss your results in light of the theory of the Phillips 
curve. 

2. The purpose of this question is to obtain estimates of 
how the natural rate of unemployment for various 
demographic groups has changed over time. The idea 
is to look for periods in which the actual inflation rate 
equals the expected inflation rate. In those periods, 
according to the expectations-augmented Phillips curve 
concept, the natural unemployment rate and the actual 
unemployment rate should be the same. 

Using annual data, graph unexpected inflation for 
the period 1972 to the present. Define unexpected infla
tion to be actual CPI inflation rate minus the average 
cpr inflation rate over the previous three years. 

According to the theory, the natural rate of unem
ployment equals the actual ra te of unemployment 
when unexpected inflation equals zero. Identify two 
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specific years (at least ten years apart) in which, 
according to your graph, unexpected inflation is equal 
to or close to zero. For each of those years, find the 
average unemployment rate over the year (and thus 
the natural unemployment rate) for white adults 
(males and females separately), white teenagers, black 
adults (males and females separately), and black 
teenagers. How have natural unemployment rates by 
demographic group changed over time, according to 
your estimates? (Note: data on the unemployment 
rates of these demographic groups can be found at 
www.bls.gov, the Web site of the U.s. Bureau of Labor 
Statistics.) 

3. For each year since 1948, calculate the share of total 
unemployment accounted for by people unem
ployed for fifteen weeks or more. How is this ratio 
related to the business cycle (for peak and trough 
dates, see Table 8.1), and to the overall unemploy
ment rate? What are the implications of these results 
for a policymaker who wants to assess the costs of a 
recession? 
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n Chapters 9-12 we focused on a closed economy, or one that doesn't interact with 
other economies. For some purposes, ignoring the foreign sector simplifies the 

analysis. But the reality is that today, more than ever, we live in a highly interde
pendent world economic system. 

There are two primary aspects of the interdependence of the world's economies. 
The first is international trade in goods and services, which has increased steadily 
in volume since World War II. Today, firms produce goods and services with an eye 
on foreign and domestic markets, and they obtain many raw materials from distant 
sources. Expanded international trade has increased productivity by allowing 
economies to specialize in producing the goods and services best suited to their 
natural and human resources. However, expanded trade also implies that national 
economies are more dependent on what happens in other countries. For example, 
because Japan sells so much of its output to the United States, a U.s. recession or 
macroeconomic policy change may affect the Japanese economy as well. 

The second is the worldwide integration of financial markets, which allows 
borrowers to obtain funds and savers to look for their best lending opportunities 
almost anywhere in the world, not just in their own countries. By allowing saving 
to flow to the highest-return uses regardless of where savers and investors happen 
to live, the integration of world financial markets increases worldwide productiv
ity, as does the development of an integrated world trading system. But financial 
market linkages, like trade linkages, increase the sensitivity of individual 
economies to developments abroad. For example, because of closely connected 
financial markets, macroeconomic policies that change the real interest rate in one 
country may affect real interest rates and economic activity in other countries. 

In this chapter, we build on earlier analyses of the open economy (Chapter 5) 
and cyclical fluctuations (Chapters 8-11) to examine the macroeconomic implica
tions of trading and financial links among countries. We are particularly concerned 
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in this chapter with how economic openness affects fiscal and monetary policies 
and how macroeconomic policy changes affect the economies of a country's trad
ing partners. We begin our discussion by introducing two new variables that play 
central roles in the international economy: the nominal exchange rate and the real 
exchange ra te. 

Exchange Rates 

In discussing exchange rates, we must distinguish between nominal and real 
exchange rates. Briefly stated, the nominal exchange rate is the answer to the ques
tion: How many units of a foreign currency can I get in exchange for one unit of my 
domestic currency? The real exchange rate is the answer to the question: How many 
units of the foreign good can I get in exchange for one unit of my domestic good? 

N o m i n a l  Ex c h a n g e  Rates 

Most countries have their own national currencies: The U.s. dollar, the Japanese 
yen, the British pound, and the Swiss franc are but a few well-known currencies. 
(Exceptions include a number of European countries, which use the euro as their 
common currency, and Panama, which uses U.s. dollars as its official currency.) If 
someone in one country wants to buy goods, services, or assets from someone in 
another country, normally she will first have to exchange her country's currency for 
that of her trading partner's country. 

The rate at which two currencies can be traded is the nominal exchange rate 
between the two currencies. For example, if the nominal exchange rate between the 
U.s. dollar and the Japanese yen is 110 yen per dollar, a dollar can buy 110 yen 
(ignoring transaction fees) in the foreign exchange market, which is the market for 
international currencies. Equivalently, 110 yen can buy 1 dollar in the foreign 
exchange market. More precisely, the nominal exchange rate between two curren
cies, enom' is the number of units of foreign currency that can be purchased with one 
unit of the domestic currency. For residents of the United States the domestic cur
rency is the U.s. dollar, and the nominal exchange rate between the U.s. dollar and 
the Japanese yen is expressed as enom = 110 yen per dollar. The nominal exchange 
rate often is simply called the exchange rate, so whenever someone mentions the 
exchange rate without specifying real or nominal, the reference is taken to mean the 
nominal exchange rate. 

The dollar-yen exchange rate isn't constant. The dollar might trade for 110 yen 
one day, but the next day it might rise in value to 112 yen or fall in value to 108 yen. 
Such changes in the exchange rate are normal under a flexible-exchange-rate 
system, the type of system in which many of the world's major currencies (includ
ing the dollar and the yen) are currently traded. In a flexible-exchange-rate system, 
or floating-exchange-rate system, exchange rates are not officially fixed but are 
determined by conditions of supply and demand in the foreign exchange market. 
Under a flexible-exchange-rate system, exchange rates move continuously and 
respond quickly to any economic or political news that might influence the supplies 
and demands for various currencies. The box "In Touch with the Macroeconomy: 
Exchange Rates," p. 487, discusses exchange rate data. 
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The values of currencies haven't always been determined by a flexible
exchange-rate system. In the past, some type of fixed-exchange-rate system under 
which exchange rates were set at officially determined levels, often operated. Usu
ally, these official rates were maintained by the commitment of nations' central 
banks to buy and sell their own currencies at the fixed exchange rate. For example, 
under the international gold standard system that operated in the late 1800s and 
early 1900s, the central bank of each country maintained the value of its currency 
in terms of gold by agreeing to buy or sell gold in exchange for currency at a fixed 
rate of exchange. The gold standard was suspended during World War I, was tem
porarily restored in the late 1920s, and then collapsed during the economic and 
financial crises of the 1930s. 

A more recent example of a fixed-exchange-rate system was the Bretton Woods 
system, named after the town in New Hampshire where the 1944 conference estab
lishing the system was held. Under the Bretton Woods system, the values of various 
currencies were fixed in terms of the U.s. dollar, and the value of the dollar was set 
at $35 per ounce of gold. The Bretton Woods system functioned until the early 
1970s, when inflation in the United States made keeping the price of gold from 
rising above $35 per ounce virtually impossible. Since the breakdown of the Bretton 
Woods system, no fixed-exchange-rate system has encompassed all the world's 
major currencies. In particular, U.s. policymakers haven't attempted to maintain a 
fixed value for the dollar. 

Although no worldwide system of fixed exchange rates currently exists, fixed 
exchange rates haven't disappeared entirely. Many individual countries, especially 
smaller ones, attempt to fix their exchange rates against a major currency. For exam
ple, several African countries tie their currencies to the euro, and from 1991 to 2002, 
Argentina used a system under which its currency, the peso, traded one-for-one with 
the U.s. dollar. By fixing their exchange rates, countries hope to stabilize their own 
currencies and reduce the sharp swings in import and export prices that may result 
from exchange rate fluctuations. We discuss fixed exchange rates in Section 13.5. 

R e a l  Exc h a n g e  Rates 

The nominal exchange rate doesn't tell you all you need to know about the pur
chasing power of a currency. If you were told, for example, that the nominal 
exchange rate between the U.s. dollar and the Japanese yen is 110 yen per dollar, 
but you didn't know anything else about the U.s. or Japanese economies, you 
might be tempted to conclude that someone from Kansas City could visit Tokyo 
very cheaply after all, 110 yen for just 1 dollar seems like a good deal. But even at 
110 yen per dollar, Japan is an expensive place to visit. The reason is that, although 
1 dollar can buy a lot of yen, it also takes a lot of yen (thousands or hundreds of 
thousands) to buy everyday goods in Japan. 

Suppose, for example, that you want to compare the price of hamburgers in 
Tokyo and Kansas City. Knowing that the exchange rate is 110 yen per dollar doesn't 
help much. But if you also know that a hamburger costs 2 dollars in Kansas City 
and 1100 yen in Tokyo, you can compare the price of a hamburger in the two cities 
by asking how many dollars are needed to buy a hamburger in Japan. Because a 
hamburger costs 1100 yen in Tokyo, and 110 yen cost 1 dollar, the price of a ham
burger in Tokyo is 10 dollars (calculated by dividing the price of a Japanese ham
burger, ¥1100, by ¥110/$1, to obtain $10 per hamburger). The price of a U.s. 
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hamburger relative to a Japanese hamburger is therefore ($2 per U.s. hamburger)/ 
($10 per Japanese hamburger) = 0.20 Japanese hamburgers per U.s. hamburger. The 
Japanese hamburger is expensive in the sense that (in this example) one U.s. ham
burger equals only one-fifth of a Japanese hamburger. 

The price of domestic goods relative to foreign goods equivalently, the number 
of foreign goods someone gets in exchange for one domestic good is called the real 
exchange rate. In the hamburger example the real exchange rate between the 
United States and Japan is 0.20 Japanese hamburgers per U.s. hamburger. 

In general, the real exchange rate is related to the nominal exchange rate and to 
prices in both countries. To write this relation we use the following symbols: 

enom = the nominal exchange rate 
(110 yen per dollar); 

PFo, = the price of foreign goods, measured in the foreign currency 
(1100 yen per Japanese hamburger); 

P = the price of domestic goods, measured in the domestic currency 
(2 dollars per U .s. hamburger). 

The real exchange rate, e, is the number of foreign goods (Japanese hamburgers) 
that can be obtained in exchange for one unit of the domestic good (U.s. ham
burgers). The general formula for the real exchange rate is 

enomP e = --"'=-
PFOf 

_ (¥110/$1)($2/U.s. hamburger) 
¥1100/Japanese hamburger 

= 0.20 Japanese hamburgers per U.s. hamburger 

(13.1) 

In defining the real exchange rate as the number of foreign goods that can be 
obtained for each domestic good, we assume that each country produces a single, 
unique good. (Think of France producing only bottles of wine and Saudi Arabia pro
ducing only barrels of oil; then the French real exchange rate with respect to Saudi 
Arabia is the number of barrels of oil that can be purchased for one bottle of wine.) 
The assumption that each country produces a single good (which is different from 
the good produced by any other country) simplifies the theoretical analysis in this 
chapter.1 

Of course, in reality countries produce thousands of different goods, so real 
exchange rates must be based on price indexes (such as the CPI) to measure P and 
PFo,' Thus the real exchange rate isn't actually the rate of exchange between two 
specific goods but instead is the rate of exchange between a typical basket of goods 
in one country and a typical basket of goods in the other country. Changes in the 
real exchange rate over time indicate that, on average, the goods of the country 
whose real exchange rate is rising are becoming more expensive relative to the 
goods of the other country. 

IThe assumption that different countries produce different goods is a change from Chapter 5, where 
we implicitly assumed that all countries produce an identical good that can be used for all purposes 
(consumption, investment, and so on). The assumption that all countries produce the same good 
implied that, in the analysis of that chapter, the real exchange rate was always 1. 
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S U M M A R Y  1 5  

Terminology for Changes in Exchange Rates 

Type of exchange 
rate system 

Flexible exchange rates 
Fixed exchange rates 

Exchange rate increases 
(currency strengthens) 

Appreciation 
Revaluation 

Appreciat ion  a n d  D e preciat ion  

Exchange rate decreases 
(currency weakens) 

Depreciation 
Devaluation 

When the nominal exchange rate, enom' falls so that, say, a dollar buys fewer units of 
foreign currency, we say that the doUar has undergone a nominal depreciation. This 
is the same as saying that the dollar has become "weaker." If the dollar's nominal 
exchange rate, enom' rises, the dollar has had a nominal appreciation. When the dollar 
appreciates, it can buy more units of foreign currency and thus has become 
"stronger."z The terms appreciation and depreciation are associated with flexible 
exchange rates. Under a fixed-exchange-rate system, in which exchange rates 
are changed only by official government action, different terms are used. Instead of 
a depreciation, a weakening of the currency is called a devaluation. A strengthening 
of the currency under fixed exchange rates is called a revaluation, rather than an 
appreciation. These terms are listed for convenience in Summary table 15. 

An increase in the real exchange rate, e, is called a real appreciation. With a real 
appreciation, the same quantity of domestic goods can be traded for more of the 
foreign good than before because e, the price of domestic goods relative to the 
price of foreign goods, has risen. A drop in the real exchange rate, which decreases 
the quantity of foreign goods that can be purchased with the same quantity of 
domestic goods, is called a real depreciation. 

Purchas ing  Power Pa rity 

How are nominal exchange rates and real exchange rates related? A simple hypo
thetical case that allows us to think about this question is when all countries pro
duce the same good (or same set of goods) and goods are freely traded among 
countries. In this case, no one would trade domestic goods for foreign goods except 
on a one-for-one basis, so (ignoring transportation costs) the real exchange rate, e, 
would always equal l .  If e = 1, we can use Eq. (13.1) to write 

p = 
Ppo, . enom 

(13.2) 

2you will sometimes see the exchange rate defined as the number of units of domestic currency per 
unit of foreign currency, which is the reciprocal of how we have defined it. For example, the exchange 
rate between the British pound and the U.s. dollar is typically quoted in this form (for example, $1.60 
per pound). Under this alternative definition an appreciation of the dollar corresponds to a drop in the 
nominal exchange rate. The two ways of defining the exchange rate are equally valid as long as consis
tency is maintained. We have chosen to define the exchange rate as the number of units of foreign cur
rency per unit of home currency because it is easier to remember that an appreciation (when the value 
of the dollar goes up) is associated with a rise in the exchange rate. 



McParity 

If PPP holds, similar goods produced in different countries 
should cost about the same when their prices are 
expressed in a common currency-say, U.s. dollars. As 
a test of this hypothesis, The Economist magazine has 
long recorded the prices of Big Mac hamburgers in dif
ferent countries. The following are dollar prices of Big 
Macs in selected countries as reported in The Economist's 
May 25, 2006, issue. 

Big Macs aren't exactly the same product the 
world over. For example, in Italy, ketchup costs about 
fifty cents extra, instead of being included in the price 
as in the United States and Canada. Nevertheless, the 
prices suggest that PPP holds only approximately at 
best for Big Macs. Dollar-equivalent Big Mac prices 
range from a low of $1.31 in China to a high of $5.21 in 
Switzerland. 

Even though PPP fails to hold exactly, Big Mac 
prices in different countries still might be expected to 
come gradually closer together. Such a convergence 
could occur, for example, if the currencies in countries in 
which Big Macs are relatively expensive depreciated rel
ative to the currencies of the countries in which Big 
Macs are cheap. Such a calculation would suggest that 
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the British pound, the euro, and the Swiss franc are 
likely to depreciate in value relative to the dollar 
(because Big Macs are most expensive in those coun
tries). In contrast, the Big Mac index suggests that the 
Chinese yuan, the Malaysian ringgit, and the Russian 
ruble may appreciate. 

Dollar price 
Country of a Big Mac 
United States $3.10 
Argentina 2.29 
Brazil 2.78 
Canada 3.14 
China 1 .31 
Euro area 3.77 
Great Britain 3.65 
Japan 2.23 
Malaysia 1.52 
Mexico 2.57 
Russia 1.77 
South Korea 2.62 
Switzerland 5.21 

Equation (13.2) says that the price of the domestic good must equal the price of 
the foreign good when the price of the foreign good is expressed in terms of the 
domestic currency. (To express the foreign price in terms of the domestic currency, 
divide by the exchange rate.) The idea that similar foreign and domestic goods, or 
baskets of goods, should have the same price in terms of the same currency is 
called purchasing power parity (PPP). Equivalently, as implied by Eq. (13.2), pur
chasing power parity says that the nominal exchange rate should equal the foreign 
price level divided by the domestic price level, so that 

PFoc enom == p . 

There is some empirical evidence that PPP holds in the very long run, but (as 
Box 13.1 suggests) over shorter periods PPP does not describe exchange rate 
behavior very well. The failure of PPP in the short to medium run occurs for var
ious reasons. For example, countries produce very different baskets of goods and 
services, not the same goods as assumed for PPP; some types of goods, and most 
services, are not internationally traded; and transportation costs and legal barriers 
to trade may prevent the prices of traded goods and services from being equalized 
in different countries. 
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To find a relationship between real and nominal exchange rates that holds 
more generally, we can use the definition of the real exchange rate in Eq. (13.1), e = 
enomP/P For' to calculate !;e/e, the percentage change in the real exchange rate. Because 
the real exchange rate is expressed as a ratio, its percentage change equals the per
centage change in the numerator minus the percentage change in the denominator.3 
The percentage change in the numerator of the expression for the real exchange 
rate4 is .0.enom/enom + .0.P/P, and the percentage change in the denominator is 
.0.P Fo/P For' Thus the percentage change in the real exchange rate is 

In the preceding equation the term .0.P/p, the percentage change in the domes
tic price level, is the same as the domestic rate of inflation IT, and the term 
.0.P Fo/P For' the percentage change in the foreign price level, is the same as the for
eign rate of inflation, ITFor' Making these substitutions and rearranging the equation, 
we rewrite this equation as 

i1enom 
enom 

!;e 
+ ItFor - It. 

e (13.3) 

Equation (l3.3) is purely definitional and thus must always be satisfied. It 
states that the rate of nominal exchange rate appreciation, .0.enom/enom' equals the 
rate of real exchange rate appreciation, .0.e/e, plus the excess of foreign inflation 
over domestic inflation, ITFor - IT. Hence two factors contribute to strengthening a 
currency (a nominal appreciation): (1) an increase in the relative price of a coun
try's exports (a real appreciation), which might occur if, for example, foreign 
demand for those exports rises; and (2) a rate of domestic inflation, IT, lower than 
that of the country's trading partners, ITFor' 

A special case of Eq. (13.3) occurs when the real exchange rate is constant, so that 

tlenom = ItFor - It. 
enom 

In this case, the preceding equation expresses a relationship called relative pur
chasing power parity. According to relative purchasing power parity, the rate 
of appreciation of the nominal exchange rate equals the foreign inflation rate 
minus the domestic inflation rate. Relative purchasing power parity usually 
works well for high-inflation countries because in those countries, changes in 
relative inflation rates are usually much larger than changes in the real 
exchange rate. 

3Appendix A, Section A.7, describes how to calculate growth rates of products and ratios. 

'This result is obtained by using the rule that the percentage change in a product XY is the percentage 
change in X plus the percentage change in Y. See Appendix A, Section A.7. 
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We've defined the real exchange rate, but so far we haven't indicated why it is 
important in macroeconomic analysis. One reason that policymakers and the public 
care about the real exchange rate is that it represents the rate at which domestic 
goods and services can be traded for those produced abroad. An increase in the real 
exchange rate also sometimes referred to as the terms of trade is good for a 
country in the sense that its citizens are able to obtain more foreign goods and ser
vices in exchange for a given amount of domestic production. 

A second reason is that the real exchange rate affects a country's net exports, or 
exports less imports. Changes in net exports in turn have a direct impact on the 
domestic industries that produce for export or that compete with imported goods 
in the domestic market. In addition, as we discuss later in the chapter, changes in 
net exports affect a country's overall level of economic activity and are a primary 
channel through which business cycle disturbances and macroeconomic policy 
changes are transmitted internationally. 

What is the link between the real exchange rate and net exports? A basic deter
minant of the demand for any good or service say, coffee or taxi rides is the price 
of that good or service relative to alternatives. If the price of coffee is too high, some 
people will switch to tea; if taxi fares rise, more people will take the bus. Similarly, the 
real exchange rate the price of domestic goods relative to foreign goods helps 
determine the demand for domestic goods both in home and foreign markets. 

Suppose that the real exchange rate is high, so that a unit of the domestic good 
can buy relatively many units of the foreign good. For example, let's say that a 
domestically produced car costs twice as much as a comparable foreign car (both 
prices are measured in terms of the same currency). Domestic residents will then 
find that foreign cars are less expensive than domestic cars, so (all else being equal) 
their demand for imported a utos will be high. Foreign residents, in contrast, will 
find that the domestic country's cars are more expensive than their own, so they 
will want to purchase relatively few of the domestic country's exports. With few 
cars being sold abroad and many cars being imported, the country's net exports of 
cars will be low, probably even negative. 

Conversely, suppose that the real exchange rate is low; for example, imagine 
that a domestically produced automobile costs only half what a comparable foreign 
car costs. Then, all else being equal, the domestic country will be able to export rel
atively large quantities of cars and will import relatively few, so that its net exports 
of cars will be high. 

The general conclusion, then, is that the higher the real exchange rate is, the lower 
a country's net exports will be, holding constant other factors affecting export and 
import demand. The reason for this result is the same reason that higher prices 
reduce the amount of coffee people drink or the number of taxi rides they take. 
Because the real exchange rate is the relative price of a country's goods and ser
vices, an increase in the real exchange rate induces both foreigners and domestic 
residents to consume less domestic production and more goods and services pro
duced abroad, which lowers net exports. 

The J Curve. Although the conclusion that (holding other factors constant) a 
higher real exchange rate depresses net exports is generally valid, there is one 
important qualification: Depending on how quickly importers and exporters 
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Figure 1 3. 1 

The J curve 
The J cu rve shows the 
response pattern of net 
exports to a real depreci
ation. Here, net exports 
are negative at time zero, 
when the real exchange 
rate depreciates. In the 
short run, net exports 
become more negative, 
as the decline in the real 
exchange rate raises the 
real cost of imports 
(measured in terms of 
the export good). Over 
time, however, increased 
exports and reduced 
quantities of imports 
more than compensate 
for the increased cost 
of imports, and net 
exports rise above their 
initial level. 

-

Net exports, NX 

O �--------------------� 

Time 

respond to changes in relative prices, the effect of a change in the real exchange rate 
on net exports may be weak in the short run and may even go the "wrong" way. 

To understand why, consider a country that imports most of its oil and sud
denly faces a sharp increase in world oil prices. Because the country's domestic 
goods now can buy less of the foreign good (oil), the country's real exchange rate 
has fallen. In the long run, this decline in the real exchange ra te may increase the 
country's net exports because high oil prices will lead domestic residents to reduce 
oil imports and the relative cheapness of domestic goods will stimulate exports (to 
oil-producing countries, for example). In the short run, however, switching to other 
fuels and increasing domestic oil production are difficult, so the number of barrels 
of oil imported may drop only slightly. For this reason, and because the real cost of 
each barrel of oil (in terms of the domestic good) has risen, for some period of time 
after the oil price increase the country's total real cost of imports (measured in 
terms of the domestic good) may rise. Thus, in the short run, a decline in the real 
exchange rate might be associated with a drop rather than a rise in net exports, con
trary to our earlier conclusion. (Numerical Problem 2 at the end of the chapter pro
vides an example of how a real depreciation can cause net exports to fall.) 

Figure 13.1 shows the typical response pattern of a country's net exports to a 
drop in the real exchange rate (a real depreciation). The economy initially has neg
ative net exports when the real exchange rate depreciates. In the short run, the real 
depreciation reduces rather than increases net exports because the drop in the real 
exchange rate forces the country to pay more for its imports. Over time, however, 
as the lower real exchange rate leads to larger export quantities and smaller import 
quantities, net exports begin to rise (even taking into account the higher relative 
cost of imports). Eventually, the country's net exports rise relative to the initial 
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The U.S. real exchange 
rate and net exports as 
a percentage of GOP, 
1973-2006 

, 

U.S. net exports as a per
cen tage of GOP from the 
first quarter of 1973 to 
the second quarter of 
2006 are measured along 
the left vertical axis, and 
the U.s. real exchange 
rate (the real value of the 
dollar) is measured along 
the right vertical axis. 
The sharp increase in the 
real exchange rate in 
the first half of the 1980s 
was accompanied by a 
ded ine in U.s. net 
exports. The decline of 
the dollar after 1985 
stimulated U.s. net 
exports, but with a delay 
that probably reflected 
the J-curve effect. 
Sources: Real exchange rate: 
US. real broad dollar index, 
from the Federal Reserve 
Board, wwwjedcmlreserve.gov; 
net exports as a percentage of 
GDP, from Federal Reserve 
Bank ofSt. Louis FRED data
base, research.stlouisfcd .orglfred, 
series NETEXP and GDP. 
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situation. This typical response pattern of net exports to a real depreciation is 
called the J curve because the graph of net exports against time looks like the letter 
J lying on its back. 

The macroeconomic analyses in this chapter are based on the assumption that the 
time period is long enough that (all else being equal) a real depreciation increases net 
exports and that a real appreciation reduces net exports. Keep in mind, though, that 
this assumption may not be valid for shorter periods and in some cases, even for 
several years as the following application demonstrates. 

The Value of the Dollar and u.s. Net Exports 

In the early 1970s, the major industrialized countries of the world switched from 
fixed to flexible exchange rates. Figure 13.2 shows the U.s. real exchange rate (the 
"real value of the dollar") and real U.s. net exports since 1973. Because the U.s. real 
exchange rate is the relative price of U.s. goods, the real value of the dollar and U.s. 
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net exports should move in opposite directions (assuming that changes in the real 
exchange rate are the primary source of changes in net exports). 

An apparent confirmation that the real exchange rate and net exports move in 
opposite directions occurred during the early 1980s. From 1980 to 1985, the real 
value of the dollar increased by about 50%. This sharp increase was followed, 
with a brief delay, by a large decline in U.s. net exports. At the time, many U.s. 
firms complained that the strong dollar was pricing their products out of foreign 
markets and, by making imported goods cheap for U.s. consumers, also reducing 
their sales at home. 

After peaking in March 1985, the real value of the dollar fell sharply for 
almost three years. Despite this precipitous decline, U.s. net exports continued 
to fall until late in 1987, when they finally began to rise. During the two and a 
half years in which U.s. net exports continued to decline despite the rapid depre
ciation of the dollar, the public and policymakers expressed increasing skepti
cism about economists' predictions that the depreciation would lead to more net 
exports. Initially, economists responded by saying that, because of the J curve, 
there would be some delay between the depreciation of the dollar and the 
improvement in net exports. By 1987, however, even the strongest believers in 
the J curve had begun to wonder whether net exports would ever begin to rise. 
Finally, U.s. real net exports did recover substantially, although they remained 
negative. 

What took so long? One explanation suggests that, because the dollar was so 
strong in the first half of the 1980s (which made U.s. goods very expensive relative 
to foreign goods), U.s. firms lost many of their foreign customers. Once these for
eign customers were lost, regaining them or adding new foreign customers was dif
ficult, especially as many U.s. exporters reduced production capacity and cut back 
foreign sales operations when the value of the dollar was high. Similarly, the strong 
dollar gave foreign producers, including some that hadn't previously sold their 
output to the United States, a chance to make inroads into the U.s. domestic 
market. Having established sales networks and customer relationships in the 
United States, these foreign companies were better able than before to compete 
with U.s. firms when the dollar began its decline in 1985. The idea that the strong 
dollar permanently increased the penetration of the U.s. market by foreign pro
ducers, while similarly reducing the capability of American firms to sell in foreign 
markets, has been called the "beachhead effect."s 

The U.s. real exchange rate and U.s. net exports moved in opposite direc
tions again from 1997 to 2001, as the dollar strengthened and net exports fell 
sharply. In part this decline in net exports reflected the higher value of the 
dollar. However, the major factor in this episode was probably the slow growth 
or outright recession experienced by most U.s. trading partners during this 
period. As incomes abroad stagnated or declined, the demand for U.s. exports 
fell with them. We discuss the effects of national income on imports and exports 
in the next section. 

'Empirical support for the beachhead effect is presented in Richard E. Baldwin, "Hysteresis in Import 
Prices: The Beachhead Effect," American Economic Review, September 1988, pp. 773-785. 



1 3.2 How Excha nge Rates Are Determined: A Supply-and-Demand Analysis 487 

13.2 How Exchange Rates Are ned: A Supp ly-and-Demand Analysis 

In flexible-exchange-rate systems, exchange rates change constantly. In fixed
exchange-rate systems, by definition, exchange rates are stable most of the time; 
even under a fixed-rate system, large devaluations or revaluations aren't uncom
mon. What economic forces cause a nation's exchange rate to rise or fall? In this sec
tion we address this question by using supply and demand to analyze the 
determination of exchange rates in a flexible-exchange-rate system (we return to 
fixed exchange rates in Section 13.5). 

For clarity, our supply-and-demand analysis focuses on the nominal exchange 
rate rather than the real exchange rate. However, recall from Eq. (13.1) that, for 
given levels of domestic and foreign prices, the real exchange rate and the nominal 
exchange rate are proportional. Because we hold price levels constant in this section, 
all our conclusions about the nominal exchange rate apply equally to the real exchange rate. 

The nominal exchange rate, enom' is the value of a currency say, the dollar. 
The value of the dollar, like that of any asset, is determined by supply and 
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5 Exchange Rates 

� 
o Exchange rates are determined in foreign exchange 
I- markets, in which the currencies of different countries 
Z are traded. Principal foreign exchange markets are located 
- in New York, London, Tokyo, and other financial cen-

ters. Because foreign exchange markets are in widely 
separated time zones, at least one of the markets is open 
at almost any time of the day, so trading in currencies 
essentially takes place around-the-clock. 

Exchange rates among major currencies often are 
reported daily on radio and television, and daily quota
tions of exchange rates are printed in major newspapers 
and financial dailies. The exchange rates in the accompa
nying table were reported in the Wall Street Journal on 
August 3, 2006, and apply to transactions of August 2, 2006. 

Four exchange rates relative to the U.s. dollar are 
reported in the table for each country or area: a spot 
rate and three forward rates. All are expressed as units 
of foreign currency per U.s. dollar. The spot rate is the 

Exchange Rate Against U.S. Dollar 

Country/Area Spot 

rate at which foreign currency can be traded immedi
ately for U.s. dollars. For instance, the spot exchange 
rate for Great Britain, 0.5329, means that on August 2, 
2006, one U.s. dollar could buy 0.5329 pounds for imme
diate delivery. 

Forward exchange rates are prices at which you can 
agree now to buy foreign currency at a specified date in 
the future. For example, on August 2, 2006, you could 
have arranged to buy or sell Japanese yen 30 days later 
at an exchange rate of 114.10 yen per dollar. Note that 
for all four of the currencies listed, the 30-day forward 
exchange rate is lower than the spot exchange rate and 
that forward exchange rates decrease for dates farther 
into the future (90 days and 180 days). This pattern of 
falling forward rates indicates that, as of August 2, 2006, 
participants in the foreign exchange market expected 
the value of the dollar relative to the other currencies to 
decrease over the next six months. 

30-day gO-day 180-day 
forward forward forward 

Great Britain (pounds per u.s. dollar) 0.5329 0.s32S 0.5319 0.5310 
Canada (Canadian dollars per u.S. dollar) 1 . 1 269 1 . 1257 1 . 1 235 1 . 1203 
Switzerland (francs per u.S. dollar) 1 .2315  1.2271 1 .2191 1 .2082 
Japan (yen per U.S. dollar) 1 1 4.61 1 14.10 1 13.12 1 1 1.73 
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Figure 1 3.3 

The supply of and 
demand for the dollar 
The figure shows the 
determination of the 
value of the dollar in the 
foreign exchange market. 
The supply curve for 
dollars, S, indicates the 
number of dollars that 
people are willing to sell 
in the foreign exchange 
market at each value 
of the U.s. nominal 
exchange rate, enom' 
The demand curve for 
dollars, D, shows the 
number of dollars that 
people want to buy at 
each nominal exchange 
rate. At equilibrium, 
point E, the value of the 
dolIar, e�oml is the nom
inal exchange rate at 
which the quantity of 
dollars supplied equals 
the quantity of dollars 
demanded. 
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demand in the relevant market. For dollars, the relevant market is the foreign 
exchange market, where banks and currency traders continuously trade dollars 
for other currencies. 

Figure 13.3 shows the supply and demand for dollars. The horizontal axis 
measures the quantity of dollars supplied or demanded, and the vertical axis mea
sures the value of the dollar in terms of other currencies, or the nominal exchange 
rate, enom' The supply curve for dollars, S, shows the number of dollars that people 
want to supply to the foreign exchange market at each "price" (nominal exchange 
rate). To supply dollars to the foreign exchange market means to offer to exchange 
dollars for some other currency. When the dollar's value in terms of other curren
cies is high, people are more willing to supply dollars to the market; thus the 
supply curve slopes upward. Similarly, the demand curve for dollars, D, shows the 
quantity of dollars that people want to buy in the foreign exchange market at each 
exchange rate. When the dollar is more expensive in terms of other currencies, 
people demand fewer dollars, so the demand curve slopes downward. The equi
librium value of the dollar at point E is e1nom' the exchange rate at which the quan
tity of dollars supplied and the quantity of dollars demanded are equal. 

Figure 13.3 helps explain the forces that determine the value of the dollar, or 
any other currency. To go any further, though, we must ask why people decide to 
demand or supply dollars. Unlike apples or haircuts, dollars aren't demanded 
because people value them in themselves; rather, people value dollars because of 
what they can buy. Specifically, foreign individuals or firms demand dollars in the 
foreign exchange market for two reasons: 

1. to be able to buy U.s. goods and services (U.s. exports), and 
2. to be able to buy U.s. real and financial assets (U.s. financial inflows). 
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Note that the two types of transactions for which foreigners need dollars (to 
purchase U.s. exports and U.s. assets) correspond to the two major components of 
the balance of payments accounts: the current account and the financial account 6 

Similarly, U.s. residents supply dollars to the foreign exchange market, thereby 
acquiring foreign currencies, for two reasons: 

1. to be able to buy foreign goods and services (U.s. imports), and 
2. to be able to buy real and financial assets in foreign countries (U.s. financial 

outflows). 

Thus factors that increase foreigners' demand for U.s. exports and assets will 
also increase the foreign-exchange-market demand for dollars, raising the dollar 
exchange rate. Likewise, the value of the dollar will rise if U.s. residents' demand 
for foreign goods and assets declines, so they supply fewer dollars to the foreign 
exchange market. 

For example, suppose that U.s. goods improve in quality so that foreigners 
demand more of them. This increase in the demand for U.s. exports would trans
late into an increase in the demand for u.s. dollars. In Fig. 13.4 the demand for dol
lars shifts to the right, from 01 to 02, and the equilibrium value of the dollar rises 
from e�om to e�om' All else being equal, then, improvements in the quality of U.s. 
goods would lead to an appreciation of the dollar.7 

M a croeconomic  D eterm i n a nts of t h e  Exc h a n g e  Rate 
a n d  N et Export D e m a n d  

In our previous IS-LM analyses we emphasized two key macroeconomic variables: 
real output (income), Y, and the real interest rate, r. In anticipation of the open
economy version of the IS-LM model presented in Section 13.3, we now consider 
how changes in real output or the real interest rate (either at home or abroad) are 
linked to the exchange rate and net exports. Again, because we are holding domes
tic and foreign price levels constant, the results we discuss here apply equally to the 
nominal exchange rate and the real exchange rate. 

Effects of Changes i n  Output ( I ncome).  Imagine that domestic output (equiv
alently, domestic income), Y, increases but that other factors (such as the real interest 
rate) remain unchanged. How would the increase in Y affect the exchange rate and 
net exports? 

6We defined and discussed the current account and the financial account in Chapter 5. Throughout 
this chapter we ignore the capital account, the third component of the balance of payments, because 
it is so small. The idea that foreigners must hold dollars to buy U.s. goods or assets isn't completely 
accurate, because many transactions between the United States and foreigners are done without 
anyone ever literally holding a supply of dollars or the foreign currency. Nevertheless, this way of 
thinking about the determination of exchange rates is fairly simple and gives the same answers as 
would a more complex analysis. 

7 An improvement in the quality of U.s. goods may also lead U.s. residents to substitute U.s. goods 
for foreign goods, thereby reducing U.s. imports, and reducing the supply of dollars in the foreign 
exchange market at each real exchange rate. This leftward shift of the supply curve reinforces the 
conclusion in the text that the dollar appreciates. 
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Figure 1 3.4 
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To consider the effect on net exports first is easier. We know that spending by 
consumers depends in part on their current incomes. When domestic income rises, 
consumers will spend more on all goods and services, including imports. Thus, 
when domestic output (income) rises, net exports (exports minus imports) must 
fall, other factors held constant.8 

To determine the effect of increased domestic output on the exchange rate, recall 
that, to increase their purchases of imports, domestic residents must obtain foreign 
currencies. Equivalently, domestic residents must supply more domestic currency to 
the foreign exchange market. An increased supply of domestic currency causes its 
value to fall; that is, the exchange rate depreciates. 

We can also analyze the effects of an increase in the real output of the country's 
trading partners, Y For (foreign output or income). An increase in Y For leads foreign con
sumers to increase their spending on all goods and services, including the exports of 
the domestic country. Thus an increase in the income of Germany and Japan, for exam
ple, would increase those nations' demand for u.s. exports and raise U.s. net exports. 
The increase in foreign demand for u.s. goods also would increase foreigners' demand 
for U.s. dollars, raising the value of the dollar. Note that the effects of changes in foreign 
income are the opposite of the effects of changes in domestic income. 

Effects of Changes i n  Real  I nterest Rates. A second key macroeconomic vari
able to be considered is the real interest rate. Imagine that the domestic country's 

8The conclusion that an increase in output reduces net exports seems to contradict a result obtained in 
Chapter 5-that an increase in output owing to a beneficial supply shock raises net exports. There is 
no contradiction because a supply shock doesn't hold variables other than output constant as we are 
assuming here. See Analytical Problem 4 at the end of the chapter. 
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Determinants of the Exchange Rate (ReaL or NominaL) 

An increase in 

Domestic output 
(income). Y 

Foreign output 
(income). Yeo, 

Domestic real 
interest rate, r 

Foreign real 
interest rate, 'For 

World demand for 
domestic goods 

Causes the 
exchange rate to 

Fall 

Rise 

Rise 

Fall 

Rise 

Reason 

Higher domestic output raises demand for 
imports and increases supply of domestic currency_ 

Higher foreign output raises demand for exports 
and increases demand for domestic currency. 

Higher real interest rate makes domestic assets 
more attractive and increases demand and 
decreases supply of domestic currency. 

Higher foreign real interest rate makes foreign 
assets more attractive and increases supply and 
decreases demand for domestic currency. 

Higher demand for domestic goods increases 
demand for domestic currency. 

real interest rate, r, rises, with other factors (including the foreign real interest rate) 
held constant.9 In this case, the country's real and financial assets will become 
more attractive to both domestic and foreign savers seeking the highest return on 
their funds. Because domestic currency can be used to buy domestic assets, a rise 
in the domestic real interest rate also increases the demand for and reduces the 
supply of domestic currency. An increased demand and decreased supply of 
domestic currency in turn leads to exchange rate appreciation. 

A rise in the domestic real interest rate, r, has no direct effect on net exports, but 
it does have an indirect effect through the exchange rate. An increase in r raises the 
exchange rate so that domestic exports become more expensive and imports from 
abroad become cheaper. Thus, other factors being constant, an increase in r reduces 
the domestic country's net exports. 

The effects of a change in the foreign real interest rate, r Fo" are the opposite of 
the effects of a change in the domestic real interest rate. If the foreign real interest 
rate rises, for example, foreign assets will become more attractive to domestic and 
foreign savers. To get the foreign currency needed to buy foreign assets, domestic 
savers will supply domestic currency to the foreign exchange market. Foreign 
savers will also demand less domestic currency. The increased supply and 
decreased demand for domestic currency will lead to a depreciation of the 
exchange rate. The depreciation of the exchange rate caused by the rise in r Foe in 
turn raises the domestic country's net exports. 

Summary tables 16 and 17 list the effects of the various macroeconomic factors 
on the exchange rate and net exports. 

9Note that, by holding the foreign real interest rate constant, we no longer assume (as we did in 
Chapter 5) that the domestic and foreign countries face the same world real interest rate. Tn general, 
real interest rates in different countries need not be the same when countries produce different goods, 
as we assume in this chapter. The reason is that real interest rates in different countries measure dif
ferent things. For example, the Japanese real interest rate measures the growth of an asset's purchas
ing power in terms of Japanese goods, whereas the German real interest rate measures the growth of 
an asset's purchasing power in terms of German goods. If the Japanese-German real exchange rate is 
changing, the two real interest rates need not be the same. 
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13.3 The IS-LM Model for an O pen Economy 

Reason 

Higher domestic output raises demand for imports 

Higher foreign output raises foreign demand 
for exports 

Higher real interest rate appreciates the real 
exchange rate and makes domestic good 
more expensive relative to foreign goods. 

Higher foreign real interest rate depreciates the 
real exchange rate and makes domestic goods 
cheaper relative to foreign goods. 

Higher demand for domestic goods directly 
increases net exports. 

Now we're ready to explore how exchange rates and international trade interact 
with the behavior of the economy as a whole. To do so, we extend the IS-LM 
model to allow for trade and lending among nations, An algebraic version of this 
analysis is presented in Appendix 13.B. We use the IS-LM diagram rather than the 
AD-AS diagram because we want to focus on the real interest rate, which plays a 
key role in determining exchange rates and the flows of goods and assets. 

Recall that the components of the IS-LM model are the IS curve, which 
describes goods market equilibrium; the LM curve, which describes asset market 
equilibrium; and the FE line, which describes labor market equilibrium, Nothing 
discussed in this chapter affects our analysis of the supply of or demand for money 
in the domestic asset market; so, in developing the open-economy IS-LM model, 
we use the same LM curve that we used for the closed-economy model. Similarly, 
the labor market and the production function aren't directly affected by interna
tional factors, so the FE line also is unchanged.lO 

However, because net exports are part of the demand for goods, we have to 
modify the IS curve to describe the open economy. Three main points need to be 
made about the IS curve in the open economy: 

1. Although the open-economy IS curve is derived somewhat differently than the 
closed-economy IS curve, it is a downward-sloping relationship between 
output and the real interest rate, as the closed-economy IS curve is. 

lOA case in which the FE line does depend on international considerations is when some raw materi
als (such as oil) are i mported . In this book we have modeled oil price shocks as productivity shocks, 
which captures the main domestic macroeconomic effects. A full analysis that includes all the interna
tional aspects of an oil price shock is complex, so we don't present it here. 
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2. All factors that shift the IS curve in the closed economy shift the IS curve in the 
open economy in the same way. 

3. In an open economy, factors that change net exports also shift the IS curve. 
Specifically, for given values of domestic output and the domestic real interest 
rate, factors that raise a country's net exports shift the open-economy IS curve 
up; factors that lower a country's net exports shift the IS curve down. 

After discussing each point, we use the open-economy IS-LM model to analyze 
the international transmission of business cycles and the operation of macroeco
nomic policies in an open economy. 

The O p e n - Economy IS C u rve 

For any level of output the IS curve gives the real interest rate that brings the 
goods market into equilibrium. In a closed economy the goods market equilib
rium condition is that desired national saving, Sd, must equal desired investment, 
Id, or Sd - [d = O. In an open economy, as we showed in Chapter 5, the goods 
market equilibrium condition is that desired saving, Sd, must equal desired 
investment, Id, plus net exports, NX. Writing the goods market equilibrium condition 
for an open economy, we have 

Sd - Id = NX. (13.4) 

To interpret Eq. (13.4), recall that Sd _ Id, the excess of national saving over invest
ment, is the amount that domestic residents desire to lend abroad. Recall also 
that net exports NX (which, if net factor payments and net unilateral transfers are 
zero, is the same as the current account balance) equals the amount that foreign
ers want to borrow from domestic savers. Thus Eq. (13.4) indicates that, for the 
goods market to be in equilibrium, the amount that domestic residents desire to 
lend to foreigners must equal the amount that foreigners desire to borrow from 
domestic residents. 

Equivalently, we can write the goods market equilibrium condition as 

y = Cd + Id + G + NX. (13.5) 

We obtained Eq. (13.5) from Eq. (13.4) by replacing desired saving, Sd, with its def
inition, Y - Cd - G, and rearranging. Equation (13.5) states that the goods market is 
in equilibrium when the supply of goods, Y, equals the demand for goods, Cd + Id + 
G + NX. Note that in an open economy the total demand for goods includes spending 
on net exports. 

Figure 13.5 illustrates goods market equilibrium in an open economy. The 
horizontal axis measures desired saving minus desired investment, Sd - Id, and 
net exports, NX. Note that the horizontal axis includes both positive and negative 
values. The vertical axis measures the domestic real interest rate, r. 

The upward-sloping curve, S - I, shows the difference between desired national 
saving and desired investment for each value of the real interest rate, r. This curve 
slopes upward because, with output held constant, an increase in the real interest 
rate raises desired national saving and reduces desired investment, raising the 
country's desired foreign lending. 
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Figure 1 3. 5 
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The downward-sloping curve, NX, in Fig. 13.5, shows the relationship between 
the country's net exports and the domestic real interest rate, other factors held 
constant. As discussed in Section 13.2, a rise in the real interest rate appreciates the 
exchange rate, which in turn reduces net exports (see Summary table 17, p. 492). 
Hence the NX curve slopes downward. 

Goods market equilibrium requires that the excess of desired saving over 
desired investment equal net exports (Eq. 13.4). This condition is satisfied at the 
intersection of the 5 - I and NX curves at point E. Thus the domestic real interest 
rate that clears the goods market is the interest rate at E, or 'l ' 

To derive the open-economy IS curve, we need to know what happens to the 
real interest rate that clears the goods market when the current level of domestic 
output rises (see Fig. 13.6). Suppose that domestic output initially equals Yl and 
that goods market equilibrium is at point E, with a real interest rate of '1 ' Now sup
pose that output rises to Y2. An increase in current output raises desired national 
saving but doesn't affect desired investment, so the excess of desired saving over 
desired investment rises at any real interest rate. Thus the curve measuring the 
excess of desired saving over desired investment shifts to the right, from (5 - I)1 to 
(5 - I)2 in Fig. 13.6(a). 

What about the NX curve? An increase in domestic income causes domes
tic consumers to spend more on imported goods, which (other factors held 
constant) reduces net exports (Summary table 17, p .  492). Thus, when output 
rises from Y1 to Y 2' net exports fall, and the NX curve shifts to the left, from NXl 
to NX2 

After the increase in output from Y1 to Y2, the new goods market equilibrium is 
at point F in Fig. 13.6(a), with the real interest rate at '2' The IS curve in Fig. 13.6(b) 
shows that, when output equals Yl' the real interest rate that clears the goods market 
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(a) Goods market equilibrium (b) Open-economy IS curve 

Figure 1 3 .6 

Derivation of the IS curve in an open economy 
The initial equilibrium in the goods market is represented by point E in both (a) and (b). 
(a) At point E, domestic output is Y, and the domestic real interest rate is r,. An increase in domestic output from Y, to Y2 
raises desired national saving at each real interest rate and doesn't affect desired investment. Therefore the S - 1 curve shifts 
to the right, from (S - I)' to (S - I)2 The increase in output also raises domestic spending on imports, reducing net exports 
and causing the NX curve to shift to the left, from NX' to NX2 At the new equilibrium point, F, the real interest rate is r2. 
(b) Because an increase in output from Y, to Y2 10wers the real interest rate that clears the goods market from r, to r" the IS 
curve slopes downward. 

is rl; and that when output equals Y2, the real interest rate that clears the goods 
market is '2' Because higher current output lowers the real interest rate that clears 
the goods market, the open-economy IS curve slopes downward, as for a closed 
economy. 

Factors T h at S h ift the O p e n - E c o n omy IS C u rve 

As in a closed economy, in an open economy any factor that raises the real interest 
rate that clears the goods market at a constant level of output shifts the IS curve up. 
This point is illustrated in Fig. 13.7 which shows the effects on the open-economy 
IS curve of a temporary increase in government purchases. With output held con
stant at YI, the initial equilibrium is at point E, where the real interest rate is rl. A 
temporary increase in government purchases lowers desired national saving at 
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Figure 1 3. 7 

Effect of an increase in government purchases on the open-economy IS curve 
Initial equilibrium is at point E, where output is Y, and the real interest rate is r,. in both (a) and (b). 
(a) A temporary increase in government purchases lowers desired national saving at every level of output and the real 
interest rate. Thus the S - I curve shifts to the left, from (5 - I)' to (5 - If 
(b) For output V,. the real interest rate that clears the goods market is now '2' at point F in both (a) and (b). Because the real 
interest rate that clears the goods market has risen, the [5 curve shifts up and to the right, from [5' to 152• 

every level of output and the real interest rate. Thus the S - I curve shifts to the left, 
from (S - I)I to (S - I)2, as shown in Fig. 13.7(a). The new goods market equilibrium 
is at point F, where the real interest rate is r2. 

Figure 13.7(b) shows the effect on the IS curve. For output YI, the increase in 
government purchases raises the real interest rate that clears the goods market 
from rl to r2• Thus the IS curve shifts up and to the right, from IS1 to IS2. 

In general, any factor that shifts the closed-economy IS curve up does so by 
reducing desired national saving relative to desired investment. Because a change 
that reduces desired national saving relative to desired investment shifts the S -
I curve to the left (Fig. 13.7a), such a change also shifts the open-economy IS 
curve up. 

In addition to the standard factors that shift the IS curve in a closed economy, 
some new factors affect the position of the IS curve in an open economy. In particular, 
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Figure 1 3 .8 

Effect of an increase in net exports on the open-economy IS curve 
In both (a) and (b), at the initial equilibrium point, E, output is Y, and the real interest rate that clears the goods market is r,. 
(a) If some change raises the country's net exports at any given domestic output and domestic real interest rate, the NX 
curve shifts to the right, from NX' to NX2. 
(b) For output Y" the real interest rate that clears the goods market has risen from r, to r" at point F in both (a) and (b). Thus 
the IS curve shifts up and to the right, from [5' to [5'. 

anything that raises a country's net exports, given domestic output and the domes
tic real interest rate, will shift the open-economy IS curve up. This point is illus
trated in Fig. 13.8. 

At the initial equilibrium point, E, in both Figs. 13.8(a) and (b), domestic output 
is Y, and the domestic real interest rate is r,. Now suppose that some change raises 
the country's net exports at any level of domestic output and the domestic real inter
est rate. This increase in net exports is shown as a shift to the right of the NX curve 
in Fig. 13.8(a), from NX' to NX2. At the new goods market equilibrium point, F, the 
real interest rate has risen to r2. Because the real interest rate that clears the goods 
market has risen for constant output, the IS curve shifts up and to the right, as 
shown in Fig. 13.8(b), from IS' to IS2. 

What might cause a country's net exports to rise, for any given domestic output 
and domestic real interest rate? We've discussed three possibilities at various points 
in this chapter: an increase in foreign output, an increase in the foreign real interest rate, 
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and a shift in world demand toward the domestic country's goods (see Summary 
table 17, p.  492). 

An increase in foreign output, Ypo,' increases purchases of the domestic country's 
goods by foreigners, directly raising the domestic country's net exports and 
shifting the IS curve up. 
An increase in the foreign real interest rate, rpo<' makes foreign assets relatively 
more attractive to domestic and foreign savers, increasing the supply of domestic 
currency and causing the exchange rate to depreciate. A lower real exchange rate 
stimulates net exports, shifting the domestic country's IS curve up. 
A shift in world demand toward the domestic country's goods, as might occur if the 
quality of domestic goods improved, raises net exports and thus also shifts the 
IS curve up. A similar effect would occur if, for example, the domestic country 
imposed trade barriers that reduced imports (thereby increasing net exports); 
see Analytical Problem 1 at the end of the chapter. Summary table 18 lists fac
tors that shift the open-economy IS curve. 

The I nternat i o n a l  Tra n s m i s s i o n  of B u s i ness Cycles 

In the introduction to this chapter we discussed briefly how trade and financial 
links among countries transmit cyclical fluctuations across borders. The analysis 
here shows that the impact of foreign economic conditions on the real exchange 
rate and net exports is one of the principal ways by which cycles are transmitted 
internationally. 

For example, consider the impact of a recession in the United States on an 
economy for which the United States is  a major export market say, Japan. 
In terms of the IS-LM model, a decline in U.s. output lowers the demand for 
Japanese net exports, which shifts the Japanese IS curve down. In the Keynesian 
version of the model, this downward shift of the IS curve throws the Japanese 
economy into a recession, with output below its full-employment level, until price 
adjustment restores full employment (see, for example, Fig. 11.7). Japanese output 
also is predicted to fall in the classical model with misperceptions because the 
drop in net exports implies a decline in the Japanese aggregate demand (AD) curve 
and the short-run aggregate supply (SRAS) curve slopes upward. However, in the 
basic classical model without misperceptions, output remains at its full-employment 
level so the decline in net exports wouldn't affect Japanese output. 
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Similarly, a country's domestic economy can be sensitive to shifts in interna
tional tastes for various goods. For example, a shift in demand away from Japanese 
goods induced perhaps by trade restrictions against Japanese products would 
shift the Japanese IS curve down, with the same contractionary effects as the 
decrease in foreign (U.s.) output had. 

13.4 Macroecon ic Policy in  an O pen Economy 
with Flex ible Exchange Rates 

A primary reason for developing the IS-LM model for the open economy is to 
determine how borrowing and trading links among countries affect fiscal and 
monetary policies. When exchange rates are flexible, the effects of macroeconomic 
policy on domestic variables such as output and the real interest rate are largely 
unchanged when foreign trade is added. However, adding foreign trade raises 
two new questions: (1) How do fiscal and monetary policy affect a country's real 
exchange rate and net exports? and (2) How do the macroeconomic policies of one 
country affect the economies of other countries? With the open-economy IS-LM 
model, we can answer both questions. 

To examine the international effects of various domestic macroeconomic policies, 
we proceed as follows: 

1. We use the IS-LM diagram for the domestic economy to determine the effects 
of the policies on domestic output and the domestic real interest rate. This 
step is the same as in our analyses of closed economies in Chapters 9-1l. 

2. We apply the results of Section 13.2 (see in particular Summary table 16, p .  491, 
and Summary table 17, p. 492) to determine how changes in domestic output 
and the domestic real interest rate affect the exchange rate and net exports. 

3. We use the IS-LM diagram for the foreign economy to determine the effects of 
the domestic policies on foreign output and the foreign real interest rate. 
Domestic policies that change the demand for the foreign country's net exports 
will shift the foreign IS curve. 

A Fisca l Expa n s i o n  

To consider the effects of fiscal policy in an open economy, let's look again at a tem
porary increase in domestic government purchases. In analyzing this policy change 
we use the classical version of the IS-LM model (with no misperceptions) but also 
discuss the results that would be obtained in the Keynesian framework. 

Figure 13.9 shows two IS-LM diagrams, one for the domestic country (where 
the fiscal policy change is taking place) and one for the foreign country, represent
ing the domestic country's major trading partners. Suppose that the original equi
librium is at point E in Fig. 13.9(a). As usual, the increase in government purchases 
shifts the domestic IS curve up and to the right, from IS1 to IS2 In addition, in the 
classical model the FE line shifts to the right, from FEl to FE2. The reason for this 
shift is that the increase in government purchases raises present or future tax bur
dens; because higher taxes make workers poorer, they increase their labor supply, 
which raises full-employment output. The new equilibrium is represented by point 
F, the intersection of IS2 and FE2. The domestic price level rises, shifting the 
domestic LM curve up and to the left, from LMl to LM2, until it passes through F. 
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Comparing point F with point E reveals that the increase in goverrunent purchases 
increases both output, Y, and the real interest rate, r, in the domestic country. So far 
the analysis is identical to the classical analysis for a closed economy (Chapter 10). 
Note also that fiscal expansion raises output and the real interest rate the same 
results that we would get from the Keynesian model. 

To examine the role of international trade, we first consider the effects on the 
exchange rate of the increases in domestic output and the domestic real interest 
rate. Recall that an increase in output, Y, causes domestic residents to demand 
more imports and thus to supply more currency to the foreign exchange market. 
The increase in domestic output therefore depreciates the exchange rate. However, 
the rise in the domestic real interest rate makes domestic assets more attractive, 
causing foreign savers to demand the domestic currency and appreciating the 
exchange rate. The overall effect of the increase in goverrunent purchases on the 
exchange rate is ambiguous: We can't be sure whether the increase in government 
purchases will raise or lower the exchange rate. 

The effect of the fiscal expansion on the country's net export demand isn't 
ambiguous. Recall that the increase in domestic output (which raises domestic 
consumers' demand for imports) and the increase in the real interest rate (which 
tends to appreciate the exchange rate) both cause net exports to fall. Thus the over
all effect of the fiscal expansion clearly is to move the country's trade balance 
toward deficit. This result is consistent with the analysis of the "twin deficits" (the 
government budget deficit and the trade deficit) in Chapter 5. 

In an interconnected world, the effects of macroeconomic policies in one country 
aren't limited to that country but also are felt abroad. Based on the analysis we've just 
finished, taking the extra step and finding out how the domestic fiscal expansion 
affects the economies of the domestic country's trading partners isn't difficult. 

The effects of the domestic fiscal expansion on the rest of the world represented 
by the foreign country IS-LM diagram in Fig. 13.9(b) are transmitted through the 
change in net exports. Because the domestic country's imports are the foreign 
country's exports, and vice versa, the decline in net exports of the domestic country 
is equivalent to an increase in net exports for the foreign country. Thus the foreign 
country's IS curve shifts up, from IS}or to IS�or· 

In the classical IS-LM model, the upward shift of the foreign IS curve doesn't 
affect foreign output; instead the price level rises immediately to restore general equi
librium (the LM curve shifts up from LM}or to L�oJ The foreign economy ends up at 
point F, with the real interest rate and the price level higher than they were initially. 

If prices were sticky, as in the Keynesian model, the effects of the shift of the 
foreign country's IS curve would be slightly different. If prices don't adjust in the 
short run, the shift of the IS curve implies that the foreign economy would have 
temporarily higher output at the intersection of the IS and LM curves at point H in 
Fig. 13.9(b); only after firms adjust their prices would the economy arrive at point 
F. Otherwise, the implications of the classical and Keynesian analyses are the same.ll 

Therefore, in the open-economy versions of both the classical and Keynesian 
models, a temporary increase in government purchases raises domestic income and 
the domestic real interest rate, as in a closed economy. In addition, net exports fall; 

llIn principle, we could continue the analysis by discussing how changes in foreign output and real 
interest rates in turn affect the domestic economy. However, these 50-called feedback effects are generally 
small and thus don't reverse any of our conclusions, so we omit this discussion. 
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thus increased government purchases reduce, or crowd out, both investment and 
net exports. The effect on the real exchange rate is ambiguous: It can either rise or 
fall. In the foreign economy the real interest rate and the price level rise. In the 
Keynesian version of the model foreign output also rises, but only in the short run. 

A M o n eta ry C o ntra cti o n  

We can also use the open-economy IS-LM model to study the effects of monetary 
policy when exchange rates are flexible. For the Keynesian version of the IS-LM 
model we analyze the effects of a drop in the money supply in both the short and 
long run. Because the effects of monetary policy are the same in the basic classical 
model (without misperceptions) and the long-run Keynesian model, our analysis 
applies to the classical model as well. 

S hort-Run Effects o n  the Domestic and  Fo reign Economies. The effects of a 
monetary contraction are shown in Fig. 13.10, which shows IS-LM diagrams cor
responding to both the domestic and foreign countries. Suppose that the initial 
equilibrium is represented by point E and that a decrease in the money supply 
shifts the domestic LM curve up and to the left, from LMI to LM2, in Fig. 13.10(a). 
In the Keynesian model, the price level is rigid in the short run, so the short-run 
equilibrium is at point F, the intersection of the IS and LM2 curves. Comparing 
points F and E reveals that in the short run domestic output falls and the domestic 
real interest rate rises. This result is the same as for the closed economy. 

After the monetary contraction, the exchange rate appreciates in the short run, 
for two reasons. First, the drop in domestic income reduces the domestic demand 
for imports, leading domestic consumers to demand less foreign currency to buy 
imported goods. Second, the rise in the domestic real interest rate makes domestic 
assets relatively more attractive to foreign savers, increasing foreign savers' 
demand for the domestic currency. 

What happens to the country's net exports? Here there are two competing 
effects: (1) The drop in domestic income created by the monetary contraction 
reduces the domestic demand for foreign goods and thus tends to increase the 
country's net exports; but (2) the rise in the real interest rate, which leads to 
exchange rate appreciation, tends to reduce net exports. The theory doesn't indicate 
for certain which way net exports will change. In our earlier discussion of the J 
curve, however, we noted that the effects of changes in the real exchange rate on net 
exports may be weak in the short run. Based on that analysis, we assume that in the 
short run exchange rate effects on net exports are weaker than the effects of changes in 
domestic income so that overall the country's net exports will increase. 

The next question is: How does the domestic monetary contraction affect the 
economies of the country's trading partners? The effects on the typical foreign econ
omy are illustrated by Fig. 13.10(b). If the domestic country's net exports are 
increased by the monetary contraction, the foreign country's net exports must 
decrease because the domestic country's exports are the foreign country's imports. 
Thus the IS curve of the foreign country shifts down and to the left, from IS}or to 
IS�or' The short-run equilibrium is at point F, where the IS�or and LMFor curves inter
sect. Output in the foreign country declines, and the foreign real interest rate falls. 

These results show that a domestic monetary contraction also leads to a 
recession abroad. This transmission of recession occurs because the decline in 
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domestic output also reduces domestic demand for foreign goods. The apprecia
tion of the domestic real exchange rate works in the opposite direction by making 
foreign goods relatively cheaper, which tends to increase the net exports of the for
eign country. However, we have assumed that the negative effect of declining 
domestic income on the foreign country's net exports is stronger than the positive 
effect of the appreciating domestic exchange rate. Thus a domestic monetary con
traction leads to a recession in both the foreign country and the domestic country. 

Long-Run Effects on the Domestic and  Fore i g n  Economies.  In the long run 
after a monetary contraction, wages and prices decline in the domestic country, 
as firms find themselves selling less output than they desire. The domestic coun
try's LM curve returns to its initial position, LMI in Fig. 13.10(a), so that money 
is neutral in the long run. As all real variables in the domestic economy return to 
their original levels, the real exchange rate and the domestic demand for foreign 
goods also return to their original levels. As a result, the foreign country's IS 
curve shifts back to its initial position, IS}or in Fig. 13.10(b), and the foreign 
country's economy also returns to its initial equilibrium point, E. At E, all foreign 
macroeconomic variables (including the price level) are at their original levels. 
Hence in the long run the change in the domestic money supply doesn't affect 
any real variables, either domestically or abroad. In particular, the real exchange 
rate and net exports aren't affected by the monetary contraction in the long run. 

Although monetary neutrality holds in the long run in the Keynesian model, it 
holds immediately in the basic classical model. So, in the basic classical model, 
monetary policy changes have no effect on real exchange rates or trade flows; they 
affect only the price level. In a monetary contraction, the domestic price level will 
fall (the foreign price level doesn't change). 

Although money can't affect the real exchange rate in the long run, it does 
affect the nominal exchange rate by changing the domestic price level. (This is one 
case where the responses of the real and nominal exchange rates to a change in 
macroeconomic conditions differ.) As we have shown, the long-run neutrality of 
money implies that a 10% decrease in the nominal money supply will decrease the 
domestic price level by 10%. Note that Eq. (13 .1 )  implies that the nominal 
exchange rate, enom' equals ePFo/P' where e is the real exchange rate, PFor is the for
eign price level, and P is the domestic price level. Because the real exchange rate, 
e, and the foreign price level, P For' are unchanged in the long run by a domestic 
monetary contraction, the 10% drop in the domestic price level P raises the nom
inal exchange rate, enom' by (approximately) 10%. Thus a monetary contraction 
reduces the domestic price level and appreciates the nominal exchange rate by the 
same percentage as the drop in money supply. 

13.5 Fixed Exchange Rates 

The United States has had a flexible exchange rate since abandonment of the 
Bretton Woods system of fixed exchange rates during the early 1970s. However, 
fixed-exchange-rate systems in which exchange rates are officially set by inter
national agreement have been important historically and are still used by many 
countries. Let's now consider fixed-exchange-rate systems and address two ques
tions: (1) How does the use of a fixed-exchange-rate system affect an economy 
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and macroeconomic policy? and (2) Ultimately, which is the better system, flexible 
or fixed exchange rates? 

F i x i n g  the Exc h a n g e  Rate 

In contrast to flexible-exchange-rate systems where exchange rates are determined 
by supply and demand in foreign exchange markets in a fixed-exchange-rate 
system the value of the nominal exchange rate is officially set by the government, 
perhaps in consultation or agreement with other countries.12 

A potential problem with fixed-exchange-rate systems is that the value of the 
exchange rate set by the government may not be the exchange rate determined by 
the supply and demand for currency. Figure 13.11 shows a situation in which the 
official exchange rate, e nom' is higher than the fundamental value of the exchange 
rate, e�om' or the value that would be determined by free market forces without gov
ernment intervention. When an exchange rate is higher than its fundamental value, 
it is an overvalued exchange rate (often referred to as an overvalued currency). 

How can a country deal with a situation in which its official exchange rate is dif
ferent from the fundamental value of its exchange rate? There are several possible 
strategies: First, the country can simply change the official value of its exchange rate 
so that it equals, or is close to, its fundamental value. For example, in the case of 

1lIn some fixed-exchange-rate systems, the exchange rate is allowed to fluctuate within a narrow, 
prespecified band. For simplicity, we will assume in this section that the exchange rate is fixed at a 
single value. 
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overvaluation shown in Fig. 13.11, the country could simply devalue (lower) its 
nominal fixed exchange rate from enom to e�om' However, although occasional deval
uations or revaluations can be expected under fixed-exchange-rate systems, if a 
country continuously adjusts its exchange rate it might as well switch to a flexible
ra te system. 

Second, the government could restrict international transactions for example, 
by limiting or taxing imports or financial outflows. Such policies reduce the supply 
of the domestic currency to the foreign exchange market, thus raising the funda
mental value of the exchange rate toward its fixed value. Some countries go even 
further and prohibit people from trading the domestic currency for foreign cur
rencies without government approval; a currency that can't be freely traded for 
other currencies is said to be an inconvertible currency. However, direct govern
ment intervention in international transactions has many economic costs, including 
reduced access to foreign goods and credit. 

Third, the government itself may become a demander or supplier of its currency in 
the foreign exchange market, an approach used by most of the industrialized countries 
having fixed exchange rates. For example, in the case of overvaluation shown in 
Fig. 13.11, the supply of the country's currency to the foreign exchange market 
(point B) exceeds private demand for the currency (point A) at the official exchange 
rate by the amount AB. To maintain the value of the currency at the official rate, the 
government could buy back its own currency in the amount AB in each period. 

Usually, these currency purchases are made by the nation's central bank, using 
official reserve assets. Recall (Chapter 5) that official reserve assets are assets other 
than domestic money or securities that can be used to make international payments 
(examples are gold, foreign bank deposits, or special assets created by international 
agencies such as the International Monetary Fund). During the gold standard 
period, for example, gold was the basic form of official reserve asset, and central 
banks offered to exchange gold for their own currencies at a fixed price. If Fig. 13.11 
represented a gold-standard country, AB would represent the amount of gold the 
central bank would have to use to buy back its currency in each period to equalize 
the quantities of its currency supplied and demanded at the official exchange rate. 
Recall also that the decline in a country's official reserve assets during a year equals 
its balance of payments deficit. Thus amount AB measures the reserves the central 
bank must use to support the currency and corresponds to the country's balance of 
payments deficit. 

Although a central bank can maintain an overvalued exchange rate for a time 
by offering to buy back its own currency at a fixed price, it can't do so forever 
because it has only a limited supply of official reserve assets. During the gold stan
dard period, for example, central banks did not own unlimited amounts of gold. 
Attempting to support an overvalued currency for a long period of time would 
have exhausted a central bank's limited gold reserves, leaving the country no 
choice but to devalue its currency. 

A central bank's attempts to support an overvalued currency can be ended 
quickly and dramatically by a speculative run. A speculative run, also called a spec
ulative attack, occurs when financial investors begin to fear that an overvalued cur
rency may soon be devalued, reducing the value of assets denominated in that 
currency relative to assets denominated in other currencies. To avoid losses, finan
cial investors frantically sell assets denominated in the overvalued currency. The 
panicky sales of domestic assets associated with a speculative run on a currency 
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shift the supply curve for that currency sharply to the right (see Fig. 13.12), increas
ing the gap between the quantities supplied and demanded of the currency from 
amount AB to amount AC. This widening gap increases the rate at which the cen
tral bank has to spend its official reserve assets to maintain the overvalued 
exchange rate, speeding devaluation and confirming the financial investors' expec
tations. For example, in 2002, Argentina faced just such a crisis, as we discuss in the 
Application "Crisis in Argentina," p. 515. 

Without strong restrictions on international trade and finance (themselves eco
nomically costly), we conclude that an overvalued exchange rate isn't sustainable for 
long. If the exchange rate is overvalued, the country must either devalue its currency 
or make some policy change to raise the fundamental value of the exchange rate. We 
show in the next section that the basic tool for changing the fundamental value of 
the exchange rate is monetary policy. 

We've focused on overvaluation, but an exchange rate also could be underval
ued. As illustrated in Fig. 13.13, an undervalued exchange rate (or undervalued 
currency) exists if the officially fixed value is less than the value determined by 
supply and demand in the foreign exchange market. In this case, instead of buying 
its own currency, the central bank sells its currency to the foreign exchange market 
and accumulates reserves in the amount AB each period. With no limit to the quan
tity of reserve assets (gold, for example) a central bank could accumulate, an under
valued exchange rate could apparently be maintained indefinitely. However, a 
country with an undervalued exchange rate can accumulate reserves only at the 
expense of trading partners who have overvalued exchange rates and are therefore 
losing reserves. Because the country's trading partners can't continue to lose 
reserves indefinitely, eventually they may put political pressure on the country to 
bring the fundamental value of its exchange rate back in line with the official rate. 
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M o n etary Pol i cy a n d  the F ixed Exc h a n g e  Rate 

Suppose that a country wants to eliminate currency overvaluation by raising the 
fundamental value of its nominal exchange rate until it equals the fixed value of the 
exchange rate. How can it achieve this goal? Economists have long recognized 
that the best way for a country to do so is through contraction of its money supply. 

To demonstrate why a monetary contraction raises the fundamental value of 
the nominal exchange rate, we first rewrite Eq. (13.1), which defined the relation
ship of the real and nominal exchange rates: 

ePFoc enom = p . 
(13.6) 

Equation (13.6) states that, for any foreign price level, PFoc' the nominal exchange 
rate, enom' is proportional to the real exchange rate, e, and inversely proportional to 
the domestic price level, P. 

In our earlier discussion of monetary policy in the Keynesian model with flex
ible exchange rates, we showed that a monetary contraction causes the real 
exchange rate to appreciate in the short run by reducing domestic output and 
increasing the real interest rate. Because short-run domestic and foreign price levels 
are fixed in the Keynesian model, Eq. (13.6) indicates that the short-run apprecia
tion of the real exchange rate also implies a short-run appreciation of the nominal 
exchange rate. In the long run money is neutral; hence a monetary contraction has 
no effect on the real exchange rate, but it does cause the domestic price level to fall. 
In the long run the domestic price level, P, falls but the real exchange rate, e, is 
unaffected, so Eq. (13.6) implies that the nominal exchange rate rises (appreciates) 
both in the long run and the short run . Thus in both the short and long run a monetary 
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contraction increases the fundamental value of the nominal exchange rate, or the 
value of the nominal exchange rate determined by supply and demand in the for
eign exchange marketY Conversely, a monetary easing reduces the fundamental 
value of the nominal exchange rate in both the short and long run. 

Figure 13.14 iUustrates the relationship between the nominal exchange rate and 
the money supply in a country with a fixed exchange rate.14 The downward-sloping 
curve shows the relationship of the money supply to the fundamental value of the 
nominal exchange rate. This curve slopes downward because, other factors being 
equal, an increase in the money supply reduces the fundamental value of the 
nominal exchange rate. The horizontal line in Fig. 13.14 is the officially determined 
exchange rate. The value of Ml on the horizontal axis is the money supply that 
equalizes the fundamental value of the exchange rate and its officially fixed value. 
If the money supply is more than Ml' 

the country has an overvaluation problem (the 
fundamental value of the exchange rate is below the official value), and if the money 
supply is less than Ml' the country has an undervaluation problem. 

Figure 13.14 suggests that, in a fixed-exchange-rate system, individual coun
tries typically are not free to expand their money supplies to try to raise output and 
employment. Instead, the money supply is governed by the condition that the offi
cial and fundamental values of the exchange rate be the same. If the country rep
resented in Fig. 13.14 wanted to expand its money supply to fight a recession, for 
example, it could do so only by creating an overvaluation problem (most likely 

13Because money is always neutral in the basic classical model, a monetary contraction increases the 
fundamental value of the nominal exchange rate in the basic classical model as welL 
14The country's money supply is the amount of money in circulation domestically, as in previous 
chapters . It is not the supply of currency to foreign exchange markets, which depends only on domes
tic residents' demands for foreign goods and assets. 
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leading to a future devaluation) or by devaluing its currency immediately. Under 
fixed exchange rates, then, a central bank cannot use monetary policy to pursue 
macroeconomic stabilization goals. 

Although one member of a group of countries in a fixed-exchange-rate system 
generally isn't free to use monetary policy by itself, the group as a whole may be able 
to do so, if the members coordinate their policies. For example, suppose that 
Argentina and Brazil have a fixed exchange rate between their two currencies and 
that, because of a recession in both countries, both want to expand their money 
supplies. If Brazil attempts a monetary expansion on its own, from MJ to M2 in 
Fig. 13.15, its exchange rate will become overvalued (its fundamental value, at the 
intersection of Mz and FV1, would be lower than the official exchange rate). As a 
result, the central bank of Brazil would lose reserves, ultimately forcing Brazil to 
undo its attempted expansion. 

Suppose, however, that Argentina goes ahead with its own money supply expan
sion. If Brazil's money supply remains constant, an increase in Argentina's money 
supply reduces the fundamental value of Argentina's (nominal) exchange rate, which 
is equivalent to raising the fundamental value of Brazil's exchange rate at any level 
of its money supply, as shown in Fig. 13.15. The fundamental value curve in Fig. l3.15 
shifts up, from FV' to FVZ. Now Brazil can expand its money supply, from MJ to M2, 
without creating an overvaluation problem (the fundamental value of the Brazilian 
exchange rate, at the intersection of M2 and FVZ, is the same as the official exchange 
rate). Thus, if Argentina and Brazil cooperate by changing their money supplies in 
the same proportion, both countries can achieve their stabilization goals without 
either country experiencing overvaluation. This example shows that fixed exchange 
rates are most likely to work well when the countries in the system have similar 
macroeconomic goals and can cooperate on monetary policies. 
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We have discussed the overvaluation and undervaluation problems that can arise 
in fixed-exchange-rate systems. However, flexible-exchange-rate systems have 
problems of their own, primarily the volatility of exchange rates, which introduces 
uncertainty for people and businesses in their transactions with other countries. 
Each type of system has its problems, so which is preferable? 

Proponents of fixed-exchange-rate systems stress two major benefits. First, rel
ative to a situation in which exchange rates fluctuate continuously, fixed exchange 
rates (if they are stable and not subject to frequent changes or speculative crises) 
may make trading goods and assets among countries easier and less costly. Thus a 
system of fixed rates may promote econorrUc and financial integration and improve 
economic efficiency. Second, fixed exchange rates may improve monetary policy 
"discipline," in the sense that countries with fixed exchange rates typically are less 
able to carry out highly expansionary monetary policies; the result may be lower 
inflation in the long run. 

The other side of the monetary discipline argument is that fixed exchange rates 
take away a country's ability to use monetary policy flexibly to deal with reces
sions.IS This inability is particularly serious if the different countries in the fixed
exchange-rate system have different policy goals and face different types of economic 
shocks. Thus, for instance, one country may want to expand its money supply to fight 
a recession while another country does not want to increase its money supply. This 
divergence in monetary policies between the two countries would put downward 
pressure on the exchange rate of the country that increases its money supply, and 
thus would strain the fixed exchange rate between the two countries. 

Which system is better depends on the circumstances. Fixed exchange rates 
among a group of countries are useful when large benefits can be gained from 
increased trade and integration and when the countries in the system coordinate 
their monetary policies closely. Countries that value the ability to use monetary 
policy independently perhaps because they face different macroeconomic shocks 
than other countries or hold different views about the relative costs of unemploy
ment and inflation should retain a floating exchange rate. 

C u rrency U n i o n s  

An alternative to fixing exchange rates is for a group of countries to form a currency 
union, under which they agree to share a common currency. Members of a cur
rency union also typically cooperate economically and politically. The agreement 
among the original thirteen colonies, enshrined in the U.s. Constitution, to abandon 
their individual currencies and create a single currency, is an early example of a 
currency union. The Application "European Monetary Unification" (p. 512) dis
cusses a contemporary currency union. 

An effective currency union usually requires more than just cooperation of 
national central banks. For a currency union to work, the common monetary policy 
must be controlled by a single institution. Because countries are typically reluctant 
to give up their own currencies and monetary policies, currency unions have been 
rare. However, if politically feasible, a currency union has at least two advantages 

15Keynesians consider this inflexibility to be a cost, but classicals don't. 
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over fixed exchange rates. First, the costs of trading goods and assets among countries 
are even lower with a single currency than under fixed exchange rates. Second, if 
national currencies are eliminated in favor of the common currency, speculative 
attacks on the national currencies obviously can no longer occur. 

However, a currency union shares the major disadvantage of a fixed-exchange-rate 
system: It requires all of its members to pursue a common monetary policy. Thus, 
if one member of a currency union is in a recession while another is concerned 
about inflation, the common monetary policy can't deal with both countries' prob
lems simultaneously. In contrast, under flexible exchange rates, each country could 
set its own monetary policy independently. 

European Monetary Unification 

In December 1991 at a summit meeting in Maastricht in the Netherlands, the 
member countries of the European Community (EC) adopted the Treaty on 
European Union, usually called the Maastricht Treaty. This treaty took effect in 
November 1993, after being ratified (with some resistance) by popular votes in 
the member countries. One of the most important provisions of the treaty was 
that those member countries meeting certain criteria (including the achieve
ment of low inflation rates and small government budget deficits) would adopt 
a common currency, to be called the euro. The common currency came into 
being on January 1, 1999. Eleven countries, with a collective population and 
GOP similar to those of the United States, qualified to become part of the new 
currency union.16 

The common monetary policy for the euro countries is determined by the Gov
erning Council of the European Central Bank (ECB), a multinational institution 
located in Frankfurt, Germany. The Council includes six members of an Executive 
Board, appointed through a collective decision of the member countries, plus the 
governors of the national central banks of the member countries. Except through 
their representation on the Council, the national central banks, such as Germany's 
Bundesbank and the Bank of France, gave up their power to make monetary policy 
for their countries. 

The monetary unification of Europe is an important development but one 
whose long-term implications remain unknown as yet. Possible advantages of the 
currency union include easier movement of goods, capital, and labor among 
European countries; lower costs of financial transactions; and enhanced political 
and economic cooperation. An integrated European market would rival that of 
the United States in size and wealth, and the euro could become a preferred cur
rency for international transactions, as the dollar is today. A major risk to mone
tary unification is that member countries might disagree about whether the 
common monetary policy should be expansionary or contractionary at any par
ticular time. Indeed, at the time of the introduction of the euro, a recession in 

16Greece joined the original eleven members of the monetary union in 2001. 
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Europe affected different member countries to varying degrees. The ECB thus 
faced the decision of whether to ease the common monetary policy, to assist 
those countries worst hit by the recession, or to leave monetary policy 
unchanged, as desired by those countries doing relatively better. The ECB com
promised, easing moderately in 1999.17 

The euro made its debut in two phases. In the first phase, lasting three years, it 
was agreed that the euro would be a "virtual currency"; that is, there would be no 
actual euro notes or coins in circulation. Instead, people would continue to use the 
traditional currencies of Europe (such as German marks and French francs) in 
hand-to-hand circulation. In the second phase, beginning on January 1, 2002, euro 
notes and coins were introduced into circulation and the various national curren
cies were phased out. 

During the first, "virtual currency" phase, the value of a euro could be defined 
only in relation to the values of existing national currencies. Specifically, the eleven 
nations agreed to give meaning to the idea of a euro by establishing a permanent 
rate of exchange between the euro and each existing European currency. Some of 
the official rates of exchange are given below: 

1 euro = 40.3399 Belgian francs 
= 6.5596 French francs 
= 1 .95583 German marks 
= 1936.27 Italian lire 
= 166.386 Spanish pesetas 

A key advantage of fixing the values of national currencies in terms of euros was 
that prices could be quoted anywhere in the participating countries in terms of 
euros as well as the local currency, facilitating trade and economic integration. 
(Here is a rare situation in which the "medium of exchange" function of money 
might be served by one currency the franc or the mark and the "unit of account" 
function served by another, the euro. See Chapter 7, p. 251.) 

Other advantages of the new system related to exchange rates. First, as of 
January 1, 1999, the exchange rates between any two currencies in the European 
monetary union were effectively fixed; for example, because 6.5596 French francs 
and 1.95583 German marks both equaled one euro, then it also was the case that 
6.5596/1.95583 French francs, or 3.354 francs, equaled one mark. Second, after the 
introduction of the euro, it was no longer necessary for each European currency to 
have a separate exchange rate with currencies outside the European monetary area, 
such as the U.S. dollar. Instead, knowing the exchange rate between the euro and the 
dollar was sufficient to know the exchange rate between each national currency and 
the dollar. For example, suppose that a dollar exchanged for 0.90 euros. The number 
of French francs that traded for one dollar could be calculated as follows: 

French francs per dollar = French francs per euro x euros per dollar 
= 6.5596 x 0.90 
= 5.9036. 

17Por a detailed discussion of the European Monetary Union, see Carol C. Bertaut and Murat F. 
Iyigun, "The Launch of the Euro," Federal Reserve BIIlIelin, October, 1999, pp. 655-666. 
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When the euro was officially introduced in 1999, the market-determined 
value of the euro was 1 euro = $1.16 (equivalently, 0.86 euros per dollar). How
ever, to the surprise of many Europeans, the value of the euro in foreign exchange 
markets began to fall steadily. By the time that euro coins and notes were intro
duced into circulation on January 1, 2002, the value of the euro had dropped to 
1 euro = $0.89 (equivalently, 1 . 12 euros per dollar), that is, the euro had depreci
ated by nearly one-fourth relative to the dollar in only three years. The sharp fall 
in the euro made imports more expensive for Europeans (while making European 
vacations a great deal for U.s. tourists!); it also proved a political embarrassment 
to the new European Central Bank, which had promised that the euro would be 
a "strong" currency. 

Several explanations have been proposed for the euro's unexpected decline. 
One of these centers on the attractiveness of U.s. assets to European financial 
investors. At the time that the euro was introduced, the U.s. economy and stock 
market were booming, particularly in the high-tech sector. According to this expla
nation, Europeans were eager to invest in what they perceived to be high-yielding 
U.s. assets. In order to buy U.s. assets, European financial investors sold euros and 
bought dollars, driving down the value of the euro relative to the dollar. This 
explanation is consistent with the large financial inflows experienced by the United 
States during this period, as well as with the strength of the dollar relative to vir
tually all currencies (not just the euro). However, if the booming U.s. economy and 
stock market were the whole story, the euro should have strengthened somewhat 
when the U.s. economy weakened and stock prices declined during the year 2000, 
but it did not. 

An alternative explanation for the sinking euro was offered by German econ
omists Hans-Werner Sinn and Frank Westermann. IS Sinn and Westermann pointed 
out that much of the demand for stable currencies, such as the U.s. dollar and the 
German mark, comes from outside the countries that issue those currencies. In 
particular, dollars and marks often stuffed in suitcases or in mattresses have 
long been attractive stores of value in countries experiencing high inflation or 
political instability (see Box 7.2, "Where Have All the Dollars Gone?" p. 254). While 
dollars have been particularly popular in Russia and Latin America, marks had 
been the currency of choice in many eastern European nations, especially after the 
fall of communism, owing to their proximity to Germany. 

According to Sinn and Westermann, the introduction of the euro in January 
1999 posed a problem for foreign holders of marks. Hearing that the mark was to 
be abolished in favor of the euro, many holders of black market marks outside of 
Germany began to worry that their cash hoards might become worthless. More 
sophisticated holders of marks understood that their cash would be convertible 
into euros, but were concerned that the conversion process would be difficult or 
might force them to reveal their mark holdings to the authorities. If it had been pos
sible, many mark-holders might have traded their marks for euros on the black 
market; however, euros did not yet exist in physical form, making such transactions 
impossible. By Sinn and Westermann's account, mark-holders chose instead to sell 

""The Euro, Eastern Europe, and Black Markets: The Currency Hypothesis," in P. de Grauwe, ed., 
Exchallge Rate Ecollomics: Where Do We Stalld? (MIT Press: Cambridge, Mass., 2005), pp. 207-238. 
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their marks and obtain dollars, raising the value of the dollar and reducing the 
value of the mark. Because the mark was officially tied to the euro, the falling 
mark implied a falling euro as well. Consistent with this story is a substantial 
increase in dollars in circulation during this period and a corresponding decline in 
outstanding marks. 

With the introduction of euro currency and coin into circulation in January 
2002, it became possible to hold hoards of cash in euros as easily as in dollars. 
Indeed, because euro notes come in relatively large denominations, euros may be 
more attractive than doUars for hoarding purposes. The rise in the value of the euro 
following January 2002 is consistent with the Sinn-Westermann interpretation. 

Crisis in Argentina 

In 2002, Argentina's economy began to rebound after several years of a deep reces
sion, high unemployment, and a crushing international debt that led Argentines to 
take to the streets in large numbers to protest against the government. How did this 
all come about? 

The Argentine story has been one of intermittent economic progress interrupted 
by periodic crises. During the 1970s and 1980s, Argentina's main economic problem 
was persistent, extreme inflation. By the fourth quarter of 1990, the cpr in Argentina 
was more than 10 billion times its level at the beginning of 1975! During the 1980s, 
Argentina twice changed its currency in unsuccessful attempts to halt its spec
tacularly high inflation. Shortly after Raul Alfonsin was elected president in 
December 1983, Argentina created a new "peso Argentino" equal to 10,000 old 
pesos. Less than two years later, in June 1985, Argentina introduced yet another 
new currency, the austral, declaring each austral the equivalent of 1,000 peso 
Argentinos. The currency changes were accompanied by other economic policy 
changes, but neither attempt at stopping inflation proved successful. 

A third attempt at curbing inflation, in April 1991, worked much better; indeed, 
following the 1991 policy changes, Argentina had virtually no inflation for more 
than a decade. One element of the 1991 anti-inflation policy was the creation of yet 
another new currency, called the new peso, worth 10,000 australs. Much more 
important than the new currency, however, was a comprehensive reform package, 
designed by Economics Minister Domingo Cavallo and supported by Argentine 
President Carlos Menem. Cavallo's package reduced the size of the government's 
budget deficit and introduced measures to make the Argentine economy more 
competitive internationally. The budget deficit was reduced by cutting back on 
public spending, reforming the tax system, and cracking down on tax evasion. To 
open up the Argentine economy to foreign competition, the government reduced 
tariffs and removed various restrictions on imports. 
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However, the linchpin of the successful 1991 reform was the so-called con
vertibility law, which established a currency board in Argentina. A currency 
board is a monetary arrangement under which the supply of domestic currency 
in circulation is strictly limited by the amount of foreign reserves held by the cen
tral bank. The purpose of a currency board is to impose discipline on the central 
bank. By limiting the central bank's power to create money, the currency board 
helps to reassure the public that the money supply will not be recklessly increased. 
A stable money supply, in turn, should ensure that domestic inflation will be held 
in check, and that the nominal exchange rate can be maintained at a constant 
value. 

Specifically, the 1991 convertibility law fixed the exchange rate for Argentina's 
new peso at one U.s. dollar per peso, and limited the total number of pesos in cir
culation to no more than the number of U.s. dollars held by the Argentine central 
bank. (In practice, some loopholes in the law allowed dollar holdings to be a bit 
lower than pesos in circulation.) Because Argentine pesos were supposed to be 
fully backed, one-for-one, by U.s. dollars, the currency board gave holders of pesos 
confidence that their pesos could be easily and quickly converted into dollars and 
hence that "a peso is as good as a dollar." 

The establishment of the currency board and the other reforms implemented 
by Cavallo in 1991 seemed to be successful. The currency board achieved its goal 
of price stability. During the second half of the 1990s, the Argentine inflation 
rate was essentially zero indeed, the CPI in the fourth quarter of 1999 was 
slightly lower than in the fourth quarter of 1995. The real economy also per
formed well for much of the 1990s: Real GOP grew at an average rate of 5.8% per 
year from 1990 to 1998, an impressive rate that appears even more impressive 
when compared with the -0.2% per year average growth rate in Argentina from 
1975 to 1990. By the mid-1990s, the 1991 reform package was widely viewed as a 
resounding success. 

In the latter part of the 1990s, however, Argentina slipped into recession, with 
real GOP falling by 3.4% in 1999 and the unemployment rate rising well into 
double digits. Moreover, other economic clouds loomed on the horizon. Govern
ment budget deficits, a traditional problem in Argentina, began to grow again, 
reflecting attempts to stimulate the economy through increased spending, higher 
wages for government workers, and the large costs incurred in a major reform of 
the social security system. With a rapidly increasing need to borrow, the govern
ment found the public unwilling to buy government debt, and so it raised funds by 
coercing private commercial banks into making loans to the government. Deposi
tors, alarmed that the forced loans might threaten the financial health of the banks, 
began to withdraw their funds. To slow the outflow of deposits from banks, on 
December 1, 2001, the government imposed a corral ito (fence) that limited with
drawals by depositors to $1000 per month. Although the measure reduced the out
flow of deposits, it also severely disrupted commerce. 

In addition to its domestic fiscal problems, Argentina suffered from an 
increasingly overvalued real exchange rate, particularly in comparison with trad
ing partners such as Brazil. In January 1999, the Brazilian real depreciated by 
almost 40% relative to the U.s. dollar and the Argentine peso. This 40% increase 



Chapter Summ ary 5 1 7  

in the value of the peso relative to the real further exacerbated Argentina's current 
account problems. 

Throughout most of the 1990s, Argentina ran large current account deficits, 
leading its foreign debt to grow to about one-half of a year's GDP. One response 
to an overvalued fixed exchange rate is to devalue, bringing its official value 
closer to its fundamental value. In Argentina's case, a lower exchange rate might 
have helped to reduce its current account deficit, by stimulating exports and 
restraining imports. However, the currency board arrangement in Argentina, 
which maintained Argentina's exchange rate fixed in terms of the dollar, did not 
permit an easy devaluation. Argentina was reluctant to devalue the peso because 
it did not want to undermine the currency board that was widely viewed as the 
source of price stability. 

But the deepening recession, the heavy interest payments on foreign debt, and 
the riots in the streets took their toll. Argentina announced that it would cease pay
ment on its $155 billion of foreign debt, the largest such default in history. Then, in 
January 2002, Argentina abandoned the currency board and let the nominal value 
of the peso float relative to the dollar. On January 10, 2002, the peso lost 29% of its 
value, falling from one dollar per peso to only 0.71 dollars per peso. By February 1, 
the peso had lost fully half of its value, selling at a price of 0.49 dollars. The halv
ing of the value of peso doubled the number of pesos needed to pay any dollar 
amount of debt owed to foreigners. This sudden doubling in the peso value of 
dollar-denominated foreign debt forced many borrowers to default on loans. But 
later in 2002, the economy began to grow again, and by July 2003, although the 
peso was worth just 0.36 dollars, both GDP and industrial production were grow
ing at a solid pace, a sign that the Argentine economy might have turned the 
corner. However, the inflation rate returned to double digits (and remained high 
since then, running at 10% in 2005, for example), so ultimately the currency board's 
goal was defeated. 

C H A P T E R  S U M M A RY 

1 .  The nominal exchange rate is the number of units of 
foreign currency that can be obtained for one unit of 
domestic currency. The real exchange rate is the 
number of units of foreign goods that can be obtained 
for one unit of the domestic good. The idea that simi
lar foreign and domestic goods should have the same 
prices in terms of the same currency is called pur
chasing power parity (PPP). 

2. There are two major types of exchange rate systems: 
flexible- or floating-exchange-rate systems, in which 
the value of the nominal exchange rate is determined 
by market forces; and fixed-exchange-rate systems, in 
which the value of the exchange rate is officially set 

by a government or group of governments. In a f1exible
exchange-rate system, an exchange rate increase is 
called an appreciation, and an exchange rate decrease 
is called a depreciation. 

3. The real exchange rate is important because it 
affects net exports, or exports minus imports. Other 
factors held constant, a decline in the real exchange 
rate makes domestic goods cheaper relative to for
eign goods and thus tends to increase net exports in 
the long run. Because a drop in the real exchange 
rate raises the cost of imports, however, i t  may 
ca use net exports to fall in the short run before 
physical flows of exports and imports have had time 
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to adjust. The characteristic pattern of the response 
of net exports to a drop in the real exchange rate
falling net exports in the short run but rising net 
exports in the long run-is called the J curve. 

4. In a flexible-exchange-rate system, the value of the 
(nominal) exchange rate is determined by supply and 
demand in the foreign exchange market. Foreigners 
demand the domestic currency to buy domestic 
goods and assets. Domestic residents supply the 
domestic currency to obtain the foreign currency 
needed to buy foreign goods and assets. 

5. Other factors held constant, an increase in domestic 
output leads domestic residents to demand more 
imports, reducing the country's net exports and 
depreciating its exchange rate. An increase in the 
domestic real interest rate makes domestic assets 
more attractive, increasing the demand for the domes
tic currency and appreciating the exchange rate; the 
higher exchange rate in turn red uces net exports. The 
effects of changes in foreign output and the foreign 
real interest rate on the domestic country's net exports 
and exchange rate are the opposite of the effects of 
changes in domestic output and the domestic real 
interest rate. 

6. The IS-LM model for an open economy is similar to 
that for the closed economy. The principal difference 
is that, in the open-economy IS-LM model, factors 
(other than output or the real interest rate) that 
increase a country's net exports cause the IS curve to 
shift up. Among the factors that increase net exports 
are a rise in foreign output, an increase in the foreign 
real interest rate, and a shift in world demand toward 
the domestic country's goods. Economic shocks or 
policy changes are transmitted from one country to 
another by changes in net exports that lead to IS 
curve shifts. 

7. In an open economy with flexible exchange rates, a 
fiscal expansion increases domestic output, domestic 
prices, and the domestic real interest rate, as in a 
closed economy. The effect on the exchange rate 
is ambiguous. The increase in output raises the 
demand for imported goods, which weakens the 
exchange rate, but the higher real interest rate makes 
domestic assets more attractive, which strengthens 
the exchange rate. Because increased output raises 
the demand for imports, net exports fall. The fiscal 
expansion is transmitted to the foreign country by 
the increase in demand for the foreign country's 
exports. 

8. In an open economy with flexible exchange rates, 
changes in the money supply are neutral in the basic 
classical model. Changes in the money supply also 

are neutral in the long run in the Keynesian model. In 
the short run in the Keynesian model, however, a 
decrease in the domestic money supply reduces 
domestic output and raises the domestic real interest 
rate, causing the current real exchange rate to appre
ciate. Net exports by the domestic country increase, 
if the effect of lower output (which increases net 
exports) is stronger than the effect of the rise in the 
real exchange rate (which tends to reduce net exports). 
The monetary contraction is transmitted to the foreign 
country by the effect on the foreign country's net 
exports, which decline. 

9. In a fixed-exchange-rate system, nominal exchange 
rates are officially determined. If the officially deter
mined exchange rate is greater than the fundamental 
value of the exchange rate as determined by supply 
and demand in the foreign exchange market, the 
exchange rate is said to be overvalued. The central 
bank can maintain the exchange rate at an overval
ued level for a time by using official reserves (such 
as gold or foreign-currency bank deposits) to buy its 
own currency in the foreign exchange market. A 
country that tries to maintain an overvalued exchange 
rate for too long will run out of reserves and be 
forced to devalue its currency. If financial investors 
expect a devaluation, they may sell large quantities 
of domestic assets (a speculative run). A speculative 
run increases the supply of the domestic currency 
in the foreign exchange market and increases the 
rate at which the central bank must pay out its 
reserves. 

10. To raise the fundamental value of its exchange rate, 
the central bank can tighten monetary policy. There 
is only one value of the domestic money supply at 
which the fundamental value of the exchange rate 
equals its officially fixed rate. With fixed exchange 
rates, individual countries aren't free to use expan
sionary monetary policies to fight recessions because 
such policies result in an overvalued exchange 
rate. However, a group of countries in a fixed
exchange-rate system can use expansionary mone
tary policies effectively if they coordinate their 
policies. 

11. The advantages of a fixed-exchange-rate system are 
that it may promote economic and financial integra
tion among countries and that it imposes discipline 
on the monetary policies of individual countries. A 
fixed-exchange-rate system won't work weU if member 
countries have different macroeconomic policy goals 
or face different macroeconomic disturbances and 
thus are unable or unwilling to coordinate their 
monetary policies. 
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K E Y  E Q UAT I O N S  

enom P e = ---"'=--
PFor 

(13.1) 

The real exchange rate, e, or the number of foreign goods 
that can be obtained for one domestic good, is defined in 
terms of the nominal exchange rate enom (the amount of 
foreign currency that can be obtained for one unit of 
domestic currency), the domestic price level P, and the for
eign price level P For' 

!:!enom !J.e 
- + ltFor - lt (13.3) enom e 

R E V I E W  Q U E S T I O N S  

Questions marked with a brown circle are available in 
MyEconLab at www.myeconlab.com. 

Define nominal exchange rate and real exchange rate. How 
are changes in the real exchange rate and the nominal 
exchange rate related? 

What are the two main types of exchange-rate systems? 
Currently, which type of system determines the values of 
the major currencies, such as the dollar, yen, and euro? 

Define purchasing power parity, or PPP. Does PPP work 
well empirically? Explain. 

What is the J curve? What explains the behavior of net 
exports represented by the J curve? 

For a given real exchange ra te, how are a country's net 
exports affected by an increase in domestic income? 

The percentage change in the nominal exchange rate, 
/';.enom/enom' equals the percentage change in the real 
exchange rate, /';.e/e, plus the excess of the foreign rate of 
inflation over the domestic rate of inflation, ITFor - IT. 

Sd - Id = NX (13.4) 

In an open economy, goods market equilibrium (the IS 
curve) requires that the excess of desired national saving 
over desired investment equal net exports. Equation 
(13.4) is equivalent to the condition that output, Y, must 
equal the aggregate demand for goods, Cd + Id + G + NX, 
Eq. (13.5). 

An increase in foreign income? How does an increase 
in the domestic real interest rate affect the real 
exchange rate and net exports? Explain. 

Why do foreigners demand dollars in the foreign 
exchange market? Why do U.s. residents supply dol
lars to the foreign exchange market? Give two exam
ples of changes that would lead to an increased 
demand for dollars and two examples of changes that 
would lead to an increased supply of dollars in the 
foreign exchange market. 

How does the TS-LM model for an open economy 
differ from the IS-LM model for a closed economy? 
lIIustrate the use of the open-economy IS-LM model in 
describing how a recession in one country may be 
transmitted to other countries. 
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How are net exports affected by expansionary fiscal 
policy? By expansionary monetary policy? What is the 
potential ambiguity in determining these effects? 

What effects does expansionary monetary policy have 
on the nominal exchange rate in both the short and 
long run? Explain. 

10. What is the fundamental value of a currency? What does 
saying that a currency is overvalued mean? Why is an 
overvalued currency a problem? What can a country 
do about an overvalued currency? 

N U M E R I C A L  P R O B L E M S  

Questions marked with a brown circle are available in 
MyEconLab at www.myeconlab.com. 

West Bubble makes ordinary soap bars that are sold 
for 5 guilders each. East Bubble makes deluxe soap 
bars that are sold for 100 florins each. The real exchange 
rate between West and East Bubble is two ordinary 
soap bars per deluxe soap bar. 

a. What is the nominal exchange rate between the 
two countries? 

b. During the following year West Bubble has 10% 
domestic inflation and East Bubble has 20% domestic 
inflation. Two ordinary soap bars are still traded for 
a deluxe soap bar. At the end of the year what has 
happened to the nominal exchange rate? Which 
country has had a nominal appreciation? Which has 
had a nominal depreciation? 

Japan produces and exports only cameras, and Saudi 
Arabia produces and exports only barrels of oil. Initially, 
Japan exports 40 cameras to Saudi Arabia and imports 
64 barrels of oil. The real exchange ra te is 4 barrels of 
oil per camera. Neither country has any other trading 
partners. 
a. Initially, what is the real value of Japan's net 

exports, measured in terms of its domestic good? 
(Hint: You have to use the real exchange rate to 
express Japan's oil imports in terms of an equiva
lent number of cameras. Then calculate Japan's 
net exports as the number of cameras exported 
minus the real value of its imports in terms of 
cameras.) 

b. The real exchange rate falls to 3 barrels of oil per 
camera. Although the decline in the real exchange 
rate makes oil more expensive in terms of cameras, 
in the short run there is relatively little change in 
the quantities of exports and imports, as Japan's 
exports rise to 42 cameras and its imports fall to 60 
barrels of oil. What has happened to the real value of 
Japan's net exports? 

11. Why is a country limited in changing its money 
supply under a fixed-exchange-rate system? Explain 
how policy coordination among countries in a fixed
exchange-rate system can increase the degree to 
which monetary policy may be used to pursue 
macroeconomic goals. 

12. Discuss the relative advantages and disadvantages of 
flexible exchange rates, fixed exchange rates, and a 

• 

currency umon. 

c. In the longer run, quantities of exports and imports 
adjust more to the drop in the real exchange rate 
from 4 to 3, and Japan's exports rise to 45 cameras 
and its imports of oil fall to 54 barrels. What are 
Japan's real net exports now? 

d. Relate your answers to Parts (b) and (c) to the 
J-curve concept. 

Consider the following classical economy: 

Desired consumption 
Desired investment 
Government purchases 
Net exports 
Real exchange ra te 
Full-employment output 

Cd = 300 + O.5Y - 200r. 

rd = 200 - 300r. 
G = 100. 

NX = 150 - 0.1 Y - O.5e. 
e = 20 + 600r. 
y = 900. 

a. What are the equilibrium values of the real interest 
rate, real exchange rate, consumption, investment, 
and net exports? 

b. Now suppose that full-employment output increases 
to 940. What are the equilibrium values of the real 
interest rate, real exchange rate, consumption, 
investment, and net exports? 

c. Suppose that full-employment output remains at 940 
and that government purchases increase to 132. 
What are the equilibrium values of the real interest 
rate, real exchange rate, consumption, investment, 
and net exports? 

Consider the following Keynesian economy: 

Desired consumption Cd = 200 + 0.6(Y - T) - 200r. 
Desired investment rd = 300 - 300r. 

Taxes T = 20 + 0.2Y. 

Government purchases G = 152. 
Net exports NX = 150 - O.OSY - 500r. 
Money demand L = O.5Y - 200r. 
Money supply M = 924. 
Full-employment output Y = 1000. 



a. What are the general equilibrium (that is, long-run) 
values of output, the real interest rate, consumption, 
investment, net exports, and the price level? 

b. Starting from full employment, government pur
chases are increased by 62, to 214. What are the 
effects of this change on output, the real interest rate, 
consumption, investment, net exports, and the price 
level in the short run? In the long run? 

c. With government purchases at their initial value of 
152, net exports increase by 62 at any income and 
real interest rate so that NX = 212 - 0.08Y - 500r. 
What are the effects of this change on output, the 
real interest rate, consumption, investment, net 
exports, and the price level in the short run? In the 
long run? Compare your answer to that for Part (b). 

Consider the following classical economy: 

AD Y = 400 + 50 M/P 
AS Y = Y = 1000. 

This economy produces only wine, its output is 
measured in terms of wine, and its currency is francs. 
It trades with a country that produces only cheese, 
and the currency of that country is crowns. The real 
exchange rate, e, equals 5 wedges of cheese per bottle 
of wine. The foreign price level is 20 crowns per 
wedge of cheese, and the domestic money supply is 
48 francs. 
a .  What is the domestic price level? What is the funda

mental value of the (nominal) exchange rate? 
b. Suppose that the domestic country fixes its 

exchange rate at 50 crowns per franc. Is its currency 

A N A LY T I C A L  P RO B L E M S  

Questions marked with a brown circle are available in 
MyEconLab at www.myeconlab.com. 

Recessions often lead to calls for protectionist mea
sures to preserve domestic jobs. Suppose that a coun
try that is in a recession imposes restrictions that 
sharply reduce the amount of goods imported by the 
country. 
a. Using the Keynesian IS-LM model, analyze the 

effects of import restrictions on the domestic coun
try's employment, output, real interest rate, and real 
exchange rate, keeping in mind that the country is 
initially in a recession. 

b. What are the effects of the country's action on for
eign employment, output, real interest rate, and real 
exchange rate? What happens if the foreign country 
retaliates by imposing restrictions on goods exported 
by the domestic country? 
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overvalued, undervalued, or neither? What will 
happen to the domestic central bank's stock of offi
cial reserve assets if it maintains the exchange rate at 
50 crowns per franc? 

c. Suppose that the domestic country wants a money 
supply level that equalizes the fundamental value of 
the exchange rate and the fixed rate of 50 crowns per 
franc. What level of the domestic money supply 
achieves this goal? (Hint: For the given real 
exchange rate and foreign price level, what domes
tic price level is consistent with the official rate? 
What domestic money supply level will yield this 
price level?) 

(Appendix 13.B) 
a. For the economy described in Numerical Problem 4, 

find the values of all the parameters of  Eqs .  
(13.B.l), (13.B.2), and (13.B.3). Use Eqs. (13.B.8) and 
(13.B.9) to derive the open-economy IS curve for 
this economy. 

b. Derive the LM curve for this economy. 
c. Find output, the real interest rate, and the price level 

when the economy is in general equilibrium. 

d. Derive the AD curve for this economy. Suppose that 
net exports increase by 62 at any given level of 
domestic output and the domestic interest rate. 
How is the AD curve affected? 

e. Find the effect of the increase in net exports on output 
in this economy, assuming that the price level is 
fixed at the general equilibrium value you found in 
Part (e). (Hint: This assumption is equivalent to 
assuming that the SRAS curve is horizontal.) 

e. Suppose that the domestic economy is at full employ
ment when it imposes restrictions on imports. Using 
the basic classical model without misperceptions, find 
the effects on the country's employment, output, real 
interest rate, and real exchange rate. 

Use the classical IS-LM model for two countries to ana
lyze the idea that the United States became a relatively 
more attractive place to invest in the early 1980s. 
Assume that, because of more favorable tax laws, the 
user cost of capital falls in the domestic country and 
that, because of the LDC debt crisis, the expected future 
marginal product of capital falls in the foreign country. 
Show that these changes lead to an appreciation of the 
home country's real exchange rate and a drop in the 
domestic country's net exports. Assume no change in 
current productivity or current labor supply in either 
country. What is happening to financial flows? Why? 
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East Bubble's main trading partner is West Bubble. To 
fight inflation, West Bubble undertakes a contrac
tionary monetary policy. 
a. What is the effect of West Bubble's contractionary 

monetary policy on East Bubble's real exchange rate 
in the short run, assuming no change in E ast  
Bubble's policies? In the long run? Use the Keynesian 
model with flexible exchange ra tes. 

b. What is the effect of West Bubble's monetary con
traction on East Bubble's nominal exchange rate in 
the short run and in the long run? 

c. Suppose now that East Bubble has fixed its exchange 
rate with West Bubble. If East Bubble wants to keep 
the exchange rate equal to its fundamental value, how 
will East Bubble have to respond to West Bubble's 
monetary tightening? What will happen to East 
Bubble's output, real exchange rate, and net exports 
in the short run if it maintains the fixed exchange 
rate a t  its fundamental value? Compare your 
answer to that for Part (a). 

d. Suppose that, after West Bubble's monetary tight
ening, East Bubble decides not to change any of its 
own macroeconomic policies (the exchange rate is 
still fixed). What will happen? Describe some alter
native scenarios. 

Use a diagram like that in Fig. 13.7a to analyze the effect 
on a country's net exports of a beneficial supply shock 

that temporarily raises full-employment output by 100 
per person. Assume that the basic classical model 
applies so that income is always at its full-employment 
level. 
a. Suppose that, in response to the temporary increase 

in income, the residents of the country do not 
change the amount they desire to spend at any real 
interest rate (on either domestic or foreign goods). 
What is the effect of the supply shock on the coun
try's net exports? (Hint: What is the effect of the 
increase in income on the curve representing desired 
saving minus desired investment? What is the effect 
on the curve representing net exports?) 

b. Now suppose that, in response to a temporary 
increase in income, the residents of the country 
increase their desired spending at any real interest 
ra te by 100 per person. A portion of this increased 
spending is for foreign-produced goods. What is the 
effect on the country's net exports? 

c. More difficult: If the increase in income is tempo
rary, would the spending behavior assumed in 
Part (a) or the spending behavior assumed in Part 
(b) be more likely to occur? Based on your answer, 
do the results of this problem confirm or contra
dict the prediction of the model in Chapter 5 of 
the response of net exports to a supply shock? 
Explain. 

W O R K I N G  W I T H  M A C RO E C O N O M I C  DATA 

For data to use in these exercises, go to the Federal Reserve Bank 
of St. Louis FRED database at research.stlouisfed.org/fred. 

1. The United States left the Bretton Woods fixed
exchange-rate system in stages during the early 1970s. 
a. Graph the U.S. nominal exchange rate from 1973 to 

the present. Calculate and graph the U.S. real 
exchange rate from 1973 to the present, using the CPI 
of Canada (the largest trading partner of the United 
States) for the "foreign" price level and the U.s. CPI 
for the domestic price level. (Data on Canada's CPI 
may be found at www.statcan.ca/ start.html.) Com
paring the two graphs, would you say that real 
exchange-rate fluctuations arise primarily from 
nominal exchange-rate fluctuations or from changes 
in domestic and foreign price levels? 

b. The theory says that higher U.s. real interest rates, 
by making dollar assets more attractive, ought to 
strengthen the dollar (all else equal). Add the real 
interest rate (the three-month Treasury bill rate 

minus the inflation rate) to a graph that includes the 
nominal and real exchange rates. (You may have to 
rescale some of the variables so that they are on 
approximately the same scale on the graph.) Do you 
see the hypothesized relationship between the real 
interest rate and the exchange rates? 

2. Using quarterly data since 1973, graph the U.s. real 
exchange rate (as calculated in Exercise 1)  and net 
exports as a fraction of GOP in the same figure. Also 
create a scatter plot of the same two variables. Is the 
theoretically predicted relationship of the real exchange 
rate and net exports visible in the figures? 

3. Plot the exchange rate of the Hong Kong dollar relative 
to the U.s. dollar from January 1981 to the present. 
Was the Hong Kong dollar generally appreciating or 
depreciating relative to the U.s. dollar between 1981 
and late 1983? What happened after 1983? Research 
and find an explanation for the value of the exchange 
rate after 1983. 
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• 

Worked-Out N u merical Exercise for 
the Open-Economy IS LM M odel 

To help you work through the algebra needed for numerical problems in this chapter, 
here is a worked-out numerical exercise as an example for solving the open-economy 
IS-LM model. 

Consider an economy that is described by the following equations: 

Cd = 140 + O.S(Y - T) - 200r 
T = 400 + O.lY 
Id = 1000 - 700r 

NX = 50 - 0.07Y + 0.15YFo, - 100r + 400rFo, 
L = 0.5Y - 1000i 
Y = 5000; G = 400; M = 4S9,900; n' = 0.17; Y For = 4000; rFor = 0.2; P = 213. 

Find the short-run and long-run equilibrium values of Y, P, r, T, C, I, NX, and i. 
To solve this problem, we follow these steps: 

Step 1 :  Find the equation for the IS curve by using the goods market equilibrium 
condition. The goods market equilibrium condition is Y = Cd + Id + G + NX. 
Substitute the equation for T into the equation for Cd from above. Then substi
tute the resulting equation and the equations for rd and NX from above along 
with the values of G, YFo,' 

and rFo, into Y = Cd + Id + G + NX to obtain: 

so 

so 

so 

Y = 1140 + O.S[Y - (400 + 0.1 Y)] - 200r} + [1000 - 700r] + 400 + [50 
- 0.07Y + (0.15 x 4000) - lOOr + (400 x 0.2)]. 

Rearrange this equation as an equation for r in terms of Y: 

Y = (140 + O.SY - [(O.S x 400) + (O.S x 0.1 Y)] - 200r} + [1000 - 700r] 
+ 400 + [50 - 0.07Y + 600 - 100r + SO], 

Y = [140 + O.SY - 320 - O.OSY - 200r] + [1000 - 700r] 
+ 400 + [50 - 0.07Y + 600 - 100r + SO], 

0.35Y = [140 - 320 + 1000 + 400 + 50 + 600 + SO] - (200 + 700 + 100)r, 

1000r = 1950 - 0.35Y. 

Therefore, r = 1950/1000 - (0.35/1000)Y, so 

r = 1 .95 - 0.00035Y. 

This is the IS curve. 

523 



524 Chapter 13 Exchange Rates, Business Cycles, and Macroeconomic Policy in the Open Economy 

Step 2: Find the equation for the LM curve by using the asset market equilibrium 
condition. 
a. First find the equation for the LM curve with an unspecified value of the 

price level. The asset market equilibrium condition equates real money supply 
to real money demand. Real money demand is given by L = 0.5Y - 1000i = 
O.5Y - 1000(r + ne) = O.5Y - 1000(r + 0.17), and real money supply is M/P = 
489,900/P. In asset market equilibrium, 489,900/ P = 0.5Y - 1000(r + 0.17), so 
1000r = 0.5Y - 170 - 489,900/P. Therefore, r = (0.5/1000)Y - (170/1000) -
(489,900/1000)/P, so r = 0.0005Y - 0.17 - 489.9/P. This is the equation of the LM 
curve for an unspecified value of P. 

b. Then find the equation for the LM curve when P = P. Set P = P = 213 in the 
LM curve to obtain r = 0.0005Y - 0.17 - 489.9/213, so r = 0.0005Y - 0.17 - 2.30. 
Therefore, r = 0.0005Y - 2.47. This is the equation of the LM curve when P = P. 

Step 3: Find the short-run equilibrium. 
a. Find the intersection of the IS and LM curves to find the short-run equilib

rium values of Y and r. We have written the equations of the IS and LM 
curves so that the left side of each equation is simply r. Setting the right side 
of the IS curve equal to the right side of the LM curve yields 1.95 - 0.00035Y = 
0.0005Y - 2.47, so 4.42 = 0.00085Y. Therefore, Y = 4.42/0.00085 = 5200. Now use 
the value of Y in either the IS or the LM curve. In the IS curve: r = 1.95 -
0.00035Y = 1 .95 - (0.00035 x 5200) = 1.95 - 1.82 = 0.13. In the LM curve: r = 
0.0005Y - 2.47 = (0.0005 x 5200) - 2.47 = 2.60 - 2.47 = 0.13. 

b. Plug these equilibrium values of Y and r into other equations to find equi
librium values for T, C, I, NX, and i. 

T = 400 + 0.1 Y = 400 + (0.1 x 5200), so T = 920. 
C = 140 + 0.8(Y - T) - 200r = 140 + [0.8(5200 - 920)] - (200 x 0.13) 

= 140 + 3424 - 26 = 3538. 
I = 1000 - 700r = 1000 - (700 x 0.13) = 1000 - 91 = 909. 

NX = 50 - 0.07Y + 0.15Y For - 100r + 400rFor = 50 - (0.07 x 5200) 
+ (0.15 x 4000) - (100 x 0.13) + (400 x 0.2) = 50 - 364 + 600 
- 13 + 80 = 353. 

(Note that C + I + G + NX = 3538 + 909 + 400 + 353 = 5200, which equals Y) 
i = r + ne = 0.13 + 0.17 = 0.3. 

Step 4. Find the long-run equilibrium. 
a .  Use the fact that in long-run equilibrium, Y = Y. Plug the equilibrium level of 

output into the IS equation to find the equilibrium real interest rate. Use Y = 
5000 and the IS equation, r = 1 .95 - 0.00035Y, to obtain r = 1.95 - (0.00035 x 
5000) = 1.95 - 1 .75 = 0.20. 

b. Plug the equilibrium values of Y and r into other equations to find equilibrium 
values for T, C, I, NX, and i. 

T = 400 + 0.1 Y = 400 + (0.1 x 5000), so T = 900. 
C = 140 + 0.8(Y - T) - 200r = 140 + [0.8(5000 - 900)] - (200 x 0.2) 

= 140 + 3280 - 40 = 3380. 
I = 1000 - 700r = 1000 - (700 x 0.2) = 1000 - 140 = 860. 

NX = 50 - 0.07Y + 0.15Y For - 100r + 400r For = 50 - (0.07 x 5000) + 
(0.15 x 4000) - (100 x 0.2) + (400 x 0.2) = 50 - 350 + 600 - 20 + 80 
= 360. 
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(Note that C + I + G + NX = 3380 + 860 + 400 + 360 = 5000, which equals Y.) 

i = r + ne = 0.20 + 0.17 = 0.37. 

c. Plug the equilibrium values of Y and i into the money demand equation to 
obtain the value of real money demand, L. Then find the value of P that 
equates real money supply, M/P, with real money demand, L. 

The money demand curve is L = O.5Y - 1000i = (0.5 x 5000) - (1000 x 0.37) = 
2500 - 370 = 2130. Setting real money supply equal to real money demand 
gives 489,900/P = 2130, so P = 489,900/2130 = 230. 

Here is an additional problem for calculating the real exchange rate and the 
nominal exchange rate in the economy above: 

Problem: Suppose the real exchange rate e is given by e = 67 - 0.005Y + 0.002Y Fo' + 
100r - 300r Fo' and the foreign price level is P Fo' = 115 units of foreign currency per 
foreign good. Calculate the values of the real exchange rate and the nominal 
exchange rate for the long-run equilibrium given this information. 

Solution: Plugging in the long-run equilibrium values of Y and r and the values of Y Fo' 
and r Fo' yields e = 67 - (0.005 x 5000) + (0.002 x 4000) + (100 x 0.2) - (300 x 0.2) = 67 -
25 + 8 + 20 - 60 = 10 foreign goods per domestic good. 

The nominal exchange rate, enom' is enom = e x PFo,!P = (10 foreign goods per 
domestic good) x (115 units of foreign currency per foreign good)/(230 units of 
domestic currency per domestic good), so enom = 5 units of foreign currency per unit 
of domestic currency. 
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APPENDIX 

• 

An Algebraic Version of the 
Open-Economy IS LM M odel 

The IS-LM model for the open economy is basically the same as the closed-economy 
IS-LM model derived in Appendix 9.B, with the exception that the goods market 
equilibrium condition (the IS curve) is expanded to include net exports. The LM 
curve and the FE line are unchanged from previous analyses. 

To derive the IS curve for the open economy, we begin with the equations 
describing desired consumption and desired investment, Eqs. (9.B.S) and (9.B.I0): 

Cd = Co + cy [Y - (to + tY)] - c/' 03.B.I) 

(13.B.2) 

Equation (13.B.I) shows that desired consumption depends positively on disposable 
income, Y - T, and negatively on the real interest rate, r. (In Eq. I3.B.I we used Eq. 9.B.9 
to substitute for taxes, T.) Equation (13.B.2) states that desired investment depends 
negatively on the real interest rate, r. Other factors influencing desired consumption 
and desired investment are included in the constant terms Co and io- respectively. 

In an open economy net exports also are a source of demand for domestic 
output. We assume that net exports are 

(13.B.3) 

where XO' XV' Xyp x" and xrF are positive numbers. According to Eq. (13.B.3), a coun
try's net exports depend negatively on domestic income, Y (increased domestic 
income raises spending on imports), and positively on foreign income, Y For 
(increased foreign income raises spending on exports). Net exports also depend 
negatively on the domestic real interest rate, r (a higher real interest rate appreciates 
the real exchange rate, making domestic goods relatively more expensive), and pos
itively on the foreign real interest rate, rFor (a higher foreign real interest rate depre
ciates the domestic country's real exchange rate). Other factors influencing net 
exports, such as the qualities of domestic and foreign goods, are reflected in the 
constant term Xo in Eq. (13.B.3). 

The goods market equilibrium condition for an open economy, Eq. (13.5), is 

Y = Cd + [d + G + NX. (13.B.4) 

The alternative version of the open-economy goods market equilibrium condition, 
Sd = [d + NX, which is emphasized in the text, could be used equally well. 

If we substitute the equations for desired consumption, Eq. (13.B.I), desired 
investment, Eq. (13.B.2), and net exports, Eq. (13.B.3), into the goods market equi
librium condition, Eq. (13.B.4), we get 

Y = Co + cy(Y - to - tY) - c,r + io - i,r + G + Xo - XyY 
03.B.5) 
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Collecting the terms that multiply Y on the left side yields 

[1 - (1 - I)cy + Xy]Y = Co + io + G - cylO + Xo + xYFYFor 
+ xrFrFor - (cr + ir + xr)r. (13.B.6) 

Equation (13.B.6) relates output, Y, to the real interest rate, Y, that clears the 
goods market and thus defines the open-economy IS curve. To put Eq. (13.B.6) in a 
form that is easier to interpret graphically, we rewrite it with Y on the left side and 
Y on the right side to obtain 

Y = a',s - W,sY, open-economy IS curve. (13.B.7) 

Here, a'[S and W[s are positive numbers defined as 

(13.B.S) 

and 

�;s = I - (I- I)cy + XY
. 

Cr + 1r + Xr 
(13.B.9) 

If there are no net exports, so that Xo = Xy = xYF = xr = xrF = 0, the coefficients a' [5 and 
W[s reduce to the coefficients of the closed-economy IS curve, a[S and W [5 (compare 
Eqs. 13.B.S and 13.B.9 to Eqs. 9.B.IS and 9.B.16). 

We use the open-economy IS curve equation, Eq. (13.B.7), to confirm the three 
points made about the curve in the text. First, it slopes downward (the slope of the 
IS curve is -W[S

' 
which is negative). Second, any factor that shifts the closed

economy IS curve also shifts the open-economy IS curve (any factor that changes 
the intercept a[S also changes the intercept a'[S in the same direction). Finally, for a 
given output and real interest rate, any factor that increases net exports shifts the 
open-economy lS curve up. That is, an increase in Y For or r For' or some other change 
that increases the demand for net exports as reflected in an increase in Xor raises the 
intercept term a',s and thus shifts the lS curve up. 

General eguilibrium in the open-economy lS-LM model is determined as in the 
closed-economy model, except that the open-economy lS curve (Eg. 13.B.7) replaces 
the closed-economy IS curve (Eg. 9.B.14). Similarly, classical and Keynesian AD-AS 
analysis in the open economy is the same as in the closed economy (Appendix 9.B), 
except that the coefficients a[S and �[S in the equation for the aggregate demand 
curve, Eq. (9.B.24), are replaced by their open-economy analogues, a;s and �;s. 

For values of output, Y, the real interest rate, Y, and the price level, P, determined by 
the open-economy IS-LM or AD-AS model, exchange rates can be determined from 

where eo' eyr eyp er, and erF are positive numbers, and 

ePFor enom = p . 

(13.B.I0) 

(13.B.ll) 

According to Eg. (13.B.IO), an increase in foreign income, YFor' or the domestic 
real interest rate, Y either of which raises the demand for the domestic currency
appreciates the real exchange rate, e. Also, an increase in domestic income, Y, or the 
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foreign real interest rate, r For either of which increases the supply of domestic 
currency depreciates the real exchange rate. Eq. (13.B.ll), which is the same as 
Eq. (13.6), states that the nominal exchange rate, eno",' depends on the real exchange 
rate, e, and the foreign and domestic price levels, P For and P. 

To illustrate the use of Eqs. (13.B.lO) and (13.B.ll), let's consider the effects of 
a monetary expansion in the Keynesian model. In the short run an increase in the 
money supply raises domestic output, Y, lowers the domestic real interest rate, r, 
and leaves the domestic price level, P, unchanged. For these changes, Eqs. (13.B.I0) 
and (13.B.ll) holding constant foreign output, YFor' and the foreign real interest 
rate, rFor imply a lower real exchange rate, e, and a lower nominal exchange rate, 
eno", (both a real and a nominal depreciation). In the long run money is neutral, so 
Y and r return to their original levels. Equation (13.B.I0) indicates therefore that the 
real exchange rate, e, also returns to its original value in the long run. However, a 
monetary expansion leads to a long-run increase in the domestic price level, P. 
Hence Eq. (13.B.ll) shows that the nominal exchange rate, eno",' also depreciates in 
the long run. 
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onetary policy the government's decisions about how much money to supply 
to the economy is one of the two principal tools available for affecting macro

economic behavior. (The other, fiscal policy, is discussed in Chapter 15.) Monetary 
policy decisions have widespread implications for the economy. The macroeco
nomic models that we have presented predict that changes in the money supply will 
affect nominal variables such as the price level and the nominal exchange rate. In 
addition, theories that allow for nonneutrality (including the extended classical 
theory with misperceptions and the Keynesian theory) imply that, in the short run, 
monetary policy also affects real variables such as real CDP, the real interest rate, 
and the unemployment rate. Because monetary policy has such pervasive economic 
effects, the central bank's announcements and actions are closely monitored by the 
media, financial market participants, and the general public. 

In this chapter we look more closely at monetary policy, concentrating first on 
the basic question of how the nation's money supply is determined. We demonstrate 
that, although a nation's central bank (the Federal Reserve System in the United 
States) can exert strong influence over the level of the money supply, the money 
supply also is affected by the banking system's behavior and the public's decisions. 

In the second part of the chapter, we explore the question: How should the 
central bank conduct monetary policy? Not surprisingly, because of classical and 
Keynesian differences over the effects of monetary policy and the desirability of 
trying to smooth the business cycle (Chapters 10 and 11), the question is contro
versial. Keynesians usually argue that monetary authorities should have consid
erable latitude to try to offset cyclical fluctuations. Opposing the Keynesian view, 
both classical economists and a group of economists called monetarists believe 
that monetary policy shouldn't be left to the discretion of the central bank but 
instead should be governed by simple rules. Although establishing rules for mon
etary policy might seem to tie policymakers' hands unnecessarily, monetarists 
and classicals argue that the use of rules would lead to a more stable and less infla
tionary economy in the long run. After examining the arguments for and against 
the use of rules, we discuss the effectiveness of rules-based monetary policies in 
the United States and other countries. We also discuss how the debate about rules 
is related to questions of how monetary policymaking institutions should be 
designed. For example, should the central bank be largely independent from the 

529 
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14.1 

rest of the government, or should it be more directly controlled by the executive 
and legislative branches? 

Princip les of Money Supp ly  Determination 

How is the nation's money supply determined? So far we have assumed that the 
money supply, M, is controlled directly by the central banle Although this assumption 
is a useful simplification, it isn't literally true. The central bank's control of the money 
supply is only indirect and depends to some extent on the structure of the economy. 

Most generally, three groups affect the money supply: the central bank, depos
itory institutions, and the public. 

1. In nearly all countries the central bank is the government institution respon
sible for monetary policy.l Examples of central banks are the Federal Reserve 
System in the United States, the European Central Bank, and the Bank of Japan. 

2. Depository institutions are privately owned banks and thrift institutions (such 
as savings and loan associations) that accept deposits from and make loans 
directly to the public. We refer to depository institutions as banks, for short. 

3. The public includes every person or firm (except banks) that holds money, 
either as currency and coin or as deposits in banks in other words, virtually 
the whole private economy outside the banking system. 

Before investigating how these groups interact to set the money supply in a 
financially complex country like the United States, we begin with an example of a 
primitive agricultural economy, which we call Agricola. Examining the introduc
tion of money and the development of banking in Agricola identifies clearly the 
factors involved in the determination of the money supply. Additionally, the devel
opment of the monetary and banking systems in fictitious Agricola loosely paral
lels the actual evolution of such systems over the centuries in many countries. 

The M o n e y  S u p p l y  i n  a n  A l l - C u rrency Economy 

The imaginary country of Agricola is an agricultural nation that produces a variety 
of fruits, nuts, vegetables, and grains. Initially, Agricola has no money supply, so all 
trading is done by barter, or the direct trading of goods for goods. Recall, however, 
that a trading system based on barter is extremely inconvenient (Chapter 7). Under 
a barter system a farmer who wants to trade barley for pomegranates must find 
someone willing to exchange pomegranates for barley, which involves a costly 
and time-consuming search. 

The benevolent leader of Agricola recognizes this inconvenience and decides to 
create a national money to ease trade among the people. The first step in estab
lishing a national money is to create a government agency called the Agricolan 
Central Bank. The Central Bank then prints paper certificates and decrees the value 
of each certificate to be one florin (abbreviated fl), which becomes the national 
currency of Agricola. The government of Agricola prohibits anyone other than the 
Agricolan Central Bank from printing these certificates. 

'Most industrialized countries established central banks in the nineteenth century or early twentieth 
century. Prior to the establishment of central banks, national treasury departments often were respon
sible for currency issue and other matters pertaining to the money supply. 
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To get the florins into general circulation, the Central Bank uses them to buy 
some real assets from the public. In the agricultural economy of Agricola, real assets 
are storable agricultural products such as coconuts, so the Central Bank uses newly 
printed florins to buy coconuts from the public. Why do people in Agricola willingly 
surrender valuable coconuts in exchange for paper certificates? In general, people 
accept paper money in payment for goods, services, or assets because they expect to 
be able to use it to buy other goods, services, or assets in the future. In other words, 
people accept paper money because they believe that other people also will accept it. 
The belief that money has value becomes self-justifying: If most people believe that 
money has value, then it has value. The government helps convince the public that 
paper money has value, usually by decreeing that the money is legal tender that is, 
creditors are required to accept the money in settlement of debts and by stating its 
own willingness to accept money from the public in payment of taxes. 

Suppose that the people of Agricola accept the new currency and that the 
Central Bank trades 1 million florins to the public for 1 million coconuts. The balance 
sheet of the Agricolan Central Bank is 

Agricolan Central Bank 

Assets 
Coconuts 1 .000,000 fl 

Liabilities 
Currency 1 ,000,000 fl 

On the left side of the balance sheet are the Central Bank's assets what it owns 
or is owed, in this case, the coconuts. On the right side are the bank's liabilities
what it owes to others. Because the florins are technically debt obligations of the 
Central Bank, they are entered as liabilities in the balance sheet. The liabilities of the 
Central Bank that are usable as money are called the monetary base, or, equiva
lently, high-powered money. The monetary base of Agricola is thus 1 million florins. 

Assume that Agricola initially has no banking system. With no banks and hence 
no bank deposits, the total money supply is the currency held by the public. That is, 
the paper certificates distributed by the Agricolan Central Bank are used directly as 
money. Thus the money supply in Agricola equals 1 million florins, which in turn 
equals the monetary base (the liabilities of the Agricolan Central Bank). Hence in an 
all-currency economy (one with no bank deposits) the money supply equals the monetary base. 

The M o n e y  S u p p ly U n d e r  Fracti o n a l  Reserve B a n k i n g  

As the people of Agricola become financially more sophisticated, a system of pri
vate banks emerges. The banks announce their willingness to accept deposits from 
the public. 

For the time being, let's assume that, because currency is easily lost or stolen, 
Agricolans want to hold all their money in bank deposits rather than in currency. 
After the Agricolans deposit all their currency (1 million florins) in banks, the com
bined, or consolidated, balance sheet of all the banks is 

Consolidated Balance Sheet 01 Banks 

Assets 
Currency 1 ,000,000 fl 

liabilities 
Deposits 1 ,000,000 II 
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The banking system's assets are the 1,000,000 paper florins in bank vaults. The 
banking system's liabilities are the deposits, which are the banks' debts or obliga
tions to the public. The balance sheet of the Central Bank remains the same. 

Liquid assets held by banks to meet the demands for withdrawals by deposi
tors or to pay the checks drawn on depositors' accounts are called bank reserves. 
In general, bank reserves comprise currency held by private banks in their vaults 
and deposits held by private banks at the Central Bank. Here, all bank reserves are 
held as currency in the banks' vaults. Note that the bank reserves equal total 
deposits of 1,000,000 fl. This type of banking system is called 100% reserve banking 
because bank reserves equal 100% of deposits. Under 100% reserve banking, banks 
are nothing more than a safekeeping service for the public's currency. Indeed, the 
only way that banks could cover their expenses and make a profit under 100% 
reserve banking would be to charge depositors a fee for holding their money for 
them (that is, to pay negative interest on deposits). 

However, one day an enterprising Agricolan banker notices that the paper florins 
the bank has accepted from depositors are just sitting idly in neat stacks in the bank's 
vault. True, a few florins flow out when a depositor writes a check to someone who 
banks elsewhere, or when a depositor switches an account to another bank. However, 
this outflow is balanced by a roughly equivalent inflow, when the bank's depositors 
receive checks drawn on other banks or the bank attracts a depositor away from 
another bank. The banker calculates that keeping florins in the vault equal to, say, 
20% of outstanding deposits would more than cover this random ebb and flow. The 
remaining 80% of the florins on deposit could be lent to earn interest for the bank! 

Under the Agricolan banker's scheme the reserves held by the bank will equal 
only a fraction of the bank's outstanding deposits. In this case, the reserve-deposit 
ratio, or reserves divided by deposits, equals 20%. A banking system in which banks 
hold only a fraction of their deposits in reserve, so that the reserve-deposit ratio is less 
than 1, is calJed fractional reserve banking. Fractional reserve banking is profitable for 
banks because, instead of sitting in the vault earning no interest for the bank, a portion 
of the funds received from depositors can be used to make interest-earning loans. 

All the bankers of Agricola quickly grasp the idea of fractional reserve banking, 
and decide to hold reserves of 20% of deposits and lend the other 80% (800,000 fl) 
to farmers. The farmers use the loans to buy fertilizer for their farms. The sellers of 
the fertilizer receive 800,000 fl in payment, and, because everyone prefers having 
bank deposits to holding currency, they deposit the 800,000 fl in the banking 
system. After these deposits are made all of the florins are back in the banks, and 
the consolidated balance sheet of the banking system is 

Consolidated Balance Sheet of Banks 

Assets 
Currency (reserves) 
Loans to farmers 
Total 

1 ,000,000 II 
800,000 II 

1 ,800,000 II 

liabilities 
Deposits 

Total 

1 ,800,000 II 

1 ,800,000 II 

The banks' assets now include the 800,000 fl in loans to farmers (the loans are 
owed to the banks, so they are assets of the banks). The banks' assets also include 
1,000,000 paper florins: 200,000 fl originally kept in reserve plus the 800,000 fl 
deposi ted by the sellers of the fertilizer. 
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The banks' consolidated liabilities equal 1,800,000 fl in deposits: the 1,000,000 fl 
in original deposits and the 800,000 fl in new deposits from the fertilizer sellers. 

At this point, as the bankers examine their balance sheets, they note that their 
reserves (holdings of paper florins) are back up to 1,000,000 fl. Their deposits equal 
1,800,000 fl. Based on the principle that reserves need be only 20% of deposits, their 
reserves of 1,000,000 fl are too high. The bankers need to hold only 360,000 fl, or 
0.20 x 1,800,000 fl. The other 640,000 fl, or 1,000,000 fl - 360,000 fl, can be lent again 
to earn more interest. 

So the banks make additional interest-bearing loans in the amount of 640,000 fl. 
The banks' borrowers use the funds to make purchases. As before, these florins 
eventually are redeposited in the banking system. At this point the consolidated 
balance sheet of all the banks is 

Consolidated Balance Sheet 01 Banks 

Assets 
Currency (reserves) 
Loans to farmers 
Total 

1 ,000,000 II 
1 ,440,000 I I  
2,440,000 I I  

Liabilities 
Deposits 

Total 

2,440,000 II 

2,440,000 II 

The assets of the banks now include 1,000,000 paper florins (the 360,000 fl kept 
as reserves and the 640,000 fl redeposited by the public) and 1,440,000 fl in loans 
(the 800,000 fl of first-round loans and the 640,000 fl of second-round loans). The 
liabilities are 2,440,000 f1 in deposits (the 1,800,000 f1 from earlier deposits and the 
640,000 f1 in new deposits). 

The process doesn't stop here. Checking their balance sheets after this latest 
round of loans and redeposits, the bankers find that their reserves (1,000,000 fl) still 
exceed 20% of their deposits, or 0.20 x 2,440,000 fl = 488,000 fl. So yet another 
round of loans and redeposits of loaned funds will occur. 

This process of multiple expansion of loans and deposits, in which fractional 
reserve banking increases an economy's loans and deposits, will stop only when the 
reserves of the banking system equal 20% of its deposits. The reserves of the banks 
always equal 1,000,000 fl (the entire supply of paper florins) at the end of each 
round, so the process will stop when total bank deposits equal 1,000,000 fI/0.20, or 
5,000,000 fl. At this final point the consolidated balance sheet of the banks is 

Consolidated Balance Sheet 01 Banks 

Assets 
Currency (reserves) 
Loans to farmers 
Total 

1 ,000,000 I I  
4,000,000 II 
5,000,000 II 

Liabilities 
Deposits 

Total 

5,000,000 I I  

5,000,000 I I  

At this final stage, the ratio of reserves to deposits equals the ratio desired by 
banks (20%). No further expansion of loans and deposits can occur after this point 
because the ratio of reserves to deposits is at its minimum acceptable level. 

What is the money supply in Agricola at the end of this process? Recall that the 
public doesn't hold any currency but, instead, deposits any currency received in the 
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banking system, where it is held in the form of bank reserves. The reserves in the 
banks' vaults aren't available for transactions and thus aren't counted as money. 
However, the public is holding deposits. Because they are liquid and can be used for 
transactions, bank deposits are counted as part of the money supply2 Indeed, as there 
is no public holding of currency in Agricola, bank deposits are the money supply. 
Therefore the money supply equals 5,000,000 fl, or the total quantity of deposits. 

What is the relationship between the money supply and the monetary base 
with fractional reserve banking and no holding of currency by the public? We use 
the following variables to answer this question algebraically: 

M = the money supply; 
BASE = the monetary base; 
OEP = total bank deposits; 
RES = total bank reserves; 

res = the banks' desired reserve-deposit ratio = RES/OEP. 

With no currency being held by the public, the money supply equals the quantity of 
bank deposits: 

M =  OEP. (14.1) 

For any level of deposits, OEP, the amount of reserves that banks want to hold is 
res x OEP. At the end of the multiple-expansion process, bank reserves must equal the 
amount of currency distributed by the Central Bank (the monetary base). Therefore 

res x OEP = BASE. (14.2) 

Solving Eq. (14.2) for deposits yields OEP = BASE/res. Because the money 
supply equals deposits in this example, 

M = OEP = BASE
. 

res 
(14.3) 

Hence in an economy with fractional reserve banking and no currency held by the 
public, the money supply equals the monetary base divided by the reserve-deposit ratio. In 
Agricola the monetary base is 1,000,000 fl, and the reserve-deposit ratio chosen by 
the banks is 0.20. The money supply is therefore 1,000,000 fl/0.20, or 5,000,000 fl, as 
we have already shown. 

The multiple expansion of loans and deposits allows the economy to create a 
money supply that is much larger than the monetary base. Each unit of monetary 
base allows l/res units of money to be created, leading to a money supply that is a 
multiple of the monetary base. Because each unit of monetary base permits creation 
of several units of money supply, the base is also called high-powered money. 

B a n k  R u n s  

Fractional reserve banking works on the assumption that outflows and inflows of 
reserves will roughly balance, and in particular that a large fraction of a bank's 
depositors will never want to withdraw their funds at the same time. If a large 

'Recall from Chapter 7 that the most narrowly defined monetary aggregate Ml includes demand 
deposits and other checkable deposits. Slightly less liquid deposits, such as savings deposits and time 
deposits, are included in broader monetary aggregates. 
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number of depositors attempt to withdraw currency simultaneously (more than 
20% of the bank's deposits in Agricola), the bank will run out of reserves and be 
unable to meet all its depositors' demands for cash. 

Historically in the United States, there have been episodes in which rumors cir
culated that a particular bank had made some bad loans and was at risk of becom
ing bankrupt. On the principle of "better safe than sorry," the bank's depositors 
lined up to withdraw their money. From the depositors' perspective, withdrawal 
avoided the risk that the bank would fail and not be able to pay off depositors in 
full. A large-scale, panicky withdrawal of deposits from a bank is called a bank run. 
Even if the rumors about the bank's loans proved untrue, a large enough run could 
exhaust the bank's reserves and force it to close.3 We discuss the link between bank 
runs and the money supply in the Application "The Money Multiplier During the 
Great Depression," p. 538. 

The M o n e y  S u p p ly With Both P u b l i c  H o l d i ngs  
of C u rrency a n d  Fract i o n a l  Reserve B a n k i n g  

In most economies the public holds some currency (as at first in Agricola) and 
there is also a fractional reserve banking system (as later in Agricola) .  Currency in 
the public's hands and bank deposits both may be used for transactions, so both are 
forms of money. When the public holds both currency, CU, and bank deposits, 
DEF, the money supply, M, is 

M =  CU + DEP. (14.4) 

In this situation the monetary base has two uses: Some of the monetary base is 
held as currency by the public, and the rest is held as reserves by banks. Therefore 
the monetary base equals the sum of the two, or 

BASE = CU + RES. (14.5) 

The central bank controls the amount of monetary base but doesn't directly 
control the money supply. To relate the money supply to the monetary base, we 
first divide the money supply, Eq. (14.4), by the monetary base, Eq. (14.5), to get 

M 
BASE 

- C U + DEP 
CU + RES 

• 
(14.6) 

Next, we divide both the numerator and the denominator on the right side of 
Eq. (14.6) by DEP to obtain 

M (CU/DEP) + 1  
-- = ----,'-------'--,---- . 
BASE (CU/DEP)+  (RESIDEP) (14.7) 

The right side of Eq. (14.7) contains two important ratios. The first is the currency
deposit ratio (CU/DEF, or cu), which is the ratio of the currency held by the public to 
the public's deposits in banks. The currency-cleposit ratio is determined by the public 
and depends on the amOlmt of money the public wants to hold as currency versus the 
amount it wants to hold as deposits. The public can raise the currency-cleposit ratio to 

3To stop a run, a bank had to convince customers that is was "sound"-financially solvent-and had 
plenty of funds available. This was Jimmy Stewart's strategy in the movie 1I's A WOl1derflll Life. 
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Table 1 4. 1  

The Monetary Base. the Money Multiplier. 
and the Money Supply in the United States 

Currency. CU 
Bank reserves, RES 
Monetary base. BASE (=CU + RES) 
Deposits. OEP 
Money supply. /'4 (=CU + OEP) 
Reserve-deposit ratio. res (=RESIOEP) 
Currency-deposit ratio. cu (=CUlOEP) 
Money multiplier (cu + 1 )/(cu + res) 

Ratio of money supply to base. /'4/BASE 

$ 741.2 billion 
$ 71.0 billion 

$812.2 billion 
$636.4 billion 

$ 1 377.5 billion 
0.1 1 1 6  
1 . 1 647 
1 . 70 
1 . 70 

Source: Federal Reserve Statistical Releases H.3 and H.6, August 3, 2006. Deposits 

are transactions deposits plus travelers' checks, and the money supply is M 1 .  Data are 

for June 2006. For recent data and historical series, see www.federalreserve.govlreleases. 

any level that it wants by withdrawing currency from banks (which increases cur
rency held and reduces deposits); similarly, by depositing currency in banks, the 
public can lower the currency-deposit ratio. 

The second important ratio on the right side of Eq. (14.7) is the reserve-deposit 
ratio (RES/DEP, or res), which we've already discussed. The reserve-deposit ratio 
is determined by banks' decisions about how much of their deposits to lend.4 

When the process of multiple expansion of loans and deposits is complete, the 
currency-deposit ratio equals the ratio desired by the public, eu, and the reserve
deposit ratio equals the ratio desired by the banks, res. Substituting cu for CU/DEP 
and res for RES/DEP in Eq. (14.7) and multiplying both sides of Eq. (14.7) by BASE, 
we obtain 

M =  eu + 1  
eu + res 

BASE. (14.8) 

Equation (14.8) states that the money supply is a multiple of the monetary 
base. The relationship of the money supply to the monetary base depends on the 
currency-deposit ratio chosen by the public and the reserve-deposit ratio chosen 
by banks. The factor (cu + l)/(eu + res), which is the number of dollars of money 
supply that can be created from each dollar of monetary base, is called the money 
multiplier. The money multiplier will be greater than 1 as long as res is less than 1 
(that is, with fractional reserve banking). Note that if the public holds no currency 
(cu = 0), the money multiplier equals l/res, or the same value as that in Agricola 
when all money was held as bank deposits (Eq. 14.3). 

Table 14.1 uses U.s. data to illustrate the money multiplier and the relationships 
among currency, reserves, monetary base, and the money supply. With these data, 
you can verify that the currency-deposit ratio is 1 .1647 and that the reserve
deposit ratio is 0.1116. Thus the money multiplier (cu + l)/(eu + res), equals 1 .70. 
You may verify this formula by dividing the money supply ($1377.5 billion) by the 
monetary base ($812.2 billion) to obtain 1.70. 

4As we discuss later in this chapter, government regulations may set minimum levels for banks' 
reserve-deposit ratios. 
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It can be shown algebraically that the money multiplier decreases when either 
the currency-deposit ratio, CU, or the reserve-deposit ratio, res, increases 5 Recall that 
the reason that the monetary base gets "multiplied" is that, under fractional reserve 
banking, banks use some of the currency received as deposits to make loans to the 
public. The public can either hold the money it borrows from banks as currency or 
redeposit its borrowings in the banking system, but in either case the result is a 
higher total money supply than existed before the loans were made. When the 
reserve-deposit ratio rises, banks lend a smaller fraction of each dollar of deposits, 
creating less money for the same amount of monetary base; thus an increase in the 
reserve-deposit ratio lowers the money multiplier. When the currency-deposit ratio 
rises, the public puts a smaller fraction of its money in banks, which means that 
banks have less money to lend. With banks lending less, less money is created from 
the same amount of monetary base, again reducing the money multiplier. 

O p e n - M a rket O p e ra t i o n s  

We have shown how the monetary base and the money multiplier determine the 
money supply. To change the level of the money supply, a central bank must 
change the amount of monetary base or change the money multiplier. In Section 14.2 
we discuss how the central bank can affect the money multiplier. For now we 
focus on the most direct and frequently used way of changing the money supply: 
raising or lowering the monetary base. For any value of the money multiplier, 
Eq. (14.8) indicates that a change in the monetary base will cause a proportional 
change in the money supply. 

Suppose that the Agricolan Central Bank decides to increase the monetary 
base by 10%, from 1,000,000 to 1,100,000 fl. How would it actually do so? First, the 
Central Bank has to print the extra 100,000 fl. Then it can use the 100,000 new 
florins to buy assets (coconuts) from the public. After purchasing the additional 
coconuts, the Agricolan Central Bank's balance sheet is 

Agricolan Central Bank 

Assets 
Coconuts 1 . 100.000 fI 

liabilities 
Currency 1 , 100,000 II 

By purchasing 100,000 fl of coconuts, the Central Bank puts 100,000 more paper 
certificates (florins) into circulation. The monetary base, which is the same as the 
total liabilities of the Central Bank, rises to 1,100,000 fl. If the money multiplier 
remains unchanged, the money supply also increases by 10%. 

Suppose, instead, that the Agricolan Central Bank wanted to reduce the mon
etary base by 10%. To do so it would sell 100,000 fl of coconuts to the public for 
100,000 fl in currency. The 100,000 florins collected by the Central Bank are retired 
from circulation. (The retired florins aren't treated as assets of the Central Bank; 

5That the money multiplier decreases when cu increases is not obvious, as ell appears in both the 
numerator and the denominator of the money multiplier. However, as you can confirm by trying 
numerical examples or by taking a derivative, an increase in cu reduces the money multiplier as long 
as res is less than 1,  which must always be the case under fractional reserve banking. 
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if you paid off a debt and retrieved your IOU, you wouldn't consider the IOU to be 
an asset.) The Agricolan Central Bank's balance sheet now is 

Agricolan Central Bank 

Assets 
Coconuts 900,000 II 

Liabilities 
Currency 900,000 II 

The Agricolan Central Bank's liabilities outstanding (the monetary base) have been 
reduced to 900,000 florins. With a constant money multiplier the money supply will 
fall proportionately. 

Recall (Chapter 7) that a purchase of assets by the central bank is called an 
open-market purchase.6 It increases the monetary base and thus the money supply. 
A sale of assets to the public by the central bank is called an open-market sale. It 
reduces the monetary base and the money supply. Open-market purchases and 
sales collectively are called open-market operations. Open-market operations are 
the most direct way for central banks to change their national money supplies. 

6The term open-market refers to the fact that the central bank's transactions with the public take place 
in regular asset markets that are open to and used by the public. 

The Money Multiplier During the Great Depression 

The money multiplier usually is relatively stable, but not always. During 1930-1933, 
in the early part of the Great Depression, the money multiplier fell sharply, creating 
serious problems for monetary policy. 

The source of the instability in the money multiplier, as discussed in detail by 
Milton Friedman and Anna Schwartz in their Monetary History of the United States, 
1867-1960/ was a series of severe banking panics. A banking panic is an episode in 
which many banks suffer runs by depositors, with some banks being forced to 
close. The U.s. panics resulted from both financial weakness in the banking system 
and the arrival of bad economic and financial news. Among the causes of banking 
panics emphasized by Friedman and Schwartz were: (1) the effects of falling agri
cultural prices on the economies of farm states in the autumn of 1930; (2) the fail
ure in December 1930 of a large New York bank called the Bank of United States (a 
private bank, despite its name); (3) the failure in May 1931 of Austria's largest 
bank, which led to a European financial crisis; and (4) Great Britain's abandonment 
of the gold standard in September 1931.  The most severe banking panic began in 
January 1933 and was halted only when the newly inaugurated President Franklin 
D. Roosevelt proclaimed a "bank holiday" that closed all the banks in March 1933. 
By that time more than one-third of the banks in the United States had failed or 

'Princeton, N.J.: Princeton University Press for NBER, 1963. 
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been taken over by other banks. Banking reforms that were passed as part of 
Roosevelt's New Deal legislation restored confidence in the banking system and 
halted bank runs after March 1933. 

The banking panics affected the money multiplier in two ways. (See Fig. 14.1.) 
First, people became very distrustful of banks, fearing that their banks might sud
denly fail and not be able to pay them the full amounts of their deposits. (These 
events occurred before deposits were insured by the Federal government, as they 
are today.) Instead of holding bank deposits, people felt safer holding currency, per
haps under the mattress or in coffee cans buried in the backyard. Conversion of 
deposits into currency caused the currency-deposit ratio to rise, as shown in Fig. 14.1, 
with a spectacular rise in the first quarter of 1933. 

Second, in anticipation of possible runs, banks began to hold more reserves 
(including vault cash) to back their deposits, as shown in Fig. 14.1 by the behavior 
of the reserve-deposit ratio. Banks hoped to convince depositors that there was 
enough cash in the banks' vaults to satisfy withdrawals so that the depositors 
would not be tempted to start a run. 

As discussed earlier, increases in either the currency-deposit ratio or the 
reserve-deposit ratio cause the money multiplier to fall. As shown in Fig. 14.2(a), 
as a result of the banking panics, the money multiplier fell precipitously, from 6.6 
in March 1930 to 3.6 by the bank holiday in March 1933. Thus, even though the 
monetary base grew by 20% during that three-year period, the money multiplier 
fell by so much that the money supply fell by 35%, as shown in Fig. 14.2(b). There is 
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Figure 1 4.2 

Monetary variables in 
the Great Depression 
(a) As a result of the 
increases in the currency
deposit ratio and the 
reserve-deposit ratio, the 
money multiplier fell 
sharply during the Great 
Depression. The mone
tary base rose during the 
Great Depression. 
(b) Although the mone
tary base rose during the 
Great Depression, the 
money multiplier fell so 
much that the money 
supply-the product of 
the money multiplier 
and the monetary base
declined sharply. 
Source: Milton Friedman and 
Anna Schwartz, A MOlletary 
History of tile United States, 
1867-1960: Currency Table A-1, 
column (1); deposits, total 
commercial banks (demand 
and time)-Table A-I, column 
(4); bank reserves-Table A-2, 
column (3); base = currency + 
reserves; money multiplier = 
(currency + deposits)/base; 
money = eu rreney + deposits. 
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some controversy about whether the drop in the money supply was a primary 
cause of the decline in output during 1930-1933 (Friedman and Schwartz argue that 
it was), but there is general agreement that the drastic decline in the price level (by 
about one-third) in this period was the result of the plunge in the money supply. 
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14.2 Monetary Control in  the United States 

Figure 1 4.3 

Location of the Federal 
Reserve Banks 
The twelve regiona I 
Federal Reserve Banks 
are located in twelve 
major cities in the United 
States. The Board of 
Governors of the Federal 
Reserve System is located 
in Washington, D.C. 

The principles of money supply determination developed in the Agricola example 
can be applied directly to actual economies by adding a few institutional details. 
In this section we link these general principles to monetary institutions in the 
United States. 

The Fed e r a l  Reserve System 

The central bank of the United States is called the Federal Reserve System, or the 
Fed for short. It was created by the Federal Reserve Act in 1913 and began opera
tion in 1914. One of Congress's primary motives in establishing the Fed was the 
hope that a central bank would help eliminate the severe financial crises (combi
nations of stock market crashes, business failures, and banking panics) that had 
periodically afflicted the United States before World War 1. Ironically, the most 
severe financial crisis in U.s. history occurred in 1930-1933, barely a decade and a 
half after the creation of the Fed. 

The Federal Reserve Act established a system of twelve regional Federal 
Reserve Banks, each associated with a geographical area called a Federal Reserve 
district. The locations of the twelve Federal Reserve Banks are shown in Fig. 14.3. 
Technically, the regional Federal Reserve Banks are owned by the private banks 
within the district that are members of the Federal Reserve System. Ali federally char
tered private banks are members of the Federal Reserve System, and state-chartered 
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banks may join. Whether an individual bank is a member of the system has ceased 
to mean much, however, because Congress passed legislation in 1980 extending the 
responsibilities and privileges of member banks to all banks. Before 1980 member 
banks faced stricter regulatory requirements than nonmembers but also had access 
to some useful services (such as check-clearing services). 

The leadership of the Federal Reserve System is provided by the Board of 
Governors of the Federal Reserve System (also called the Federal Reserve Board), 
located in Washington, D.C. The Board consists of seven governors, appointed by 
the President of the United States to staggered fourteen-year terms, with one of the 
governors beginning a new term every other year. The President appoints one 
board member to be the chairman of the Board of Governors for a term of four 
years. Besides having considerable influence over monetary policy, the chairman is 
an important figure in financial markets (the Fed has partial responsibility for regu
lating securities markets and the banking sector) and often is consulted by Congress 
and the President on matters of national economic policy. 

Decisions about monetary policy are the responsibility of the Federal Open 
Market Committee (FOMC). The FOMC consists of the seven governors, the pres
ident of the Federal Reserve Bank of New York, and four of the presidents of the 
other regional Federal Reserve Banks, who serve on the FOMC on a rotating basis 8 
The FOMC meets about eight times a year to review the state of the economy and 
to plan the conduct of monetary policy. The FOMC can meet more frequently (in 
person or by conference call) if developments in the economy seem to warrant dis
cussion. FOMC decisions to tighten or ease monetary policy are announced imme
diately after the meeting and are closely monitored by the press, public, and 
financial markets. 

The Federa l  Reserve's B a l a n c e  S h eet a n d  O p e n - M a rket O pe ra t i o ns 

The balance sheet of the Federal Reserve System (all Federal Reserve Banks taken 
together) as of August 2006 is shown in Table 14.2. The Fed's largest asset by far is 
its holdings of U.s. Treasury securities, or government bonds. Indeed, the Fed 
owns almost 10% of outstanding U.s. government bonds. It also owns gold and 
makes loans to banks (depository institutions), which count as Fed assets. The cat
egory "Other assets" includes foreign exchange, bonds issued by Federal agencies, 
and other relatively small items. 

The largest liability of the Fed is currency outstanding. Some of this currency 
($49.7 billion) is held in the vaults of private banks and is known as vault cash. The 
remainder of currency outstanding, $743.1 billion, is held by the nonbank public 
and corresponds to what we label CU. 

The other principal liability of the Fed is deposits made by depository institu
tions, such as banks, savings and loan associations, and mutual savings banks. In 
accepting deposits from depository institutions, the Fed acts as the "banks' bank." 
Depository institutions make deposits at the Fed because it is a convenient way of 
holding reserves. These accounts at the Fed ($21 .1 billion), together with vault 
cash ($49.7 billion), equal the total reserves of the banking system ($70.8 billion), 
which is what we call RES. 

8The other seven presidents of Federal Reserve Banks attend each FOMe meeting and participate 
fully in the discussions, but do not vote on the policy action. 
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Table 1 4.2 

The Balance Sheet of the Federal Reserve System (Billions of Dollars) 

Assets 

Gold $ 1 1 .0 
Loans to depository 
institutions $ 1 .3 

U.S. Treasury securities $764.8 

Other assets $ 107.2 

Total $884.3 

Addenda 

liabilities 

Currency 
Vault cash 
Held by nonbank public 

Deposits of depository 
institutions 

Other liabilities and 
net worth 

Total 

Reserves = deposits of depository institutions + vault cash = $70.8 billion. 
Monetary base = currency held by the nonbank public + reserves = $81 3.9 billion. 

Note: Numbers may not add to totals shown owing to rounding. 

Source: Federal Reserve Statistical Releases HA.l and H.3. Data are for August 2, 2006. 

$49.7 
$ 743. 1 

$792.8 

$21 . 1  

$70.4 
$884.3 

Recall from Eq. (14.5) that the monetary base equals bank reserves ($70.8 billion) 
plus currency held by the nonbank public ($743.1 billion), or $813.9 billion. As 
shown in Fig. 14.4, the monetary base can be calculated equivalently as the sum of 
total currency outstanding ($792.8 billion) plus deposits of depository institutions 
at the Fed ($21.1 billion), which again is $813.9 billion 9 

Like the Agricolan Central Bank, if the Fed wants to change the money supply, 
its primary tool is open-market operations. To increase the money supply, for 
example, the Fed could conduct an open-market purchase, in which it would buy 
u.s. Treasury securities (instead of coconuts, as in Agricola) from government 
securities dealers. A purchase of $1 billion in securities would increase the Fed's 
assets by $1 billion. To pay for these securities, the Fed transfers funds electronically 
into the deposit accounts of the banks that hold the government securities dealers' 
accounts. The monetary base would rise by $1 billion. Because of the money mul
tiplier, an increase in the monetary base translates into a proportional increase in 
the money supply. 

To reduce the money supply, the Fed could use an open-market sale. The Fed 
could sell $1 billion of Treasury securities to government securities dealers, receiv
ing funds from the government securities dealers' banks in exchange. The Fed's 
assets would fall by $1 billion (it owns $1 billion less in securities). Because the 
deposits of depository institutions have declined by $1 billion, the monetary base 
would fall by $1 billion. 

Oth e r  M e a n s  of C o ntro l l i n g  the M o ney S u p p l y  

Although open-market operations are the main way that the Fed affects the money 
supply, it has two other methods available: changes in reserve requirements and 

9The Fed also has other liabilities, including accounts held by the U.s. Treasury and by foreign central 
banks. Because these accounts are not owned by the public or the U.S. banking sector, they aren't 
counted as part of the monetary base. 
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Figure 1 4.4 

Components of the 
monetary base 
The monetary base 
eq uals currency held by 
the nonbank public, CU, 
plus bank reserves, RES. 
The monetary base also 
may be expressed as the 
sum of deposits at the 
Fed by depository insti
tutions and total currency 
outstanding (currency 
held by the nonbank 
public and vault cash). 
Source: Federal Reserve Statis
tical Releases H.3 and H.4.I, 
August 3, 2006. Data are for 
August 2, 2006. 
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discount window lending. The effects of these and other factors on the money 
supply are listed in Summary table 19. 

Res erve R e q u i rements . The Fed sets the minimum fraction of each type of 
deposit that banks must hold as reserves. An increase in reserve requirements 
forces banks to hold more reserves and increases the reserve-deposit ratio. A higher 
reserve-deposit ratio reduces the money multiplier, so an increase in reserve 
requirements reduces the money supply for any level of the monetary base. 

Over the past several years the Fed has phased out reserve requirements on 
many types of deposits so that, currently, reserve requirements apply only to trans
actions deposits (primarily checking accounts). As of January 2006, banks were 
required to hold reserves equal to 3% of transactions deposits between $7.8 million 
and $48.3 million, and 10% of the transactions deposits over $48.3 million.lO No 
reserves are required for the first $7.8 million of transactions deposits. 

D iscount Window Len d i n g. A principal reason that the Fed was created was to 
try to reduce severe financial crises. The Fed was supposed to accomplish this goal 
mainly by acting as a "lender of last resort" that is, by standing ready to lend 
reserves to banks that need cash to meet depositors' demands or reserve require
ments. The Fed's lending of reserves to banks is called discount window lending, 
and the interest rate it charges for lending reserves is called the discount rate. 

lOPor the most recent reserve requirements, see Table 1.15 of the Federal Reserve Bulletin. 
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S U M M A RY 1 9  

Factors Affecting the Monetary Base, the Money Multiplier, 
and the Money Supply 

Factor 

An increase in the 
reserve-deposit ratio, res 

An increase in the 
currency-deposit ratio, cu 

An open-market 
purchase 

An open-market sale 

An increase in reserve 
requirements 

An increase in discount 
window borrowing 

An increase in the 
discount rate 

Effect on 
monetary 
base, BASE 

Unchanged 

Unchanged 

Increase 

Decrease 

Unchanged 

Increase 

Decrease 

Effect on money 
multiplier, 
(cu + l)/(cu + res) 

Decrease 

Decrease 

Unchanged 

Unchanged 

Decrease 

Unchanged 

Unchanged 

Note: The relationship among the money supply, the money multiplier, and the monetary base is 

M = [leu + 1)/(eu + res)IBASE. 

Effect on 
money 
supply, M 

Decrease 

Decrease 

Increase 

Decrease 

Decrease 

Increase 

Decrease 

Although financial panics and bank runs are no longer common, the Fed still 
lends reserves to banks through the discount window, which affects the monetary 
base. For example, if banks borrow $1 billion from the Fed and deposit these bor
rowings in their reserve accounts at the Fed, the Fed's balance sheet is affected in 
two ways: (1) on the asset side, loans to depository institutions rise by $1 billion; 
and (2) on the liability side, deposits held by depository institutions also rise by $1 
billion, increasing the monetary base by $1 billion. Thus an increase in borrowing 
from the discount window raises the monetary base, and a decrease in discount 
window borrowing lowers the monetary base. 

Starting in 2003, the Fed modified the way it lends to banks through the discount 
window. Before 2003, the Fed discouraged banks from borrowing at the discount 
window except in emergencies. Doing so required continual supervision of banks to 
ensure that they were not trying to profit from their loans from the Fed. However, 
over time, banks became more reluctant to borrow from the Fed because investors 
viewed such borrowing as a sign of poor bank management. The Fed became con
cerned that it was losing its role as a lender of last resort and that banks' unwilling
ness to borrow from the discount window was leading to volatility in interest rates. 

In 2003, the Fed created two new borrowing procedures to replace the old one. 
Banks in good condition could take out a primary credit discount loan, with no super
vision by the Fed a no-questions-asked policy that differed completely from the 
old policy. Banks that were not in good condition might also be allowed to borrow, 
but they would have to take out a secondary credit discount loan, which carried a 
higher interest rate and careful supervision by the Fed. The new policy made banks 
a bit more willing to borrow from the Fed, especially in the case of a technical prob
lem such as a computer failure. The benefit to the Fed of the new policy was a 
reduced administrative burden and a built-in procedure to reduce the volatility of 



546 Chapter 14  Monetary Policy and the Federal Reserve System 

Figure 1 4.5 

The discount rate and 
the Fed funds rate, 
1979-2006 
Banks can borrow 
reserves from the Fed 
at the discount window 
and pay the discount 
ra te, or they can borrow 
reserves from other 
banks and pay the Fed 
funds rate. Before 2003, 
the Fed discouraged bor
rowing at the discount 
window, so banks were 
willing to pay a premium 
to borrow in the Fed 
funds market rather than 
to borrow from the Fed. 
As a result, the Fed funds 
rate was usuaLly higher 
than the discount rate. 
Beginning in 2003, the 
primary credit discount 
rate exceeded the Fed 
funds rate and the Fed 
stopped discouraging 
borrowing. 
Source: FRED database, Fed
eral Reserve Bank of St. Louis, 
resea rc II. s t lOll isfcd .orglfred, 
series FEDFUNDS (Fed funds 
rate), MDISCRT (pre-2003 dis
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interest rates. Volatility of interest rates is reduced because if interest rates on other 
sources of bank funds rose too much, banks would take out more primary credit 
discount loans from the Fed (at a fixed interest rate), effectively capping the rise in 
those other interest rates. 

Changes in the discount rates (both primary and secondary) can be used by the 
Fed to influence the money supply. An increase in the discount rates makes borrow
ing at the discount window more costly. If banks reduce their borrowing in response 
to the higher discount rates, the monetary base falls. For a constant money multiplier, 
a drop in the monetary base implies a decline in the money supply as well. 

Instead of borrowing from the Fed, a bank can borrow reserves from other 
banks that have extra reserves. These borrowed funds are called Federal funds, or 
Fed funds, and the interest rate charged on these loans is the Fed funds rate. Despite 
its name, the Fed funds rate is not an interest rate charged by the Fed; it is the inter
est rate charged on loans from one bank to another. Figure 14.5 shows the behavior 
of the Fed funds rate and the discount rate. (There was just one discount rate before 
2003, then both a primary and secondary discount rate beginning in January 2003. 
The figure shows only the primary credit discount rate.) The Fed funds rate is a 
market interest rate determined by the forces of supply and demand, which changes 
much more frequently than the discount rate, which the Fed sets. The Fed funds rate 
usually exceeded the discount rate before 2003, because banks were willing to pay 
a premium to avoid borrowing from the Fed. Beginning in 2003 the Fed set the pri
mary credit discount rate 1 .0 percentage point above the Fed funds rate and the sec
ondary credit discount rate even higher (by an additional 0.5 percentage point). 

The existence of the discount window doesn't affect the Fed's ultimate control 
over the monetary base. If the Fed thinks that banks are borrowing too much, it can 
discourage borrowing by raising the discount rate or simply refuse to make loans 
of secondary credit. Moreover, the Fed can offset any effects of bank borrowing on 
the monetary base through open-market operations. 
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In conducting monetary policy, the Fed has certain goals, or ultimate targets, such 
as price stability and stable economic growth. In trying to reach these goals, the Fed 
can use the monetary policy tools, or instruments, that we've discussed: reserve 
requirements, the discount rate, and especially open-market operations. The prob
lem the Fed faces is how to use the instruments that it controls directly, particularly 
open-market operations, to achieve its goals. Because there are several steps 
between open-market operations and the ultimate behavior of prices and economic 
activity and because these steps often can't be predicted accurately the Fed uses 
intermediate targets to guide monetary policy. Intermediate targets, also some
times called indicators, are macroeconomic variables that the Fed cannot control 
directly but can influence fairly predictably, and that in turn are related to the 
goals the Fed is trying to achieve." 

Historically, the most frequently used intermediate targets have been mone
tary aggregates, such as M1 and M2, and short-term interest rates, such as the Fed 
funds rate. By using open-market operations, the Fed can directly control the 
level of the monetary base, which influences the monetary aggregates. Fluctua
tions in the money supply in turn affect interest rates, at least temporarily, by 
causing the LM curve to shift. Neither monetary aggregates nor short-term inter
est rates are important determinants of economic welfare in and of themselves, 
but both influence the state of the macroeconomy. Because monetary aggregates 
and short-term interest rates are affected in a predictable way by the Fed's poli
cies and because both in turn affect the economy, these variables qualify as inter
mediate targets. 

At various times the Fed has guided monetary policy by attempting to keep 
either monetary growth rates or short-term interest rates at or near preestab
lished target ranges (the Application "Money-Growth Targeting and Inflation 
Targeting," p .  563, discusses the experience with money-growth targets). Note 
that, although the Fed may be able to stabilize one or the other of these variables, 
it cannot target both simultaneously. For example, suppose that the Fed were 
trying to target both the money supply and the Fed funds rate and that the 
preestablished target ranges called for an increase in both variables. How could 
the Fed meet these targets simultaneously? If it raised the monetary base to 
raise the money supply, in the short run the increase in money supply would 
shift the LM curve down and to the right, which would lower rather than raise 
the Fed funds rate. Alternatively, if the Fed lowered the monetary base to try to 
increase the Fed funds rate, the money supply would fall instead of rising, as 
required. Thus, in general, the Fed cannot simultaneously meet targets for both 
interest rates and the money supply, unless those targets are set to be consistent 
wi th each other. 

In recent years the Fed has typically downplayed monetary aggregates and 
focused on stabilizing the Fed funds rate at a target level. Figure 14.6 shows a sit
uation in which this strategy is useful. When the LM curve is LM', the economy is 
at full-employment equilibrium at point E, with output at Y and a real interest rate 
of ',. Suppose that most of the shocks hitting the economy are nominal shocks, 

llFor a discussion of the use of intermediate targets and further references, see Richard Davis, 
"Intermediate Targets and Indicators for Monetary Policy: An Introduction to the Issues," in Federal 
Reserve Bank of New York, Quarterly Review, Summer 1990, pp. 71-82. 
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Figure 14.6 

Interest rate targeting 
The figure shows an 
economy tha t is buffeted 
by nominal shocks. 
Changes in the money 
supply or money 
demand cause the LM 
curve to shift between 
LM' and LM3 and cause 
aggregate demand to 
move erratically between 
Y, and Y,. A Fed policy 
of keeping the real inter
est rate at r" by raising 
the monetary base when
ever the interest rate 
exceeds r, and lowering 
the base whenever the 
interest rate falls below 
rl' will keep the economy 
at full employment at E. 
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including shocks to money supply (perhaps because of changes in the money 
multiplier) and to money demand. Without intervention by the Fed, these nominal 
shocks cause the LM curve to shift between LM2 and LM3, leading aggregate 
demand to shift erratically between Y2 and Y3. In either the extended classical 
model with misperceptions or the Keynesian model, random shifts in aggregate 
demand cause undesirable cyclical fluctuations in the economy. 

The Fed could reduce the instability caused by nominal shocks by using mon
etary policy to hold the real interest rate at r1.

12 In other words, whenever the LM 
curve shifted up to LM2, the Fed could increase the money supply to restore the LM 
curve to LM\ similarly, shifts of the LM curve to LM3 could be offset by reductions 
in the money supply to return the LM curve to LM1. In this case stabilizing the inter
mediate target, the interest rate, also would stabilize output at its full-employment 
level. For interest rate targeting to be a good strategy, however, nominal shocks must 
be the main source of instability. 

When the Fed decided to target the Fed funds rate in the late 1980s, some 
economists worried that the central bank was returning to a flawed policy that 
contributed to the large rise in inflation in the 1960s and 1970s. But Fed policymakers 
argued that the policy flaw was not the use of the Fed funds rate as an intermediate 
target per se, but the Fed's failure to change its target for the Fed funds rate in a 
timely matter. 

Suppose, for example, that a shock hits the economy that shifts the IS curve 
to the right; a sudden increase in demand for exported goods is one possibility. 

12The Fed actually targets nominal interest rates. Over a short period of time, in which expected 
inflation is constant, targeting nominal interest rates and targeting real interest rates are the same. 
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Interest rate targeting 
when an IS shock 
occurs 
The figure shows an 
economy that starts at 
point E and experiences 
a shock that shifts the lS 
curve up and to the right. 
A Fed policy of not 
changing the LM curve 
leads to higher output 
at Y2 and a higher real 
interest rate at r, in the 
short run (point F), and 
the price level would rise 
in the long run. A Fed 
policy of maintaining the 
real interest rate at rl by 
increasing the money 
supply causes the LM 
curve to shift to LM 2, 
increasing output to Y3 in 
the short run (point H) 
and raising the price 
level in the long run. A 
Fed policy of raising the 
real interest rate to r3 by 
reducing the money 
supply and shifting the 
LM curve to LM3 is the 
only way to maintain full 
employment (point J) in 
the short run and not 
increase the price level in 
the long run. 
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How should the Fed respond? Figure 14.7 illustrates this situation. In the graph, 
suppose that before the shock, the economy is in general equilibrium at point E, 
where the initial IS curve, lSI, intersects the initial LM curve, LMI, so the initial 
equilibrium real interest rate is YI and the level of output is Y. The increase in 
export demand causes the IS curve to shift up to the right to IS2. If the Fed were to 
keep the LM curve unchanged at LMI, then, as shown by point F, output would rise 
to Y2 and the real interest rate would rise to Y2 in the short run, and the price level 
would rise in the long run. If the Fed were instead to maintain the real interest rate 
at YI by increasing the money supply and shifting the LM curve to LM2, then, as 
shown by point H, output would increase to Y3 in the short run and the price level 
would rise to restore equilibrium in the long run. The only way for the Fed to 
maintain full employment and keep prices from rising is to increase the real interest 
rate to Y3 by reducing the money supply and shifting the LM curve to LM3, to attain 
short-run equilibrium at point f. To maintain full employment, as Fig. 14.7 shows, the 
Fed must shift the LM curve to the left by reducing the money supply and increasing 
its target for the real interest rate, thus increasing its target for the Fed funds rate 
(assuming no change in the expected inflation rate). Thus, when the Fed targets the 
Fed funds rate, its target must change as shocks to the IS curve hit the economy. 

In practice, how important are these shocks, and how much should the Fed 
change its target for the Fed funds rate? Research suggests that the optimal value 
of the target for the Fed funds rate varies substantially over time.B The challenge for 

13For a readable summary of recent research on how much the target should vary over time, see John 
Williams, "The Natural Rate of Interest," FRBSF Economic Letter 2003-32, available at wwwfrbsforg/ 
pll bl iea I iOl1s/eeol1omies/leller /2003/el2003-32.hl m I. 
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Figure 1 4.8 

Responses of output, 
prices, and the Fed 
funds rate to a 
monetary policy shock 
Shown are the estimated 
changes in the Fed funds 
rate, real GOP, and the 
GOP deflator during the 
first forty-eight months 
following an unantici
pated tightening of mon
etary policy by the Fed. 
The Fed funds rate and 
other interest rates 
respond quickly to mon
etary policy changes, but 
output (real GOP) and 
the price level (the GOP 
deflator) respond much 
more slowly. The long 
lags in the responses of 
output and prices illus
trate the difficulty of 
using monetary policy to 
stabilize the economy. 

policymakers is that calculating the optimal Fed hmds rate at any time is very dif
ficult, as there is as much uncertainty about the optimal Fed funds rate as there is 
about the full-employment level of output or the natural rate of unemployment, as 
we discussed in Chapter 12 on pages 461-462. 

M a k i n g  M o n eta ry P o l i cy i n  Practice 

The IS-LM or AD-AS analysis of monetary policy suggests that using monetary 
policy to affect output and prices is a relatively simple matter: All that the Fed 
needs to do is change the money supply enough to shift the LM curve or the AD 
curve to the desired point. In reality, however, making monetary policy is a com
plex, ongoing process. Two important practical issues that policymakers have to 
deal with are the lags in the effects of monetary policy on the economy and uncer
tainty about the channels through which monetary policy works. 

Lags in the Effects of Monetary Pol icy. If changes in the money supply led to 
immediate changes in output or prices, using monetary policy to stabilize the econ
omy would be relatively easy. The Fed would simply have to adjust its policy 
instruments until the economy attained full employment with stable prices. Unfor
tunately, most empirical evidence suggests that changes in monetary policy take a 
fairly long time to affect the economy. 

Some empirical estimates of how long it takes monetary policy to work are pre
sented in Fig. 14.8, adapted from an article by Federal Reserve Chairman Ben Bemanke 
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and Mark Gertler14 of New York University. Shown are the estimated behaviors of 
three important variables during the first forty-eight months after an unanticipated 
tightening of monetary policy by the Fed. The variables shown are the Fed funds 
rate (described in the preceding section), real GOP (a measure of output), and the 
GOP deflator (a measure of the price level).15 The vertical axis measures the changes 
in each variable that occur after the policy change, in percentage points. 

Note that interest rates (here, the Fed funds rate) react quickly to monetary 
policy changes. Following a tightening of monetary policy, the Fed funds rate rises 
by more than 0.3 percentage point (for example, from 5.0% to 5.3%) within a month. 
However, the effect of the policy change on interest rates is transitory; the Fed 
funds rate starts falling quickly, and six to twelve months after the monetary policy 
tightening it has nearly returned to its original value. 

In contrast, output and (especially) the price level take much longer to respond 
to the change in monetary policy. Real GOP barely responds to the policy change 
during the first four months or so. (Figure 14.8 actually shows a slight rise in GOP 
during the first two months, rather than the expected drop; this "wrong" response 
probably reflects statistical uncertainty in the estimates rather than actual economic 
behavior.) After about four months GOP begins to decline sharply, but the full effect 
on output isn't felt until sixteen to twenty months after the initial policy change. 

The response of prices to the policy change is even slower than that of output. 
The price level remains essentially unaffected for more than a year after the mon
etary policy action! Only after this long delay does the tightening of monetary 
policy cause prices to begin to fall. 

The long lags in the operation of monetary policy make it very difficult to use 
this policy instrument with precision 16 Because of these long lags, the FOMC can't 
base its decisions on current levels of output and inflation alone. Instead, it must try 
to forecast what the economy will be doing six months to two years in the future
and make policy based on those forecasts. Because economic forecasts are often 
inaccurate, monetary policymaking has sometimes been likened to trying to steer 
a ship in a dense fog. 

An illustration of the problems raised by the delayed effects of monetary policy 
is a recent debate about how aggressive the Fed should be in its anti-inflationary 
policies. The FOMC has on several occasions engaged in what were called preemp
tive strikes on inflation, raising the Fed funds rate (that is, tightening monetary 
policy) even though the current inflation rate was low. Critics of the Fed asked why 
tightening monetary policy was necessary when inflation wasn't currently a prob
lem. The FOMC responded that they weren't reacting to current inflation but rather 
to forecasts of inflation a year or more into the future. They were correct in assert
ing that, because of lags in monetary policy, trying to anticipate future inflation, 
rather than reacting only to current inflation, is necessary. Because of the difficul
ties in forecasting inflation, however, there was plenty of room for debate about 
how tight monetary policy needed to be to prevent future inflation. 

14"Inside the Black Box: n,e Credit Channel of Monetary Policy Transmission," JOl/mai ofEcol/omic Perspec
tives, Fall 1995, pp. 27-48. Bernanke was a professor at Princeton University when this article was written. 
150fficial data on real GOP and the GOP deflator are available only quarterly. For their study, Bemanke 
and Gertler used statistical interpolation methods to construct monthly series for these two variables. 
16lndeed, as we discuss shortly, a group of economists called monetarists has argued that these long 
lags make monetary policy next to worthless as a tool for stabilizing the economy. 
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The Channels  of Monetary Pol icy Transmission.  Another practical difficulty 
faced by monetary policymakers is determining exactly how monetary policy 
affects the economy. So far we have identified two primary ways in which mone
tary policy affects economic activity and prices. 

First, according to the Keynesian IS-LM analysis (see Chapter 11), a reduction 
in the money supply raises real interest rates, which in turn reduces aggregate 
demand (spending by consumers and firms). Declining aggregate demand leads to 
falling output and prices. The effects of monetary policy on the economy that work 
through changes in real interest rates are called the interest rate channel of mone
tary policy. 

Second, in open economies, a tightening of monetary policy raises the real 
exchange rate (see Chapter 13). A higher real exchange rate, by making domestic 
goods more expensive for foreigners and foreign goods cheaper for domestic resi
dents, reduces the demand for the home country's net exports. All else being equal, 
this reduced demand for net exports also reduces aggregate demand, depressing 
output and prices. The effects of monetary policy working through changes in the 
real exchange rate are called the exchange rate channel. 

According to some economists, a tightening of monetary policy also works by 
reducing both the supply of and demand for credit, a mechanism referred to as the 
credit channel of monetary policy. Box 14.1 provides a brief description of this 
potential channel. 

Controversy swirls about the relative importance of these different channels of 
monetary policy. That in turn increases the difficulty that policymakers have in 
judging how "tight" or "easy" monetary policy is at any particular time. For exam
ple, suppose that the Fed observes that real interest rates are currently high but that 
the dollar has been falling. Is monetary policy tight or not? It's hard to say, unless 
we know the relative strengths of the interest rate channel and the exchange rate 
channel. Similarly, suppose that the real interest rate is low (suggesting an easy 
monetary policy) but that borrowing and lending have been unusually weak 
(suggesting a tight monetary policy). Again, the signals are conflicting, and the 
judgment about whether monetary policy is expansionary or contractionary 
depends on the relative strength of the different channels. 

In discussing the many problems of practical monetary policymaking, we do 
not mean to suggest that good monetary policy is impossible. Indeed, U.s. mone
tary policy in the past twenty years or so has produced quite good results in that 
both inflation and unemployment have been relatively low and stable. However, 
this discussion does illustrate why making monetary policy may be described as an 
art as well as a science. 

14.3 The Conduct of Monetary Pol icy: Rules Versus Discretion 

How should monetary policy be used? On some aspects of this question, there is 
broad agreement. Most classicals and Keynesians agree that money is neutral in 
the long run so that changes in money growth affect inflation but not real variables 
in the long run. Therefore most would accept that the main long-run goal of mon
etary policy should be to maintain a low and stable inflation rate. However, there 
is much less agreement about the effects of monetary policy and its appropriate 
use in the short run (Chapters 10 and 11). Most Keynesians believe that monetary 
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The Credit Channel  of M o n etary Pol icy 

According to some economists, besides working 
through interest rates and exchange rates, monetary 
policy also affects credit supply and demand. These 
effects are called the credit channel of monetary policy. * 

On the supply side of the credit market, according 
to this theory, tight monetary policy leads to reduced 
lending by banks. The reason is that, as we demonstrated 
earlier in this chapter, a tightening of monetary policy 
red uces bank reserves and thus the quantity of customer 
deposits that banks can accept. With fewer deposits on 
hand, banks have a smaller quantity of funds available 
to lend. As banks cut back on their lending, the argu
ment goes, borrowers who depend on banks for credit, 
such as consumers and small firms, are unable to obtain 
the credit they need to make planned purchases. The 
resulting decline in spending depresses aggregate 
demand and thus economic activity. 

On the demand side of the credit market, according 
to proponents of the credit channel, tight monetary 
policy has the effect of making potential borrowers less 
"credit-worthy," or less eligible for loans. Consider for 
example a firm that has a substantial amount of float
ing-rate debt, or debt whose interest rate is tied to the 
current interest rate in the market. If a tightening of 
monetary policy raises interest rates, the firm's interest 
costs will rise, reducing its profitability. The firm's 
reduced profitability makes lending to the firm riskier 
(the firm is more likely to go bankrupt), so the firm has 
trouble obtaining credit. Alternatively, consider a con
sumer who wants to use some shares of stock that she 
owns as colla teral for a bank loan. Tighter monetary 
policy reduces the value of those shares (as financial 
investors, lured by higher interest rates, switch from 
stocks to bonds). With reduced collateral, the consumer 

will be able to borrow less. In either example, the reduc
tion in credit available to the borrower is likely to lead to 
reduced spending (a shift down and to the left of the IS 
curve) and thus a weaker economy. 

What is the evidence for the credit channel? On the 
supply side of the credit market, many economists 
would argue that the credit channel was powerful in 
the United States in the 1960s and 1970s but has been 
less so recently. The reason for this weakening is that the 
deregulation of the banking sector and elimination of 
reserve requirements for some types of large deposits 
have made it easier for banks to maintain their lending, 
despite a reduction in bank reserves caused by tight 
money. For example, today (unlike twenty years ago), a 
bank that loses deposits can replace them by selling 
certificates of deposit (CDs) to corporations or wealthy 
individuals. A CD is a large fixed-term debt obligation 
of the bank, against which no reserves need to be held. 
As the bank doesn't need to back its CD issuances with 
reserves, a tightening of monetary policy doesn't affect 
its ability to raise funds in this way (except, perhaps, by 
raising the interest rate that the bank must pay). 

The evidence that monetary policy affects the 
demand side of the credit market is stronger. For example, 
consumer and small firm spending is more sensitive to 
monetary policy than spending by large firms ' A likely 
explanation of this finding is that consumers and small 
firms are financially riskier than large firms to begin with, 
so when monetary policy tightens they are much more 
likely to find themselves disqualified for loans. Bankrupt
cies do increase among small firms and consumers 
following a tightening of monetary policy, and small firms 
and consumers also receive less credit after monetary 
policy tightens, relative to that received by large firms. 

'For a survey of the theory and evidence for the credit channel, see Ben Bernanke and Mark Gertler, "Inside the Black Box: The 
Credit Channel of Monetary PoliCY Transmission," JOllrnal of Ecol1olllic Perspectives, Fall 1995, pp. 27-48. 
'See, for example, Mark Gertler and Simon Gilchrist, "Monetary Policy, Business Cycles, and the Behavior of Small Manufacturing 
Firms," QlIarterly JOllmal of Ecol1olllics, May 1994, pp. 309-340. 

policy can and should be used to smooth the business cycle, but most classicals 
don't. In this section we revisit the debate about the appropriate use of monetary 
policy by addressing a long-standing question in macroeconomics: Should 
monetary policy be conducted according to fixed rules or at the discretion of the 
central bank? 
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The Taylor  R u l e  

Advocates of the use of rules in monetary policy believe 
that the Fed should be required to follow a set of simple, 
prespecified, and publicly announced rules when set
ting policy instruments. Nothing in the concept of rules, 
however, necessarily prohibits the Fed from respond
ing to the state of the economy, as long as those responses 
are built into the rule itself. An example of a monetary 
policy rule that allows the Fed to take economic condi
tions into account is the so-called Taylor rule, intro
duced by John Taylor* of Stanford University. The Taylor 
rule is given by 

Notice that if output is at its full-employment level and 
inflation is at its 2% target, the Taylor rule has the Fed 
setting the real funds rate at 2%, which is approximately 
its long-run average level. If the economy is "overheat
ing," with output above its full-employment level and 
inflation above its target, the Taylor rule would have 
the Fed tighten monetary policy by raising the real Fed 
funds rate above 2%. Conversely, if the economy shows 
weakness, with output below its full-employment 
level and inflation below its target, the Taylor rule 
indicates that the real Fed funds rate should be 
reduced below 2%, thereby easing monetary policy. 
Both responses are consistent with standard Fed prac
tice. Indeed, Taylor showed that, historically, his rela
tively simple rule describes actual Fed behavior quite 
accurately. 

where 

i = It + 0.02 + O.5y + O.5(lt - 0.02), 

i = the nominal Fed funds rate (the Fed's 
intermediate target); 

It = the rate of inflation over the previous 
four quarters; 

y = (Y - y)/y = the percentage deviation 
of output from full-employment output 

The Taylor rule requires that the real Fed funds 
rate, i - IT, respond to (1) the difference between output 
and full-employment output and (2) the difference between 
inflation and its target, here taken to be 2%, or 0.02. 

Unlike some advocates of rules, Taylor has not 
argued that the Fed follow his rule slavishly and 
mechanically. Rather, he would have his rule serve as a 
guideline for monetary policy. Deviations from the rule 
would be permitted when, in the judgment of the poli
cymakers, special circumstances prevailed. Nevertheless, 
for the idea of a policy rule to have meaning, the Fed 
would have to commit to following the rule (or staying 
very close to it) the great majority of the time. 

"'Discretion Versus Policy Rules in Practice," Cnmegie-Rochester Con/erCllce Series all Public Policy, 1993, pp. 195-214. 

The use of rules in monetary policy has been advocated primarily by a group 
of economists called monetarists, and also by classical macroeconomists. Supporters 
of rules believe that monetary policy should be essentially automatic. In particular, 
in its control of the money supply, the central bank should be required to follow a 
set of simple, prespecified, and publicly announced rules. Many such rules can be 
imagined. For example, the Fed might be instructed to increase the monetary base 
by 1 % each quarter. An alternative rule, which has been used historically, is to 
require the central bank to conduct monetary policy to keep the price of gold at a 
predetermined level (this rule was the essence of the gold standard). One might 
also imagine a rule that permits the Fed to respond to the state of the economy; see 
Box 14.2 for a discussion of such a rule. 

Although the exact form of the rule chosen isn't crucial, supporters of the rule
based approach emphasize that the monetary rule should be simple; there can't be 
dozens of exceptions and conditions. Furthermore, the rule should be stated in terms 
of variables that the Fed can control directly or nearly directly. Because the Fed can 
control the monetary base precisely, a prespecified growth rate for the monetary base 
is acceptable as a rule. But as the Fed's control over, say, the national unemployment 
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rate is indirect and imperfect, an instruction to the Fed to "keep the tmemployment 
rate at 4%" isn't acceptable to advocates of a rule-guided monetary policy. 

The opposite of the rules approach, which has been supported by most (though 
not all) Keynesian economists, is called discretion. The idea behind discretion is 
that the central bank should be free to conduct monetary policy in any way that it 
believes will advance the ultimate objectives of low and stable inflation, high 
economic growth, and low unemployment. In particular, the central bank should 
continuously monitor the economy and, using the advice of economic experts, 
should change the money supply as needed to best achieve its goals. Because a 
strategy of discretion involves active responses by the central bank to changes in 
economic circumstances, such a strategy sometimes is called activist. 

From this description of rules and discretion, you may have trouble under
standing why many economists advocate the use of rules. After all, why should 
anyone arbitrarily and unnecessarily tie the hands of the central bank? The idea 
that giving the central bank the option of responding to changing economic con
ditions as it sees fit is always better than putting monetary policy in a strai�acket 
dictated by rules is the essence of the Keynesian case for discretion. 

This basic argument for discretion is attractive, but a strong case also may be 
made for rules. Next we discuss the traditional monetarist argument for rules. We 
then consider a relatively new argument for rules: that the use of rules increases the 
credibility of the central bank. 

The M o n eta rist Case fo r R u l es 

Monetarism emphasizes the importance of monetary factors in the macroeconomy. 
Although monetarists have included numerous outstanding economists, the dom
inant figure and leader of the group is Milton Friedman. For many years, Friedman 
argued that monetary policy should be conducted by rules, and this idea has 
become an important part of monetarist doctrineY 

Friedman's argument for rules may be broken down into a series of propositions. 

Proposition 1. Monetary policy has powerful short-run effects on the real 
economy. In the longer rtm, however, changes in the money supply have 
their primary effect on the price level. 

Friedman's research on U.s. monetary history (with Anna Schwartz) provided 
some of the earliest and best evidence that changes in the money supply can be 
nonneutral in the short run (Chapter 10). Friedman and other monetarists believe 
that fluctuations in the money supply historically have been one of the most sig
nificant if not the most significant sources of business cycle fluctuations. On 
long-run neutrality, Friedman (along with Edmund Phelps) was one of the first to 
argue that, because prices eventually adjust to changes in the money supply, the 
effect of money on real variables can be only temporary (Chapter 12). 

Proposition 2. Despite the powerful short-rtm effect of money on the econ
omy, there is little scope for using monetary policy actively to try to smooth 
business cycles. 

Friedman backed this proposition with several points (several of which we dis
cussed in connection with macroeconomic policy more generally in earlier chapters). 

17Friedman's 1959 book, A Program for Monetary Stability (New York: Fordham University Press) presents 
a clear early statement of his views. 
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First, time is needed for the central bank and other agencies to gather and process 
information about the current state of the economy. These information lags may 
make it difficult for the central bank to determine whether the economy actually is 
in a recession and whether a change in policy is appropriate. 

Second, there is considerable uncertainty about how much effect a change in 
the money supply will have on the economy and how long the effect will take to 
occur (see Fig. 14.8). Friedman has emphasized that there are long and variable lags 
between monetary policy actions and their economic results. That is, not only does 
monetary policy take a relatively long time to work, but the amount of time it 
takes to work is unpredictable and can vary from episode to episode. 

Third, wage and price adjustment, although not instantaneous, occurs rapidly 
enough that, by the time the Fed recognizes that the economy is in a recession and 
increases the money supply, the economy may already be heading out of the reces
sion. If the expansion in the money supply stimulates the economy with a lag of 
about a year, the stimulus may take effect when output has already recovered and the 
economy is in a boom. In this case the monetary expansion will cause the economy 
to overshoot full employment and cause prices to rise. Thus the monetary increase, 
intended to fight the recession, may actually be destabilizing (causing more vari
ability of output than there would have been otherwise), as well as inflationary. 

Proposition 3. Even if there is some scope for using monetary policy to 
smooth business cycles, the Fed cannot be relied on to do so effectively. 

One reason that Friedman didn't trust the Fed to manage an activist monetary 
policy effectively was political. He believed that despite its supposed indepen
dence, the Fed is susceptible to short-run political pressures from the President and 
others in the administration. For example, the Fed might be pressured to stimulate 
the economy during an election year. If timed reasonably well, an election-year 
monetary expansion could expand output and employment just before voters go to 
the polls, with the inflationary effects of the policy not being felt until after the 
incumbents were safely reelected. 

More fundamentally, though, Friedman's distrust of the Fed arose from his 
interpretation of macroeconomic history. From his work with Anna Schwartz, 
Friedman concluded that for whatever reason incompetence, shortsightedness, or 
bad luck monetary policy historically has been a greater source of economic insta
bility than stability. The primary example cited by Friedman is the 1929-1933 
period, when the Fed was unable or unwilling to stop the money supply from 
falling by one-third in the wake of widespread runs on banks. Friedman and 
Schwartz argued that this monetary contraction was one of the main causes of the 
Great Depression. Thus Friedman concluded that eliminating monetary policy as a 
source of instability would substantially improve macroeconomic performance. 

How could the Fed be removed as a source of instability? This question led to 
Friedman's policy recommendation, the last proposition. 

Proposition 4. The Fed should choose a specific monetary aggregate (such 
as M1 or M2) and commit itself to making that aggregate grow at a fixed 
percentage rate, year in and year out. 

For Friedman, the crucial step in eliminating the Fed as a source of instability 
was to get it to give up activist, or discretionary, monetary policy and to commit 
itself publicly and in advance to following some rule. Although the exact choice 
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of a rule isn't critical, Friedman believed that a constant-money-growth rule would 
be a good choice for two reasons. First, the Fed has considerable influence, though 
not complete control, over the rate of money growth. Thus, if money growth devi
ated significantly from its target, the Fed couldn't easily blame the deviation on 
forces beyond its control. Second, Friedman argued that steady money growth 
would lead to smaller cyclical fluctuations than the supposedly "countercyclical" 
monetary policies utilized historically. He concluded that a constant money growth 
rate would provide a "stable monetary background" that would allow economic 
growth to proceed without concern about monetary instability. 

Friedman didn't advocate a sudden shift from discretionary monetary policy to 
a low, constant rate of money growth. Instead, he envisioned a transition period in 
which the Fed, by gradual preannounced steps, would steadily reduce the growth 
rate of money. Ultimately, the growth rate of the monetary aggregate selected 
would be consistent with an inflation rate near zero. Importantly, after the constant 
growth rate has been attained, the Fed wouldn't respond to modest economic 
downturns by increasing money growth but would continue to follow the policy of 
maintaining a fixed rate of money growth. However, in some of his writings Friedman 
appeared to leave open the possibility that the monetary rule could be temporarily 
suspended in the face of major economic crises, such as a depression. 

R u les a n d  Centra l B a n k  Cred i b i l ity 

Much of the monetarist argument for rules rests on pessimism about the compe
tence or political reliability of the Federal Reserve. Economists who are more opti
mistic about the ability of the government to intervene effectively in the economy 
(which includes many Keynesians) question the monetarist case for rules. A "policy 
optimist" could argue as follows: 

Monetary policy may have performed badly in the past. However, as time passes, we 
learn more about the economy and the use of policy gets better. For example, U.s. 
monetary policy clearly was handled better after World War II than during the Great 
Depression. Imposing rigid rules just as we are beginning to learn how to use activist 
policy properly would be foolish. As to the issue of political reliability, that problem 
affects fiscal policymakers and indeed all our branches of government. We just have to 
trust in the democratic process to ensure that policymakers will take actions that for the 
most part are in the best interests of the country. 

For policy optimists this reply to the monetarist case for rules seems perfectly 
satisfactory. During the past three decades, however, a new argument for rules has 
been developed that applies even if the central bank knows exactly how monetary 
changes affect the economy and is completely public-spirited. Thus the new argu
ment for rules is a challenge even to policy optimists. It holds that the use of mon
etary rules can improve the credibility of the central bank, or the degree to which 
the public believes central bank announcements about future policy, and that the 
credibility of the central bank influences how well monetary policy works. 

Dad ,  the Kids, and  the Game:  Cred ib le  Threats and  Comm itment. To help 
explain what credibility is, why it may be enhanced by rules, and why it may be 
important to monetary policy, let's look at a simple example drawn from family 
life. Knowing that Mom will be going to a business meeting, Dad has bought tick
ets to a baseball game for himself and the two kids, Junior and Sis. Dad likes baseball, 
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Figure 1 4,9 

The game between 
Dad and the kids 
Each square represents a 
combination of an action 
by the kids and an action 
by Dad. The points 
assigned to each combi
nation of actions (shown 
in each square) measure 
how much each set of 
players likes each out
come. The kids II move" 
first by picking a 
column; then Dad 
"moves" by picking a 
row. The equilibrium is 
outcome A, in which the 
kids fight and still get to 
go to the game. 
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as do the kids. Unfortunately, the kids also like to fight with each other. Dad has 
warned the kids: "Don't fight. If you do, we just won't go to the baseball game." 
Dad can't go to the baseball game without both kids because Mom won't be home, 
and on such short notice he won't be able to find a sitter. We are interested in the 
following questions about the behavior of Dad and the kids: (1) Will the kids fight? 
and (2) Will Dad take the kids to the baseball game? 

Before we analyze this situation, let's discuss it informally. The kids know that, 
because Dad wants to go to the game himself, he will be reluctant to impose the pun
ishment he has threatened. That is, Dad's threat isn't credible (believable) to the 
kids. Therefore the kids will fight anyway, assuming that when push comes to shove, 
Dad won't be able to bring himself to waste the tickets and they'll go to the game. 

Figure 14.9 illustrates this situation. The two columns of the diagram corre
spond to the two possible actions that the kids can take: fight and don't fight. The 
two rows correspond to the two actions that Dad can take: go to game and don't go 
to game. Each of the four squares in the diagram thus refers to a possible outcome: 
Square A corresponds to the outcome kids fight and Dad takes kids to game; square B 
refers to kids don't fight and Dad takes kids to game; and so on. 

Dad and the kids each have preferences about the four possible outcomes. 
Let's measure preferences in terms of points: The more points someone assigns to 
an outcome, the more he or she likes it. Dad likes baseball, so let's assume that he 
assigns 2 points to going to the game. Also, he assigns 1 point to having the kids not 
fight. The total number of points Dad assigns to each outcome is shown in each 
square. Dad's preferred outcome (worth 3 points) is B, in which the kids don't fight 
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and they all go to the game. Dad's worst outcome is C, in which the kids fight and 
no one goes to the game, an outcome that gets 0 points from Dad. 

The kids also like baseball, and they also assign 2 points to going to the game. 
However, they also like to fight, and they assign 1 point to fighting. The kids' 
point totals for each outcome are also shown in each box. The kids' favorite out
come, worth 3 points, is A (they fight and still get to go to the game). Their least 
favorite outcome, worth 0 points, is D (no fight and no game). 

The sequence of actions is as follows. First, the kids decide whether to fight 
(after hearing the warning), and then Dad decides whether to take the kids to the 
game. In terms of Fig. 14.9, the kids get to pick the column (fight or don't fight). After 
the kids pick the column, Dad gets to pick whether they will be in the top square 
(go to game) or the bottom square (don't go to game). We assume that at each stage 
both the kids and Dad make the choices that attain their preferred outcome. 

The kids reason as follows: 

Suppose we pick fight (the left column). That leaves Dad with the choice of A (go to 
game) or C (don't go to game). Outcome A is worth 2 points to Dad; C is worth 0 points. 
So Dad will pick A over C and, if we fight, we still get to go to the game. If we pick 
don't fight (the right col umn), Dad will pick B over D, so we also go to the game in that 
case. But because we like to fight, and we get to go to the game in either case, we might 
as well fight. 

In terms of Fig. 14.9, the kids know that once they factor in their Dad's response, 
they effectively have a choice between A and B. They prefer A to B, so they pick the 
left column (that is, they fight). 

This type of diagram is a standard tool from a branch of mathematics, much 
used in economics, called game theory. Game theory explores situations (games) in 
which strategy is used by individuals (players) to achieve their goals, possibly at 
the expense of the other players. An equilibrium of a game is an outcome that 
occurs if all players do the best they can for themselves. 

In the game here, the "players" are Dad and the kids. The equilibrium of the 
game is outcome A, in which the kids fight and still go to the game. Outcome A is 
the equilibrium because the kids recognize that Dad's threat isn't credible; he has 
a strong incentive to back away from his threat when the time comes to carry it out. 
Indeed, if Dad is smart enough to realize that his threat has no force, he won't 
bother to make it in the first place. 

Is there some way for Dad to make his threat credible and thereby get the kids 
to behave? Yes; the key to credibility for Dad is to find some way by which he can 
commit himself to carrying out the threat. In other words, Dad must convince the 
kids that, should they fight, he will have no choice but to keep everybody home 
from the game. Suppose, for example, that Dad gives the game tickets to Mom, 
with instructions to hide them and not to reveal their whereabouts if the kids fight. 
Suppose that Mom is indifferent about whether Dad and the kids go to the game 
and can be counted on to carry out these instructions. 

How does Mom's hiding the tickets affect the equilibrium of the game? 
Formally, the effect is to cross out square A (kids fight, go to game) as a possible 
outcome. If the kids fight, going to the game will not be a possible choice for Dad. 
Thus the kids know that if they choose the left column (fight), Dad will be forced to 
choose square C (don't go to game), an outcome that yields 1 point for the kids. On 
the other hand, if the kids choose the right column (don't fight), Dad's preferred 



560 Chapter 14  Monetary Policy and the Federal Reserve System 

Figure 14. 1 0(a) 
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choice between his options B and D will be B (go to game). Because the kids prefer 
B (2 points) to C (1 point), they will pick the right column and not fight. The key 
conclusion of this analysis is that by committing in advance to carry out his threat, 
Dad has made his threat credible. If the kids act in their own best interests, Dad 
achieves the outcome (B) that he likes the best. 

A Game Betwee n  the Centra l Bank  a n d  Firms . We can use game theory to 
think about the credibility of the central bank. Consider a situation in which the 
macroeconomy is in general equilibrium so that the IS and LM curves cross at the FE 
line (point E in Fig. 14.lOa). Initially, suppose that both the money supply and the price 
level are growing steadily at 10% per year. As M and P are growing at the same rate, 
the real money supply M/P is constant, and the LM curve, LMl, remains fixed and 
passes through E. Thus the economy is initially at full employment with the unem
ployment rate at the natural rate, say, 6%, and the inflation rate equal to 10% per year. 

The central bank (the Fed, let's say) wants to reduce the inflation rate to 
zero without increasing the unemployment rate. Suppose that the Fed makes 
the following announcement to all firms in the economy: 

There's no reason why we should be suffering from this 10% inflation. Let's make a 
deal. If you businesses hold prices, P, constant this period, rather than raising them by 
10%, we will hold the money supply, M, constant. With M and P both constant, the real 
money supply, M/P, won't change and the LM curve won't shift. Thus the economy will 
remain at full employment, with an unemployment rate of 6%, but we'll all be better off 
with no inflation. However, if you insist on raising prices, we'll still keep the money 
supply constant. In this case the real money supply, M/P, will fall by 10%, the LM curve 
will shift up and to the left to LM2, and we'll all suffer from both high unemployment 
and continued inflation (point F). 
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This part of the figure 
shows the possible 
moves in the game 
between the Fed and the 
firms. The firms move 
first by deciding whether 
to raise the price level, P, 
choosing the column. 
Then the Fed moves by 
deciding whether to 
increase the money 
supply, M, choosing the 
row. If M and P both rise 
(outcome A) or both stay 
the same (outcome 0), 
the real money supply is 
unchanged, and the econ
omy remains at full 
employment, at point E 
in (a). In outcome B, M 
increases and P remains 
the same; thus the real 
money supply rises and 
unemployment falls as at 
point H in (a). In outcome 
C, M remains the same 
and P increases, so the 
real money supply falls 
and unemployment rises 
as at point F in (a). Point 
assignments show the 
preferences of the Fed 
and firms for each out
come. The equilibrium of 
the game is outcome A, 
in which the firms raise 
prices and the Fed 
increases the money 
supply. 
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How will the firms respond to this statement by the Fed? As we show, the 
Fed's threat to reduce the real money supply if firms raise prices isn't credible 
because the Fed doesn't want a recession. As a result, the firms will go ahead and 

• • 

ralse pnces. 
The game between the Fed and the finns is analyzed fonnally in Fig. 14.1O(b). The 

firms' choices, raise P (by 10%) and don't raise P, correspond to the two columns of the 
diagram. The Fed's two choices, increase M (by 10%) and don't increase M correspond 
to the two rows. Square A represents the outcome firms raise P and Fed increases M; 
square B represents the outcome firms don't raise P and Fed increases M; and so on. 

What happens to the economy in each case? Determining what happens to 
inflation is easy: In squares A and C, firms raise prices by 10%, so inflation, n, is 
10%; in squares B and D firms don't raise prices, so n = O. 

What about unemployment? In square A both money and prices rise by 10%, 
so M/P is unchanged and the economy remains at full employment (point E in 
Fig. 14.10a). Similarly, in square D neither M nor P changes, so M/P is unchanged 
and the economy remains at full employment. Thus in squares A and D the unem
ployment rate, U, remains at the natural rate of 6%. In square C. P rises but M 
doesn't. Thus M/P falls, the LM curve shifts up and to the left to LM2, and the 
economy goes into recession at point F in Fig. 14.10(a), with the unemployment rate 
increasing to 9%. Finally, in square B, M rises but P doesn't, so M/P rises and the 
LM curve shifts down and to the right to LM3. In this case the economy goes into a 
boom (point H in Fig. 14.10a), and the unemployment rate falls to 3%. 
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The next step is to determine the points that each player assigns to each out
come. Let's start with the Fed, which doesn't like inflation. It assigns 1 point to zero 
inflation (B and D) and no points to a positive rate of inflation (A and C). However, 
the Fed also doesn't like unemployment. It assigns 0 points to the natural unem
ployment rate (A and D), 1 point to unemployment below the natural rate (B), and -1 
point to unemployment above the natural rate (C). The total point scores for the 
Fed are shown in each square. The Fed's preferred outcome is B, with no inflation 
and 3% unemployment; its least favorite outcome is C with 10% inflation and 9% 
unemployment. 

The firms' profits are maximized on the FE line that is, when the economy is 
at full employment. Therefore the firms assign 2 points to the natural unemploy
ment rate (A and D). Firms prefer zero inflation to positive inflation, so they assign 
1 point to zero inflation (B and D). Total scores for firms are also shown in each box. 

Now let's find the equilibrium, assuming that firms first decide whether to 
raise prices and then the Fed decides whether to increase the money supply. The 
firms reason as follows: 

Suppose that we raise prices. This action leaves the Fed the choice between outcomes A 
and C. The Fed doesn't want a recession, so it will choose A; that is, it  will increase the 
money supply. If we don't raise prices, the Fed has a choice of B or D. The Fed prefers 
B to 0 because, with no inflation, it prefers unemployment below the natural rate to 
unemployment at the natural rate. In this case, the Fed also will increase the money 
supply. Therefore, no matter what we do, the Fed will increase the money supply. The 
Fed's claim that it will maintain a constant money supply if we raise prices just isn't 
credible. If we raise prices we get outcome A, and if we don't raise prices we get out
come B. We prefer A to B (we'd rather be at full employment than off the FE line and 
above full employment), so we will raise prices. 

The equilibrium of the game is therefore outcome A, in which the firms raise 
prices and the Fed (failing to carry through on its threat) raises the money supply. 
Because the Fed's threat isn't credible, the firms ignore it. Note that both the Fed and 
the firms prefer outcome D (full employment and no inflation) to the equilibrium outcome 
A. Yet because the Fed's promise to hold the money supply constant isn't credible, 
the economy doesn't attain outcome D. 

In contrast, suppose that the Fed could credibly promise not to increase the 
money supply under any circumstances and that the firms believed this promise. 
The firms would reason: "If we raise prices, the Fed will pick outcome C (inflation 
and a recession). If we don't raise prices, the Fed will pick D (no inflation and no 
recession). We prefer D to C so we won't raise prices." 

The equilibrium in this case would be outcome D, which is preferred by every
one to the no-credibility outcome A. In outcome D, disinflation is achieved without 
increasing unemployment because the central bank is credible. 

R u les, Comm itment. and  Cred i b i l itV. The formal analysis shows why central 
bank credibility is important. If a central bank is credible, it can reduce money 
growth and inflation without incurring high unemployment. But how can a central 
bank achieve credibility? 

One possibility is for the central bank to develop a reputation for carrying out 
its promises. Suppose that in the preceding example firms raise their prices, fully 
expecting the Fed to increase the money supply. However, the Fed holds the money 
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supply constant, causing a recession. The next time, the firms may take the Fed's 
promises more seriously, and the economy may attain outcome D. Similarly, if 
Dad crosses up the kids and refuses to take them to the game after they fight, he 
will improve his reputation for carrying out his threats; the next time, the kids may 
take him seriously. 

The problem with this strategy is that it may involve serious costs while the 
reputation is being established: The economy suffers a recession while the central 
bank establishes its reputation; Dad and the kids miss the game while Dad estab
lishes his. Is there some less costly way to achieve credibility? 

Advocates of rules suggest that, by forcing the central bank to keep its promises, 
rules may substitute for reputation in establishing credibility. Suppose that there is 
an ironclad rule ideally, enforced by some outside agency that the Fed must 
gradually reduce the growth of the money supply. Observing the existence of this 
rule, the firms might well believe that money supply growth is going to decline no 
matter what, and painless disinflation (outcome D) can be achieved. Similarly, in 
the case with Dad and the kids, if there is an unbreakable family rule that fighting 
suspends all privileges and Mom is there to help enforce it Dad's threat not to 
go to the game might be more credible. Note that if it increases credibility, a rule 
improves central bank performance even if the central bank is competent and 
public-spirited. Hence this reason for monetary policy rules is different from the 
monetarists' argument presented earlier. 

How do advocates of discretion respond to the credibility argument for rules? 
Keynesians argue that there may be a trade-off between credibility and flexibility. 
For a rule to establish credibility, it must be virtually impossible to change
otherwise, no one will believe that the Fed will stick to it. In the extreme, the 
monetary growth rule would be added as an amendment to the Constitution, 
which could then be changed only at great cost and with long delays. But if a rule 
is completely unbreakable, what happens (ask the Keynesians) if some unex
pected crisis arises for example, a new depression? In that case the inability of 
the Fed to take corrective action that is, its lack of flexibility could prove dis
astrous. Therefore, Keynesians argue, establishing a rule ironclad enough to 
create credibility for the central bank would, by eliminating policy flexibility, 
also create unacceptable risks. 

Money-Growth Targeting and Inflation Targeting 

The decade of the 1970s, with its combination of high unemployment and high 
inflation, led many central banks around the world to wonder whether monetary 
policy could be handled more effectively. Since then, many have experimented 
with alternative monetary policy strategies in the hope of improving macroeco
nomic performance. In response to economists' arguments for the importance of 
credibility, many of these strategies have involved public announcements by 
central banks of their goals, accompanied by attempts to convince the public 



564 Chapter 14  Monetary Policy and the Federal Reserve System 

that monetary policymakers were committed to those goals. In this Application we 
discuss the experience with two such strategies: money-growth targeting and 
inflation targeting. IS 

Money-growth targeting is the older of the two strategies. The Bundesbank 
(the central bank of Germany) introduced money-growth targets in 1975, following 
a run-up in inflation, and Germany adhered to this strategy until the formation of 
the European Monetary Union in 1999. Other countries that adopted some form of 
money-growth targeting during the 1970s included the United States, Canada, the 
United Kingdom, and Switzerland. 

When using a strategy of money-growth targeting, the central bank announces in 
advance the rate of growth of money that it will try to achieve over the next year 
(or perhaps longer). In principle, the target growth rate of money is set so as to be 
consistent with the central bank's desired levels of inflation and real output growth; 
hitting the targeted rate of growth of money is understood to be the central bank's 
most important objective. Initially, Germany targeted the growth of a broad money 
aggregate called central bank money (CBM), a weighted sum of currency, checking 
accounts, savings accounts, and time deposits. In most years, the Bundesbank 
came reasonably close to achieving its stated targets, although there were excep
tions, as in 1978 when the Bundesbank overshot its money-growth targets as part 
of an international effort to strengthen the dollar. 

The United States also began to experiment with money-growth targeting in 
1975 when the Fed announced target growth ranges for three different monetary 
aggregates: Ml, M2, and M3. Because the Fed, like any central bank, has only one 
instrument at its disposal the control of the monetary base attempting to control 
the growth rate of three separate monetary aggregates at the same time wasn't real
istic; indeed, the Fed wasn't able to accomplish this feat, often badly missing its 
announced targets. Monetarists have argued that, in choosing three different mon
etary aggregates to target simultaneously, the Fed revealed that it wasn't very 
serious about adhering to a money-growth rule. 

According to the arguments advanced by Milton Friedman, maintaining a low 
and steady growth rate of money should lead to low inflation and stable output and 
employment growth. Most countries, including the United States, did experience a 
substantial reduction in inflation during the early 1980s. Often, however, output and 
employment growth were unstable. For example, Germany, the United States, 
Canada, and the United Kingdom all suffered sharp increases in unemployment in 
the early 1980s, during the period of their money-growth targeting experiments. In 
the United States, the Fed became so dissatisfied with money-growth targeting that 
it gradually deemphasized money-growth targets beginning in 1982 and increased 
its emphasis on interest rate targeting, focusing on the Fed funds rate as its inter
mediate target, a system that is still in use today. In 2000 the Fed dropped the use of 
money-growth targets entirely. Many other countries also abandoned or weakened 
their reliance on money-growth targeting during the 1980s. 

18For discussions and historical analyses of these approaches, see Ben S. Bernanke, Thomas Laubach, 
Frederic S. Mishkin, and Adam S. Posen, Inflation Targeting: Lessons from the hlternational Experience 
(Princeton, N.j.: Princeton UniverSity Press, 1999); and Bernanke and Mishkin, "Inflation Targeting: 
A New Strategy for Monetary Policy?" JOllrnal of Economic Perspectives, Spring 1997. 
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Why was money-growth targeting abandoned? The Fed's explanation was that, 
because of rapid changes in the U.s. financial system, at times during the 1970s and 
1980s the demand for money was quite unstable and unpredictable (see the Application 
"Financial Regulation, Innovation, and the Instability of Money Demand," p. 266). 
Recall that, if money demand is so unstable that the LM curve moves randomly back 
and forth, varying the money supply to keep interest rates constant leads to more 
stable aggregate demand than does holding the money stock at a fixed level 
(see Fig. 14.6). In the Fed's view, sharp changes in the demand for money (unstable 
velocity) made money-growth targeting an ineffective strategy. Instability of money 
demand also contributed to the abandonment of money-growth targets in Canada 
and the United Kingdom. Germany's more tightly regulated financial system changed 
less during the 1980s than those of other countries, reducing the Bundesbank's problems 
with unstable money demand. But even the Bundesbank was forced to switch from 
targeting central bank money to targeting M3 in 1987 because the relationship between 
the former aggregate and the economy appeared to have become too unstable. 

The end of money-growth targeting in many countries left central banks grop
ing for a new strategy. Since 1990 a number of countries have adopted an alterna
tive strategy called inflation targeting. The pioneer of this new approach was New 
Zealand, which, as part of a package of economic reforms, announced a set of 
inflation targets that the Reserve Bank (the central bank of New Zealand) would 
have to meet. Under the law passed by New Zealand, if the Reserve Bank failed to 
meet its inflation targets, the governor of the bank (analogous to the chairman of 
the Federal Reserve) could be fired. Numerous other countries have adopted infla
tion targeting in recent years, including Canada, the United Kingdom, Sweden, 
Australia, Israel, Brazil, and Spain. In the United States, the Fed has increased its 
emphasis on maintaining low and stable inflation, but hasn't officially adopted a 
strategy of inflation targeting. The new European Central Bank uses a modified 
inflation-targeting approach that retains some role for money-growth targets. 

When using a strategy of inflation targeting, as the name implies, the central bank 
(usually together with the executive branch of the government) announces the infla
tion rate that it will try to achieve over the subsequent one to four years. Thus, rather 
than targeting an intermediate variable (money growth), the central bank targets one 
of its ultimate goals, the rate of inflation. A strategy of inflation targeting doesn't pre
clude the use of monetary policy to help stabilize output or other macroeconomic 
variables in the short run. However, by announcing an inflation target, the central 
bank signals that hitting that target in the longer run is its number-one priorityl9 

Relative to money-growth targeting, inflation targeting has advantages and 
disadvantages. One clear advantage is that inflation targeting sidesteps the prob
lem of money demand instability. Under an inflation-targeting strategy, if money 
demand changes, there is nothing to prevent the central bank from adjusting the 

"InAation targeting does not qualify as a policy rule in the strict sense advocated by Friedman, for 
two reasons. First, it involves targeting a goal variable (inflation) rather than an instrument of policy, 
such as an interest rate or a monetary aggregate. Second, this approach al10ws the central bank to 
exercise some discretion in the short run, as long as it meets the inflation target in the longer run. 
Advocates of inflation targeting hope that this approach will combine the credibility benefits of a 
strict rule with the advantage of having some degree of policy discretion. Bernanke and Mishkin, in 
their article cited in footnote 18, refer to inflation targeting as a strategy of "constrained discretion." 
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money supply to compensate 20 Another advantage of inflation targeting is that 
explaining to the public that the central bank is trying to achieve a certain rate of 
inflation (which most people understand) is easier than explaining that it is trying 
to achieve a certain growth rate of M2 (which most people don't understand). 
Better communication of the central bank's goals should make the public and the 
financial markets less uncertain about what the central bank is going to do and may 
increase the credibility and accountability of the central bank. 

A major disadvantage of inflation targeting is that inflation responds to policy 
actions only with a long lag (see Fig. 14.8). As a result, the central bank can't easily 
judge which policy actions are needed to hit the inflation target, and the public 
can't easily determine whether the central bank is living up to its promises. Thus 
inflation-targeting central banks may sometimes badly miss their targets, losing 
credibility as a result. Whether inflation targeting will be the preferred strategy for 
monetary policy in the future remains to be seen.21 

2°As Fig. 14.6 shows, this compensation for money demand shocks occurs automatically when inter
est rates are used as intermediate targets. Most central banks that set inflation targets for the longer 
run also use interest rates as their intermediate target in the short run. There is no conflict between 
short-run interest rate targeting and long-run inflation targeting, as long as the interest rate is periodi
cally adjusted in a way consistent with the long-run inflation target. 
21Before becoming Fed chairman, Ben Bernanke publicly supported inflation targeting as a desirable 
strategy for the Fed, leading many economists to believe that he eventually will get the FOMC to 
follow some type of inflation-targeting system. 

Oth e r  Ways to A c h i eve Ce ntra l B a n k  Cred i b i l ity 

Besides announcing targets for money growth or inflation, are there other ways to 
increase the central bank's credibility and thus improve the performance of monetary 
policy? Three possibilities have been suggested: to appoint a "tough" central banker; to 
change central bankers' incentives; and to increase the central bank's independence. 

1. Appointing a "tough" central banker. By definition, a credible central bank is 
one that will be believed by the public when the bank, usually through its chair
man, states its intention to reduce money growth and inflation. One way to increase 
credibility is for the President to appoint a Fed chairman who strongly dislikes 
inflation and who people believe is willing to accept increased unemployment if 
necessary to bring inflation down. Thus, when President Jimmy Carter faced a 
serious inflation problem in 1979, he appointed Paul Volcker an imposing indi
vidual with a strong anti-inflation reputation to be chairman of the Fed. In 
appointing a "tough" central banker, Carter hoped to convince the financial mar
kets and the public that he was serious about reducing inflation. Volcker succeeded 
in getting rid of inflation, but, because unemployment rose significantly in the 
process, his appointment didn't completely solve the credibility problem.22 

22The point that appointing a tough central banker may improve central bank credibility was made by 
Kenneth Rogoff, "The Optimal Degree of Commitment to an Intermediate Monetary Target," Quarterly 
Journal of Ecollomics. November 1985, pp. 1169-1189. Keynesians might argue that VoJcker was credible 
but that long-lived stickiness in wages and prices led unemployment to increase in 1981-1982 anyway. 
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Central bank 
independence and 
inflation, 1955-1988 
The figure compares 
average inflation to an 
index of central bank 
independence from the 
rest of the government 
(higher values of the 
index imply that the 
central bank is more 
independent) for each of 
sixteen countries for the 
period 1955-1988. It 
shows that countries 
with more independent 
central banks have lower 
average inflation rates. 
Source: Alberto Alesina and 
Lawrence Summers, "Central 
Bank Independence and 
Macroeconomic Performance," 
Joumal of MOlley, Credit and 
Banking, May 1993, pp. 
151-162, Table Al and Fig. la. 
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2. Changing central bankers' incentives. A second way to enhance the central 
bank's credibility is to give its leadership strong incentives to be "tough" on inflation 
(and to ignore any unemployment costs associated with disinflation).23 If the incen
tives are strong enough and are publicly known, people may find the central bank's 
anti-inflation pronouncements to be credible. An interesting recent example of this 
approach, mentioned in the preceding Application, is the law passed in New 
Zealand that sets explicit inflation targets for the central bank and provides for the 
replacement of the head of the central bank if those targets aren't met. Inflation 
came down significantly in New Zealand, but unemployment rose. Again, cred
ibility problems were not completely solved. 

3. Increasing central bank independence. A third strategy is to increase the inde
pendence of the central bank from the other parts of the government for example, 
by limiting the legal ability of the executive and legislative branches to interfere in 
monetary policy decisions. The rationale is that a more independent central bank 
will be less subject to short-term political pressures to try to expand output and 
employment (say, before an election) and will be more strongly committed to main
taining a low long-run inflation rate. Because the public will recognize that an 
independent central bank is less subject to political pressures, announcements 
made by the central bank should be more credible. 

Considerable evidence supports the idea that independent central banks are 
more credible. Figure 14.11, taken from a study by Alberto Alesina and Lawrence 

23An analysis of central bankers' incentives is Carl Walsh, "Optimal Contracts for Central Bankers," 
American Ecol1omic Review, March 1995, pp. 150-167. 
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Summers of Harvard University,24 showed the relationship between central bank 
independence and inflation in sixteen industrialized countries for the period 
1955-1988. The vertical axis measures average inflation for each country. The 
horizontal axis shows an index of central bank independence (based on factors 
such as the ease with which the government can dismiss the head of the central 
bank or reverse central bank decisions). Countries with relatively independent 
central banks, such as Germany, Switzerland, and the United States, clearly had 
lower long-run inflation rates than countries without independent central banks, 
such as the United Kingdom, New Zealand,25 Italy, and Spain. A similar figure in 
the Alesina-Summers study shows that countries with independent central banks 
don't have higher long-run rates of unemployment. This evidence supports the 
idea that increased central bank independence raises credibility and thus lowers the 
unemployment cost of keeping inflation low. 

2411Central Bank lndependence and Macroeconomic Performance," Journal of Money, Credit nlld Bnllkillg, 
May 1993, pp. 151-162. 
25The evaluation of the independence of New Zealand's central bank preceded the reforms in 
New Zealand's central banking laws mentioned earlier. 

C H A P T E R  S U M M A RY 

1. Three groups help determine the money supply: the 
central bank, private banks, and the general public. The 
central bank sets the monetary base, which is the quan
tity of central bank liabilities that can be used as money. 
The monetary base equals the sum of bank reserves 
(deposits by banks at the central bank plus currency in 
the vaults of banks) and currency held by the nonbank 
public. Private banks and the general public interact to 
determine the money multiplier, which is the ratio of 
the money supply to the monetary base. 

2. In an all-currency economy the monetary base con
sists entirely of currency held by the nonbank public. 
Therefore the money supply equals the monetary 
base, and the money multiplier equals 1 .  

3. In an economy with fractional reserve banking and 
no currency held by the public, the money supply is 
l/res times the monetary base, where res is the ratio of 
reserves to deposits desired by banks. The money 
supply is greater than the monetary base in this case 
because banks lend part of the deposits they receive. 
When those funds are redeposited in the banking 
system, bank deposits and thus the money supply • 
Increase. 

4. In an economy with both fractional reserve banking 
and currency held by the nonbank public, the money 
multiplier equals (cu + l)/(cu + res), where cu is the 
public's desired ratio of currency to deposits. The 
money supply equals deposits plus currency held by 

the nonbank public and also equals the money multi
plier times the monetary base. An increase in the 
desired currency-deposit ratio, CU, or in the desired 
reserve-deposit ratio, res, reduces the money multi
plier. During the Great Depression in the United 
States, banking panics caused both cu and res to 
increase, and the money multiplier and the money 
supply both fell sharply. 

5. The central bank can affect the size of the monetary 
base and thus the money supply through open
market operations. An open-market sale (in which 
central bank assets are sold for currency or bank 
reserves) reduces the monetary base. An open-market 
purchase (in which the central bank uses money to 
buy assets, such as government securities, from the 
public) increases the monetary base. 

6. The central bank of the United States is called the Fed
eral Reserve System, or the Fed. The leadership of the 
Fed is the Board of Governors, which in turn is 
headed by the chairman of the Federal Reserve. The 
Federal Open Market Committee (FOMC) meets 
about eight times each year to set monetary policy . 

7. The Fed affects the U.S. money supply primarily 
through open-market operations. Discount window 
lending and changes in reserve requirements can also 
be used to affect the money supply. An increase in 
discount window lending raises the monetary base 
and thus the money supply. An increase in reserve 



requirements raises the reserve-deposit ratio, lower
ing the money multiplier and the money supply. 

8. The Fed uses intermediate targets such as the money 
supply or short-term interest rates (primarily the Fed 
funds rate) to guide monetary policy. Stabilizing inter
est rates is a useful strategy when fluctuations in 
money supply or demand would otherwise cause the 
LM curve to shift randomly back and forth. 

9. The channels through which monetary policy has its 
effects include the interest rate channel, the exchange 
rate channel, and the credit channel. Proponents of 
the credit channel argue that monetary policy works 
in part by affecting the supply of credit (the quantity 
of funds that banks can lend) and the demand for 
credit (which reflects the ability of potential borrowers 
to qualify for loans). 

10. Monetary policy may be cond ucted either by rules or 
by discretion. Under rules, the central bank is 
required to follow a simple predetermined rule for 
monetary policy, such as a requirement for constant 
money growth. Under discretion, the central bank is 
expected to monitor the economy and use monetary 
policy actively to maintain full employment and to 
keep inflation low. Discretion for monetary policy is 
usually favored by Keynesians, who argue that it 
gives the Fed maximum flexibility to stabilize the 
economy. 

11. Monetarists, led by Milton Friedman, argue that, 
because of information problems and lags between 
the implementation of policy changes and their 
effects, the scope for using monetary policy to stabi
lize the economy is small. Furthermore, they argue, 
the Fed cannot be relied on to use active monetary 
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policy wisely and in the public interest. Monetarists 
advocate a constant-growth-rate rule for the money 
supply to discipline the Fed and keep monetary fluc
tuations from destabilizing the economy. 

12. An additional argument for rules is that they increase 
central bank credibility. Supporters of rules claim that 
the use of ironclad rules will cause the public to 
believe the central bank if it says (for example) that 
money supply growth will be reduced, with the 
implication that inflation can be reduced without a 
large increase in unemployment. 

13. Although some countries have experimented with 
money-growth targets-similar in spirit to the mone
tarists' constant-growth-rate rule-central banks 
haven't been willing or able to make strong commit
ments to meet their targets. One reason for their reluc
tance is that fluctuations in the demand for money 
have led the relationship between specific monetary 
aggregates and the macroeconomy to be unstable or 
unpredictable at times. The use of money-growth tar
gets seems to have helped central banks bring inflation 
under control, but there isn't much evidence that 
money targeting has reduced instability in output or 
employment. An alternative strategy, called inflation 
targeting, has been adopted by a number of countries. 
This approach allows the central bank some discretion 
in the short run but commits the bank to achieving a 
preannounced target for inflation in the longer run. 

14. Possible alternatives for increasing a central bank's cred
ibility are to appoint a central banker who is "tough" on 
inflation; to increase central bankers' incentives to 
reduce inflation; and to increase the central bank's 
independence from other parts of the government. 
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K E Y  E Q U AT I O N S  

M = CU+ OEP (14.4) 

The money supply, M, is the sum of currency held by the 
nonbank public, CU, and deposits held by the public at 
banks, OEP. 

BASE = CU + RES (14.5) 

The monetary base, or the liabilities of the central bank 
that are usable as money, equals the sum of currency held 
by the nonbank public, CU, and bank reserves, RES. 

R EV I EW Q U E ST I O N S  

Questions marked with a brown circle are available in 
MyEconLab at www.myeconlab.com. 

Define monetary base. What is the relationship between 
the monetary base and the money supply in an all
currency economy? 

Define money multiplier. What is the value of the money 
multiplier in a system of 100% reserve banking? What is 
the value of the money multiplier in a system of frac
tional reserve banking, if all money is held in the form 
of deposits? Why is the money multiplier higher 
under fractional reserve banking than under 100% 
reserve banking? 

Discuss how actions of the public and banks can cause 
the money multiplier to rise or fall. Does the fact that 
the public and banks can affect the money multiplier 
imply that the central bank cannot control the money 
supply? Why or why not? 

• What is the effect on the monetary base of an open
market purchase of U.S. Treasury securities? What is 
the effect on the money supply? 

N U M E R I C A L  P RO B L E M S  

Questions marked with a brown circle are available in 
MyEconLab at www.myeconlab.com. 

The Agricolan monetary base is 1,000,000 florins. The 
public always holds half its money supply as currency 
and half as deposits. Banks hold 20% of deposits in 
the form of reserves. Starting with the initial creation 
of a monetary base that accompanies the purchase by 
the central bank of 1,000,000 fl worth of coconuts from 
the public, show the consolidated balance sheet of the 
banks after they first receive deposits, after a first 

M =  
cu +l  

cu + res 
BASE. (14.8) 

The money supply, M, equals the monetary base times 
the money multiplier, (cu + 1)/(eu + res), where eu is the 
currency-deposit ratio chosen by the public and res is the 
reserve-deposit ratio chosen by banks. 

Who determines monetary policy in the United States? 
What role does the President play? 

Besides open-market operations, wha t other means does 
the Federal Reserve have for controlling the money 
supply? Explain how these alternative methods work. 

What are intermediate targets? How do they differ 
from monetary policy goals? List the two principal 
types of intermediate targets that the Fed has used. 

8. What are the three channels of monetary policy? 
Explain each channel briefly. 

9. "It is plain to see that discretion is a better way to run 
monetary policy than following a rule because a policy 
of discretion gives the central bank the ability to react 
to news about the economy." What is the monetarist 
response to this statement? What is the more recent 
argument for using rules rather than discretion? 

10. Has the use of money-growth targets significantly 
improved central bank credibility? Besides adopting 
money-growth targets, what other actions can a coun
try take to increase the credibility of its central bank? 

round of loans and redeposits, and after a second 
round of loans and redeposits. (Hint: Don't forget that 
the public keeps only half its money in the form of 
bank deposits.) 

Show the balance sheets of the central bank, the 
banking system, and the public at the end of the 
process of multiple expansion of loans and deposits. 
What is the final value of the money supply? 

a. The money supply is $6,000,000, currency held by 
the public is $2,000,000, and the reserve-deposit 



ratio is 0.25. Find deposits, bank reserves, the mon
etary base, and the money multiplier. 

h. In a different economy, vault cash is $1,000,000, 
deposits by depository institutions at the central bank 
are $4,000,000, the monetary base is $10,000,000, and 
bank deposits are $20,000,000. Find bank reserves, the 
money supply, and the money multipuer. 

When the real interest rate increases, banks have an 
incentive to lend a greater portion of their deposits, 
which reduces the reserve-deposit ratio. In particular, 
suppose that 

res = 0.4 - 2r, 

where res is the reserve-deposit ratio and r is the real 
interest rate. The currency-deposit ratio is 0.4, the price 
level is fixed at 1.0, and the monetary base is 60. The 
real quantity of money demanded is 

L(Y, i) = O.5Y - lOi, 

where Y is real output and i is the nominal interest rate. 
Assume that expected inflation is zero so that the nom
inal interest rate and the real interest rate are equal. 
a. If r = i = 0.10, what are the reserve-deposit ratio, the 

money multiplier, and the money supply? For what 
real output, Y, does a real interest rate of 0.10 clear 
the asset market? 

h. Repeat Part (a) for r = i = 0.05. 
c. Suppose that the reserve-deposit ratio is fixed at the 

value you found in Part (a) and isn't affected by 
interest rates. If r = i = 0.05, for what output, Y, does 
the asset market clear in this case? 

d. Is the LM curve flatter or steeper when the reserve
deposit ratio depends on the real interest rate than 
when the reserve-deposit ratio is fixed? Explain 
your answer in economic terms. 

A N A LY T I C A L  P RO B L E M S  

Questions marked with a brown circle are available in 
MyEconLab at www.myeconlab.com. 

How would each of the following affect the U.s. money 
supply? Explain. 

a. Banks decide to hold more excess reserves. (Excess 
reserves are reserves over and above what banks 
are legally required to hold against deposits.) 

h. People withdraw cash from their bank accounts for 
Christmas shopping. 

c. The Federal Reserve sells gold to the public. 

Chapter Summary 571  

This question asks you to analyze a game played by 
two players, player I and player II. Player I can choose 
one of two actions, A and B. Player II also has two 
actions from which to choose, a and b. Both players are 
affected by their own action and by the action of the 
other player. The points that each player assigns to each 
possible outcome (combination of actions) are shown in 
the following table: 

Points Points 
Outcome for Player I for Player II 
(A, a) 2 2 
(A, b) 5 0 
(B, a) 0 5 
(B, b) 3 3 

The first row indicates that, if player I chooses 
action A and player II chooses action a, player I gets 2 
points and player II gets 2 points. The more points a 
player gets, the happier she is with the outcome. Players 
don't care about how many points the other player gets. 

a. If player I moves (chooses an action) first and then 
player II moves, what action will each player take? 
(Set up a game theory diagram like that shown in 
Fig. 14.9.) What is the outcome of the game? Does 
your answer change if player II moves first? 

b. Suppose that player I moves first, but before player I 
moves, player II announces which action (a or b) 
she will take when it is her tum. Player II's announce
ment is legally binding. What is the outcome of the 
game now? 

c. Before player I makes the first move, player II is 
allowed to make a threat, telling player I what action 
she will take on her tum if player I chooses A and 
what action she will take if player I chooses B. Player 
II's threats are legally binding. What is the outcome 
of the game now? Is player I made worse off or better 
off by player II's ability to threaten her? 

d. The Federal Reserve begins to pay interest on 
deposits of depository institutions held at the Fed (it 
currently doesn't pay interest). 

e. The introduction of automatic teller machines, which 
allow people to withdraw cash from the bank as 
needed, makes deposits relatively more convenient. 

f The Federal government sells $20 billion of new gov
ernment bonds to the Federal Reserve. The proceeds 
of the sale are used to pay government employees. 

g. The Federal Reserve sells some of its government 
securities in Tokyo for yen. 



572 Chapter 14  Monetary Policy and the Federal Reserve System 

Suppose that the Fed were committed to following 
the Taylor rule, given in Box 14.2, p. 554. For each of 
the following types of shocks, determine whether the 
use of the Taylor rule would tend to be stabilizing or 
destabilizing, or would have an ambiguous effect, rel
a tive to a policy of leaving the money supply 
unchanged. Consider the behavior of both output and 
inflation. 

a. An increase in money demand. 
b. A temporary increase in government purchases. 

c. An adverse supply shock. 

d. A decline in consumer confidence. 
e. An increase in export demand. 

3. In the game between the Fed and the firms shown dia
grammatically in Fig. 14.10(b), what happens if the Fed 
doesn't value having the unemployment rate below the 
natural rate, II? Specifically, assume that the Fed assigns 0 
points to a situation in which u equals II and assigns -1 
points to a situation in which u is either above or below II. 

How does this modification affect the outcome of the 
game? (Assume that if the Fed is indifferent between two 
actions, it chooses the one that makes the firms better off.) 

4. Why do many governments have policies against nego
tiating with hostage-taking terrorists? Under what con
ditions, if any, are such policies likely to reduce hostage 
taking? Discuss the analogy to monetary rules. 

W O R K I N G  W I T H  M A C RO E C O N O M I C DATA 

For data to use il1 these exercises, go to the Federal Reserve Bank 
of St. Louis FRED database at research.stlouisfed.org/fred. 

1. Obtain data on currency held by the nonbank public, 
which is called the currency component ofM1 (starting 
in 1959). Define "deposits" for each year since 1959 to 
be M1 minus currency, and define "reserves" to be the 
monetary base minus currency. 

Calculate and graph the M1 money multiplier, the 
reserve-deposit ratio, and the currency-deposit ratio 
for the period since 1959. What is the trend in the 
money multiplier? How is this trend related to the 
trends in the reserve-deposit and currency-deposit 
ratios? Do you have any hypotheses about what factors 
underlie these trends? 

2. During much of the postwar period, the Fed attempted 
to stabilize nominal interest rates. However, during 
1979-1982 the Fed under Paul Volcker greatly reduced 
its emphasis on interest rate stabilization to focus on 
fighting inflation. 

Calculate and graph the quarter-to-quarter change 
in the three-month Treasury bill rate since 1961 . 

What happened to the volatility of interest rates in the 
1979-1982 period? What has happened to the volatility 
of interest rates since 1982? Does your answer change if 
your measure of the interest rate is the ten-year gov
ernment bond rate? 

3. As discussed in the text, if money demand is unsta
ble, the Fed may prefer to target interest rates rather 
than the money supply itself. When the Fed follows 
an interest-rate-targeting policy, "Fed watchers" in 
financial markets and the media typically look to 
changes in short-term interest rates rather than 
changes in the money supply to gauge the Fed's 
intentions. 

Graph the three-month Treasury bill interest rate 
and the unemployment rate, using monthly data since 
1961. If changes in monetary policy are reflected pri
marily by changes in the short-term interest rate, 
what relationship would you expect to see between 
these two variables? Does this relationship hold up in 
the data? 
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t every level of government, from the town hall to the White House, fiscal 
decisions about how much to spend, what to spend for, 

and how to finance its spending is of central importance. Politicians and the 
public understand that the government's fiscal choices have a direct impact on the 
"bread and butter" issues of how much they pay in taxes and what government 
benefits and services they receive. Equally important are the effects of fiscal policy 
on the economy. In recent years, people have become more aware of the macro
economic effects of fiscal policy as the economic implications of government 
budget deficits and surpluses, tax reform, Social Security reform, and other aspects 
of fiscal policy have been extensively debated. 

In this chapter we take a close look at fiscal policy and its macroeconomic 
effects. To provide some background, we begin with definitions and facts about the 
government's budget. We then discuss some basic fiscal policy issues, including the 
effects of government spending and taxes on economic activity, the burden of 
government debt, and the link between budget deficits and inflation. 

The Govern ent Bud get: So Facts and Figures 

Before getting into the analytical issues of fiscal policy, we set the stage by looking 
at the components of the government budget and their recent trends. We discuss 
three main aspects of the budget: (1) spending, or outlays; (2) tax revenues, or 
receipts; and (3) the budget surplus or deficit. Our discussion reviews and builds 
on Chapter 2, in which we introduced basic budget concepts. 

Government O utl ays 

Government outlays, the total spending by the government during a period of 
time, are classified into three primary categories: government purchases, transfer 
payments, and net interest payments. 

1. Government purchases (G) are government expenditures on currently produced 
goods and services and capital goods. Government spending on capital goods, or 
government investment, accounts for about one-sixth of government purchases of 
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Figure 1 5. 1 

Government outlays: 
Federal, state, and 
local, 1940-2005 
The figure shows the 
behavior since 1940 of 
the three major compo
nents of government 
outlays, as well as total 
government outlays, for 
all levels of government 
combined and measured 
as a percentage of GOP. 
Government purchases 
rose most sharply during 
World War II (1941-1945) 
and the Korean War 
(1951-1953). Transfer 
payments have risen 
steadily as a share of 
GOP. Interest payments 
rose most sharply dur
ing World War [] and 
in the 1980s. 
SOI/rees: National Income and 
Product Accounts, Bureau of 
Economic Analysis, www.bea. 
gov. GOP: Table 1 .1.5; compo
nents of government outlays: 
Table 3.1. For detailed updates 
and projections of the Federal 
budget by the Congressional 
Budget Office, see www.cbo.gov. 
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goods and services. The remaining five-sixths of government purchases are 
government consumption expenditures. 

2. Transfer payments (TR) are payments made to individuals for which the 
government does not receive current goods or services in exchange. Examples 
of transfers are Social Security benefit payments, military and civil service 
pensions, unemployment insurance, welfare payments (Aid to Families with 
Dependent Children), and Medicare.1 

3. Net interest payments (INT) are the interest paid to the holders of government 
bonds less the interest received by the government for example, on out
standing government loans to students or farmers. 

In addition there is a minor category called subsidies less surpluses of government 
enterprises. Subsidies are government payments that are intended to affect the pro
duction or prices of various goods. Examples are price support payments to farm
ers and fare subsidies for mass transit systems. The surpluses of government 
enterprises represent the profits of government-run enterprises such as the Ten
nessee Valley Authority (an electricity producer). This category of outlays is relatively 
small, so for simplicity we will ignore it. 

In the United States, total government outlays (Federal, state, and local) are 
about a third of GOP. Figure 15.1 shows the trends since 1940 in the three main cat
egories of government outlays, as well as total government outlays, expressed as a 

1 Although govenunent outlays for Medicare and Medicaid are used to pay for current medical services, 
they are treated as transfer payments to individuals who then purchase these services. 
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percentage of CDP. The most obvious feature of Fig. 15.1 is the enormous increase 
in government purchases during World War II: In 1943 and 1944, when the war 
effort was at its peak, government purchases exceeded 45% of CDP. The impact of 
the Korean War (1951-1953) also is evident, though less dramatic: Covernment pur
chases of goods and services increased from 15.9% of CDP in 1950 to 23.9% of CDP 
in 1953. Since the late 1960s, the share of CDP devoted to government purchases has 
drifted gradually downward from about 23% of CDP to around 19% of CDP. 

Figure 15.1 also shows that transfer payments rose steadily as a share of CDP 
from the early 1950s until the early 1980s, doubling their share of CDP during that 
thirty-year period. Transfers are currently about 12% of CDP. The long-term 
increase in transfer payments is the result of the creation of new social programs 
(such as Medicare and Medicaid in 1965), the expansion of benefits under existing 
programs (such as Social Security, which is discussed later in the chapter in the 
Application "Social Security: How Can It Be Fixed?,,), and the increased number of 
people covered by the various programs. 

Finally, Fig. 15.1 shows how net interest payments interest payments, for 
short have evolved. Because interest payments are much smaller than the other two 
categories of government outlays, they appear to fluctuate less. However, interest 
payments rose sharply as a percentage of CDP in two periods. First, interest pay
ments nearly doubled from 1.03% of CDP in 1941 to 1.93% of CDP in 1946, reflecting 
the large amount of government borrowing done to finance the war effort during 
World War II. Second, interest payments as a share of CDP doubled during the 1980s, 
rising from 1.6% in 1979 to 3.3% in 1989. This increase reflected both higher rates of 
borrowing by the government and the generally high level of interest rates during the 
1980s. Net interest payments as a share of CDP declined in the 1990s, as interest rates 
fell and the government budget moved into surplus. 

How does the rate of government expenditure in the United States compare with 
rates in other countries with similar living standards? Because official accounting 
rules for measuring the government budget vary widely among countries, the answer 
isn't as straightforward as you might think. Nevertheless, Table 15.1 compares the 
ratios of government spending to CDP for eighteen countries in the Organization for 
Economic Cooperation and Development (OECD). The United States has the third 
lowest rate of total government spending, as a percentage of CDP; the lowest is Ire
land, at just 34.6%. The low rate of government spending in the United States relative 
to most of the other countries largely reflects the more extensive government-financed 
social welfare programs (such as national health insurance) in those countries. 

Ta xes 

On the revenue side of the government's budget are tax receipts. There are four 
principal categories of tax receipts: personal taxes, contributions for social insur
ance, taxes on production and imports, and corporate taxes. Figure 15.2 shows the 
history of revenues from these four major categories of taxes in the United States, 
all expressed as a percentage of CDP. Note that the share of taxes in CDP has risen 
fairly steadily, nearly doubling from 16.0% of CDP in 1940 to 29.6% of CDP in 2000, 
although declining since then, and stood at 27.2% in 2005. 

The largest category of tax receipts is personal taxes, which are primarily personal 
income taxes and property taxes. Income taxes were first introduced at the Federal 
level in the United States (at very low rates and for only the richest people) during 
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Figure 1 5.2 

Taxes: Federal, state, 
and local, 1940-2005 
Shown is the history of 
revenues collected from 
various types of taxes, for 
all levels of government 
combined and measured 
as a percentage of GOP. 
Total taxes have drifted 
upward during the past 
six decades. Most of this 
increase in taxes is 
accounted for by increas
es in contributions for 
social ins urance and in 
personal taxes. 
Sources: National Income and 
Product Accounts, Bureau of 
Economic Analysis, www.bea. 
goo. GDP, Table 1.1 .5; 
components of government 
receipts: Table 3.1. 
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Table1 5. 1 

Government Spending in Eighteen OECO Countries, 
Percentage of GOP, 2005 

Country 

United States 36.6 
Japan 36.9 
Germany 46.8 
France 54.4 
Italy 48.2 
United Kingdom 45.1 
Canada 39.3 
Australia 34.9 
Austria 49.6 
Belgium 50.1 
Denmark 53.0 
Finland 50.8 
Greece 46.7 
Iceland 44.5 
Ireland 34.6 
Netherlands 45.7 
Spain 38.2 
Sweden 56.4 
Source: OEeD, National Accounts, Economic Outlook Annex Tables, 

WW\N.oecd.org. 

TOTAL TAX 
RECEI PTS 

--- Persona l taxes 
---- Taxes on production and imports 
----

Contri butions for socia l insurance 
---- Corporate profit taxes 
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the Civil War. However, this tax faced a series of legal challenges, and eventually the 
Supreme Court declared the income tax unconstitutional. In 1913, the Sixteenth 
Amendment to the Constitution gave Congress the right to impose an income tax. 
Used lightly at first, this tax is now a major source of revenue for government. 

Personal taxes took their biggest jump during World War II, rising from 1.7% of 
CDP in 1940 to 8.7% of CDP in 1945. The general upward drift in personal tax 
receipts since 1945 has been interrupted by several tax cut bills, notably the 
Kennedy-Johnson tax cut of 1964 and the Reagan tax cut of 1981. In recent years, 
personal taxes rose as a result of the deficit-reduction efforts of President Clinton, 
then declined with President Bush's tax cuts in the early 2000s. 

Figure 15.2 shows that a large share of the increase in tax receipts since World War 
II reflects the increase in the second category of taxes, contributions for social insurance 
(primarily Social Security taxes). Social insurance contributions usually are levied as 
a fixed percentage of a worker 's salary, up to a ceiling; income above that ceiling isn't 
taxed. In most cases the worker 's contributions are matched by the employer so that 
the deduction appearing on the worker 's paycheck reflects only about half the total 
tax levied. Increases in social insurance contributions are the result of increases both 
in the contribution rate and higher ceilings on the amount of income subject to the tax. 

The third category of tax receipts is taxes on production and imports, mainly sales 
taxes. These taxes declined as a share of CDP during World War II and haven't 
shown any significant long-term increase or decrease since. 

The final category of tax receipts is corporate taxes, particularly corporate profit 
taxes. Figure 15.2 shows that corporate taxes rose sharply during World War II and 
the Korean War, then drifted gradually downward as a share of CDP from the 
mid-1950s until the mid-1980s. Corporate tax receipts have accounted for 2% to 3% 
of CDP in recent years. 

The Composit ion of O ut lays a n d  Taxes: The Federal  Government Ve rsus 
State a n d  Local  G overnments. The components of government spending 
shown in Fig. 15.1 and the components of taxes shown in Fig. 15.2 lump together 
Federal, state, and local governments. For most purposes of macroeconomic analysis, 
combining Federal, state, and local fiscal policy is the most sensible choice. The 
macroeconomic effect of a new highway-building program, for example, shouldn't 
depend on whether the new highways are financed from the Federal, state, or local 
budgets or from a combination of those budgets. In this respect the tendency of 
many news stories about fiscal policy to focus exclusively on the Federal govern
ment's budget can be misleading. 

Nevertheless, it is useful to know that in the United States, Federal government 
budgets have a much different composition, on both the expenditure and the rev
enue sides, than those of state and local governments. A summary of the major 
components of both the Federal and the combined state and local government 
budgets for 2005 is given in Table 15.2. Note in particular the following points: 

1. Government consumption expenditures. About three-fourths of state and 
local current expenditures (expenditures excluding investment) is for goods and 
services. In contrast, about 30% of Federal current expenditures is for goods and 
services, and about two-thirds of this amount is for national defense. More than 80% 
of government consumption expenditures on nondefense goods and services in the United 
States comes from state and local governments. 
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Table 1 5.2 

Government Receipts and Current Expenditures, 2005 

Current Expenditures 
Consumption expenditures 

National defense 
Nondefense 

Transfer payments 
Grants in aid 
Net interest paid 
Subsidies less surpluses of 

government enterprises* 
Total current expenditures 

Receipts 
Personal taxes 
Contributions for 

social insurance 
Taxes on production and imports 
Corporate taxes 
Grants in aid 
Total receipts 
Current deficit 

(current expenditures less 
receipts; negative if surplus) 

Primary Current Deficit 
(negative if surplus) 

Billions 
of dollars 

768.6 
516.9 
251 .7 

1 1 1 5.6 
361.1 
237.9 
36.8 

2520.0 

Billions 
of dollars 

927.9 
855.3 

101 .1  
326.4 

0.0 
2210.7 

309.3 

71.4 

Federal 

Percentage 
of current 

expenditures 

30.5 
20.5 
10.0 
44.3 
14.3 
9.4 
1.5 

100.0 

Federal 

Percentage 
of receipts 

42.0 
38.7 

4.6 
14.8 
0.0 

100.0 

State and local 

Billions 
of dollars 

1 207.2 
0.0 

1 207.2 
402.3 

0.0 
30.8 

-96.0 

1 544.3 

Percentage 
of current 

expenditures 

78.2 
0.0 

78.2 
26.1 
0.0 
2.0 

-6.2 

100.0 

State and local 

Billions 
of dollars 

275.2 
25.3 

821.2 
58.0 

361.1 
1 540.8 

3.5 

-27.3 

Percentage 
of receipts 

1 7.9 
1.6 

53.3 
3.8 

23.4 
100.0 

"Subsidies less surpluses of government enterprises, taxes from the rest of the world, dividends, rents and royalties, and 

transfer receipts. 

Note: Components may not add exactly to totals owing to rounding. 

Source: BEA Web site, www.bea.gov, Tables 3.2, 3.3, and 3.9.5. 

2. Transfer payments. The Federal budget is more heavily weighted toward 
transfer payments (particularly, benefits from Social Security and related programs) 
than state and local budgets are. 

3. Grants in aid. Grants in aid are payments made by the Federal government 
to state and local governments to help support various education, transportation, 
and welfare programs. Grants in aid appear as a current expenditure for the Federal 
government and as a receipt for state and local governments. In 2005, these grants 
made up more than one-fifth of state and local government receipts. 

4. Net interest paid. Because of the large quantity of Federal government bonds 
outstanding, net interest payments are an important component of Federal spending. 
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In contrast, net interest payments for state and local governments are usually small 
and sometimes negative, which occurs when state and local governments (which 
hold substantial amounts of Federal government bonds) receive more interest than 
they pay out. 

5. Composition of taxes. About 80% of Federal government receipts come from per
sonal taxes (primarily the Federal income tax) and contributions for social insurance. 
Only about 15% of Federal revenues are from corporate taxes, and only about 5% are 
from taxes on production and imports such as sales taxes. In contrast, taxes on pro
duction and imports account for about half of state and local revenues. About one
fifth of state and local revenues come from personal taxes (both income taxes and 
property taxes) and contributions for social insurance. As already mentioned, state 
and local governments also count as revenue the grants in aid they receive from the 
Federal government. 

Def ic its a n d  S u r p l uses 

Government outlays need not equal tax revenues in each period. In Chapter 2 we 
showed that, when government outlays exceed revenues, there is a government 
budget deficit (or simply a deficit); when revenues exceed outlays, there is a gov
ernment budget surplus. For ease of reference we write the definition of the 
deficit as 

deficit = outlays - tax revenues (15.1) 
= (government purchases + transfers + net interest) - tax revenues 
= (G + TR + INT) - T. 

A second deficit concept, called the primary government budget deficit, 
excludes net interest from government outlays: 

primary deficit = outlays - net interest - tax revenues (15.2) 
= (government purchases + transfers) - tax revenues 
= (G + TR) - T. 

The primary deficit is the amount by which government purchases and transfers 
exceed tax revenues; the primary deficit plus net interest payments equals the 
deficit. Figure 15.3 illustrates the relationship between the two concepts. 

Why have two deficit concepts? The reason is that each answers a different 
question. The standard or total budget deficit answers the question: How much 
does the government currently have to borrow to pay for its total outlays? When 
measured in nominal terms, the deficit during any year is the number of additional 
dollars that the government must borrow during that year. 

The primary deficit answers the question: Can the government afford its current 
programs? If the primary deficit is zero, the government is collecting just enough 
tax revenue to pay for its current purchases of goods and services and its current 
social programs (as reflected by transfer payments). If the primary deficit is greater 
than zero, current government purchases and social programs cost more than cur
rent tax revenue can pay for. Net interest payments are ignored in the primary 
deficit because they represent not current program costs but costs of past expendi
tures financed by government borrowing. 
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Figure 1 5.3 

The relationship 
between the total 
budget deficit and 
the primary deficit 
The standard measure 
of the total government 
budget deficit is the 
amount by which gov
ernment outlays exceed 
tax revenues. The primary 
deficit is the amount by 
which government pur
chases plus transfers 
exceed tax revenues. 
The total budget deficit 
equals the primary 
deficit plus net interest 
payments. 

------------, . . . . . . • . • . • . • . • . • . • . • . • . • . . . • . • . • . • . • . • . • . • .  

Net interest Net interest 

. . . . . . . . . . . . . . . . . . . . . • . • . . . . . . . . . . . . . .  , . . . . . . . . . . . . . . . .  . 

Government purchases 
and 

transfers 

OUTLAYS 

Primary deficit 

Tax revenues 
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The separation of government purchases into government investment and 
government consumption expenditures introduces another set of deficit concepts: 
the current deficit and the primary current deficit. The current deficit is equivalent to 
the deficit in Eq. (15.1), with outlays replaced by current expenditures, which are all 
government outlays except government investment. The primary current deficit is 
the current deficit minus interest payments. Table 15.2 shows the current deficit and 
the primary current deficit for 2005. 

Figure 15.4 shows the current deficit and primary current deficit for all levels 
of government combined as a percentage of CDP since 1940. Again, the World 
War II period stands out; the government financed only part of the war effort with 
taxes and thus ran large primary and overall deficits.2 Large deficits (using both 
concepts) also occurred in the mid-1970s and again in the early 1980s. Although the 
primary deficit actually became a primary surplus for several years in the 1980s 
and 1990s, large interest payments kept the overall deficit large until the late 1990s, 
when the overall budget went into surplus. Tax cuts in the early 2000s returned the 
budget to deficit. 

2Much of the increased government spending in World War II was on government investment, which is 
not counted in the current deficit. As a result, the overall deficit, defined in Eq. (15.1), was even higher 
than the current deficit and exceeded 20% of GDp, as you can see by comparing Fig. 15.1 with Fig. 15.2. 



Figure 1 5.4 

Deficits and primary 
deficits: Federal, state, 
and local, 1940-2005 
Shown are the current 
government budget 
deficit and the primary 
current deficit, both 
measured as a percent
age of GOP, since 1940. 
The government ran 
large deficits during 
World War II. Deficits 
also occurred during 
the 1980s and early 
1990s. The widerung gap 
between the deficit and 
the primary deficit after 
1982 reflects increasing 
interest payments on the 
government's accumu
lated debt. 
Sources: National Income and 
Product Accounts, Bureau of 
Economic Analysis, www.bea. 
gov. CDP: Table 1.1 .5; deficit: 
Table 3.1; primary deficit: 
authors' calculations from data 
on deficit and net interest paid 
in Table 3.1. 
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15.2 Government Spending, Taxes, and the Macroeconomy 

How does fiscal policy affect the performance of the macroeconomy? Economists 
emphasize three main ways by which government spending and taxing deci
sions influence macroeconomic variables such as output, employment, and prices: 
(1) aggregate demand, (2) government capital formation, and (3) incentives. 

Fisca l P o l i cy a n d  A g g regate D e m a n d  

Fiscal policy can affect economic activity by influencing the total amount of spending 
in the economy, or aggregate demand. Recall that aggregate demand is represented 
by the intersection of the IS and LM curves. In either the classical or the Keynesian 
IS-LM model, an increase in government purchases reduces desired national saving 
and shifts the IS curve up and to the right, thereby raising aggregate demand. 

Classical and Keynesian economists have different beliefs about the effect of tax 
changes on aggregate demand. Classicals usually accept the Ricardian equivalence 
proposition, which says that lump-sum tax changes do not affect desired national 
saving and thus have no impact on the IS curve or aggregate demand.3 Keynesians 

3We introduced Ricardian equivalence in Chapter 4. We discuss this idea further in Section 15.3. 
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generally disagree with this conclusion; in the Keynesian view, a cut (for example) in 
taxes is likely to stimulate desired consumption and reduce desired national saving, 
thereby shifting the IS curve up and to the right and raising aggregate demand. 

Classicals and Keynesians also disagree over the question of whether fiscal 
policy should be used to fight the business cycle. Classicals generally reject 
attempts to smooth business cycles, by fiscal policy or by other means. In contrast, 
Keynesians argue that using fiscal policy to stabilize the economy and maintain full 
employment for example, by cutting taxes and raising spending when the economy 
is in a recession is desirable. 

However, even Keynesians admit that the use of fiscal policy as a stabilization 
tool is difficult. A significant problem is lack of flexibility. The government's budget has 
many purposes besides macroeconomic stabilization, such as maintaining national 
security, providing income support for eligible groups, developing the nation's infra
structure (roads, bridges, and public buildings), and supplying government services 
(education and public health). Much of government spending is committed years in 
advance (as in weapons development programs) or even decades in advance (as for 
Social Security benefits). Expanding or contracting total government spending 
rapidly for macroeconomic stabilization purposes thus is difficult without either 
spending wastefully or compromising other fiscal policy goals. Taxes are somewhat 
easier to change than spending, but the tax laws also have many different goals and 
may be the result of a fragile political compromise that isn't easily altered. 

Compounding the problem of inflexibility is the problem of long time lags that 
result from the slow-moving political process by which fiscal policy is made. From 
the time a spending or tax proposal is made until it goes into effect is rarely less 
than eighteen months. This lag makes effective countercyclical use of fiscal policy 
difficult because (for example), by the time an antirecession fiscal measure actually 
had an impact on the economy, the recession might already be over. 

Automatic Sta b i l i zers and  the F u l l -Employment Deficit .  One way to get 
around the problems of fiscal policy inflexibility and long lags that impede the use 
of countercyclical fiscal policies is to build automatic stabilizers into the budget. 
Automatic stabilizers are provisions in the budget that cause government spend
ing to rise or taxes to fall automatically without legislative action when GOP 
falls. Similarly, when GOP rises, automatic stabilizers cause spending to fall or 
taxes to rise without any need for direct legislative action. 

A good example of an automatic stabilizer is unemployment insurance. When 
the economy goes into a recession and unemployment rises, more people receive 
unemployment benefits, which are paid automatically without further action by 
Congress. Thus the unemployment insurance component of transfers rises during 
recessions, making fiscal policy automatically more expansionary.4 

Quantitatively, the most important automatic stabilizer is the income tax 
system. When the economy goes into a recession, people's incomes fall, and they 
pay less income tax. This "automatic tax cut" helps cushion the drop in disposable 
income and (according to Keynesians) prevents aggregate demand from falling as 
far as it might otherwise. Likewise, when people's incomes rise during a boom, the 
government collects more income tax revenue, which helps restrain the increase in 
aggregate demand. Keynesians argue that this automatic fiscal policy is a major 
reason for the increased stability of the economy since World War II. 

4This statement is based on the Keynesian view that an increase in transfers-which is equivalent to a 
reduction in taxes-raises aggregate demand. 



Figure 1 5.5 

Full-employment and 
actual budget deficits, 
1960-2005 
The actual and full-
employment Federal 
budget deficits are 
shown as a percentage of 
full-employment output. 
The actual budget deficit 
exceeded the full-
employment deficit by 
substantial amounts 
during or slightly after 
the 1973-1975, 1981-1982, 
1990-1991, and 2001 
recessions, reflecting the 
importance of automatic 
stabilizers. 
Source: Congressional Budget 
Office web site at www.cbo.gov. 
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A side effect of automatic stabilizers is that government budget deficits tend to 
increase in recessions because government spending automatically rises and taxes 
automatically fall when GOP declines. Similarly, the deficit tends to fall in booms. To 
distinguish changes in the deficit caused by recessions or booms from changes caused 
by other factors, some economists advocate the use of a deficit measure called the 
full-employment deficit. The full-employment deficit indicates what the govern
ment budget deficit would be given the tax and spending policies currently in force-e -
if the economy were operating at its full-employment leveP Because it eliminates the 
effects of automatic stabilizers, the full-employment deficit measure is affected pri
marily by changes in fiscal policy reflected in new legislation. In particular, expan
sionary fiscal changes such as increases in government spending programs or (in the 
Keynesian model) reduced tax rates raise the full-employment budget deficit, 
whereas contractionary fiscal changes reduce the full-employment deficit. 

Figure 15.5 shows the actual and full-employment budget deficits (as percent
ages of full-employment output) of the Federal government since 1960. Note that 
the actual budget deficit substantially exceeded the full-employment budget deficit 
during or slightly after the recessions of 1973-1975, 1981-1982, 1990-1991, and 
2001 when output was below its full-employment level. The difference between the 
two deficit measures reflects the importance of automatic stabilizers in the budget. 

Govern m e nt C a p it a l  Format ion  

The health of the economy depends not only on how much the government spends but 
also on how it spends its resources. For example, as discussed in Chapter 6, the 

5In practice, the calculation of full-employment deficits is based on the Keynesian assumption that 
recessions reflect deviations from full employment rather than the classical assumption that (in the 
absence of misperceptions) recessions reflect changes in full-employment output. 
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quantity and quality of public infrastructure roads, schools, public hospitals, and the 
like are potentially important for the rate of economic growth. Thus the formation of 
government capital long-lived physical assets owned by the government is one 
way that fiscal policy affects the macroeconomy. The government budget affects not 
only physical capital formation but also human capital formation. At least part of 
government expenditures on health, nutrition, and education are an investment, in the 
sense that they will lead to a more productive work force in the future. 

The official figures for government capital investment focus on physical capital 
formation and exclude human capital formation. In 200S Federal government 
investment expenditures were $109.8 billion (about one-eighth of Federal pur
chases of goods and services), with two-thirds of investment spending for national 
defense and one-third for nondefense government capital. State and local govern
ment investment was $287.3 billion (about one-fifth of state and local government 
purchases of goods and services). The composition of government investment by 
state and local governments differs from that by the Federal government. Most 
Federal government investment is in the form of equipment (such as military hard
ware and software) rather than structures, but about four-fifths of state and local 
government investment is for structures. 

I n ce nt ive Effects of F isca l P o l i cy 

The third way in which fiscal policy affects the macroeconomy is by its effects on 
incentives. Tax policies in particular can affect economic behavior by changing the 
financial rewards to various activities. For example, in Chapter 4 we showed how 
tax rates influence the incentives of households to save and of firms to make capital 
investments. 

Average Vers us Marg ina l  Tax Rates. To analyze the effects of taxes on eco
nomic incentives, we need to distinguish between average and marginal tax rates. 
The average tax rate is the total amount of taxes paid by a person (or a firm), 
divided by the person's before-tax income. The marginal tax rate is the fraction of 
an additional dollar of income that must be paid in taxes. For example, suppose that 
in a particular country no taxes are levied on the first $10,000 of income and that a 
2S% tax is levied on all income above $10,000 (see Table lS.3). Under this income 
tax system a person with an income of $18,000 pays a tax of $2000. Thus her aver
age tax rate is 11.1% ($2000 in taxes divided by $18,000 in before-tax income). 
However, this taxpayer's marginal tax rate is 2S%, because a $1.00 increase in her 
income will increase her taxes by $0.2S. Table lS.3 shows that everyone with an 

Table 1 5.3 

Marginal and Average Tax Rates: An Example 
(Total Tax = 25% of Income over $1 0.000) 

Income 

S 18.000 
50.000 

100.000 

Income - $ 10.000 

S 8.000 
40.000 
90.000 

Tax 

S 2.000 
10.000 
22.500 

Average 
tax rate 

1 1 . 1  % 
20.0% 
22.5% 

Marginal 
tax rate 

25% 
25% 
25% 
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income higher than $10,000 faces the same marginal tax rate of 25% but that the 
average tax rate increases with income. 

We can show why the distinction between average and marginal tax rates is 
important by considering the individual's decision about how much labor to supply. 
The effects of a tax increase on the amount of labor supplied depend strongly on 
whether average or marginal taxes are being increased. Economic theory predicts 
that an increase in the average tax rate, with the marginal tax rate held constant, will 
increase the amount of labor supplied at any (before-tax) real wage. In contrast, the 
theory predicts that an increase in the marginal tax rate, with the average tax rate 
held constant, will decrease the amount of labor supplied at any real wage. 

To explain these conclusions, let's first consider the effects of a change in the 
average tax rate. Returning to our example from Table 15.3, imagine that the mar
ginal tax rate stays at 25% but that now all income over $8000 (rather than all 
income over $10,000) is subject to a 25% tax. The taxpayer with an income of 
$18,000 finds that her tax bill has risen from $2000 to $2500, or 0.25($18,000 - $8000), 
so her average tax rate has risen from 11.1 % to 13.9%, or $2500/$18,000. As a result, 
the taxpayer is $500 poorer. Because she is effectively less wealthy, she will increase 
the amount of labor she supplies at any real wage (see Summary table 4, p. 85). 
Hence an increase in the average tax rate, holding the marginal tax rate fixed, 
shifts the labor supply curve (in a diagram with the before-tax real wage on the 
vertical axis) to the right.6 

Now consider the effects of an increase in the marginal tax rate, with the aver
age tax rate constant. Suppose that the marginal tax rate on income increases from 
25% to 40% and the rise is accompanied by other changes in the tax law that keep the 
average tax rate and thus the total amount of taxes paid by the typical taxpayer
the same. To be specific, suppose that the portion of income not subject to tax is 
increased from $10,000 to $13,000. Then for the taxpayer earning $18,000, total 
taxes are $2000, or 0.40($18,000 - $13,000), and the average tax rate of 11.1%, or 
$2000/$18,000, is the same as it was under the original tax law ? 

With the average tax rate unchanged, the taxpayer's wealth is unaffected, and 
so there is no change in labor supply stemming from a change in wealth. However, 
the increase in the marginal tax rate implies that the taxpayer 's after-tax reward for 
each extra hour worked declines. For example, if her wage is $20 per hour before 
taxes, at the original marginal tax rate of 25%, her actual take-home pay for each 
extra hour of work is $15 ($20 minus 25% of $20, or $5, in taxes). At the new mar
ginal tax rate of 40%, the taxpayer 's take-home pay for each extra hour of work is 
only $12 ($20 in before-tax wages minus $8 in taxes). Because extra hours of work 
no longer carry as much reward in terms of real income earned, at any specific 
before-tax real wage the taxpayer is likely to work fewer hours and enjoy more 
leisure instead. Thus, if the average tax rate is held fixed, an increase in the mar
ginal tax rate causes the labor supply curve to shift to the left.8 

°In terms of the analysis of Chapter 3, the increase in the average tax rate has a pure income effect on 
labor supply. 

7 Although the average tax rate is unchanged for the taxpayer earning $18,000, the average tax rate increases 
for taxpayers earning more than $18,000 and decreases for taxpayers earning less than $18,000. 

sIn terms of the discussion in Chapter 3, a change in the marginal tax rate with no change in the 
average tax rate has a pure substitution effect on labor supply. 
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Tax Reform Proposals in 2005. The U.s. tax code has grown over the years 
into a complex and unwieldy system that is very difficult for anyone to under
stand. With all of its complicated provisions, the tax code distorts economic behav
ior, as people seek tax advantages rather than maximizing before-tax income or 
profit. In 2005, President George W. Bush appointed a panel to study ways to make 
the tax code "simpler, fairer, and more conducive to economic growth."  The panel 
of prominent citizens, including several economists, reported on some key methods 
of accomplishing these goals. Their basic findings were: 

1 .  The tax system should be streamlined, and filing taxes should be made easier 
for everyone. 

2. Marginal tax rates should be reduced for everyone, yet progressivity should be 
retained. 

3. Tax benefits from owning a home and from charitable giving should be extended 
to everyone, not just to those who itemize their deductions. 

4. Health insurance should not be taxed. 
5. The tax system should be reformed to encourage saving and investment. 
6. The Alternative Minimum Tax should be repealed; currently, the tax is being 

paid by many more Americans than the wealthy whom the tax was intended to 
target, to make sure they paid at least some minimum tax rate. 

Although the panel studied many alternatives and came up with interesting 
ideas for reforming the tax system, members could not agree on a single plan. 
Instead, they reported two alternative plans with different methods of treating busi
ness income and capital income from interest and dividends. As of summer 2006, 
the passage of a comprehensive tax reform bill still faced large political hurdles. 

Labor Supply and Tax Reform in the 1 9805 

Twice during the 1980s Congress passed tax reform legislation that dramatically 
reduced marginal tax rates. At the beginning of the decade the highest marginal tax 
rate on labor income was 50%. The Economic Recovery Tax Act of 1981 (known as 
ERTA) reduced personal income tax rates in three stages, with a complete phase-in by 
1984. The Tax Reform Act of 1986 further reduced personal tax rates. By the end of the 
1980s the marginal tax rate on the highest levels of personal income had fallen to 28%.9 

The 1981 tax act was championed by a group of economists, politicians, and 
journalists who favored an approach to economic policy called supply-side 
economics. The basic belief of supply-side economics is that all aspects of economic 
behavior such as labor supply, saving, and investment respond to economic 
incentives and, in particular, to incentives provided by the tax code. Although most 
economists agree with this idea in general, "supply-siders" went further, claiming 
that the incentive effects of tax policy are much larger than most economists have 

9However, because of a quirk in the tax law, some people with relatively high income, but not those 
with the highest incomes, faced a 33% marginal tax rate. 
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traditionally believed. In particular, supply-siders argued that the amount of labor 
supplied would increase substantially as a result of the tax reductions in ERTA. 

What does the theory discussed in this section predict about the likely response 
of labor supply to ERTA? Along with the sharp reduction in marginal tax rates, the 
average tax rate also fell after 1981 (see the accompanying table). Between 1981 and 
1984 Federal taxes fell from 21.1% of CDP to 19.2% of CDP, and the combined 
taxes collected by Federal, state, and local governments fell from 31.1 % of CDP to 
29.7% of CDP. The theory suggests that the reduction in marginal tax rates should 
have increased labor supply and that the decline in average tax rates should have 
reduced labor supply, leading to an ambiguous and probably small effect overall. 
Actually, the labor force participation rate (the proportion of adults who are work
ing or actively searching for jobs) didn't change noticeably after 1981, so apparently 
any effect that ERTA had on labor supply was indeed small. 

The 1986 Tax Reform Act also reduced the marginal tax rate on labor income but, 
unlike ERTA, it caused a small increase in the average tax rate. Between the passage 
of tax reform in 1986 and its full phase-in in 1988, the average Federal tax rate rose 
from 19.4% of CDP to 19.8% of CDP. The average combined tax rate of Federal, 
state, and local governments also rose, increasing from 30.2% to 30.5% of CDP. 
Because the 1986 Tax Reform Act reduced the marginal tax rate and raised the aver
age tax rate slightly, the overall result should have been an increase in labor supply. 
There is some evidence that this increase in labor supply occurred. For example, after 
gradually declining since at least 1950, the labor force participation rate for men lev
eled off in 1988 and actually increased in 1989 for the first time in more than a decade. 

Overall, the responses of labor supply to the revisions to the tax law in the 
1980s are consistent with our analysis of the effects of average and marginal tax 
changes. However, contrary to the predictions of the supply-siders, the actual 
changes in labor supply were quite small. One study estimated that the Tax Reform 
Act of 1986 increased the labor supply of men by 0.9%, and the 1981 ERTA 
increased the labor supply of men by only 0.4%.10 

IOJerry A. Hausman and James M. Poterba, "Household Behavior and the Tax Reform Act of 1986," 
IOllmal a/Economic Perspectives, Summer 1987, pp. 101-119. Cited results are from p. 106. 

Average Tax Rates in the United States, 1981-1988 

Federal taxes Federal, state, and local taxes 

Real Real 
tax revenue Average tax revenue Average 
(billions of tax rate (billions of tax rate 

Year 1987 dollars) (% of GOP) 1987 dollars) (% of GOP) 
1981 809.9 2 1 . 1  1 1 93.8 3 1 . 1  

1982 758.2 20.2 1 1 46.2 30.5 

1983 756.9 19.4 1 1 65.6 29.9 

1984 797.6 19.2 1 234.7 29.7 

1985 835.4 19.5 1 289.2 30.1 

1986 853.7 19.4 1 332.1 30.2 

1987 9 1 3.8 20.1 1 405.2 3 1 .0 

1988 935.8 19.8 1 436.4 30.5 

Source: Economic Report of the President, 1993. Tax revenues from Table B-77, GDP from Table B-1 and GDP deflator from 

Table B-3. 
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Ta x- Induced D i stort ions and  Tax Rate Sm ooth i n g .  Because taxes affect eco
nomic incentives, they change the pattern of economic behavior. If the invisible 
hand of free markets is working properly, the pattern of economic activity in the 
absence of taxes is the most efficient, so changes in behavior caused by taxes reduce 
economic welfare. Tax-induced deviations from efficient, free-market outcomes 
are called distortions. 

To illustrate the idea of a distortion, let's go back to the example of the worker 
whose before-tax real wage is $20. Because profit-maximizing employers demand 
labor up to the point that the marginal product of labor equals the real wage, the 
real output produced by an extra hour of the worker 's labor (her marginal product) 
also is $20. Now suppose that the worker is willing to sacrifice leisure to work an 
extra hour if she receives at least $14 in additional real earnings. Because the 
value of what the worker can produce in an extra hour of labor exceeds the value 
that she places on an extra hour of leisure, her working the extra hour is eco
nomically efficient. 

In an economy without taxes, this efficient outcome occurs because the worker 
is willing to work the extra hour for the extra $20 in real wages. She would also be 
willing to work the extra hour if the marginal tax rate on earnings was 25%, 
because at a marginal tax rate of 25% her after-tax real wage is $15, which exceeds 
the $14 real wage minimum that she is willing to accept. However, if the marginal 
tax rate rises to 40%, so that the worker's after-tax wage falls to only $12, she 
would decide that it isn't worth her while to work the extra hour, even though for 
her to do so would have been economically efficient. The difference between the 
number of hours the worker would have worked had there been no tax on wages 
and the number of hours she actually works when there is a tax reflects the dis
torting effect of the tax. The higher the tax rate is, the greater the distortion is likely 
to be. 

Because doing without taxes entirely isn't possible, the problem for fiscal pol
icymakers is how to raise needed government revenues while keeping distor
tions relatively small. Because high tax rates are particularly costly in terms of 
economic efficiency, economists argue that keeping tax rates roughly constant at a 
moderate level is preferable to alternate periods of very low and very high tax 
rates. For example, if the government's spending plans require it to levy a tax rate 
that over a number of years averages 20%, most economists would advise the gov
ernment not to set the tax rate at 30% half the time and 10% the other half. The 
reason is the large distortions that the 30% tax rate would cause in the years that 
it was effective. A better strategy is to hold the tax rate constant at 20%. A policy 
of maintaining stable tax rates so as to minimize distortions is called tax rate 
smoothing. 

Has the Federal government had a policy of tax rate smoothing? Statistical 
studies typically have found that Federal tax rates are affected by political and 
other factors and hence aren't as smooth as is necessary to minimize distortions.ll 

Nevertheless, the idea of tax smoothing is still useful. For example, what explains 
the U.s. government's huge deficit during World War II (Fig. 15.4)? The alterna
tive to deficit financing of the war would have been a large wartime increase in 
tax rates, coupled with a drop in tax rates when the war was over. But high tax 

llDavid Bizer and Steven Durlauf, "Testing the Positive Theory of Government Finance," jOllmal 
of Monetary Economics, August 1990, pp. 123-141. 
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rates during the war would have distorted the economy when productive effi
ciency was especially important. By financing the war through borrowing, the 
government effectively spread the needed tax increase over a long period of time 
(as the debt was repaid) rather than raising current taxes by a large amount. This 
action is consistent with the idea of tax smoothing. 

15.3 Government Deficits and Debt 

The single number in the Federal government's budget that is the focus of most 
public debate is the size of the budget deficit or surplus. During the 1980s and early 
1990s, a series of unprecedentedly large (for peacetime) deficits led to a barrage of 
claims and counterclaims about the potential impact of big deficits on the economy. 
In the rest of this chapter we discuss the government budget deficit, the government 
debt, and their effects on the economy. 

The G rowth of the G overnment Debt  

There is an important distinction between the government budget deficit and the 
government debt (also called the national debt). The government budget deficit 
(a flow variable) is the difference between expenditures and tax revenues in any 
fiscal year. The government debt (a stock variable) is the total value of government 
bonds outstanding at any particular time. Because the excess of government expen
ditures over revenues equals the amount of new borrowing that the government 
must do that is, the amount of new government debt that it must issue any 
year 's deficit (measured in dollar, or nominal, terms) equals the change in the debt 
in that year. We can express the relationship between government debt and the 
budget deficit by 

IlB = nominal government budget deficit, (15.3) 

where IlB is the change in the nominal value of government bonds outstanding. 
In a period of persistently large budget deficits, such as that experienced by 

the United States in the 1980s and early and mid-1990s, the nominal value of the 
government's debt will grow quickly. For example, between 1980 and 2005, 
Federal government debt outstanding grew by almost nine times in nominal 
terms, from $909 billion in 1980 to $7905 billion in 2005,12 Taking inflation into 
account, the real value of government debt outstanding more than quadrupled 
during this period. 

Because countries with a high GDP have relatively more resources available to 
pay the principal and interest on the government's bonds, a useful measure of 
government indebtedness is the quantity of government debt outstanding divided 
by the GDP, or the debt-GDP ratio. Figure 15.6 shows the history of the debt-GDP 
ratio in the United States since 1939. The upper curve shows the debt-GDP ratio 
when the measure of total government debt outstanding includes both government 
bonds held by the public and government bonds held by government agencies and 
the Federal Reserve. The lower curve includes in the measure of debt outstanding 
only the government debt held by the public. 

12Pederal Reserve Bank of 51. Louis PRED database, researclt.sllollisfed.orglfred. 
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Figure 1 5.6 

Ratio of Federal debt 
to GDP, 1939-2005 
The upper curve shows 
the ratio of total govern
ment debt-including 
government bonds held 
by government agen
cies and the Federal 
Reserve-to GDP. The 
lower curve shows the 
ratio of government 
bonds held by the public 
to GDP. The debt-GDP 
ratio rose dramatically 
during World War II, 
fell steadily for the next 
thirty-five years, and 
then rose again from 
1980 until the mid-1990s. 
The surpluses of the late 
1990s reduced the debt
GDP ratio considerably, 
though large deficits 
beginning in 2002 
increased this ratio. 
Source: Federal Reserve Bank 
of St. Louis FRED database, 
resea rclt .sf I Oil isfcd. orglfred, 
series FYGFD (total debt), and 
FYGFOPUB (debt held by 
public), and GOP. 
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The most striking feature of Fig. 15.6 is the large increase in the debt-GDP ratio 
that occurred during World War II when the government sold bonds to finance the 
war effort. By the end of the war, the debt-GDP ratio exceeded 100%, implying that 
the value of government debt outstanding was greater than a year's GDP. Over the 
following thirty-five years the government steadily reduced its indebtedness rela
tive to GDP. Beginning in about 1980, though, greater budget deficits caused the 
debt-GDP ratio to rise, which it did throughout the decade. Despite this increase, 
by 1995 the ratio of Federal debt to GDP was still only about half its size at the end 
of World War II. In the late 1990s, rapid economic growth caused tax revenues to 
increase substantially, leading to government budget surpluses that reduced the 
debt-GDP ratio considerably. The debt-GDP ratio began to increase in 2002 as 
large Federal budget deficits emerged. 

We can describe changes in the debt-GDP ratio over time by the following 
formula (derived in Appendix 15.A at the end of the chapter): 

change in deficit total debt growth rate of 
debt-GDP ratio - nominal GDP 

-
nominal GDP x nominal GDP (15.4) 

Equation (15.4) emphasizes two factors that cause the debt-GDP ratio to rise 
quickly: 

a high deficit relative to GDP and 
a slow rate of GDP growth. 
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Equation (15.4) helps account for the pattern of the debt-CDP ratio shown 
in Fig. 15.6. The sharp increase during World War II was the result of large 
deficits. In contrast, for the three and a half decades after World War II, the Federal 
government's deficit was small and CDP growth was rapid, so the debt-CDP 
ratio declined. The debt-CDP ratio increased during the 1980s and early 1990s 
because the Federal deficit was high. Large surpluses helped reduce the 
debt-CDP ratio in the late 1990s, but large deficits beginning in 2002 have 
reversed the decline in the debt-CDP ratio. One factor affecting the debt-CDP 
ratio is the Social Security system, discussed in the Application "Social Security: 
How Can It Be Fixed?" 

A P P L I C AT I O N  

Social Security: How Can It Be Fixed? 

The Social Security system was created in 1937, during the administration of 
President Franklin D. Roosevelt, to provide income to retired workers. Since then, 
the program has been expanded to include payments to survivors of deceased 
workers (in 1939) and to people unable to work because of a disability (in 1954) .13 
Recently, Social Security has been the focus of much attention because projections 
suggest that, unless the program is reformed, it will be unable to pay promised 
benefits to future retirees. 

Social Security today is largely a pay-as-you-go system, which means that most 
of the payroll taxes that workers and their employers pay in go directly to retirees 
and other beneficiaries. The portion of payroll tax revenue not used to fund the 
benefits of current beneficiaries is spent by the Federal government on other pro
grams. To keep track of its obligations to the Social Security system, the govern
ment credits the system account, known as the Social Security trust fund, with 
special government bonds (IOUs) equal to the amount of payroll taxes spent on 
other programs. In the future, when Social Security payroll taxes are no longer 
sufficient to fund contemporaneous Social Security benefits, much of the differ
ence will be made up by redeeming bonds from the trust fund. In practice, the 
government will be able to pay off these bonds only by raising taxes or cutting 
spending on other programs. 

As long as the number of workers paying into Social Security greatly exceeded 
the number of retirees and other beneficiaries, the system could finance itself on a 
pay-as-you-go basis, with any excess Social Security tax revenue added to the 
Social Security trust fund. However, the ratio of workers to retirees is expected to 
decrease significantly in the coming decades, reflecting the impending retirement 
of the baby boomers (the large cohort of people born in the years immediately 
after World War II), declining U.s.  birth rates, and longer life expectancies 
(which mean that people spend many more years in retirement than they used to) . 

13For more details, see Thomas A. Garrett and Russell M. Rhine, "Social Security versus Private 
Retirement Accounts: An Analysis:' pI. 1, Federal Reserve Bank of SI. Louis, Review, March/April 2005, 
pp. 103-121. 
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Figure 1 5.7 

Social security cost 
and tax revenue as a 
percent of GDP, 
1990-2080 
The figure shows annual 
values for the cost of pro
viding benefits and the 
tax revenue collected by 
the Social Security 
system each year from 
1990 to 2005 and the pro
jected payout and tax 
revenue from 2006 to 
2080. Benefits payments 
will soon begin to rise 
sharply compared with 
tax revenue, a develop
ment that will create 
financial problems for 
the system. 
Source: Anllual Report oftlte 
Board of Trustees of the Federal 
Old-Age and Survivors Illsur
alice and Disability l/lsurallee 
Trust FllllrlS, available at 
www.ssa.gov/OACT/TR/TR06/ 
il/dex.lltml. 
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Figure 15.7 shows that the Social Security system will take in more in tax revenue 
than it spends until 2017. The projections show that tax revenue will remain fairly 
steady as a percent of CDP, but that payouts as a percent of CDP begin to rise in 
2009 and rise sharply for the next 25 years, as the baby boomers retire and collect 
benefits. By 2017, payouts exceed tax revenue each year. By 2034, payouts exceed 
tax revenue by an amount equal to 1 .5% of CDP, and the gap continues to widen. 
For a while, the Social Security system can use its interest earnings and redeem 
bonds in the Social Security trust fund to be able to pay benefits that exceed tax rev
enue each year. But if the system is not modified, the trustees estimate that the trust 
fund will be exhausted in 2040 and the system will no longer be able to pay currently 
promised benefits.14 

14The size of Social Security's shortfall can be expressed using the concept of present value, introduced in 
Appendix 4.A. In "Measuring Social Security's Financial Outlook within an Aging America," Daedalus: 
Journal of the American Academy of Arts and Sciences (Winter 2006), pp. 91-104, economists Jagadeesh 
Gokhale of the CATO Institute and Kent Smetters of the Wharton School estimate that the present value 
of Social Security's financial shortfall is $10.4 trillion, which is nearly one year's GOP. They note that 
under the pay-as-you-go system, "those who retired shortly after Social Security was launched received 
more benefits from Social Security in present value than they paid in past taxes" (p. 92). In fact, according 
to their calculations, current and past generations will get $11.2 trillion in benefits more than they paid in, 
whereas future generations will get $0.8 trillion less in benefits than they will pay in. 
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According to calculations by Martin Feldstein of Harvard University, the cost 
of maintaining current benefit levels will rise from 9.1 % of taxable payroll now to 
14.5% in 2030, to 15.4% in 2050, and to 16.6% in 2075.15 Therefore, maintaining the 
current level of benefits would require substantial increases in Social Security taxes. 
Alternatively, the government could keep Social Security taxes the same and cut 
benefits by about one-third, according to Feldstein. 

F ix ing  t h e  S o c i a l  S e c u rity System 

Several proposals to fix the Social Security system have been suggested. The pro
posals include increasing tax revenue coming into the system, earning a higher rate 
of return on the Social Security trust fund, and reducing benefit payments made by 
Social Security. Tax revenue could be increased by raising Social Security payroll 
taxes or by subjecting more income to the tax, but both would distort workers' 
labor supply decisions. The rate of return on the Social Security system could be 
increased by allowing the government to invest the trust fund in the stock market, 
but this would clearly increase the risk to the trust fund's return, and could lead to 
government interference in the stock market. Benefit payments could be reduced 
by raising the age at which benefits could be collected (to match the increase in life 
expectancy), or by changing the formula relating benefits to the average increase in 
wages and prices. 

Another controversial proposal would allow people (on a voluntary basis) to 
invest some portion of their Social Security taxes in individual accounts that could 
include well-diversified mutual funds that hold stocks. Such individual accounts 
would allow workers some control over their retirement funds and how they are 
invested. 

An objection to individual accounts arises from the fact that, under a pay
as-you-go system, Social Security payroll taxes are used to fund benefits to 
current retirees. Thus if payroll taxes are directed toward individual accounts, 
the government will not receive sufficient revenue to pay current benefits and 
would have to increase tax rates or borrow the difference, increasing the 
amount of government debt that is issued. So individual accounts could be a 
useful component of a comprehensive overhaul of the Social Security system, 
but by themselves they are unlikely to eradicate the projected shortfall facing 
the current system. 

Do we really need to worry about Social Security now? Or can we just wait 
until 2040 and see if the Social Security system runs out of funds? Most experts 
seem to think that the demographic trends are very clear and that the system is in 
trouble. If, indeed, the Social Security system needs to be fixed, then the longer we 
wait to reform it, the more drastic will be the changes that are ultimately required 
to restore solvency to the system. 

15Martin Feldstein, "Structural Reform of Social Security." JOll rnal of Economic Perspectives, Spring 2005, 
pp. 33-55. 
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The Burden of the Government Debt on Future Generations 

People often express concern that the trillions of dollars of Federal government 
debt will impose a crushing financial burden on their children and grandchildren, 
who will someday be taxed to pay off these debts. In this view, high rates of gov
ernment borrowing amount to "robbing the future" to pay for government spend
ing that is too high or taxes that are too low in the present. 

This conventional argument ignores the fact that most U.s. government bonds 
are owned by U.s. citizens. Therefore, although our descendants someday may face 
heavy taxes to pay the interest and principal of the government debt, these future 
taxpayers also will inherit the outstanding government bonds and thus will be 
the recipients of most of those interest and principal payments. To a substantial 
degree, we owe the government debt to ourselves, so the debt isn't a burden in the 
same sense that it would be if it were owed entirely to outsiders. 

Although the popular view of the burden of the government debt is faulty, 
economists have pointed out several ways in which the government debt can 
become a burden on future generations. First, if tax rates have to be raised sub
stantially in the future to pay off the debt, the resulting distortions could cause the 
economy to function less efficiently and impose costs on future generations. 

Second, most people hold small amounts of government bonds or no govern
ment bonds at all (except perhaps indirectly, as through pension funds). In the future, 
people who hold few or no bonds may have to pay more in taxes to pay off the gov
ernment debt than they receive in interest and principal payments; people holding 
large quantities of bonds may receive more in interest and principal than they pay in 
increased taxes. Bondholders are richer on average than nonbondholders, so the 
need to service the government debt might lead to a transfer of resources from the 
relatively poor to the relatively rich. However, this transfer could be offset by other 
tax and transfer policies for example, by raising taxes on high-income people. 

The third argument is probably the most significant: Many economists claim 
that government deficits reduce national saving; that is, when the government 
runs a deficit, the economy accumulates less domestic capital and fewer foreign 
assets than it would have if the deficit had been lower. If this argument is correct, 
deficits will lower the standard of living for our children and grandchildren, both 
because they will inherit a smaller capital stock and because they will have to pay 
more interest to (or receive less interest from) foreigners than they otherwise would 
have. This reduction in the future standard of living would constitute a true burden 
of the government debt. 

Crucial to this argument, however, is the idea that government budget deficits 
reduce national saving. As we have mentioned at several points in this book 
(notably in Chapter 4), the question of whether budget deficits affect national 
saving is highly controversial. We devote most of the rest of this section to further 
discussion of this issue. 

Budget D efic its and Nati onal  Saving : Ricardian Equivalence Revisited 

Under what circumstances will an increased government budget deficit cause national 
saving to fall? Virtually all economists agree that an increase in the deficit caused by 
a rise in government purchases say, to fight a war reduces national saving and 
imposes a real burden on the economy. However, whether a deficit caused by a cut in 
current taxes or an increase in current transfers reduces national saving is much 
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less clear. Recall that advocates of Ricardian equivalence argue that tax cuts or 
increases in transfers will not affect national saving, whereas its opponents disagree. 

Ricard ian  Equivalence:  An Example .  To illustrate Ricardian equivalence let's 
suppose that, holding its current and planned future purchases constant, the gov
ernment cuts this year's taxes by $100 per person. (Assuming that the tax cut is a 
lump sum allows us to ignore incentive effects.) What impact will this reduction in 
taxes have on national saving? In answering this question, we first recall the defi
nition of national saving (Eq. 2.8): 

5 = Y - C - C. (15.5) 

Equation (15.5) states that national saving, S, equals output, Y, less consumption, C, 
and government purchases, C.16 If we assume that government purchases, C, are 
constant and that output, Y, is fixed at its full-employment level, we know from 
Eq. (15.5) that the tax cut will reduce national saving, S, only if it causes consump
tion, C, to rise. Advocates of Ricardian equivalence assert that, if current and 
planned future government purchases are unchanged, a tax cut will not affect con
sumption and thus won't affect national saving. 

Why wouldn't a tax cut that raises after-tax incomes cause people to consume 
more? The answer is that if current and planned future government purchases 
don't change a tax cut today must be accompanied by an offsetting increase in 
expected future taxes. To see why, note that if current taxes are reduced by $100 per 
person without any change in government purchases, the government must 
borrow an additional $100 per person by selling bonds. Suppose that the bonds are 
one-year bonds that pay a real interest rate, r. In the following year, when the gov
ernment repays the principal ($100 per person) and interest ($100 x r per person) on 
the bonds, it will have to collect an additional $100(1 + r) per person in taxes. Thus, 
when the public learns of the current tax cut of $100 per person, they should also 
expect their taxes to increase by $100(1 + r) per person next yearY 

Because the current tax cut is balanced by an increase in expected future taxes, it 
doesn't make taxpayers any better off in the long run despite raising their current 
after-tax incomes. Indeed, after the tax cut, taxpayers' abilities to consume today and in 
the future are the same as they were originally. That is, if no one consumes more in 
response to the tax cut so that each person saves the entire $100 increase in after-tax 
income in the following year the $100 per person of additional saving will grow to 
$100(1 + r) per person. This additional $100(1 + r) per person is precisely the amount 
needed to pay the extra taxes that will be levied in the future, leaving people able to 
consume as much in the future as they had originally planned. Because people aren't 
made better off by the tax cut (which must be coupled with a future tax increase), 
they have no reason to consume more today. Thus national saving should be unaf
fected by the tax cut, as supporters of Ricardian equivalence claim. 

Ricard ian  E q u iva lence  Across Generat ions. The argument for Ricardian 
equivalence rests on the assumption that current government borrowing will be 

16We assume that net factor payments from abroad, NFP, are zero. 

17The government might put the tax increase off for two, three, or more years. Nevertheless, the general 
conclusion that the current tax cut must be offset by future tax increases would be unchanged. 
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repaid within the lifetimes of people who are alive today. In other words, any 
tax cuts received today are offset by the higher taxes that people must pay later. 
But what if some of the debt the government is accumulating will be repaid not by 
the people who receive the tax cut but by their children or grandchildren? In that 
case, wouldn't people react to a tax cut by consuming more? 

Harvard economist Robert Barro'S has shown that, in theory, Ricardian equiva
lence may still apply even if the current generation receives the tax cut and future gen
erations bear the burden of repaying the government's debt. To state Barro's 
argument in its simplest form, let's imagine an economy in which every generation 
has the same number of people and suppose that the current generation receives a tax 
cut of $100 per person. With government purchases held constant, this tax cut 
increases the government's borrowing and outstanding debt by $100 per person. 
However, people currently alive are not taxed to repay this debt; instead, this oblig
ation is deferred until the next generation. To repay the government's increased debt, 
the next generation's taxes (in real terms) will be raised by $100(1 + p) per person, 
where 1 + P is the real value of a dollar borrowed today at the time the debt is repaid.'9 

Seemingly, the current generation of people, who receive the tax cut, should 
increase their consumption because the reduction in their taxes isn't expected to be 
balanced by an increase in taxes during their lifetimes. However, Barro argued 
that people in the current generation shouldn't increase their consumption in 
response to a tax cut if they care about the well-being of the next generation. Of 
course, people do care about the well-being of their children, as is reflected in part 
in the economic resources devoted to children, including funds spent on children's 
health and education, gifts, and inheritances. 

How does the concern of this generation for the next affect the response of 
people to a tax cut? A member of the current generation who receives a tax cut
call him Joe might be inclined to increase his own consumption, all else being 
equal. But, Barro argues, Joe should realize that, for each dollar of tax cut he 
receives today, his son Joe Junior will have to pay 1 + P dollars of extra taxes in the 
future. Can Joe do anything on his own to help out Joe Junior? The answer is yes. 
Suppose that, instead of consuming his $100 tax cut, Joe saves the $100 and uses the 
extra savings to increase Joe Junior's inheritance. By the time the next generation is 
required to pay the government debt, Joe Junior's extra inheritance plus accumu
lated interest will be $100(1 + p), or just enough to cover the increase in Joe Junior 's 
taxes. Thus, by saving his tax cut and adding these savings to his planned bequest, 
Joe can keep both his own consumption and Joe Junior 's consumption the same as 
they would have been if the tax cut had never occurred. 

Furthermore, Barro points out, Joe should save all his tax cut for Joe Junior's ben
efit. Why? If Joe consumes even part of his tax cut, he won't leave enough extra 
inheritance to allow Joe Junior to pay the expected increase in his taxes, and so Joe 
Junior will have to consume less than he could have if there had been no tax cut for 
Joe. But if Joe wanted to increase his own consumption at Joe Junior 's expense, he 
could have done so without changes in the tax laws for example, by contributing less 
to Joe Junior's college tuition payments or by planning to leave a smaller inheritance. 

18" Are Government Bonds Net Wealth?" JOllrnal of Political Economy, November IDecember 1974, 
pp. 1095-1117. 
19For example, if the debt is to be repaid in thirty years and r is the one-year real interest rate, then 
1 + P = (1 + r)30. 
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That Joe didn't take these actions shows that he was satisfied with the division of 
consumption between himself and Joe Junior that he had planned before the tax cut 
was enacted; there is no reason that the tax cut should cause this original con
sumption plan to change. Therefore if Joe and other members of the current gener
ation don't consume more in response to a tax cut, Ricardian equivalence should 
hold even when debt repayment is deferred to the next generation. 

This analysis can be extended to allow for multiple generations and in other 
ways. These extensions don't change the main point, which is that, if taxpayers 
understand that they are ultimately responsible for the government's debt, they 
shouldn't change their consumption in response to changes in taxes or transfers 
that are unaccompanied by changes in planned government purchases. As a result, 
deficits created by tax cuts shouldn't reduce national saving and therefore shouldn't 
burden future generations. 

D e p a rtures from R i c a rd i a n  Equ iva l e n c e  

The arguments for Ricardian equivalence are logically sound, and this idea has 
greatly influenced economists' thinking about deficits. Although thirty years ago 
most economists would have taken for granted that a tax cut would substantially 
increase consumption, today there is much less agreement about this claim. 
Although Ricardian equivalence seemed to fail spectacularly in the 1980s in the 
United States when high government budget deficits were accompanied by 
extremely low rates of national saving data covering longer periods of time sug
gest little relationship between budget deficits and national saving rates in the 
United States. In some other countries, such as Canada and Israel, Ricardian equiv
alence seems to have worked quite well at times.2o 

Our judgment is that tax cuts that lead to increased government borrowing 
probably affect consumption and national saving, although the effect may be small. 
We base this conclusion both on the experience of the United States during the 1980s 
and on the fact that there are some theoretical reasons to expect Ricardian equiva
lence not to hold exactly. The main arguments against Ricardian equivalence are the 
possible existence of borrowing constraints, consumers' shortsightedness, the failure 
of some people to leave bequests, and the non-lump-sum nature of most tax changes. 

1. Borrowing constraints. Many people would be willing to consume more if 
they could find lenders who would extend them credit. However, consumers often 
face limits, known as borrowing constraints, on the amounts that they can borrow. A 
person who wants to consume more, but who is unable to borrow to do so, will be 
eager to take advantage of a tax cut to increase consumption. Thus the existence of 
borrowing constraints may cause Ricardian equivalence to fail. 

2. Shortsightedness. In the view of some economists, many people are short
sighted and don't understand that as taxpayers they are ultimately responsible for 
the government's debt. For example, some people may determine their consump
tion by simple "rules of thumb," such as the rule that a family should spend fixed 
percentages of its current after-tax income on food, clothing, housing, and so on, 

20For surveys of the evidence by a supporter and an opponent of Ricardian equivalence, respectively, 
see Robert Barro, "The Ricardian Approach to Budget Deficits," !ollmal of Ecollomic Perspectives, Spring 
1989, pp. 37-54; and B. Douglas Bernheim, "Ricardian Equivalence: An Evaluation of Theory and Evi
dence," in Stanley Fischer, ed., NBER MacroecO/lOn/ics Allllllal, Cambridge, Mass.: M.l.T. Press, 1987. 
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without regard for how its income is likely to change in the future. If people are 
shortsighted, they may respond to a tax cut by consuming more, contrary to the 
prediction of Ricardian equivalence. However, Ricardians could reply that ultra
sophisticated analyses of fiscal policy by consumers aren't necessary for Ricardian 
equivalence to be approximately correct. For example, if people know generally 
that big government deficits mean future problems for the economy (without 
knowing exactly why), they may be reluctant to spend from a tax cut that causes 
the deficit to balloon, consistent with the Ricardian prediction. 

3. Failure to leave bequests. If people don't leave bequests, perhaps because 
they don't care or think about the long-run economic welfare of their children, they 
will increase their consumption if their taxes are cut, and Ricardian equivalence 
won't hold. Some people may not leave bequests because they expect their children 
to be richer than they are and thus not need any bequest. If people continue to hold 
this belief after they receive a tax cut, they will increase their consumption and 
again Ricardian equivalence will fail. 

4. Non-lump-sum taxes. In theory, Ricardian equivalence holds only for 
lump-sum tax changes, with each person's change in taxes being a fixed amount 
that doesn't depend on the person's economic decisions, such as how much to 
work or save. As discussed in Section 15.2, when taxes are not lump-sum, the 
level and timing of taxes will affect incentives and thus economic behavior. Thus 
non-lump-sum tax cuts will have real effects on the economy, in contrast to the 
simple Ricardian view. 

We emphasize, though, that with non-lump-sum taxes, the incentive effects of 
a tax cut on consumption and saving behavior will depend heavily on the tax 
structure and on which taxes are cut. For example, a temporary cut in sales taxes 
would likely stimulate consumption, but a reduction in the tax rate on interest 
earned on savings accounts might increase saving. Thus we cannot always con
clude that, just because taxes aren't lump-sum, a tax cut will increase consumption. 
That conclusion has to rest primarily on the other three arguments against Ricardian 
equivalence that we presented. 

15.4 Deficits and Inflation 

In this final section of the chapter we discuss one more concern that has been 
expressed about government budget deficits: that deficits are inflationary. We show 
that the principal link between deficits and inflation is that in some circumstances 
deficits lead to higher rates of growth in the money supply and that high rates of 
money growth in turn cause inflation. 

The Defi c it a n d  the M o ney S u p p l y  

Inflation a rising price level results when aggregate demand increases more 
quickly than aggregate supply. In terms of the AD-AS framework, suppose that the 
long-run aggregate supply curve (which reflects the productive capacity of the econ
omy) is fixed. Then for the price level to rise, the aggregate demand curve must rise 
over time. 

Both the classical and Keynesian models of the economy imply that deficits can 
cause aggregate demand to rise more quickly than aggregate supply, leading to an 
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increase in the price level. In both models a deficit owing to increased government 
purchases reduces desired national saving, shifting the IS curve up and to the right 
and causing aggregate demand to rise. This increase in aggregate demand causes 
the price level to rise.21 If we assume (as Keynesians usually do) that Ricardian 
equivalence doesn't hold, a budget deficit resulting from a cut in taxes or an 
increase in transfers also reduces desired national saving, increases aggregate 
demand, and raises the price level. Thus deficits resulting from expansionary fiscal 
policies (increased spending or reduced taxes) will be associated with inflation. 

However, an increase in government purchases or a cut in taxes causes only a 
one-time increase in aggregate demand. Therefore, although we expect expan
sionary fiscal policies to lead to a one-time increase in the price level (that is, a tem
porary burst in inflation), we don't expect an increase in government purchases or 
a cut in taxes to cause a sustained increase in inflation. In general, the only factor 
that can sustain an increase in aggregate demand, leading to continuing inflation, 
is sustained growth in the money supply. Indeed, high rates of inflation are almost 
invariably linked to high rates of national money growth (recall the Application 
"Money Growth and Inflation in European Countries in Transition," p. 272). The 
key question therefore is: Can government budget deficits lead to ongoing increases 
in the money supply? 

The answer is "yes." The link is the printing of money to finance government 
spending when the government cannot (or does not want to) finance all of its 
spending by taxes or borrowing from the public. In the extreme case, imagine a 
government that wants to spend $10 billion (say, on submarines) but has no ability 
to tax or borrow from the public. One option is for this government to print $10 billion 
worth of currency and use this currency to pay for the submarines. The revenue 
that a government raises by printing money is called seignorage. Any govern
ment with the authority to issue money can use seignorage; governments that do 
not have the authority to issue money, such as state governments in the United 
States, can't use seignorage. 

Actually, governments that want to finance their deficits through seignorage 
don't simply print new currency but use an indirect procedure. First, the Treasury 
authorizes government borrowing equal to the amount of the budget deficit 
($10 billion in our example), and a corresponding quantity of new government 
bonds is printed and sold. Thus the deficit still equals the change in the outstand
ing government debt (Eq. 15.3). However, the new government bonds aren't sold 
to the public. Instead, the Treasury asks (or requires) the central bank to purchase 
the $10 billion in new bonds. The central bank pays for its purchases of new bonds 
by printing $10 billion in new currency,22 which it gives to the Treasury in exchange 
for the bonds. This newly issued currency enters general circulation when the gov
ernment spends it on its various outlays (the submarines). Note that the purchase 
of bonds by the central bank increases the monetary base by the amount of the pur
chase (see Chapter 14), as when the central bank purchases government bonds on 
the open market. 

21The classical analysis predicts that an increase in government purchases will cause aggregate supply 
to rise as well, but we have assumed that the supply effect is smaller than the demand effect. 
22The new money created by the central bank could also be in the form of deposits at the central bank; 
the ultimate effect is the same. 
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The precise relationship between the size of the deficit and the increase in the 
monetary base is 

deficit = IlB = IlBP + IlBcb = IlBP + IlBASE. (15.6) 

Equation (15.6) states that the (nominal) government budget deficit equals the total 
increase in (nominal) government debt outstanding, IlB, which can be broken into 
additional government debt held by the public, IlBP, and by the central bank, IlBcb 
The increase in government debt held by the central bank in turn equals the 
increase in the monetary base, IlBASE. The increase in the monetary base equals the 
amount of seignorage collected by the government. 

The final link between the budget deficit and the money supply has to do with 
the relationship between the money supply and the monetary base. In general, the 
increase in the money supply, M, equals the money multiplier times the increase 
in the monetary base (Eq. 14.8). In an all-currency economy the money supply and 
the monetary base are the same and the money multiplier is 1 .  Nothing significant 
in this discussion depends on the value of the money multiplier, so for simplicity 
we focus on an all-currency economy, in which the change in the money supply 
equals the change in the monetary base. Based on this assumption, Eq. (15.6) 
implies that 

deficit = IlB = IlBP + IlBcb = IlBP + 1lM, (15.7) 

where IlBASE = 1lM. 
Why would governments use seignorage to finance their deficits, knowing 

that continued money creation ultimately leads to inflation? Under normal condi
tions developed countries rarely use seignorage. For example, in recent years the 
monetary base in the United States has increased on average by about $40 billion 
per year, which equals about 2% of Federal government receipts. Heavy reliance on 
seignorage usually occurs in war-torn or developing countries, in which military or 
social conditions dictate levels of government spending well above what the coun
try can raise in taxes or borrow from the public. 

Rea l S e i g n o r a g e  C o l l ect ion  a n d  I nf lat ion  

The amount of real revenue that the government collects from seignorage is closely 
related to the inflation rate. To examine this link let's consider an all-currency econ
omy in which real output and the real interest rate are fixed and the rates of money 
growth and inflation are constant. In such an economy the real quantity of money 
demanded is constant23 and hence, in equilibrium, the real money supply must also 
be constant. Because the real money supply M/P doesn't change, the growth rate of 
the nominal money supply IlM/M must equal the growth rate of the price level, or 
the rate of inflation 1t: 

IlM 
1t = --:-:-. 

M 
(15.8) 

23Real money demand depends on real output and the nominal interest rate (we assume that the 
interest rate paid on money is fixed). Output is constant, and because the real interest rate and the 
inflation rate are constant, the nominal interest rate is constant as wel1. Thus the real quantity of 
money demanded is constant. 
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Equation (15.8) expresses the close link between an economy's inflation rate and 
money growth rate. 

How much seignorage is the government collecting in this economy? The 
nominal value of seignorage in any period is the increase in the amount of money 
in circulation �. Multiplying both sides of Eq. (15.8) by M and rearranging gives 
an equation for the nominal value of seignorage: 

� = 1tM. (15.9) 

Real seignorage revenue, R, is the real value of the newly created money, which 
equals nominal seignorage revenue, �, divided by the price level, P. Dividing 
both sides of Eq. (15.9) by the price level P gives 

� M 
R =  = 1t . 

P P 
(15.10) 

Equation (15.10) states that the government's real seignorage revenue, R, equals the 
inflation rate, 1t, times the real money supply, M/P. 

Equation (15.10) illustrates why economists sometimes call seignorage the 
inflation tax. In general, for any type of tax, tax revenue equals the tax rate multi
plied by the tax base (whatever is being taxed). In the case of the inflation tax, the 
tax base is the real money supply and the tax rate is the rate of inflation. Multiply
ing the tax base (the real money supply) by the tax rate (the rate of inflation) gives 
the total inflation tax revenue. 

How does the government collect the inflation tax and who pays this tax? The 
government collects the inflation tax by printing money (or by having the central 
bank issue new money) and using the newly created money to purchase goods and 
services. The inflation tax is paid by any member of the public who holds money, 
because inflation erodes the purchasing power of money. For example, when the 
inflation rate is 10% per year, a person who holds currency for a year loses 10% of 
the purchasing power of that money and thus effectively pays a 10% tax on the real 
money holdings. 

Suppose that a government finds that the seignorage being collected doesn't 
cover its spending and begins to increase the money supply faster. Will this 
increase in the money growth rate cause the real seignorage collected by the 
government to rise? Somewhat surprisingly, it may not. As Eq. (15.10) shows, 
the real seignorage collected by the government is the product of two terms the 
rate of inflation (the tax rate) and the real money supply (the tax base). By rais
ing the money growth rate, the government can increase the inflation rate. However, 
at a constant real interest rate, a higher rate of inflation will raise the nominal 
interest rate, causing people to reduce the real quantity of money held. Thus 
whether real seignorage revenue increases when the money growth rate increases 
depends on whether the rise in inflation, 1t, outweighs the decline in real money 
holdings, M/P. 

This point is illustrated by Fig. 15.8, which shows the determination of real 
seignorage revenue at an assumed constant real interest rate of 3%. The real quan
tity of money is measured along the horizontal axes, and the nominal interest rate 
is measured along the vertical axes. The downward-sloping MD curves show the 
real demand for money; they slope downward because an increase in the nominal 
interest rate reduces the real quantity of money demanded. 
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Figure 1 5.8 

The determination 
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revenue 
(a) The downward-
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money demand function 
for a given level of real 
income. The real interest 
rate is assumed to be 3%. 
When the rate of inflation 
is 8%, the nominal inter
est rate is 11 %, and the 
real quantity of money 
held by the public is 
$150 billion (point H). 
Real seignorage revenue 
collected by the govern
ment, represented by the 
area of the shaded rec
tangle, equals the rate of 
inflation (8%) times the 
real money stock ($150 
billion), or $12 billion. 
(b) The money demand 
function, MD, is the same 
as in (a), and the real 
interest rate remains at 
3%. When the inflation 
rate is 1 %, the nominal 
interest rate is 4%, and 
the real quantity of 
money held by the public 
is $400 billion. In this case 
real seignorage revenue 
equals the area of the 
rectangle, ABeD, or 
$4 billion. When the rate 
of inflation is 15%, the 
nominal interest rate is 
18%, and the real money 
stock held by the public 
is $50 billion. Real • • 
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this case equals the area 
of the rectangle AEFG, 
or $7.5 billion. 
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In Fig. 15.8(a) the actual and expected rate of inflation is 8%, so that (for a real 
interest rate of 3%) the nominal interest rate is 11 %. When the nominal interest rate 
is 11%, the real quantity of money that people are willing to hold is $150 billion 
(point H). Using Eq. (15.10), we find that the real value of seignorage revenue is 
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seignorage revenue to 
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0.08 X $150 billion, or $12 billion. Real seignorage revenue is represented graphi
cally by the area of the shaded rectangle. The rectangle's height equals the inflation 
rate (8%) and the rectangle's width equals the real quantity of money held by the 
public ($150 billion). 

Figure 15.8(b) shows the real amount of seignorage revenue at two different 
inflation rates. The real interest rate (3%) and the money demand curve in Fig. 15.8(b) 
are identical to those in Fig. 15.8(a). When the rate of inflation is 1% per year, the 
nominal interest rate is 4%, and the real quantity of money that the public holds is 
$400 billion. Real seignorage revenue is 0.01 x $400 billion = $4 billion, or the area 
of rectangle ABeD. Alternatively, when the rate of inflation is 15% per year, the 
nominal interest rate is 18%, and the real value of the public's money holdings is $50 
billion. Real seignorage revenue in this case is $7.5 billion, or the area of rectangle 
AEFG. 

Comparing Fig. 15.8(a) and Fig. 15.8(b) reveals that real seignorage revenue is 
higher when inflation is 8% per year than when inflation is either 1 % per year or 
15% per year. Figure 15.9 shows the relationship between the inflation rate and 
seignorage revenue. At low inflation rates an increase in the inflation rate increases 
real seignorage revenue. However, at high inflation rates an increase in inflation 
reduces real seignorage revenue. In Fig. 15.9 the maximum possible real seignorage 
revenue is $12 billion, which is achieved at the intermediate level of inflation of 8% 
per year. 

What happens if the government tries to raise more seignorage revenue than 
the maximum possible amount? If it does so, inflation will rise but the real value of 
the government's seignorage will fall as real money holdings fall. If the govern
ment continues to increase the rate of money creation, the economy will experience 
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a high rate of inflation or even hyperinflation. Inflation will continue until the 
government reduces the rate of money creation either by balancing its budget or by 
finding some other way to finance its deficit. 

In some hyperinflations, governments desperate for revenue raise the rate of 
money creation well above the level that maximizes real seignorage. For example, 
in the extreme hyperinflation that hit Germany after World War I, rapid money cre
ation drove the rate of inflation to 322% per month. In contrast, in his classic study 
of the German hyperinflation, Philip Cagan24 of Columbia University calculated 
that the constant rate of inflation that would have maximized the German govern
ment's real seignorage revenue was "only" 20% per month. 

24"The Monetary Dynamics of Hyperinflation," in Milton Friedman, ed., Studies in the Quantity Theory 
of Malley, Chicago: University of Chicago Press, 1956. 

C H A PT E R  S U M M A RY 

1. Government outlays are government purchases of 
goods and services, transfers, and net interest. To pay 
for them, the government collects revenue by four 
main types of taxes: personal taxes, contributions for 
social insurance, taxes on production and imports, 
and corporate taxes. 

2. The government budget deficit equals government 
outlays minus tax revenues and indicates how much 
the government must borrow during the year. The 
primary government budget deficit is the total deficit 
less net interest payments. The primary deficit indi
cates by how much the cost of current programs 
(measured by current government purchases and 
transfers) exceeds tax revenues during the year. 

3. Fiscal policy affects the economy through its effects 
on aggregate demand, government capital formation, 
and incentives. 

4. Increases or decreases in government purchases affect 
aggregate demand by changing desired national saving 
and shifting the IS curve. If Ricardian equivalence 
doesn't hold, as Keynesians usually argue, changes in 
taxes also affect desired national saving, the IS curve, 
and aggregate demand. Automatic stabilizers in the 
government's budget allow spending to rise or taxes to 
fall automatically in a recession, which helps cushion 
the drop in aggregate demand during a recession. The 
full-employment deficit is what the deficit would b'e-e -
given current government spending programs and tax 
laws-if the economy were a t  full employment. 
Because of automatic stabilizers that increase spending 
and reduce taxes in recessions, the actual deficit rises 
above the full-employment deficit in recessions. 

5. Government capital formation contributes to the pro
ductive capacity of the economy. Government capital 
formation includes both investment in physical capital 
(roads, schools) and investment in human capital (edu
cation, child nutrition). Official measures of government 
investment include only investment in physical capital. 

6. The average tax rate is the fraction of total income paid 
in taxes, and the marginal tax rate is the fraction of an 
additional dollar of income that must be paid in taxes. 
Changes in average tax rates and changes in marginal 
tax rates have different effects on economic behavior. 
For example, an increase in the average tax rate (with 
no change in the marginal tax rate) increases labor 
supply, but an increase in the marginal tax rate (with no 
change in the average tax rate) decreases labor supply. 

7. Policymakers must be concerned about the fact that 
taxes induce distortions, or deviations in economic 
behavior from that which would have occurred in the 
absence of taxes. One strategy for minimizing distor
tions is to hold tax rates approximately constant over 
time (tax rate smoothing), rather than alternating 
between high and low tax rates. 

B. The national debt equals the value of government 
bonds outstanding. The government budget deficit, 
expressed in nominal terms, equals the change in the 
government debt. The behavior of the debt-GDP ratio 
over time depends on the ratio of the deficit to nomi
nal GOP, the ratio of total debt to nominal GOP, and 
the growth rate of nominal GOP. 

9. Deficits are a burden on future generations if they 
cause national saving to fall because lower national 



saving means that the country will have less capital 
and fewer foreign assets than it would have had 
otherwise. Ricardian equivalence indicates that a 
deficit caused by a tax cut won't affect consump
tion and therefore won't affect national saving. In 
the Ricardian view, a tax cut doesn't affect con
sumption because the increase in consumers' cur
rent income arising from the tax cut is offset by the 
prospect of increased taxes in the future, leaving 
consumers no better off. In theory, Ricardian equiv
alence still holds if the government debt isn't repaid 
by the current generation, provided that people care 
about the well-being of their descendants and thus 
choose not to consume more at their descendants' 
expense. 

10. Ricardian equivalence may not hold-and thus tax cuts 
may affect national saving-if (1) borrowing constraints 

K E Y  T E R M S  
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prevent some people from consuming as much as 
they want to; (2) people are shortsighted and don't 
take expected future changes in taxes into account in 
their planning; (3) people fail to leave bequests; or (4) 
taxes aren't lump-sum. The empirical evidence on 
Ricardian equivalence is mixed. 

11. Deficits are linked to inflation when a government 
finances its deficits by printing money. The amount of 
revenue that the government raises by printing 
money is called seignorage. The real value of seignor
age equals the inflation rate times the real money 
supply. Increasing the inflation rate doesn't always 
increase the government's real seignorage because 
higher inflation causes the public to hold a smaller 
real quantity of money. Attempts to push the collec
tion of seignorage above its maximum can lead to 
hyperinflation. 

automatic stabilizers, p. 582 
average tax rate, p. 584 
distortions, p. 588 
full-employment deficit, p. 583 
government capital, p. 584 

government debt, p. 589 
inflation tax, p. 601 

seignorage, p. 599 
supply-side economics, p. 586 
tax rate smoothing, p.  588 marginal tax rate, p. 584 

primary government budget 
deficit, p. 579 

K E Y  E Q UAT I O N S  

!J.B = nominal government budget deficit (15.3) 

The change in the nominal val ue of the government debt 
equals the nominal government budget deficit. 

change in deficit 
debt-GOP ratio - nominal GOP 

total debt growth rate of 
nominal GOP x nominal GOP 

(15.4) 

The change in the ratio of government debt outstanding 
to GOP depends on the ratio of the deficit to nominal 
GOP, the ratio of total debt to GDP, and the growth rate 
of nominal GOP. 

deficit = !J.B = !J.BP + !J.8'b = !J.BP + !J.M (15.7) 

The government budget deficit equals the increase in 
the stock of government debt outstanding, B, which in 
turn equals the sum of additional holdings of govern
ment debt by the public, BP, and by the central bank, B'h. 
The increase in debt held by the central bank equals the 
increase in the monetary base, which in an all-currency 
economy is the same as the increase in the money 
supply, M. 

!J.M M 
R =  = 1t . 

P P 
(15.10) 

In an all-currency economy, real seignorage revenue, R, 
equals the increase in the money supply, !J.M, divided by 
the price level, P This ratio in turn equals the inflation 
rate (the tax rate on money) multiplied by the real money 
supply (the tax base). 
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R E V I E W  Q U E S T I O N S  

Questions marked with a brown circle are available in 
MyEconLab at www.myeconlab.com. 

What are the major components of government out
lays? What are the major sources of government rev
enues? How does the composition of the Federal 
government's outlays and revenues differ from that of 
state and local governments? 

2. Explain the difference between the overall government 
budget deficit and the primary deficit. Why are two 
deficit concepts needed? 

How is government debt related to the government 
deficit? What factors contribute to a large change in the 
debt-GDP ratio? 

4. What are the three main ways that fiscal policy affects 
the macroeconomy? Explain briefly how each channel 
of policy works. 

Define automatic stabilizer and give an example. For 
proponents of antirecessionary fiscal policies, what 
advantage do automatic stabilizers have over other 
types of taxing and spending policies? 

N U M E R I C A L  P RO B L E M S  

Questions marked with a brown circle are available in 
MyEconLab at www.myeconlab.com. 

o The following budget data are for a country having both 
a central government and provincial governments: 

Central purchases of goods and services 
Provincial purchases of goods and services 
Central transfer payments 
Provincial transfer payments 
Grants in aid (central to provincial) 
Central tax receipts 
Provincial tax receipts 
Interest received from private sector by 
central government 
Interest received from private sector by 
provincial governments 
Total central government debt 
Total provincial government debt 
Central government debt held by 
provincial governments 
Nominal interest rate 

200 
150 
100 
50 

100 
450 
100 

10 

10 
1000 

o 

200 
10% 

Calculate the overall and primary deficits for the cen
tral government, the provincial governments, and the 
combined governments. 

OGive a numerical example that shows the difference 
between the average tax ra te and the marginal tax 
rate on a person's income. For a constant before-tax 
real wage, which type of tax rate most directly affects 
how wealthy a person feels? Which type of tax rate 
affects the reward for working an extra hour? 

7. Why do economists suggest that tax rates be kept 
roughly constant over time, rather than alternating 
between high and low levels? 

8. In what ways is the government debt a potential 
burden on future generations? What is the relation
ship between Ricardian equivalence and the idea that 
government debt is a burden? 

9. Discuss four reasons why the Ricardian equivalence 
proposition isn't likely to hold exactly. 

10. Define inflation tax (also called seignorage). How does 
the government collect this tax, and who pays it? Can 
the government always increase its real revenues from 
the inflation tax by increasing money growth and 
inflation? 

Congress votes a special one-time $1 billion transfer to 
bail out the buggy whip industry. Tax collections don't 
change, and no change is planned for at least several 
years. By how much will this action increase the over
all budget deficit and the primary deficit in the year 
that the transfer is made? In the next year? In the year 
after that? Assume that the nominal interest rate is con
stant at 10%. 

Because of automatic stabilizers, various components 
of the government's budget depend on the level of 
output, Y. The following are the main components of 
tha t budget: 

Tax revenues 
Transfers 
Government purchases 
Interest payments 

1000 + 0.1 Y 
800 - O.OSY 
1800 
100 

Full-employment output is 10,000. Find the actual 
budget deficit and the full-employment budget 
deficit for 

a. Y = 12,000. b. Y = 10,000. c. Y = 8000. 
In general, how does the relationship between the 
actual deficit and the full-employment deficit depend 
on the state of the economy? 



Suppose that the income tax law exempts income of 
less than $8000 from the tax, taxes income between 
$8000 and $20,000 at a 25% rate, and taxes income 
greater than $20,000 at a 30% rate. 
a. Find the average tax rate and the marginal tax rate 

for someone earning $16,000 and for someone earn
ing $30,000. 

b. The tax law is changed so that income of less than 
$6000 is untaxed, income from $6000 to $20,000 is 
taxed at 20%, and income of more than $20,000 con
tinues to be taxed at 30%. Repeat Part (a). 

c. How will the tax law change in Part (b) affect the 
labor supply of the person initially making $16,000? 
How will it affect the labor supply of the person 
making $30,000? 

Suppose that all workers value their leisure at 90 goods 
per day. The production function relating output per 
day, Y, to the number of people working per day, N, is 

Y � 250N - 0.5N'-. 

Corresponding to this production function, the mar
ginal product of labor is 

MPN � 250 - N. 

a. Assume that there are no taxes. What are the equi
librium values of the real wage, employment, N, 
and output, Y? (Hint: In equilibrium the real wage 
will equal both the marginal product of labor and 
the value of a day's leisure to workers.) 

b. A 25% tax is levied on wage income. What are the 
equilibrium values of the real wage, employment, 
and output? In terms of lost output, what is the dis
tortion cost of this tax? 

c. Suppose that the tax on wages rises to 50%. What 
are the equilibrium values of the real wage, employ
ment, and output? In terms of lost output, what is 
the distortion cost of this higher tax rate? Compare 
the distortion caused by a 50% tax rate with that 
caused by a 25% tax rate. Is the distortion caused by 
a 50% tax rate twice as large, more than twice as 
large, or less than twice as large as that caused by a 
25% tax rate? How does your answer relate to the 
idea of tax smoothing? 

6. Find the largest nominal deficit that the government 
can run without raising the debt-GDP ratio, under each 
of the following sets of assumptions: 
a. Nominal GOP growth is 10% and outstanding 

nominal debt is 1000. 
b. Real GOP is 5,000 and remains constant, nominal GOP 

is initially 10,000, inflation is 5%, and the debt-GOP 
ratio is 0.6. 
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In this problem you are asked to analyze the question: 
By issuing new bonds and using the proceeds to pay 
the interest on its old bonds, can government avoid 
ever repaying its debts? 
a. Suppose that nominal GOP is $1 billion and the 

government has $100 million of bonds ou tstanding. 
The bonds are one-year bonds that pay a 7% nomi
nal interest rate. The growth rate of nominal GOP is 
5% per year. Beginning now the government runs a 
zero primary deficit forever and pays interest on its 
existing debt by issuing new bonds. What is the 
current debt-GOP ratio? What will this ratio be 
after 1, 2, 5, and 10 years? Suppose that, if the 
debt-GOP ratio exceeds 10, the public refuses to 
buy ad ditional government bonds.  Will the  
debt-GOP ratio ever reach that level? Will the gov
ernment someday have to run a primary surplus 
to repay its debts, or can it avoid repayment for
ever? Why? 

b. Repeat Part (a) for nominal GOP growth of 8% per 
year and a nominal interest rate on government 
bonds of 7% per year. 

money demand in an economy is 

L � 0.2Y - 500i, 

where Y is real income and i is the nominal interest 
rate. In equilibrium, real money demand, L, equals real 
money supply, M/P Suppose that Y is 1000 and the real 
interest rate, r, is 0.04. 
a. Draw a graph with real seignorage revenue on the 

vertical axis and inflation on the horizontal axis. 
Show the values of seignorage for inflation rates of 
0, 0.02, 0.04, 0.06, . . .  , 0.30. 

b. What inflation rate maximizes seignorage? 

c. What is the maximum amount of seignorage 
revenue? 

d. Repeat Parts (a)-(c) for Y � 1000 and r � 0.08. 

Consider an economy in which the money supply con
sists of both currency and deposits. The growth rate of 
the monetary base, the growth rate of the money 
supply, inflation, and expected inflation all are constant 
at 10% per year. Output and the real interest rate are 
constant. Monetary data for this economy as of January 
1, 2007, are as follows: 

Currency held by nonbank public 
Bank reserves 
Monetary base 
Deposits 
Money supply 

$200 
$50 

$250 
$600 
$800 

a. What is the nominal value of seignorage over the 
year? (Hint: How much monetary base is created 
during the year?) 
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b. Suppose that deposits and bank reserves pay no 
interest, and that banks lend deposits not held 
as reserves at  the market rate of interest. Who 
pays the inflation tax (measured in nominal 
terms), and how much do they pay? (Hint: The 

A N A LY T I C A L  P R O B L E M S  

1. Why is some state and local spending paid for by 
grants in aid from the Federal government instead of 
entirely through taxes levied by states and localities on 
residents? What are the advantages and disadvantages 
of a system of grants in aid? 

2. Using the Economic Report of the President, compare 
the Federal government's budget in 1979, 1992, 2000, 
and 2004. Express the main components of Federal 
spending and receipts in each year as fractions of 
GOP. Were the increased deficits between 1979 and 
1992 more the result of  increased spending or 
reductions in revenues? What accounts for the 
decrease in the deficit between 1992 and 2000? What 
accounts for the increase in the deficit between 2000 
and 2004? 

3. Both transfer programs and taxes affect incentives. 
Consider a program designed to help the poor that 
promises each aid recipient a minimum income of 
$10,000. That is, if the recipient earns less than $10,000, 
the program supplements his income by enough to 
bring him up to $10,000. 

Explain why this program would adversely affect 
incentives for low-wage recipients. (Hint: Show that 
this program is equivalent to giving the recipient 
$10,000, then taxing his labor income at a high margin
al rate.) Describe a transfer program that contains better 

inflation tax paid by banks in this example is 
negative.) 

c. Suppose that deposits pay a market rate of inter
est. Who pays the inflation tax, and how much do 
they pay? 

incentives. Would that program have any disadvan
tages? If so, what would they be? 

4. a. Use the fact that the nominal deficit equals the nom
inal primary deficit plus nominal interest payments 
on government debt to rewrite equation (15.4) 
showing the change in the debt-GOP ratio as a func
tion of the ratio of the primary deficit to GOP, the 
ratio of debt to GOP, and the difference between the 
growth rate of nominal GOP and the nominal inter
est rate. 

b. Show that, if the primary deficit is zero, the change 
in the debt-GOP ratio equals the product of (1) the 
debt-GOP ratio and (2) the excess of the real interest 
rate over the growth rate of real GOP. 

5. A constitutional amendment has been proposed that 
would force Congress to balance the budget each year 
(that is, outlays must equal revenues in each year). Dis
cuss some advantages and disadvantages of such an 
amendment. How would a balanced-budget amend
ment affect the following, if in the absence of such an 
amendment the Federal government would run a large 
deficit? 

a. The use of automatic stabilizers. 

b. The ability of Congress to "smooth" taxes over time. 

c. The ability of Congress to make capital investments. 

WO R K I N G  W I T H  M A C RO E C O N O M I C  DATA 

For data to use in these exercises, go to the Federal Reserve 
Bank of St. Louis FRED database at research.stlouisfed. 
org/ fred. 

1. Using quarterly data since 1959, graph Federal gov
ernment expenditures and receipts as a percentage of 
GOP. Separately, graph state and local government 
expenditures and receipts as a percentage of GOP. 
Compare the two graphs. How do Federal and 
state/ local governments compare in terms of (a) 

growth of total spending and taxes over time and (b) 
the tendency to run deficits? 

2. Using quarterly data since 1948, graph the Federal 
deficit as a percentage of GOP. Draw lines on the figure 
corresponding to business cycle peaks and troughs. 
What is the cyclical behavior of the Federal deficit? 

Repeat this exercise for the deficits of state and 
local governments. Are state and local deficits more 
or less cyclically sensitive than Federal deficits? 
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The Debt GDP Ratio 

In this appendix we derive Eq. (15.4), which shows how the debt-GDP ratio 
evolves. If we let Q represent the ratio of government debt to GDP, by definition 

B 
Q =  

Py ' (1S.A.I) 

where B is the nominal value of government bonds outstanding (government debt), 
P is the price level, and Y is real GDP (so that PY is nominal GDP). A useful rule is 
that the percentage change in any ratio equals the percentage change in the numer
ator minus the percentage change in the denominator (Appendix A, Section A.7). 
Applying this rule to Eq. (IS.A.l) gives 

l1Q _ l1B 

Q B 

l1(PY) 
PY 

• (1S.A.2) 

Now multiply the left side of Eq. (IS.A.2) by Q and multiply the right side by 
B/pY, as is legitimate because Q = B/PY by Eq. (IS.A.l). This gives 

l1Q 
x Q =  

Q 

Simplifying this expression gives 

l1B B 
- x 

B PY 
-

MY B 
-- x -
PY PY 

l1Q = 
l1B _ 
PY 

B MY 
PY x -P-'-y- , 

• • 

(IS.A.3) 

which in words means the change in the ratio of government debt to GDP = 
deficit/GDP minus (debt/GDP times the growth rate of nominal GDP). Eq. (IS.A.3) 
is identical to Eq. (15.4). 
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l ea 

In this appendix we review some basic algebraic and 
graphical tools used in this book. 

A.1 Functions and Graphs 

A function is a relationship among two or more variables. 
For an economic illustration of a function, suppose that in 
a certain firm each worker employed can produce five 
units of output per day. Let 

N = the number of workers employed by the firm; 
Y = total daily output of the firm. 

In this example, the relationship of output, Y, to the 
number of workers, N, is 

00 S 
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12.5 14 16 

Workers, N 
Y = SN. (A. I) Figure A. l 

Equation (A.1) is an example of a function relating the 
variable Y to the variable N. Using this function, for any 
number of workers, N, we can calculate the total amount 
of output, Y, that the firm can produce each day. For exam
ple, if N = 3, then Y = 15. 

Functions can be described graphically as well as 
algebraically. The graph of the function Y = SN, for 
values of N between 0 and 16, is shown in Fig. A.l .  
Output, Y, is shown on the vertical axis, and the number 
of workers, N, is shown on the horizontal axis. Points on 
the line OAB satisfy Eq. (A.l). For example, at point A, N = 
4 and Y = 20, a combination of N and Y that satisfies 
Eq. (A. 1) .  Similarly, at point B, N = 12.5 and Y = 62.5, 
which also satisfies the relationship Y = SN. Note that 
(at B, for example) the relationship between Y and N 
allows the variables to have values that are not whole 
numbers. Allowing fractional values of N and Y is rea
sonable because workers can work part-time or over
time, and a unit of output may be only partially completed 
during a day. 
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Points on the line DAB satisfy the relationship Y = SN. 
Because the graph of the function Y = 5N is a straight line, 
this function is called a linear function. 

Functions such as Y = SN whose graph is a straight 
line are called linear functions. Functions whose graph is 
not a line are called nonlinear. An example of a nonlinear 
function is 

Y = 20m. (A.2) 

The graph of the nonlinear function Y = 20m is shown in 
Fig. A.2. All points on the curve satisfy Eq. (A.2). For 
example, at point C, N = 4 and Y = 20/4 = 40. At point 0, 
N = 9 and Y = 20/9 = 60. 

Both examples of functions given so far are specific 
numerical relationships. We can also write functions in 
more general terms, using letters or symbols. For example, 
we might write 

Y = G(N). (A.3) 
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Figure A.2 

The function Y = 20m, whose graph is shown in this 
figure, is an example of a nonlinear function. 

Equation (A.3) states that there is some general relation
ship between the number of workers, N, and the amount 
of output, Y, which is represented by a function, G. The 
numerical functions given in Eqs. (A.l) and (A.2) are spe
cific examples of such a general relationship. 

A.2 S lopes of Functions 

Suppose that two variables, N and Y, are related by a func
tion, Y = G(N). Generally speaking, if we start from some 
given combination of N and Y that satisfies the function G, 
the slope of the function G at that point indicates by how 
much Y changes when N changes by one unit. 

To define the slope more precisely, we suppose that 
the current value of N is a specific number, Nl' so that the 
current value of Y equals G(N,). Now consider what hap
pens if N is increased by an amount t.N (t.N is read "the 
change in N"). Output, Y, depends on N; therefore if N 
changes, Y may also change. The value of N is now N, + 
t.N, so the value of Y after N increases is G(N, + t.N). The 
change in Y is 

The slope of the function G, for an increase in N from 
N, to N, + t.N, is 

slope = 
LlY 

= 
G(N, + LlN)-G(N,) 

LIN (N, +LlN) - N, 
(A.4) 

Note that if t.N = 1, the slope equals t.Y, the change in Y. 
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The slope of a function equals the change in the variable on 
the vertical axis (Y) divided by the change in the variable 
on the horizontal axis (N). For example, between points E 
and F the increase in N, t.N, equals 4 and the increase in Y, 
t.Y, equals 20. Therefore the slope of the function between 
E and F, t.Y/t.N, equals 5. In general, the slope of a linear 
function is constant, so the slope of this function between 
any two points is 5. 

Figures A.3 and A.4 show graphically how to deter
mine slopes for the two functions discussed in the preced
ing section. Figure A.3 shows the graph of the function 
Y = 5N (as in Fig. A.l). Suppose that we start from point E 
in Fig. A.3, where N = 6 and Y = 30. If N is increased by 4 
(for example), we move to point F on the graph, where 
N = 10 and Y = 50. Between E and F, t.N = 10 - 6 = 4 and 
t.Y = 50 - 30 = 20, so the slope t.Y/t.N = 20/4 = 5. 

In general, the slope of a linear function is the same at 
all points. You can prove this result for the linear function 
Y = 5N by showing tha t for any change t.N, t. Y = 5 t.N. So 
for this particular linear function, the slope t. Y / t.N always 
equals 5, a constant number. 

For a nonlinear function, such as Y = 20m, the slope 
isn't constant but depends on both the initial value of N 
and the size of the change in N. These results are illustrated 
in Fig. A.4, which displays the graph of the function Y = 
20m (as in Fig. A.2). Suppose that we are initially at point 
G, where N = 1 and Y = 20, and we increase N by 8 units. 
After the increase in N we are at point D, where N = 9 and 
Y = 20/9 = 60. Between G and D, t.N = 9 - 1  = 8 and t. Y = 
60 - 20 = 40. Thus the slope of the function between G and 
D is 40/8 = 5. Geometrically, the slope of the function 
between G and D equals the slope of the straight line 
between G and D. 
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when we refer to the slope 10 • • • • 
of a nonlinear function at a • • • 
specific point, we mean the 

• • 
0 

slope of the line tangent to 1 2 

the function at that point. 

Starting once again from point G in Fig. A.4, if we 
instead increase N by 3 units, we come to point C, where 
N = 4 and Y = 20/4 = 40. In this case tJ.N = 3 and tJ.Y = 40 -
20 = 20, so the slope between G and C is 20/3 = 6.67, 
which isn't the same as the slope of 5 that we calculated 
when earlier we increased N by 8 units. Geometrically, 
the slope of the line between G and C is greater than the 
slope of the line between G and D; that is, line GC is steeper 
than line GD. 

In Fig. A.4 we have also drawn a line that touches but 
does not cross the graph of the function at point G; this 
line is tangent to the graph of the function at point G. If you 
start from point G and find the slope of the function for 
different values of tJ.N, you will discover tha t the smaller 
the value of tJ.N is, the closer the slope will be to the slope 
of the tangent line. For example, if you compare the slope 
of line GD (for which tJ.N = 8) with the slope of line GC (for 
which tJ.N = 3), you will see that of the two the slope of line 
GC is closer to the slope of the line tangent to point G. For 
values of tJ.N even smaller than 3, the slope would be still 
closer to the slope of the tangent line. 

These observations lead to an important result: For 
small values of tJ.N the slope of a function at any point is closely 
approximated by the slope of the line tangent to the function at 

• • • • • • • • • • • • • • • • • • • • • • • • 
4 

• • • • • • • • • • • • • • • 
(GO) = t.Y = 40 = 5 

t.N 8 . • • • t.Y 20 2 
Slope (GC) = = - = 6-

t.N 3 3 • • • • • • • • • • • • • • • • • • • 
6 8 9 10 12 14 16 

Workers, N 

that point. Unless specified otherwise, in this book when 
we refer to the slope of a nonlinear function, we mean the 
slope of the line tangent to the function at the specified 
point. Thus, in Fig. A.4, the slope of the function at point G 
means the slope of the line tangent to the function at point 
G, which happens to be 10 1 

The numerical example illustrated in Fig. A.4 shows 
that the slope of a nonlinear function depends on the 
size of the increase in N being considered. The slope of a 
nonlinear function also depends on the point at which 
the slope is being measured. In Fig. A.4 note that the 
slope of a line drawn tangent to point D, for example, 
would be less than the slope of a line drawn tangent to 
point G. Thus the slope of this particular function (mea
sured with respect to small changes in N) is greater at G 
than at D. 

A.3 Elasticities 

Like slopes, elasticities indicate how much one variable 
responds when a second variable changes. Suppose again 
that there is a function relating Y to N, so that when N 
changes, Y changes as well. The elasticity of Y with respect 

lShowing that the slope of the line tangent to point G equals 10 requires basic calculus. The derivative of the function Y = 20m, which is the 
same as the slope, is dY/dN = 101m. Evaluating this derivative at N = 1 yields a slope of 10. 
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to N is defined to be the percentage change in Y, I!. Y/Y, 
divided by the percentage change in N, I!.N/N. Writing the 
formula, we have 

So, if there are 100 machines and 9 workers, by substitut
ing K = 100 and N = 9 into Eq. (A.5), we get the output 
Y = 2/100 J9 = 2 x 10 x 3 = 60. 

I . .  f Y . 
h N 

L\Y /Y 
e ashclty 0 Wit respect to = -L\-=-

N
-o

/C":N-
:-

We can also write a function of several variables in 
general terms using symbols or letters. A general way to 
write the relationship between output, Y, and the two 
inputs, capital, K, and labor, N, is Because the slope of a function is I!.Y/I!.N, we can also write 

the elasticity of Y with respect to N as the slope times 
(N/Y). 

Y = F  (K, N). 

If the elasticity of Y with respect to N is large, a 1% 
change in N causes a large percentage change in Y. Thus a 
large elasticity of Y with respect to N means that Y is very 
sensitive to changes in N. 

This equation is a slight simplification of a relationship 
called the production function, which we introduce in 
Chapter 3. 

The graph of a function relating three variables requires 
three dimensions. As a convenient way to graph such a 
function on a two-dimensional page, we hold one of the 
right-side variables constant. To graph the function in 
Eq. (A.5), for example, we might hold the number of 
machines, K, constant at a value of 100. If we substitute 100 
for K, Eq. (A.5) becomes 

A.4 Functions of Several 
Variables 

A function can relate more than two variables. To continue 
the example of Section A.1, suppose that the firm's daily 
output, Y, depends on both the number of workers, N, 
the firm employs and the number of machines (equiva
lently, the amount of capital), K, the firm owns. Specifically, 
the function relating Y to K and N might be 

Y = 21100 m = 20m. (A.6) 

With K held constant at 100, Eq. (A.6) is identical to 
Eq. (A.2) .  Like Eq.  (A.2), Eq. (A.6) is a relationship 
between Y and N only and thus can be graphed in two 
dimensions. The graph of Eq. (A.6), shown as the solid 
curve in Fig. A.5, is identical to the graph of Eq. (A.2) in 
Fig. A.2. Y = 2JKJN. 

Figure A.S 
Suppose that output, Y, 
depends on capital, K, and 
workers, N, according to the 
function in Eg. (A.5). If we 
hold K fixed at 100, the rela
tionship between Y and N is 
shown by the solid curve. If 
K rises to 225, so that more 
output can be produced 
with a given number of 
workers, the curve showing 
the relationship between Y 
and N shifts up, from the 
solid curve to the dashed 
curve. [n general, a change 
in any right-side variable 
that doesn't appear on an 
axis of the graph causes the 
curve to shift. 
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A.5 Shifts of a Curve 

Suppose that the relationship of output, Y, to machines, 
K, and workers, N, is given by Eq. (A.5) and we hold K 
constant at 100. As in Section A.4, with K held constant 
at 100, Eq. (A.5) reduces to Eq. (A.6) and the solid curve 
in Fig. A.5 shows the relationship between workers, N, 
and output, Y. At point C in Fig. A.5, for example, N = 
4 and Y = 20/4 = 40. At point D, where N = 9, Y = 
20/9 = 60. 

Now suppose that the firm purchases additional 
machines, raising the number of machines, K, from 100 
to 225. If we substitute this new value for K, Eq. (A.5) 
becomes 

Y = 2/225 IN = 30JN. (A.7) 

Equation (A.7) is shown graphically as the dashed curve in 
Fig. A.5. Note that the increase in K has shifted the curve up. 
Because of the increase in the number of machines, the 
amount of daily output, Y, that can be produced for any 
given number of workers, N, has risen. For example, ini
tially when N equaled 9, output, Y, equaled 60 (point D in 
Fig. A.5). After the increase in K if N = 9, then Y = 30/9 = 90 
(point J in Fig. A.5). 

This example illustrates some important general 
points about the graphs of functions of several variables. 

1. To graph a function of several variables in two dimen
sions, we hold all but one of the right-side variables 
constant. 

2. The one right-side variable that isn't held constant (N in 
this example) appears on the horizontal axis. Changes 
in this variable don't shift the graph of the function. 
Instead, changes in the variable on the horizontal axis 
represent movements along the curve that represents 
the function. 

3. The right-side variables held constant for the purpose 
of drawing the graph (K in this example) don't appear 
on either axis of the graph. If the value of one of these 
variables is changed, the entire curve shifts. In this 
example, for any number of workers, N, the increase in 
machines, K means that more output, Y, can be pro
duced. Thus the curve shifts up, from the solid curve to 
the dashed curve in Fig. A.5. 

A.6 Exponents 

Powers of numbers or variables can be expressed by using 
superscripts called exponents. In the following examples, 
2 and 4 are the exponents: 

52 = 5 x 5 and Z' = Z x Z x Z x Z.  , 

For any numbers Z, a, and b, exponents obey the 
following rules: 

Z' x Zb = Z'+', and (Z') " = Z,b 
An illustration of the first rule is 52 x 53 = (5 x 5) x (5 x 5 x 5) = 
55. An illustration of the second rule is (53)2 = (53) X (53) = 
(5 x 5 x 5) x (5 x 5 x 5) = 56 

Exponents don't have to be whole numbers. For exam
ple, 5°.5 represents the square root of 5. To understand why, 
note that by the second of the two rules for exponents, 
(5°.5)' = 5(0.5)2 = 51 = 5. That is, the square of 5°.5 is 5. Similarly, 
for any number Z and any nonzero integer q, ZI/q is the qth 
root of Z.  Thus 5°·25 means the fourth root of 5, for example. 
Using exponents, we can rewrite Eq. (A.5) as 

Y = 2K°.5N°.5 , 

where K°.5 = .fK and No.5 = .IN .  
In general, consider any number that can be expressed 

as a ratio of two nonzero integers, p and q. Using the rules of 
exponents, we have 

Zp/q = (Z p)l/q = qth root of ZP. 

Thus, for example, as 0.7 equals 7/10, NO.7 equals the tenth 
root of N'. For values of N greater than 1, No.7 is a number 
larger than the square root of N, NO.5, but smaller than N 
itself. 

Exponents also may be zero or negative. In general, 
the following two relationships hold: 

1 
ZO = 1 and Z-' = . , 

Z, 

Here is a useful way to relate exponents and elastici
ties: Suppose that two variables, Y and N, are related by a 
function of the form 

Y = kN' , (A.S) 

where a is a number and k can be either a number or a 
function of variables other than N. Then the elasticity of Y 
with respect to N (see Section A.3) equals a. 

A.7 Growth Rate Formulas 

Let X and Z be any two variables, not necessarily related 
by a function, that are changing over time. Let /l.X/X and 
/l.Z/Z represent the growth rates (percentage changes) of X 
and Z, respectively. Then the following rules provide 
useful approximations (proofs of the various rules are 
included for reference). 

Rule 1: The growth rate of the product of X and Z equals 
the growth rate of X plus the growth rate of Z. 
Proof Suppose that X increases by /l.X and Z increases by 
/l.Z. Then the absolute increase in the product of X and Z is 



(X + L'l.X)(Z + L'l.Z) - XZ, and the growth rate of the prod uct 
of X and Z is 

th f (XZ) 
(X + M)(Z + L'l.Z) - XZ 

grow rate 0 = 
XZ 

(M)Z + (L'l.Z)X + ML'l.Z -
XZ 

L'l.X L'l.Z M L'l.Z -
X 

+ 
Z 

+ 
XZ 

. 

(A.9) 

The last term on the right side of Eq. (A.9), (L'l.X L'l.Z)/XZ, 
equals the growth rate of X. M/X. times the growth rate 
of Z, L'l.Z/Z. This term is generally small; for example, if the 
growth rates of X and Z are both 5% (0.05), the product of 
the two growth rates is only 0.25% (0.0025). If we assume 
that this last term is small enough to ignore, Eq. (A.9) indi
cates that the growth rate of the product XZ equals the 
growth rate of X, L'l.X/X, plus the growth rate of Z, L'l.2/Z. 

Rule 2: The growth rate of the ratio of X to Z is the growth 
rate of X minus the growth rate of Z. 

Proof Let W be the ratio of X to Z, so W = X/Z. Then X = 
Zw. By Rule 1 ,  as X equals the product of Z and W, the 
growth rate of X equals the growth rate of Z plus the 
growth ra te of W: 

Rearranging this equation to put L'l.W/W on the left side 
and recalling that L'l.W/W equals the growth rate of (X/Z), 
we have 

L'l.X L'l.Z 
growth ra te of (X/Z) = - . 

X Z 
(A.IO) 

Rule 3: Suppose that Y is a variable that is a function of 
two other variables, X and Z. Then 

L'l. Y L'l.X L'l.Z 
Y 

= 11y.x X 
+ 11Y.l Z 

. (A.ll) 

where 11y.x is the elasticity of Y with respect to X and 11V,l 
is the elasticity of Y with respect to Z. 

Proof (informal): Suppose that only X changes so that 
L'l.Z/Z = O. Then Eq. (A.Il) becomes the definition of an 
elasticity, 11yx = (L'l.Y/y)/ (L'l.X/X), as in Section A.3. Similarly, 

• 

if only Z changes, Eq. (A.Il) becomes 11 Y•l = (L'l. Y/Y)/ 
(L'l.2/Z), which is the definition of the elasticity of Y with 
respect to Z. If both X and Z change, Eq. (A.Il) indicates 
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tha t the overall effect on Y is approxima tely equal to the 
sum of the individual effects on Y of the change in X and 
the change in Z. 

Rule 4: The growth rate of X raised to the power a, or X', 
is a times the growth rate of X, 

LlX 
growth rate of (X') = a . 

X 
(A.I2) 

Proof Let Y = X'. Applying the rule from Eq. (A.S) and set
ting k = 1,  we find that the elasticity of Y with respect to X 
equals a. Therefore, by Eq. (A.Il), the growth rate of Y 
equals a times the growth rate of X. Because Y = X', the 
growth rate of Y is the same as the growth rate of X', which 
proves the relationship in Eq. (A.12). 

Example: The real interest rate. To apply the growth rate 
formulas, we derive the equation that relates the real inter
est rate to the nominal interest rate and the inflation rate, 
Eq. (2.12). 

The real value of any asset-say, a savings account
equals the nominal or dollar value of the asset divided by 
the price level: 

I I 
nominal asset value 

rea asset va ue = . 
price level 

(A.13) 

The real value of an asset is the ratio of the nominal asset 
value to the price level, so, according to Rule 2, the growth 
rate of the real asset value is approximately equal to the 
growth rate of the nominal asset value minus the growth rate 
of the price level. The growth rate of the real value of an 
interest-bearing asset equals the real interest rate earned 
by that asset; the growth rate of the nominal value of an 
interest-bearing asset is the nominal interest rate for that 
asset; and the growth rate of the price level is the inflation 
rate. Therefore Rule 2 implies the relationship 

real interest rate = nominal interest rate - inflation rate, 

which is the relationship given in Eq. (2.12). 

Problems 

1. Graph the function Y = 3X + 5 for 0 < X < 5. What is the 
slope of this function? 

2. Graph the function Y = X' + 2 for 0 < X < 5. Starting 
from the point at which X = 1, find the slope of the func
tion for L'l.X = 1 and L'l.X = -1. What is the slope of the line 
tangent to the function at X = I? (See Problem 3.) 

3. For the function Y = X' + 2, use Eq. (A.4) to write a 
general expression for the slope. This expression for 
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the slope will depend on the initial value of X, XI' and 
on the change in X, I'lX. For values of I'lX sufficiently 
small that the term (I'lX)' can be ignored, show that the 
slope depends only on the initial value of X, XI. What is 
the slope of the function (whjch is the same as the slope 
of the tangent line) when XI = I? 

4. Suppose that the amount of output, Y, that a firm can 
produce depends on its amount of capital, K, and the 
number of workers employed, N, according to the 
function 

Y = K°.3No.7. 

n. Suppose that N = 100. Give the function that relates 
Y to K and graph this relationshlp for 0 S K S 50. 
(You need calculate only enough values of Y to get a 
rough idea of the shape of the function.) 

b. What happens to the function relating Y and K and 
to the graph of the relationshjp if N rises to 200? If N 
falls to 50? Give an economic interpretation. 

c. For the function relating Y to K and N. find the elas
ticity of Y with respect to K and the elasticity of Y 
with respect to N. 

5. Use a calculator to find each of the following: 

a. 5°·3 

b. 5°.35°.' 

c. (5° 25)2 

d. (5°55°3)' 5°·' 
e. 5°.'/5°5 

f 5-{)5 

6. G. Nominal GOP equals real GOP times the GOP 
deflator (see Section 2.4). Suppose that nominal 
GOP growth is 12% and real GOP growth is 4%. 
What is inflation (the rate of growth of the GOP 
deflator)? 

b. The "velocity of money," V, is defined by the equation 

where P is the price level, Y is real output, and M is 
the money supply (see Eq. 7.4). In a particular year 
velocity is constant, money growth is 10%, and infla
tion (the rate of growth of the price level) is 7%. 
What is real output growth? 

c. Output, Y, is related to capital, K, and the number of 
workers, N, by the function 

Y = lOK0.3 NO.7 

In a particular year the capital stock grows by 2% 
and the number of workers grows by 1%. By how 
much does output grow? 


