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DEDICATION 

Allen Kneese 

If  anyone should be called the founding father of  environmental economics,  it must  be 
Allen Kneese. He was a pioneer as a researcher, and he was a pioneer as a research 
organizer. He inspired a vast number of  younger  environmental economists.  His studies 
of  water issues in the 1960s induced many, including one of  the editors of  this handbook, 
to look at environmental problems through the eyes of  an economist.  His enduring fight 
for the use of  economic instruments in environmental pol icy had impacts even outside 
his own country. He was the first to recognize the need for economists to learn from 
other disciplines - physics, hydrology, ecology, polit ical science - in order to enable us 
to produce good and relevant pol icy recommendations.  Allen was an editor of  the North- 
Holland Handbook of Natural Resource and Energy Economics. He had promised to 
write an essay describing his personal perspective on the evolution of  environmental 
economics for this handbook. Unfortunately for all of  us, he passed away after a long 
illness. We dedicate these volumes to his memory. 
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P R E F A C E  T O  T H E  H A N D B O O K  

Elsevier published a 3-volume Handbook of Natural Resource and Energy Economics 
in 1985 (the first two volumes) and 1993 (the third volume). Why is it now publishing 
a 3-volume Handbook of Environmental Economics? Is it not true that economic devel- 
opment in Europe and North America during the last thirty years has proved that there 
is no resource scarcity? After all, prices of minerals have not increased (in real terms), 
despite the enormous economic expansion that has occurred in these regions. Moreover, 
air quality has improved substantially in Europe and North America. Are not all envi- 
ronmental problems solved? Many "experts" argue that this is the case, and if they were 
right, there would be no need for a new handbook! 

However, here there is a paradox. On the one hand aggregate data seem to indicate 
that we have overcome most environmental problems. On the other hand, if we look at 
a micro level, it is easy to find contrary evidence. 

Most environmental problems share the following two characteristics: they are in- 
tertemporal, and they are local. Soil erosion may cause severe economic losses in the 
future, but a long time might pass before the soil is so much eroded that its produc- 
tivity is affected. And when its productivity is affected, the economic damage will fall 
primarily on the nearby village of farmers and might be barely felt on a national or inter- 
national level. Thus, there will be no sign of economic damage until later, and because 
of the lack of appropriate information and the lack of appropriate property rights, there 
will be no immediate impacts on agricultural products and their prices. 

This parable about soil erosion possibly applies to most environmental problems, 
which are often invisible unless we look for them. Human-induced climate change is a 
case in point. Without knowledge of thermodynamics, humans would not have launched 
the research that uncovered empirical evidence of global warming. 

Of course, there are examples of continued environmental deterioration at the aggre- 
gate level. Global climate change is perhaps the most dramatic one. Another is the de- 
pletion of the world's marine fisheries. But some problems, e.g., biodiversity, are mainly 
analysed and discussed from a global perspective when the real problem is arguably on a 
local level. Reduction of biodiversity implies a reduction in ecological resilience, which 
increases the risk that local human communities will lose essential ecosystem services. 

These points are relevant for both rich and poor countries, but if we focus our interest 
on the poor countries, the magnitude of welfare losses due to environmental degradation 
is even greater. Urban pollution, soil erosion, reduction both in the quality and quantity 
of potable water, etc. are the rule, not the exception, in these countries. 

Economics, which is about the management of scarce resources, offers the tools 
needed for a rational analysis of environmental problems. The rapid development of 
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economic theory and methods as applied to the environment is the first reason a new 
handbook is needed. Several chapters in the earlier Elsevier handbook are outdated. 
The most obvious example pertains to valuation methods, which economists use to mea- 
sure environmental changes in monetary terms. The Handbook of Natural Resource and 

Energy Economics had two chapters on valuation, one on theory and one on methods 
applicable to recreation demand. In contrast, and as a consequence of the explosion of 
valuation research since the 1980s, the new handbook devotes an entire volume, Vol- 
ume 3, "Valuing Environmental Changes", to valuation theory and methods. Valuation 
research has extended into areas, such as experimental economics, that were scarcely 
imagined in 1985. 

Another example is market-based instruments for controlling pollution. An influen- 
tial chapter by Peter Bohm and Clifford Russell in the earlier handbook made the case 
for using economic principles to guide the design of pollution policies. Although ex- 
amples of economic approaches for controlling pollution, such as effluent charges and 
emissions trading programs, existed in the 1980s, they were so few and so new that ex- 
perience with them could barely be evaluated. Now, many countries have experimented 
with pollution charges of various types, and at least one (the United States) has created 
emissions trading programs at the national level. Economists have analysed the experi- 
ence with these programs, and the new handbook presents the lessons of their research. 

The more important reason for the new handbook, however, is the emergence of en- 
tirely new lines of research that either did not exist 10-20 years ago or were so sparsely 
investigated as to preclude chapter-length reviews. Economic research on the environ- 
ment today includes much more than studies that estimate the value of particular non- 
market environment goods or the cost-effectiveness of particular pollution control in- 
struments. 

Some of the new research is new because it applies microeconomic theory much more 
carefully to understand institutional aspects of environmental management (or misman- 
agement). Volume 1 of this handbook, "Environmental Degradation and Institutional 
Responses", presents much of the new research in this area, especially as it applies 
to environmental degradation at a local level. It includes chapters on common property 
management regimes; population, poverty, and the environment; mechanism design and 
the environment; and experimental evaluations of environmental policy instruments - 
chapters that have no counterparts in the earlier handbook. 

Other research is new because it examines environmental externalities and public 
goods at larger economic scales: an entire national economy, several countries in a given 
region, or all the countries of the world. Volume 2, "Economywide and International En- 
vironmental Issues", summarizes advances in this area. New areas of research that are 
covered in it include environmental policy in a second-best economy (the "double divi- 
dend" literature), empirical studies on economic growth and the environment (the "en- 
vironmental Kuznets curve" literature), national income accounts and the environment, 
international trade and the environment, and international environmental agreements. 
One chapter in the Volume 3 of the earlier handbook touched on environmental applica- 
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tions of computable general equilibrium models and the economics of climate change, 
but both topics receive much more extensive coverage in Volume 2 of this handbook. 

Due to the expansion of economic research on the environment, in one sense the 
scope of this handbook is, ironically, narrower than that of its predecessor. This differ- 
ence is signalled by the change in title: the Handbook of  Environmental Economics, not 
volumes 4-6 of the Handbook of Natural Resource and Energy Economics. Unlike the 
earlier handbook, this handbook does not include chapters on the supply of and demand 
for energy resources, minerals, timber, fish, and other commercial natural resources. 

Instead, this handbook focuses on environmental goods and services that, due to prop- 
erty rights failures stemming from externalities and public goods, are not allocated effi- 
ciently by markets. Indeed, these environmentalresources often lack markets altogether. 
They include air and water quality, hydrological functions of forests and wetlands, soil 
stability and fertility, the genetic diversity of wild species, natural areas used for recre- 
ation, and numerous others. They are in principle renewable, but in practice they are 
often subject to excessive degradation and depletion, sometimes to an irreversible de- 
gree. 

Commercial natural resources appear in this new handbook only in an incidental 
way. For example, the development of comprehensive measures of national income and 
wealth requires consideration of all forms of capital, including all forms of natural cap- 
ital. So, the chapter on national accounts and the environment discusses adjustments to 
conventional measures of national income and wealth for not only the degradation of 
environmental quality but also the depletion of stocks of commercial natural resources. 
Commercial extraction and utilization of natural resources are also sources of many of 
the environmental externalities discussed throughout the handbook. A prime example 
is damage from emissions of greenhouse gases, which are released primarily by the 
burning of fossil fuels. 

For these reasons, this handbook is best regarded as a complement to the Handbook 
of Natural Resource and Energy Economics, not a replacement for it. This handbook is 
intended to be an updated reference on environmental economics, not natural resource 
economics. 

This handbook does share two important features with the earlier one, which we have 
attempted to accentuate. First, both handbooks draw upon research conducted by not 
only economists but also natural and social scientists in other disciplines. The chapters 
in this handbook on common property management regimes and population, poverty, 
and the environment draw extensively on the anthropological literature, while the chap- 
ter on political economy of environmental policy draws on studies by political scientists 
and legal scholars. Some chapters in this handbook are written by noneconomists, from 
the earth sciences, ecology, and psychology. External reviewers of chapter drafts were 
drawn from an even broader range of disciplines. 

Second, both handbooks emphasize dynamic considerations. Natural resource eco- 
nomics is inherently about efficient allocations over time, but many textbooks present 
environmental economics in an entirely static context: the valuation of current use 
of an environmental resource, or the short-run cost-effectiveness of market-based in- 
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struments compared to command-and-control instruments. In fact, environmental eco- 
non'tics, properly done, must consider several dynamic issues, which the chapters in this 
handbook highlight. 

One is the dynamics of natural systems. The build-up of greenhouse gases in the at- 
mosphere reminds us that pollution involves stocks as well as flows. The same is true 
for environmental resources other than air quality. Research by natural scientists has 
revealed that the dynamics of natural systems can be far from continuous and smooth; 
they can be nonlinear, complex, and chaotic, subject to abrupt and irreversible (or effec- 
tively irreversible) "flips" from one state to another. The first two chapters in Volume 1 
highlight the dynamics of natural systems, which economists ignore at the risk of con- 
structing economic models with feet of clay. These chapters complement the excellent 
chapter on dynamics of natural resources by James Wilen in the earlier handbook. 

A second dynamic consideration follows immediately from the stock nature of en- 
vironmental resources: optimal management of environmental resources is no less in- 
tertemporal than the optimal management of commercial natural resources. Indeed, the 
time frame for economic studies of climate change is much longer - centuries instead 
of decades - than the time frame typically considered in studies on the optimal manage- 
ment of mineral reserves or timber stocks. Hence, although the same questions arise - 
what welfare function should we use? what discount rate? - answering these questions 
is harder and more consequential. Several chapters in Volume 2 address these dynamic 
welfare issues. 

Third, a static perspective could cause environmental economists to overlook impor- 
tant impacts of environmental regulations on technological change - and the impact 
of environmental degradation on empirical estimates of rates of technological change. 
Chapters in this handbook address these issues. In particular, a chapter in Volume 1 
looks exclusively at the impacts of environmental regulations on technological change. 
This issue was treated only in passing in the earlier handbook. 

A final important dynamic area concerns institutional evolution. Like other fields of 
economics, environmental economics has been heavily influenced by the "New Institu- 
tional Economics". Several chapters in both Volumes 1 and 2 of this handbook examine 
the forces that shape institutional responses to environmental change at local, national, 
and international scales. Interactions with fertility decisions are especially important at 
a local level, and so this handbook contains a chapter on population, poverty, and the 
environment. 

Having noted above a way in which the scope of this handbook is narrower than that 
of its predecessor, we conclude by noting a way that it is broader. The Handbook of 
Environmental Economics places more emphasis on the application of economics to en- 
vironmental policy issues in developing countries. Environmental economics was born 
and raised in universities and research institutes in rich, industrialized countries with 
well-developed political, legal, and market institutions. Most people in the world live in 
very different circumstances: poverty, restricted civil and political liberties, and tradi- 
tional property rights that are backed up only weakly, if at all, by the legal system. By 
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and large, they also live in more degraded natural surroundings - which, as economists 
might surmise, is no coincidence. 

We believe environmental economics can play an especially important role in im- 
proving the welfare of this destitute majority. Environmental economists know more 
about institutional failures than do most economists, so the resources of their discipline 
should be especially valuable when directed toward the problems of poor countries. For 
this reason, we commissioned for this handbook chapters specifically on developing 
country issues. We also asked the authors of all the other chapters to search for exam- 
ples of studies on developing countries. 

The authors were helped by the fact that an increasing share of the pages of leading 
field journals like the Journal of Environmental Economics and Management, Envi- 
ronmental and Resource Economics, Land Economics, and Resource and Energy Eco- 
nomics are occupied by articles based on studies conducted in developing countries, and 
by the relatively recent launch of a new journal, Environment and Development Eco- 
nomics, that provides an outlet specifically for such research. We find it heartening that 
most development economics textbooks - and the latest volume of the North-Holland 
Handbook of Development Economics - now include chapters on the environment, and 
that most environmental economics textbooks now include chapters on the developing 
world. We hope the Handbook of  Environmental Economics will accelerate this integra- 
tion of development and environmental economics. 

In drawing attention to the relevance and significance of environmental economics to 
developing countries, we are also confirming the prescience of Allen Kneese, who was 
one of the editors of the Handbook of Natural Resource and Energy Economics. More 
than a decade before the Brundtland Commission popularised the phrase "sustainable 
development", Allen published a paper with Robert Ayres rifled "The sustainable econ- 
omy" (Frontiers in Social Thought-  Essays in Honor of  Kenneth E. Boulding, Elsevier 
Science Publishers, 1976). To our knowledge, this paper was the first in the environ- 
mental economics literature to include the word "sustainable" in its title, and one of the 
first to examine the differences between developed and developing countries. As in so 
many other ways, Allen was a pioneer. 
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P E R S P E C T I V E S  O N  E N V I R O N M E N T A L  E C O N O M I C S  

We invited several leading economists who did not serve as chapter authors to write 
short essays presenting their personal views of the development of environmental eco- 
nomics and the field's intellectual and practical value. The essays printed below, by No- 
bel Laureate Robert M. Solow, Narpat Jodha, and Hirofumi Uzawa, illustrate both the 
symbioses and the tensions that exist between environmental economics and the mother 
discipline and the enormous range of policy issues to which environmental economics 
theory and methods have been applied. 

Robert M. Solow (Department of Economics, MIT) 

Environmental economics has been a considerable success in one sense, probably the 
most important sense. It has advanced our understanding of environmental problems: 
the way they arise, and the sorts of policies that can lead to desirable improvement. 
Large gaps in practical knowledge remain. For example, I have the (admittedly casual) 
impression that damage assessment is still a fairly crude art. And no wonder: incom- 
parably more money has been spent on climate modelling and similar research than on 
modelling and estimating the economic effects of climate change, although the first kind 
of knowledge is of limited policy use without the second kind. I do not really want to 
speculate about the causes of this disparity. Maybe economic research is quite generally 
underfunded, maybe because many people are uncomfortable with the idea of indepen- 
dent research into matters with high stakes, financial or ideological. Maybe there are 
other reasons. 

In another sense, however, environmental economics has not been successful. It is 
not a popular specialty among the best students in the best universities, even though en- 
vironmentalism is still a popular cause outside the classroom. Graduate courses in envi- 
ronmental economics are few and far between, with only a very small number of centers 
of research having achieved non-trivial scale. Here I feel more comfortable speculating 
about the reasons. 

From one point of view, environmental economics is mainly a series of applications of 
the economic theory of externalities. The basic principles are fairly standard, although 
the variety of applications is wide, and the context can be unusual. The right way to use 
the basic principles and to exploit the data at hand can be hard to figure out. It may be 
closely tied to the particular context. One implication may be a need to work closely 
with engineers, climatologists, ecologists, and others. But these are not characteristics 
on which the academic economics profession tends to shower accolades. The highest 
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praise usually goes to generality, depth, and originality, rather than to ingenuity, care, 
and comprehensiveness. Researchers and teachers respond to these incentives (in accord 
with comparative advantage, one hopes). 

Probably disciplines are not all alike in this respect, but probably there are some oth- 
ers that are very like economics. One might speculate that the social sciences are espe- 
cially likely to undervalue those branches that share the characteristics I have ascribed to 
environmental economics. The reason I have in mind is that the relevant economic para- 
meters, unlike, say, the parameters of chemical reactions, are likely to change from time 
to time, as the underlying circumstances evolve. (For example, shifts in technology and 
tastes will change relative prices, and thus also the outcome of damage assessments.) 
Thus results of this kind can only be temporarily valid, and that can easily dissipate part 
of their charm, and their prestige. 

Suppose this speculation is right. (We will never know.) Does anything follow from 
it? I doubt that it will be possible to attract more and better students into environmental 
economics by convincing them that it is more valuable, more interesting, or more glam- 
orous than they had previously thought. That never works. A more humdrum thought is 
to try to attract more research funding into environmental economics, on the argument 
that intelligent policy depends as much on economic analysis as it does on atmospheric 
chemistry or marine biology. That has the merit of being true. 

A recent report of the U.S. National Science Board [Environmental Science and Engi- 
neering for the 21st Century (National Science Foundation, Washington, 2000)] urged 
a substantial increase in public funding for environmental analysis and public-policy 
research. It emphasized the importance of combining, from the planning phase on, 
natural-science and social-science research. Failure to do this in the past has come partly 
from sheer inexperience, and partly from the mutual suspicion by environmental scien- 
tists and economists that the other group lacks basic understanding and appreciation. If  
I knew how to bridge that gap I would say so. 

Narpat S. Jodha (ICIMOD, Kathmandu) 

My professional work over the last 30 years has focused on fragile environments rep- 
resented by arid and semi-arid areas of India and Africa and mountain regions of 
the Hindu Kush-Himalayas, where nature-society interactions, particularly at a micro- 
community level, have been closely observed and studied. Communities in these areas 
almost instantly and visibly suffer in terms of a reduced range and quality of livelihood 
options if they damage their local environmental resources. 

The first formal evidence of the above phenomenon, which stimulated my interest 
in the links between human well-being and the environment, was provided by a study 
of famine and famine relief in an arid region of Rajasthan, India in the early 1960s. 
The three-year study, which covered over 50 villages, revealed that villages with better 
managed common property resources (CPRs) - community pastures, forests, other un- 
cultivated lands, water bodies, watershed drainage, etc. - could adjust to drought and 
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post-drought situations much better than villages with depleted and poorly looked-after 
CPRs. The latter group of villages suffered a greater extent of curtailment in consump- 
tion, sale or mortgage of assets, increased indebtedness, and migration to distant places. 

The insights and understanding gained through this study were further verified and 
sharpened through similar work during drought years of the late sixties and seventies 
in other parts of India and East Africa. The emphasis was on identifying factors and 
mechanisms that explained the differences between villages with well managed and 
poorly managed environmental resources. In the subsequent period, the focus of work 
that covered larger areas in both the dry tropics and mountain regions shifted from the 
drought-mitigating role of CPRs to their overall livelihood-sustaining role, as sources 
of physical supplies, productive employment, income, and risk mitigation, as well as 
various environmental services. The studies offered a unique opportunity to understand 
the role of group dynamics, communities' collective stake in environmental resources, 
social norms and their enforcement mechanisms, etc., which helped in addressing the 
problems of externalities, transaction costs, free riding, and upkeep of CPRs. The key 
factor that contributed to better management of community resources and hence more 
stable livelihood support, in both the dry tropics and mountain regions and even in eco- 
nomically/socially heterogeneous communities, was a community's crucial, at times 
total, dependence on the village commons for different uses. This ensured people's col- 
lective stake in the health and productivity of the local environmental resource base. 
This helped in evolving various mechanisms to protect and regulate the usage of com- 
munity resources during good and bad crop years. 

The studies and prolonged stays in villages also helped in understanding the dynamics 
of change leading to a gradual decline of the traditional resource management systems 
and a breakdown of ecosystem-social system links. This decline happened due to a 
number of developments, such as the introduction of external legal and administrative 
regulations that disregarded customary rights and obligations, the decline of a culture 
of group action following the penetration of market forces and population growth, in- 
creased economic and socio-political differentiation of communities, and in some cases 
welfare and relief-oriented public measures, which partially substituted for the functions 
and services of CPRs and thus made the local resources and their care less indispens- 
able. The consequent disintegration of collective stakes led to discontinuation of various 
processes and practices favoring CPRs, growth of people's indifference towards local 
environmental resources, and finally over-extraction and depletion of those resources. 
The ultimate consequence included several visible/invisible changes adversely affecting 
the livelihood situation of village communities, especially the poorest. 

Despite increased awareness and evidence about the aforementioned negative 
changes in nature-society interactions, not much has been possible to reverse the sit- 
uation. This is partly due to the marginal status of the issues described above vis-t~- 
vis the mainstream discourse on global environmental change and its socio-economic 
consequences. Consequently, while global environmental concerns have significantly 
moved up in the national and international policy agenda, the revival and strengthening 
of ecosystem-social system links at a micro-level, which is a crucial step in integrating 
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local and global perspectives on environmental sustainability, remain an important gap 
in the discourse and action on the subject. 

The limited and scattered local context-focused work in the field has produced some 
success stories of rehabilitating the said ecosystem-social system links. They do in- 
spire some hope, but the replication and scaling-up of such experiences is a continuing 
challenge for both researchers and planners. Similarly, the directions for reorientation 
of silvicultural and related research to incorporate indigenous knowledge, to alter the 
composition of products and services from local environmental resources, to satisfy the 
changing market-oriented needs, and to induce community participation in the rehabil- 
itation of CPRs is another yet unattended area of work. Finally, work needs to be initi- 
ated on potential coping strategies for enhanced livelihood security and environmental 
resource sustainability at the local level in the face of the rapid process of globalization, 
as the driving forces of globalization are in apparent conflict with the conditions that are 
conducive to community-based environmental resource management at a micro-level. 

Hirofumi Uzawa (Chuo University, Japan) 

During the last three decades, we have seen a significant change in the nature of social, 
economic, and cultural impacts on the natural environment during the process of eco- 
nomic development. This is symbolically illustrated by the agendas of two international 
conferences convened by the United Nations, the Stockholm Conference in 1972 and 
the Rio Conference in 1992. 

The Stockholm Conference was primarily concerned with health hazards caused by 
intensive industrialization during the 1960s, as exemplified by the participation of pa- 
tients suffering from the Minamata disease. Such degradation of the natural environ- 
ment was mainly caused by the emission of chemical substances such as sulfur and 
nitrogen oxides, which are themselves hazardous to both human health and biological 
environments. In the Rio Conference, on the other hand, the main agenda concerned the 
degradation and destabilization of the global environment, for example global warm- 
ing, which results from intensified industrialization and extended urbanization. Global 
warming is primarily caused by the emission of carbon dioxide and other chemical sub- 
stances that by themselves are not harmful to the natural environment nor hazardous 
to human health, but at the global scale cause atmospheric instability and other serious 
environmental disequilibria. 

The changing nature of the environmental impacts of economic development as indi- 
cated above has forced us to reexamine the basic premises of economic theory in general 
and environmental economics in particular, and to search for a theoretical framework 
in which the mechanisms through which the natural and social environments are inter- 
woven with the processes of industrialization and urbanization can be analyzed closely 
and their social and policy implications explicitly brought out. We are particularly con- 
cerned with processes of economic development that are sustainable both with respect 
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to the natural environment and within the market economy, and with analyzing the insti- 
tutional arrangements and policy measures under which sustainable development may 
necessarily ensue. Such institutional arrangements are generally defined in terms of 
property right assignments to various environmental resources, with specific reference 
to the behavioral criteria for those social institutions and organizations that manage the 
resources. 

One of the obvious implications is that economic incentives for individual members 
of society are primarily to be replied upon. Direct social control and coercion are nei- 
ther effective in solving global environmental problems nor desirable from social and 
cultural points of view. 

The phenomenon of global warming is basically of anthropogenic origin, primar- 
ily due to the massive consumption of fossil fuels and secondarily due to the deple- 
tion of tropical rain forests. The predominant forces behind these human activities are 
economic, and any policy or institutional measures to effectively arrest the process of 
atmospheric disequilibrium would have to take into account economic, social, and po- 
litical implications. 

There exist two distinct features of the phenomenon of global warming that traditional 
economic theory is hardly equipped to deal with. First, global warming is caused by 
rising concentrations of carbon dioxide and other greenhouse gases in the atmosphere. 
The atmosphere plays the role of social overhead capital, which is neither privately 
appropriated nor subject to transactions in the market. Traditional economic theory has 
been primarily concerned with those scarce resources that are privately appropriated 
and whose ownership rights are transacted on the market. 

The second feature concerns the equity problem between different countries and be- 
tween different generations. Those who emit most of the carbon dioxide are those who 
benefit most from the combustion of fossil fuels, while those who suffer the most from 
global warming are those who benefit least from the emission of carbon dioxide. 

By the same token, while the current generation enjoys a spuriously high living stan- 
dard from the combustion of fossil fuels, future generations will suffer from global 
warming and other problems related to the atmospheric concentrations of carbon diox- 
ide and other greenhouse gases. Again, traditional economic theory has shied away from 
problems involving equity and justice, restricting its realm to the efficiency aspect, with 
the notable exception of the classic work by Kenneth Arrow, Social Choice and In- 
dividual Values (1952), followed by those of Atkinson, Dasgupta, Sen, Williams, and 
others. 

Thus the problem of global warming offers us a unique opportunity to reexamine 
the theoretical premises of traditional economic theory and to search for a theoretical 
framework that enables us to analyze dynamic and equity problems involving environ- 
mental disruption. Such a framework is provided by the theory of optimum economic 
growth and the theory of social overhead capital, both of which have been developed in 
the last three decades. 

Beginning in the middle 1960s, various attempts have been made to develop full- 
fledged dynamic analyses for both decentralized and centralized economies. Karl-G6ran 
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M~iler was the first to apply the techniques of optimum economic growth theory to for- 
mulate a systematic, dynamic model in which the environment was made an integral 
component of processes of economic development. In his classic Environmental Eco- 
nomics: A Theoretical Inquiry (1974), M~ler gave us the basic framework that can be 
used to analyze the economic and political circumstances under which global warm- 
ing and other environmental problems occur and to find those policy and institutional 
arrangements that may be effectively implemented to arrest them. A large number of 
studies since have applied this framework to more specific cases such as forestry re- 
sources, subterranean water, coastal wetlands, common fisheries, and others. 

Another distinctive feature of the atmosphere is that it is neither privately appropri- 
ated, nor is it subject to transactions in the market. Thus the atmosphere may be regarded 
as a component of social overhead capital, and some of the more relevant propositions 
in the theory of social overhead capital may be applied to examine institutional arrange- 
ments for the stabilization of atmospheric composition. 

The concept of social overhead capital was originally introduced by myself in "Sur la 
theorie economique du capital collectif social" (Cahiers du Seminaire d'Econometrie, 
1974), in which I explicitly brought out the mechanisms by which social overhead capi- 
tal interacts with the working of market institutions and analyzed the effects social over- 
head capital exerts upon the distribution of real income. The concept of social overhead 
capital has since been extended to include the natural environment, social infrastruc- 
ture, and institutional capital; to analyze explicitly the phenomena of externalities, both 
static and dynamic; and to examine the implications for the structure ofintertemporal al- 
locations of scarce resources that are both dynamically optimal and intergenerationally 
equitable. 
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Abstract 

The environmental system is characterized by an interplay of geophysical and geochem- 
ical processes that provide a setting for life. Now that human interventions are affecting 
the global system as a whole, it is important to distinguish between changes of natural 
origin and changes brought about by human activities. Major difficulties arise in doing 
this because of the nonlinear and chaotic nature of the interactions between the environ- 
mental and human systems. Following an initial review of basic earth science principles, 
this chapter focuses on five fundamental issues that are important in all quarters of the 
world. Two sections deal with purely atmospheric issues, air pollution near the earth's 
surface and depletion of ozone in the stratosphere. These sections are followed by a 
closer look at water pollution and water management. A specific issue, acidification of 
freshwaters and soils, is next dealt with in more detail. The final issue addressed in the 
chapter, global climate change, requires an analysis of the total environmental system. 
All of these environmental issues have a bearing on how humankind might be able to 
secure sustainable development for the future, which is touched upon in the concluding 
section. 

Keywords 
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Ch. 1: Geophysical and Geochemical Aspects of Environmental Degradation 

1. Introduction 

Life on Earth has developed during many hundred millions of  years. This has been 
possible because of the favorable location of  the Earth in the solar system. The planets 
closer to the Sun (Mercury and Venus) are much too hot to permit the existence of  the 
kind of complex molecules that life is built around. The planets further away from the 
Sun, on the other hand, are cold and uninhabitable. 

A so-called black body, l at the same distance from the Sun as the Earth and in ther- 
modynamic balance with the radiation from the Sun, would have a temperature merely a 
few degrees above the freezing point. The Earth is, however, not a black body but reflects 
about 30% of the incoming radiation back to space - its albedo is 0.30 - while the heat 
radiation emitted by the Earth towards space still is about that of a black body. There- 
fore, if there were no atmosphere around the Earth its temperature would be merely 
about - 1 8 ° C ,  a very harsh setting for life to thrive in. In reality the global mean surface 
temperature of  the Earth is about +15°C. This is the result of  the presence of  an at- 
mosphere that contains water vapor and some other so-called greenhouse gases, which 
in addition to creating a friendly climate provide for the possibility for a number of 
other requirements for life to develop. 

Human activities are, however, now gradually changing the composition of the at- 
mosphere. The concentrations of  the greenhouse gases are increasing because of  human 
emissions. The radiative balance of the Earth is being disturbed. The global average 
surface temperature has increased by about 0.6°C during the 20th century and as ex- 
pressed by the IPCC (2001a) " . . .  a significant anthropogenic contribution is required 
to account for surface and tropospheric trends (of temperature) over at least the last 
30 years". 

Continued global warming may have far-reaching environmental consequences, 
which, however, have not yet been conclusively established. Nor are the implications 
for human life on Earth and the well-being of  the human race well understood. Some 
fundamental questions naturally arise: How sensitive is the environment with its ter- 
restrial and marine ecosystems to human disturbance in general, be it global climate 
change, destruction of  the stratospheric ozone layer, reduced biodiversity, acidification 
of precipitation fresh waters, etc.? Or is the global environment rather resilient? To what 
extent is it possible to predict the consequences of  even more extensive exploitation of  
natural resources? How urgent is it to take preventive measures and to what extent is 
adaptation to change adequate? 

A global view of  environmental issues is obviously a necessity when trying to an- 
swer these kinds of  questions. The transfer of  energy and the motions of  air and water 
bring about a physical interdependence of  what happens in different parts of the global 

1 A black body absorbs all radiative energy that reaches it, and emits the maximum possible radiation at 
the prevailing temperature as given by Planck's radiation law. The total outgoing radiation from a black 
body increases proportionally to the fourth power of its temperature. If subject only to radiative forcing, the 
temperature of the body changes until a balance between incoming and outgoing radiation is reached. 
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system. (In addition, there are also biotic linkages, e.g., through migratory species and 
the spreading of deceases.) This very fact will be at the center of our attention. We are 
actually in the midst of a process of finding out more about these spatial linkages, and 
it is clear that there will be no easy and clear answers for a long time. Uncertainty is 
part of the issue. Assessments of these major environmental issues will therefore largely 
have to be in the form of risk analyses. 

The environmental system has a considerable inertia. It may nevertheless occasion- 
ally be changing abruptly, if some thresholds are surpassed and these are difficult to 
foresee. Mostly, however, changes take place slowly, and once a change has occurred it 
may take decades, sometimes a century or more, to restore the original setting, if this 
is at all possible. Similarly, society is not able to respond and act quickly, when ma- 
jor issues of environmental change emerge. We are thus concerned with an analysis of 
the interaction between two complex, non-linear systems, the global environment and 
the global human society, the future development of which is only partially predictable. 
Some principle features of such a so-called chaotic system will be outlined in the next 
section. 

The following analysis will not be a comprehensive treatment of global environmen- 
tal problems, but will rather focus on a set of issues of increasing importance and com- 
plexity. Recognition of these specific issues has come gradually, and the presentation 
will also provide a historical perspective. A detailed analysis of the Earth system as a 
background for the issues that will be raised in the following can be found in Jacobson 
et al. (2000). 

• Local effects of emissions of gases as well as other substances into the atmosphere 
and the oceans and direct physical disturbances of life on land with its fresh water 
systems and vegetation are usually first experienced and recognized (cf. Section 3). 
Preventive and protective measures in the past have therefore begun with a focus 
on local damage and local mitigation. High smoke stacks and filters to avoid emis- 
sions of smoke have been installed. Similarly, emissions into watercourses, lakes, 
and coastal waters of the sea have been reduced. Much has been done in devel- 
oped countries, but new problems still emerge. The methodologies applied and the 
experiences gained in developed countries need be transferred more effectively to 
developing countries. 

• The regional scope of environmental degradation was not widely recognized until 
the late 1950s. 

(i) At that time local air pollution had increased within and around industrial 
centers in the United States and in Europe to a degree that required or- 
ganized counter measures on a regional scale. Sulfur emissions, primar- 
ily emanating from the burning of oil and coal that contain sulfur, acidify 
precipitation, lakes, rivers, and soils and thereby damage vegetation [first 
detected by Svante Od6n in 1968; see Sweden's Case Study (1971)]. This 
insight meant a recognition that it was no longer sufficient to build higher 
chimneys; limitations of emissions would be required (cf. Sections 3 and 4). 
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Nature could no longer be viewed as an infinite sink, an everlasting waste- 

basket for human activities. 
(ii) Fresh water management similarly requh'es the development of action plans 

for whole river basins or watershed utilization in order to come to grips 
with the increasing issues of water pollution and the escalating demands of 
water for irrigation and industrial as well as domestic use. Drainage pipes 
farther out into lakes or the sea would not prevent increasing damage (cf. 
Section 6). 

• It was soon thereafter also appreciated that some substances emitted into the at- 
mosphere might stay there for weeks, years, or even centuries, while the character- 
istic mixing time for the global troposphere is merely about a year or two. Global 

environmental issues were becoming increasingly important and have also caught 
public attention in recent decades. 

(i) It was recognized in the early 1970s that the chloro-fluoro-carbon gases 
(CFCs) might decrease the amount of ozone in the stratosphere, which is 
of fundamental importance in protecting life on earth from destructive UV 
radiation from the sun [Crutzen (1971), Molina and Rowland (1974); cf. 
Section 4]. The life times of the CFC molecules were found to be on the 
order of a hundred years. They therefore spread all around the globe be- 
fore disappearing very slowly. The ozone hole over the Antarctic continent 
discovered in the 1980s [Farman et al. (1985)] was the result of emissions 
primarily in Europe and North America. 

(ii) At about the same time the gradual enhancement of carbon dioxide concen- 
trations in the atmosphere and possible associated changes of the climate of 
the Earth were established scientifically [Manabe and Wetherald (1975)], 
although An'henius (1896) had pointed out this possible long-term effect as 
the result of burning fossil fuels more than hundred years ago [Ramanathan 
and Vogelmann (1997); see further Section 7]. It would, however, still take 
time until a possible human-induced climate change would became a polit- 
ical issue [National Academy of Sciences (1979), Bolin et al. (1986)]. 

Today the threat to the environment is high on the political agenda in many countries 
and there is every reason to believe that it will stay there for a long time to come, 
although local issues may still temporarily overshadow the long-term impact on the 
environment as a result of human activities. It is obvious that the issues referred to above 
have been brought to the forefront by the natural scientists, and now the societal and 
economic implications are emerging in full strength. Good knowledge about the issues' 
characteristic features is becoming increasingly important for properly addressing them. 
This will require a much better understanding of how the interplay between the two 
complex systems of the environment on one hand, and the human society on the other, 
might evolve in the future. 
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2. The environmental system 

2.1. Key characteristics 

The global environmental system comprises the atmosphere, the oceans (including ma- 
rine biota), the terrestrial systems (i.e., flora, fauna and soils), the freshwater systems 
and the cryosphere (i.e., snow and ice). Its present state has evolved gradually since the 
Earth was created as a barren planet about 4500 million years ago. Early in this course 
of events life was born, first in the form of primitive organisms in water, which later 
gradually developed into the rich variety of life forms that we find today all around us 
on land and in the sea. On the other hand, the development of human beings and the 
social structures that now exist have taken place during the last perhaps million years. 
Humans have spread to all corners of the world only during the very last few hundred 
thousand years and did not become the dominant species on Earth until about the last 
ten thousand years. 

The birth of life and its later transformations and developments have been of profound 
importance for the evolution of the environmental system on which the human race is so 
fundamentally dependent. In this process physical, chemical, and biological processes 
have been closely interwoven and can really not be dealt with separately. Still, this 
chapter will focus on the geophysics of the environment, but a number of geochemical 
and biological/ecological issues will necessarily be brought into this treatise. A more 
detailed analysis of these will, however, involve an analysis of ecosystem dynamics, 
which will be dealt with in the following chapter. 

As already alluded to, it is important to recognize that the features of this system 
embrace all spatial scales from that of the Earth itself, such as the global characteristics 
of the circulation of the atmosphere and the oceans, to those on the micro-scale, such 
as the features of a rain drop or a tissue of a plant or an animal. Similarly, we will be 
concerned with time scales from those that are of importance when analyzing variations 
of the global climate during hundreds of thousand years, to those that span merely frac- 
tions of a second as in the case of the molecular exchange of gases across the air-sea 
interface. As a matter of fact, the simultaneous treatment of processes on these vastly 
different space and time scales constitutes a major difficulty in our analysis and is often 
the reason for present uncertainties both in trying to explain what has happened in the 
past and to foresee future implications of increasing human intervention. 

The research efforts in environmental sciences necessarily axe different compared 
with controlled experiments in the laboratory that are carried out in order to verify 
a theoretical hypothesis qualitatively or quantitatively. Such experimental set-ups can 
be specified and controlled. The geophysicist, geochemist, or ecologist, on the other 
hand, is rather analyzing in real time the behavior of natural systems of considerable 
extension, which are increasingly being disturbed by human activities. Hypotheses and 
theories about the role of various possible mechanisms are formulated and tested by 
comparison with observations that describe the variability and change of the systems 
being studied. In this way we are able to increase our understanding and reduce un- 
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certainties only step by step. Projections of likely future changes then presumably also 

become more reliable, but it is often difficult to quantify the progress being made. Also, 
so-called abrupt changes may occur and surprise us. This feature of a so-called chaotic 
system therefore deserves some further consideration. 

2.2. Complexity and uncertainty 

The non-linear character of a chaotic system, such as the environmental system, implies 
that its time evolution in principle is irreversible, although it may change in a semi- 
periodic fashion in response to external forcing such as that due to the daily, annual, or 
long-term variations of solar radiation. A state may, however, occasionally be reached 
from which some totally different evolutions are possible, some of which may be abrupt 
changes from a rather smooth course that until then has characterized the time evolu- 
tion of the system. The existence of such "bifurcation points" implies that the system 
becomes unpredictable beyond some limited period of time. 

Instabilities of this kind may occur on all scales of phenomena that are possible in the 
system. For example, small-scale wind vortices become unpredictable within seconds, 
which in general is a characteristic feature of turbulent motions of gases and fluids. In- 
stabilities at larger scales of motion can, however, be determined approximately. The 
behavior of a cumulus cloud may be predictable for minutes to perhaps half an hour, 
and a mid-latitude storm or a hurricane for a few days once it has formed. Effects on 
even larger scales of motion can also be grasped statistically with fair accuracy, permit- 

ting some modest skill in predicting climate change, for example, if forcing by solar 
radiation or human activities is prescribed. Similarly vortices that are created by ma- 
jor ocean currents (e.g., the Gulf stream) may prevail for weeks and their motions and 
development are to some degree predictable. 

Abrupt changes might, for example, be associated with major structural changes of 
the system, e.g., sudden and major changes of the distribution of lakes and water courses 
as a result of the melting of continental ice sheets (which seems to have happened when 
the Laurentide (Canadian) ice sheet withdrew some 8000 years ago); a partial collapse 
of the Antarctic ice sheet and an associated substantial rise of the sea level; or the dis- 
appearance of the sea ice in the Arctic in summer time. 

Because of the complexity of the Earth system as well as the human society, projec- 
tions of the consequences of future changes of the environmental system, regardless if 
they occur naturally or are caused by human interventions, are necessarily uncertain. 
They should therefore be considered as possible scenarios of the future, rather than 
predictions, but their construction and analysis is the only tool available when trying 
to grasp what might happen in the future. Their most important use might be to help 
us to understand the sensitivity of such projections to assumptions made, and to avoid 
undesirable consequences of harnessing natural resources. 
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2.3. A few principal considerations 

We should of course try to learn from past experience, particularly when concerned with 
local changes of the environment. For example, developing countries have obviously 
much to learn from achievements as well as mistakes made in developed countries dur- 
ing the last century. Some lessons may also be learned about regional changes, although 
this is more difficult because of the need for data over quite large areas for considerable 
periods of time, which are seldom available. Developing countries are, for example, try- 
ing to exploit the experience gained in Europe in the case of acidification, which may 
be difficult, however, because the ecosystems differ markedly between temperate and 
tropical latitudes. 

Any analysis of human damage to the environment dealt with in this chapter must be 
based on an analysis of the probable natural setting before humans intervened signifi- 
cantly. However, damage of the environment is often the final stage of a long process 
that may not in itself have been viewed as a threat until quite late, and the word 'dam- 
age' implies a judgment of values. The present analysis will therefore be limited to a 
description of past and expected changes. But it is important to recognize that losses 
for some may imply gains for others and that even an optimal strategy may well cause 
major disruptions for some. 

The first task must then be to analyze ongoing changes, to try to determine what might 
be a result of human activities and what instead are natural variations. Such analyses 
should not be limited to what might be viewed as destructive. Benefits as a result of 
human exploitation of the environment, now as well as in the future, should obviously 
also be accounted for. However, changes of the services that the environment provides 
can only be evaluated on the basis of socio-economic analyses, which are the subject 
matter of later chapters. 

Some basic concepts that are important for the analysis of spatial and temporal vari- 
ations of gases and particulate matter in the atmosphere or pollutants in water bodies, 
as well as for the transfer of matter between the atmosphere, terrestrial systems, and the 
sea, are given below [Bolin and Rodhe (1973)]. 

Life time, residence time, age, turn-over time, adjustment time 

(Average) life time = (average)residence time is the time that a molecule of the 
compound being considered on average stays in a reservoir (or pool) before being 
chemically or radioactively transformed, or transferred into a neighboring reservoir. 

Average age is the average time the molecules present in the reservoir at a given mo- 
ment have spent there. 

Adjustment time is the time required to establish a new (quasi)equilibrium of the par- 
titioning of a compound between exchanging reservoirs. 

These different times are usually not necessarily the same. A distribution function 
for the residence time of individual molecules in a reservoir as a function of the 
time can be defined and may differ considerably from one case to another. If the 
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reservoir is 'well-mixed', however, and the exchange with neighboring reservoirs 
is random, or if radioactive decay is the means for disappearance, the distribution 
function is exponential and in the case of a radioactive compound equal to the 
radioactive decay curve. In this case average life time, average residence time, and 
average age are all the same. They are also equal to the turn-over time, the latter 
being defined as the total amount of the compound in the reservoir divided by the 
flux into (or our from) the reservoir per unit time. 
Adjustment time is, on the other hand, an entirely different concept. Here the mu- 
tual exchange between reservoirs in a case of disturbances is considered and the 
time it will take until net fluxes induced between the different reservoirs because 
of the disturbance have declined to close to zero and a new equilibrium has been 
established. 

The next two sections will deal with purely atmospheric issues, air quality and air 
pollution (Section 3) and depletion of  stratospheric ozone (Section 4), to be followed by 
a closer look at water pollution and the management issues (Section 5), which concern 
human actions that directly affect fresh waters and soils. A specific issue is then dealt 
with in more detail, i.e., acidification (Section 6). Finally the issue of global climate 
change (Section 7) requires an analysis of the total environmental system. 

All these specific environmental issues have a bearing on how humankind might be 
able to secure sustainable development for the future. This will be touched upon in the 
concluding section of this chapter (Section 8). 

3. Air quality and air pollution 

Air and water pollution are the results of intentional or unintentional human emissions 
of substances into the atmosphere and global water system. For emissions of substances 
that are toxic, represent health hazards, damage flora and fauna or cause other damages, 
e.g., on buildings or outdoor constructions, it has been common to define critical loads 
above which damages become serious enough to call for mitigation. Many difficulties 
arise, however, in such an approach. Pollution usually is a mixture of different pollu- 
tants causing different damages; their concentrations depend much on distance from the 
source and meteorological conditions. There is also the matter of whether the accumu- 
lated dose or peak concentrations matter, i.e., long-term and short-term exposure. The 
substances that are emitted may also be decomposed chemically, in the atmosphere, for 
example, under the influence of solar radiation, or because of attachment to cloud drops, 
rain drops, or snow and thereby brought back to the Earth's surface. In analogous ways 
water pollution may be modified while being dispersed. A closer analysis is therefore 
often required in order to determine an approximate strategy for response. 

Methods for assessing the required reductions of emissions in order to stay within 
given concentration levels have been developed since the early decades of last century 
and are generally available [Seinfield (1986)]. The turbulent nature of air and water 
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in motion and the complexity of the physical, chemical, and biological processes do, 
however, not permit a precise determination of measures that may be required. It is 
obvious that dealing with air and water pollution is a problem of risk analysis. 

3.1. Atmospheric composition 

Air is a mixture of a large number of gases and particulate matter. Table 1 provides 
an inventory and important characteristics of key components. For millions of years 
the four most common gases of dry air have been nitrogen, oxygen, argon, and carbon 
dioxide. They make up more than 99.99% of dry air. Nitrogen and argon have accu- 
mulated very slowly in the atmosphere during hundreds of millions of years. Oxygen 
has similarly been an almost constant component of the atmosphere for a long time, but 
less extended, time. Its concentration is presently decreasing very slightly because of 
the formation of carbon dioxide when burning fossil fuels and deforestation [Keeling, 
Piper and Heimann (1996)]. However, this change can barely be measured because it 
is very small compared with its total concentration. Carbon dioxide, on the other hand, 
has increased from about 280 ppmv (parts per million by volume) to 370 ppmv during 
the last about 200 years, i.e., by about 32%. 

Pre-industrial amounts of other minor components of the air as well as ongoing 
changes due to human activities are given in Table 1 and will be considered in more 
detail below (Section 3.4), but first some basic features of the atmosphere will be pro- 
vided. 

3.2. Structure and mixing of the atmosphere 

The atmosphere is a thin shell around the Earth. 90% of the air is found below an 
elevation of about 16 km, and 99% below about 31 km, which is still small compared 
with the radius of the Earth (about 6700 km). 

The global mean temperature at the Earth's surface is about + 15°C. It decreases with 
elevation through the lower parts of the atmosphere (the troposphere) by 0.6-1.0°C per 
100 m, up to the tropopause, at a height of about 10 km in polar regions and about 
16 km at tropical latitudes (Figure 1). This decrease of temperature is the result of the 
heating of the Earth's surface by incoming solar radiation and vertical mixing within 
the troposphere. 

The stratosphere extends from the tropopause to the stratopause at about 50 km. Here 
absorption of solar radiation by oxygen and ozone provides another heat source and the 
air temperature increases with height. The temperature stratification in the stratosphere 
is therefore stable, and vertical mixing is much reduced. A temperature maximum is 
reached at the stratopause, where the temperature is at about the freezing point and the 
air density is less than 0.1% of that at the Earth's surface. 

We define the concept of mixing time as the time required to reduce concentration 
differences by a factor of about 2.7 (e). This time is dependent on the characteristic air 
motions and the size of the region being considered. The average vertical mixing time of 
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Table 1 
Composition of the atmosphere in the year 2000 
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Concentration 
(parts per 

Gas or particulate million by Annual change 
matter volume, ppmv)* Turn-over thne (percent) Effects ~ 

Nitrogen (N20) 780,800 millions of years 
Oxygen (02) 209,400 1000s of years about -0.001 
Argon (Ar) 9,330 millions of years 
Carbon dioxide (CO2) 368 about 5 years about +0.5 
Neon (Ne) 18.2 millions of years 
Helium (He) 5.2 millions of years 
Methane (CH4) 1.7 about 10 years < +0.5 
Krypton 1.14 millions of years 
Hydrogen (H2) 0.56 about 2 years 
Nitrous oxide (N20) 0.31 about 120 years about +0.2 
Carbon monoxide (CO) 0.15 about 6 months about +1 
Ozone in troposphere 0.02 about 1 month increasing 
Ozone in stratosphere 0.2-1.0 variable decreasing 
N oxides (NO, NO2) < 0.0005 a few days 
Sulfur dioxide (SO2) < 0.0002 a few days 
Ammonia < 0.0002 a few days 
Hydrogen sulfide (H2S) < 0.0001 a few hours 
CFC-11 (CFC13) 0.00027 about 50 years almost stable 
CFC-12 (CF2C12) 0.0005 about 100 years increasing 
Hydrofluorocarbons 1-200 years increasing 

Cl-hydrofluorocarbons: 
HCFC-22 (CHC1F3) 0.00013 12 years about +5 
Others < 0.00001 1-18 years 

Perfluorocarbons < 0.0001 3000-50000 years increasing 
Sulfur hexaftuoride 0.00003 3200 years increasing 

Particulate matter: 
Sulfate (SO4) few days to weeks 

Toxic organic substances 
Heavy metals, 

particularly lead (Pb) 
and cadmium (Cd) 

Radionuclides 

c1 (os )  

c1, o s ,  OT 

C1, OS 
OT, H 
O% C1, P, H, Co 
OS, C1, H 
OT, A, H, Co 
A, P, H, Co 
A , P  
A, Co 
OS, C1 
OS, C1 
OS, C1 

C1 
OS 

C1 
C1 

A, H, C1, Co 

H,P  
H 

H 

*Concentration in "pure" air, i.e., ah" outside population centers and industrial regions. 
tThe symbols indicate: 
A: acidification; 
H: health effects; 
CI: induces climate change; 
Co: causes corrosion; 
OS: infuences the ozone concentration in the stratosphere; 
OT: influences the ozone concentration in the troposphere; 
P: affects plants. 
Sources: IPCC (1996, 2001a), Jacobson et al. (2000). 
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the troposphere is about a month, and cyclones and storms are the major agents for this 
turnover of the lowest 10--15 kilometers of the atmosphere. Horizontal mixing within 
the Northern or the Southern hemisphere takes several months, and for the globe as a 
whole a year or two. The so-called Inter-Tropical Convergence Zone (ITZ) is a rather 
effective barrier for N-S mixing. 

Pollutants that are emitted into the atmosphere and have residence times of merely 
days or hours affect the composition of the atmosphere only in the immediate surround- 
ings of the sources. Neither do they within that time spread much above the surface 
boundary layer (that is about a kilometer deep). In many parts of the world and par- 
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ticularly in the sub-tropics the stratification is often stable above this boundary layer, 
because of a temperature inversion (the temperature increases with elevation), which 
effectively reduces mixing of pollutants to higher elevations. 

If emissions come from rather few sources it may well be advantageous to build 
high chimneys and make use of the fact that horizontal mixing will have reduced the 
concentrations effectively in a smoke plume when it touches the ground at some distance 
away from the source. This way of solving the pollution problem of course becomes less 
effective in more densely populated areas with emissions from a number of sources. 

3.3. The fundamental role of  water vapor in the atmosphere 

Air always contains some water vapor. The maximum amount is determined by the 
saturation pressure of water vapor. At most a small fraction of a gram of water may be 
present in the form of water vapor in a kg of dry air at temperatures far below freezing. 
On the other hand, the amount of water vapor may exceed 30 g/kg at a temperature of 
about +30°C, without condensation occurring. An air parcel cools when rising to higher 
elevations because of its expansion, and at some level condensation therefore usually 
occurs, which leads to cloud formation, but not necessarily to precipitation. Cloud drops 
are formed on tiny particles and may remain in liquid phase even if the temperature is 
well below freezing. Their size (radius) is usually a # m  (a thousandth of a millimeter) 
or less and they settle only slowly through the air. Some particles initiate the formation 
of ice crystals, which grow more rapidly (by sublimation) than do droplets. Clouds that 
have formed at temperatures below freezing therefore may contain both ice crystals and 
super-cooled water drops. When this is the case, the cloud droplets will evaporate and 
provide water for the ice crystals to grow into snowflakes. These then fall more rapidly 
and break up into smaller fragments, which in turn serve as nuclei for the growth of new 
snowflakes. Precipitation thus usually begins by the formation of snow high above the 
Earth's surface even in summer time and at tropical latitudes. However, cloud drops may 
also grow quickly at temperatures above freezing at low latitudes because of the high 
moisture content of warm air. The droplets collide and form bigger drops that similarly 
lead to precipitation. 

The presence of water in the form of water vapor in the atmosphere is of fundamental 
importance for the dynamics of atmospheric disturbances. Evaporation from water sur- 
faces at the surface of the Earth requires energy and the water vapor carries this energy 
up into the atmosphere. When the air is humid, the stratification becomes unstable more 
easily. Towering cumulonimbus clouds can form causing heavy rain, sometimes with 
hail and thunder. As condensation occurs in an atmospheric disturbance the rising air 
is heated by the supply of this energy through the process of condensation and the dis- 
turbance intensifies. This applies to the growth of small convection clouds (fair weather 
clouds) into thunderstorms, middle latitude cyclones into intense storms, as well as so- 
called easterly waves in the tropics in the late summer and the fall being transformed 
into fierce hurricanes. 
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Clouds and precipitation are also of fundamental importance as cleaning agents for 
air pollution by eliminating particles (aerosols) emitted into the atmosphere as a result 
of human activities. If hydroscopic in nature, these may serve as condensation nuclei 
or are otherwise incorporated into cloud drops, raindrops and snowflakes and thereby 
brought back to the Earth's surface. This is called wet deposition. The frequency of the 
occurrence of precipitation largely determines the residence times for these compounds 
in the atmosphere, which vary between a few days in rainy climates to weeks or possibly 
a month or more in dry climates. Aerosols may also be directly absorbed by or attached 
to the vegetation or absorbed by open water surfaces, which is called dry deposition. 

The presence of water droplets and ice crystals also influences chemical reactions in 
the air by providing the setting for heterogeneous chemistry, which has turned out to 
be of basic importance for understanding the ozone chemistry in the stratosphere (see 
Section 4). 

3.4. Human-induced changes of atmospheric composition, air pollution 

3.4.1. General features 

The term air pollution usually denotes changes of atmospheric composition that have 
a directly disturbing and/or damaging effect on humans, outdoor human activities and 
constructions, as well as on flora and fauna. It is, however, of some importance to dis- 
tinguish between the emissions of extraneous substances that are directly harmful to 
ecosystems or human health, and on the other hand emissions of compounds that are 
part of the natural setting, but whose concentrations are enhanced by human activities. 
In any case, however, the complex web of chemical reactions in the atmosphere will be 
modified. 

Three important gases of the latter kind are of particular interest because of their 
fundamental role for life on Earth: carbon dioxide (CO;), sulfur dioxide (SO2), and 
nitrogen oxides (NOx). They all are emitted primarily when burning fossil fuels, in par- 
ticular, in coal- and oil-fired power plants and when being used as fuels in the transport 
sector. Carbon dioxide is chemically inert in the atmosphere and is generally harmless, 
but increasing concentrations influence the global climate, which will be considered 
further in Section 7. Human-induced sulfur dioxide emissions today dominate the nat- 
ural circulation of sulfur (i.e., the sulfur cycle) in the industrial parts of the world, may 
be directly harmful to human health and are increasingly acidifying precipitation, fresh 
waters, and soils (see Sections 3.4.3 and 6). Nitrogen oxide emissions, emanating from 
combustion processes at high temperatures and the enhanced use of nitrogen fertiliz- 
ers in agriculture, modify the natural nitrogen cycle (see Section 3.4.2). Nitrous oxide 

- primarily formed in the process of nutrient overturning in the soil (denitrification) - 
is a greenhouse gas (see Section 7.3.3). Its concentration is enhanced, particularly as 
a result of using artificial fertilizers. Methane (CH4) is another natural component of 
the atmosphere, that is active as a greenhouse gas, and whose concentration has been 
greatly increased as a result of human activities (see Section 7.3.2). Carbon monoxide 



Ch. 1: Geophysical and Geochemical Aspects of Environmental Degradation 21 

(CO) is also formed naturally, but concentrations are much enhanced at middle latitudes 
of the northern hemisphere as a result of incomplete combustion, e.g., when burning 
waste from agriculture and forestry, particularly at tropical latitudes (see Section 3.4.4). 

A large number of minor constituents are emitted from industrial processes, domes- 
tic activities, and increasing traffic. Most of them take part in the complex set of at- 
mospheric photochemical reactions, which are therefore modified by these human ac- 
tivities. Chlorine is emitted from bleaching processes, while other organic compounds 
stem from the chemical industry. Unburned hydrocarbons leak into the air in the course 
of mining fossil fuel deposits, heavy metals leak from the manufacturing industry, etc. 
(see Section 3.4.5). Some of these extraneous gases are innocuous in themselves, as, for 
example, most halocarbons, but have a profound effect on the concentrations of ozone 
in the stratosphere and are also strong greenhouse gases. Others are directly poisonous 
and are harmful to flora and fauna as well as humans. 

Many of these compounds spend only a short time in the atmosphere, are decom- 
posed and disappear, but still have an impact while present. Others, which decompose 
slowly, travel long distances and reach any corner of the world before being transformed 
chemically or deposited on land, terrestrial ecosystems, into lakes, rivers, and the sea. 
Heavy metals are of course not destroyed being natural elements, are often toxic and 
may again be set in motion after having been hidden in deposits for long times. 

We will in the following sub-sections consider in more detail these human-induced 
changes of atmosphere composition and their direct local impacts, while the major 
global threats to the environment on regional and global scales will be dealt with in 
later sections. 

3.4.2. Nitrogen oxides (NO2, NO, and N2 O) 

Nitrogen is a fundamental element in the building of a number of organic molecules in 
nature but must be supplied in forms that can be used by plants. Nitrogen gas consists 
of two atoms that are tightly knit together, and cannot usually be directly incorporated 
into plant tissues. The access of nitrogen for plant growth is rather accomplished by 
symbioses between fungi (mycorrhiza), algae, and roots of some plants. Ammonia is 
formed, from which the plant can extract the nitrogen needed. Most of the nitrogen in 
dead organic matter is also available for plant growth and only a rather limited amount 
is transformed into molecular nitrogen and nitrous oxide by denitrification, and returned 
to the atmosphere. The circulation of nitrogen in Nature in the form of compounds that 
are accessible for plants has a rather small leakage back to the atmosphere. This is a 
fundamental feature of terrestrial ecosystems and a result of the evolution of plants and 
ecosystems over millions of years. 

Nitrogen oxides (i.e., NO and NO2, often denoted as NOx) are naturally present in 
air in concentrations less than 0.0005 ppmv. They play a role in the formation and de- 
struction of ozone (see Sections 3.4.6 and 4) and are poisonous and corrosive, however, 
only modestly so at the low concentrations that occur naturally. They are formed when 
nitrous oxide (N20) is decomposed by UV-radiation and by oxidation of nitrogen in 
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lightning flashes. They take part in numerous natural chemical reactions and are incor- 
porated into cloud and rain drops, ultimately ending up as nitric acid in the soil. 

This natural pattern of sources and sinks has, however, changed dramatically because 
of human-induced emissions. NOx concentrations have been much enhanced during the 
20th century as a result of combustion in industrial regions and also when fertilizers 
are being used in agriculture. They are major components of industrial and urban air 
pollution, and contribute significantly to acidification of fresh water systems and soils 
(see Section 6). However, their transformation into nitrate makes them also a nutrient 
source for plants. Nitrogen is important for the life processes, but also poisonous and 
destructive when appearing as NOx or nitric acid in enhanced concentrations. More de- 
tailed descriptions of the nitrogen cycle are available in Jacobson et al. (2000), Seinfield 
(1986), and IPCC (2001a, Chapter 4). 

3.4.3. Hydrogen sulfide, sulfur dioxide, and sulfuric acid (H2S, S02, and H2S04) 

Sulfur is also required for the formation of a number of organic compounds and is nat- 
urally circulating in nature. The gas dimethyl-sulfide is formed when organic matter is 
decomposed, emitted into the atmosphere and rather quickly transformed into hydro- 
gen sulfide and sulfur dioxide by oxidation. In the presence of sun light sulfur dioxide, 
in turn, is further oxidized into sulfur trioxide, which is dissolved in cloud droplets as 
sulfuric acid and transformed into sulfate particles when the water evaporates at low 
humidity. The volatile sulfur compounds have long been present in the atmosphere. The 
small amount of sulfuric acid that is being formed naturally has similarly been part of 
the natural atmosphere. The lifetime of a sulfur molecule in the atmosphere is merely a 
few days to a few weeks. 

Human activities now cause emissions of sulfur in amounts that are much larger than 
those that are circulating naturally. The prime source is sulfur dioxide from burning 
coal and oil that contain sulfur. Figure 2 shows the increase of annual emissions since 
the middle of last century. During the last decades of the 20th century the emissions 
decreased in developed countries, while a continued and rapid increase was observed 
in developing countries, particularly in East and Southeast Asia. Obviously human- 
induced emissions today dominate the circulation of sulfur in nature. The emissions 
as well as atmospheric concentrations of sulfur dioxide in densely populated regions, 
such as Western Europe, the eastern United States, and the Far East, are about ten times 
larger than during pre-industrial times. Because of the short lifetime of sulfur molecules 
in the air, enhanced concentrations of sulfur dioxide and high deposition rates of sul- 
furic acid and sulfate are primarily found within a few thousand kilometers of source 
regions. The oxidized sulfur is corrosive; it damages vegetation and thus crops. When 
inhaled in enhanced concentrations, the respiratory system is damaged. Major efforts 
have been made in developed countries to deal with this issue. Similar actions are under 
way in developing countries, particularly in Southeast Asia and China. More detailed 
information is provided in Jacobson et al. (2000) and IPCC (2001a, Chapter 5). 
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Figure 2. Solid shapes (left scale): annual emissions of sulfur, 1860-1990. Solid line (right scale): annual 
emissions of carbon dioxide from fossil fuel burning. Sulfur emissions stem primarily from the sulfur content 

of oil and coal. Source: Berresheim, Wine and Davis (1992). 

Sulfur is the main pollutant that acidifies precipitation and therefore fresh water sys- 
tems and soils. This environmental threat is considered in Section 6. 

3.4.4. Carbon monoxide (CO) 

Carbon monoxide has long been a permanent component of air and present in the at- 
mosphere in concentrations between 0.01 and 0.2 ppmv, the global average having ear- 
lier been about 0.04 ppmv. It is formed by oxidation of hydrocarbons in the atmosphere 
and by decomposition of organic matter, either by bacteria or by incomplete combus- 
tion, e.g., in forest fires. It is destroyed primarily by reaction with the hydroxyl (OH) 
radicle whereby CO2 is formed. Pre-industrial concentrations were already higher in 
the Northern than in the Southern hemisphere, a difference that has become more pro- 
nounced in the course of the 20th century. 

The average residence time for CO in the atmosphere is merely about a month, thus 
shorter than the north-south mixing time for the atmosphere. Mixing is thus not quick 
enough to reduce the north-south concentration gradient that the different sources in 
the two hemispheres give rise to. This is the reason why pre-industrial concentrations 
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were considerably lower in the southern than in the northern hemisphere, where more 
extended the terrestrial ecosystems serve as source regions. 

The present enhanced CO emissions are primarily a result of incomplete combus- 
tion of fossil fuels, primarily in automobiles, and biomass burning. They are also a 
product of the oxidation of the enhanced amounts of hydrocarbons in the atmosphere 
(particularly methane) by the OH radicle. The average global concentration is there- 
fore now about 0.07 ppmv, corresponding to about 360 Mt. 2 It may locally be very 
much higher in industrial areas and in heavy traffic, where at times of poor ventila- 
tion and calm weather it can reach dangerous concentration levels, i.e., exceed 10 to 
20 ppmv, and constitute a health hazard. Preventive actions are being taken in devel- 
oped countries, but the situation is aggravating in the rapidly growing mega-cities in 
the developing world. The global emissions are at present about 2500 Mt CO yr -1, of 
which more than half is the result of human activities [see further IPCC (2001a, Chap- 
ter 4)]. 

3.4.5. Volatile organic carbons (VOC) and their derivatives 

Volatile organic carbons, which include non-methane hydrocarbons (NMHC), have 
short residence times in the atmosphere, but still play an important role in atmospheric 
chemistry, and they serve as precursors for aerosol formation. A number of hydrocar- 
bons are naturally present in small amounts, but concentrations have increased markedly 
because of human emissions. Many extraneous compounds are being added because of 
leakage when extracting, refining, and using oil and natural gas, and also through bio- 
mass burning to provide energy in developing countries. They are common components 
of urban air pollution and play an important role in the complex web of chemical reac- 
tions in polluted air, for example, in the formation of smog (the interplay of smoke and 
fog). See further Jacobson et al. (2000), Seinfield (1986). 

Halocarbons are simple hydrocarbons (e.g., methane, ethane) in which some or all 
hydrogen atoms have been replaced by chlorine, fluorine, or bromine atoms. Their pres- 
ence in the atmosphere is almost exclusively the result of human activities. They are 
transparent, largely inert and were considered harmless when first made use of in in- 
dustry in the 1930's. They have had and still have extensive industrial use, for example, 
as cooling agents for refrigeration and air conditioning and as cleaning agents in the 
micro-electronic industry. 

Whole ranges of halocarbons have been emitted during the last 50 years [see fur- 
ther IPCC (2001a, Chapter 4)]. They have significantly modified atmospheric chem- 
istry particularly by changing the ozone balance in the stratosphere (see Section 4), and 
they influence the radiative fluxes through the atmosphere and contribute thereby to the 
ongoing climate change (see Section 7.3). 

2 1 Mt (megaton) = 10 6 ton. 
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3.4.6. Ozone (03) 

Ozone is formed naturally in the atmosphere. Its presence is the result of the photo- 
dissociation of oxygen (02) into two oxygen atoms, one of which is energetically 
excited and able to initiate a series of chemical reactions involving also nitrogen ox- 
ides and hydrocarbons. Its concentration in the lower troposphere (often called surface 
ozone) was merely about 0.02 ppmv or less before the industrial revolution. It has in- 
creased since the latter part of the 19th century, particularly in industrial regions as the 
result of enhanced photo-oxidation in the presence of increasing amounts of NOx in 
the air. Concentrations in industrial regions are now rather about 0.04 ppmv and may 
temporarily reach values above 0.1 ppmv in heavily polluted areas. Ozone affects both 
flora and fauna already at quite low concentrations. It inhibits plant growth by damag- 
ing the foliage. Respiratory organs in animals and humans may be damaged. In order to 
avoid increasing ozone concentrations it is necessary to reduce air pollution, particularly 
emissions of nitrogen oxides and hydrocarbons. This has succeeded partially in devel- 
oped countries, but high ozone concentrations are now also found in densely populated 
regions in many developing countries. 

The ozone concentration increases with elevation and reaches a maximum, about 
1 ppmv, in the stratosphere at elevations between 20 and 25 km, but it varies consider- 
ably in space and time. It has, however, decreased very significantly during the last two 
to three decades because of the destructive catalytic reactions with halocarbons. The 
issue of stratospheric ozone depletion will be analyzed in more detail in Section 4. 

3.4. 7. Particulate matter 

Particulate matter is present in the atmosphere because of either being emitted mechan- 
ically by the force of the wind in dry climates (mineral dust) or as a result of chemical 
transformation of gases emanating from natural sources (such as fires) or human activi- 
ties [Seinfield (1986), IPCC (2001a, Chapter 5)]. 

In general, mechanically produced particles are comparatively large, several micro- 
meters (/zm) or more. They settle through the atmosphere rather quickly and their resi- 
dence times are short (of the order of hours or less). However, the very smallest particles 
travel long distances, particularly from the major deserts of the world. For example, dust 
from Sahara reaches the West Indies, and dust that has been found in the ice sheets in 
the Antarctic and that stems from glacial times, 10,000-15,000 years ago, may have 
come from Asian deserts [IPCC (2001 a, Chapter 5)]. 

Small drops form as a result of breaking ocean waves. These evaporate rather quickly 
if the air is not saturated and are transformed into small saline drops or solid salt parti- 
cles. The haze that is often found in coastal regions, when fresh or strong winds blow 
from the sea, is commonly a result of the presence of small salt particles. 

However, much of the particulate matter in the atmosphere stem from combustion, ei- 
ther directly formed in the combustion process or from the transformation of so-called 
precursor gases that are emitted. They are generated in combustion of fossil fuels as 
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well as when burning biomass and organic waste. Most commonly, ash and soot parti- 
cles are formed, which make the smoke visible. Filters are used successfully to reduce 
their escape from stationary sources. Burning of waste, particularly in developing coun- 
tries, remains, however, as a major source of smoke that may contain harmful organic 
compounds and heavy metals, of which cadmium and lead are toxic. It is also difficult 
to prevent the emissions of particles from traffic exhaust. Diesel motors, using oil rather 
than gasoline, emit substantial amounts of particles, some of which consist of soot while 
others are formed from gases in the exhaust. Health hazards caused by aerosol emissions 
have been summarized in IPCC (200 lb, Chapter 9). 

Soot of course absorbs solar radiation and reduces the amount that reaches the surface 
of the Earth. This became obvious when a large number of oil wells were set on fire dur- 
ing the Gulf War in 1991. Poisonous gases and large amounts of soot were emitted. The 
local temperature at the Earth's surface in and around Kuwait was reduced significantly 
when the wells were on fire. On the other hand, the temperature rose at and above the 
height where the smoke stabilized because of the absorption of solar radiation. 

Crutzen and Birks (1982) foresaw this effect in a study of the possible implications 
of extensive fires from a global nuclear war, which might lead to the emission of large 
amounts of soot, in turn causing extensive cooling. The heating as a result of absorp- 
tion of solar radiation aloft would create a more stable stratification of the atmosphere, 
which would disappear slowly and which might imply serious damage because of freez- 
ing temperatures at the Earth's surface underneath a temperature inversion well into the 
tropics. Actually, the experience gained during the Gulf War may be viewed as a quali- 
tative, although spatially limited, validation of the very serious environmental effects of 
a global nuclear war. 

3.5. An integrated approach to the air pollution problem 

A critical concentration of a pollutant, which must not be exceeded if damage is to be 
avoided, can sometimes be defined. This may be the case when concerned with the influ- 
ences of poisonous substances on human health, but in most cases this is difficult. Inte- 
grated models that assess the combined effects of the many components of atmospheric 
pollution are still in their infancy because one and the same pollutant may have different 
damaging effects depending upon the subject being exposed and the standard used in 
defining damage. For example, sulfur dioxide is corrosive, causes acidification of soils 
and fresh waters, and affects human health. 

It is seldom sufficient to assess the impacts of one pollutant at a time, but rather the 
combined effect of several pollutants may be of more concern and there may be posi- 
tive or negative feedback mechanisms in the system that need careful consideration. For 
example, increasing amounts of halocarbons in the atmosphere mean more target mole- 
cules for destruction by OH-radicles, which will reduce their availability for oxidation 
of other pollutants or, e.g., methane. 

Weather situations during the cold season with weak winds and lack of vertical mix- 
ing during a week or longer may lead to serious accumulation of pollutants in an at- 
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mospheric surface boundary layer of merely a few hundred meter's thickness. Young 
children and elderly people, particularly individuals with respiratory illnesses, may then 
be severely hit. Many large cities in developed countries have by now taken major steps 
to reduce emissions of pollutants, this being the only approach to avoid catastrophic 
incidents of this kind. Rapidly growing mega-cities in developing countries that have 
a distributed heating system with poor means for reducing emissions are today often 
worse off than the major cities in Europe and North America were half a century ago. 
The necessity of attending to the immediate and local needs may also lead to lack 
of interest and resources to address the long-term and global issues that also may re- 
quire early attention in order to secure that preventive measures become effective early 
enough in order to avoid more serious damage. Solutions should be looked for that are 
optimal in the sense that local and short-term as well as global and long-term issues are 
being addressed simultaneously. This is indeed one fundamental aspect of the concept 
of sustainable development. 

4. Depletion of the ozone layer 

4.1. The natural distribution o f  ozone in the stratosphere 

Most of the UV-radiation from the Sun of wavelengths < 240 nanometers (nm) 3 is ab- 
sorbed in the stratosphere by oxygen. The excited oxygen atoms combine with other 
oxygen molecules to form the three-atom molecule of ozone. This production of ozone 
is partly balanced by decomposition by UV-radiation from the sun (primarily at wave- 
lengths less than about 320 rim). Quasi-equilibrium is established between formation 
and destruction that leads to a layer with enhanced ozone concentration, about 10 km 
thick and with a maximum concentration of about 1 ppmv at about 15-20 km above the 
Earth's surface (cf. October average above Antarctica in Figure 3). The concentration 
and the level of the maximum vary seasonally, and are also functions of latitude be- 
cause of the variations of solar radiation. The total amount of ozone in the stratosphere 
is equal to that of a layer merely about 3 mm thick if compressed to the air pressure at 
the Earth's surface. This is the so-called 'ozone layer'; see further Cmtzen (1996). 

The destruction of ozone by radiation may be enhanced catalytically by compounds, 
such as H, OH, NO, C1, and Br. These are present naturally in the stratosphere only in 
small amounts and play an insignificant role for the ozone balance, except for NO. The 
presence of NO in the stratosphere is, however, primarily as a result of decomposition of 
nitrous oxide, N20, which contributes to the natural destruction mechanism for ozone 
at these levels. This was confirmed for the first time by the observation of enhanced NO 
concentrations and a simultaneous decrease of the ozone as a result of a major solar 
proton event in August 1972 [Heath, Krueger and Crutzen (1977)]. 

3 1 nm (nanometer) = 10 -9 m = l0 Angstr6ms. 
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Figure 3. Vertical profiles of ozone in mPascal (=  10 -5  mb) at McMurdo, Antarctica (latitude 78°S) in 
October 1986, at the time of discovery of the 'ozone hole', and in September 1999, showing complete dis- 
appearance of ozone between 15 and 20 km altitude. For comparison, the average October profile during 

1967-1971 is also shown. Source: NOAA/OAR/CMDL (2002). 

The absorption of UV-radiation by the ozone layer protects organic compounds and 
living cells from destruction and is therefore a prerequisite for the existence of life on 
Earth. A very small fraction was let through during pre-industrial times and has to some 
extent contributed to the development of skin cancer (malignant melanoma) and eye 
tumors. A major reduction of the ozone layer would be serious for plants, animals, and 
humans on Earth [Caldwell and Flint (1994), De Fabo and Noonan (1996)]. 

4.2. Human impacts on the stratospheric ozone layer 

Knowledge about the mechanisms that maintain the ozone layer increased rapidly in the 
early 1970s, largely as a result of intensified research efforts because of fears for envi- 
ronmental implications of a rapid increase of supersonic transport in the stratosphere 
[see Crutzen (1996), Social Learning Group (2001)1. 
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At about the same time it was also recognized that emissions of CFC gases into the 
atmosphere increase the chlorine concentration in the stratosphere, which in turn en- 
hance the natural ozone destruction [Molina and Rowland (1974)]. The basic scientific 
principles about the proposed reactions were soon accepted, but extensive controversies 
arose about the magnitude of an expected reduction of the ozone content. Restrictions 
in the use of CFC gases were, however, agreed in some countries (e.g., in USA and 
Sweden), and the issue largely disappeared from the public scene, in spite of the fact 
that the possible implications of such a change for life on Earth might be serious. How- 
ever, UNEP arranged regular meetings between countries in attempts to reach a political 
agreement on a Convention for the protection of the stratosphere. 

In 1985 Farman and colleagues at the British Antarctic Survey discovered that the 
ozone layer was seriously depleted for a few months every spring (September-October) 
over the Antarctica and more so in recent years. This finding quickly engaged the sci- 
entific community and soon also became public knowledge. The term 'the ozone hole' 
was coined for the phenomenon (Figure 3). The intricate chemical interplay behind this 
threatening development was settled quickly [Crutzen and Arnold (1986), Toon et al. 
(1986)]. 

Under normal stratospheric conditions, the prime chemical reactions would involve 
NO, NO2, and C10 but not ozone. Compounds would form that would not much affect 
the ozone concentration. It was known that nitrogen oxides by themselves would reduce 
the amount of ozone, being part of the 'natural' destruction mechanism, but chlorine 
would by itself be much more effective. What might then reduce the amounts of nitrogen 
oxides in the stratosphere? What is unique about the Antarctic region, the enhanced 
destruction of ozone essentially being limited to this distant part of our globe? The 
extraordinarily low temperatures in the Antarctic stratosphere in winter turned out to be 
the key to an answer. 

At temperatures below about 200 K (i.e., -73°C),  nitric acid crystals form and the ni- 
trogen oxides are effectively removed, leaving the playground to chlorine. In the course 
of the dark southern hemisphere winter the stratosphere cools and the stage is gradually 
being set for a catalytic process of ozone destruction when solar radiation returns in 
early spring. This situation prevails until the nitric acid crystals again vaporise in the 
spring. Laboratory experiments and careful thermodynamic analyses have validated the 
correctness of this interpretation [Solomon et al. (1987)]. 

CFC gases have been emitted into the atmosphere during more than half a century and 
are present in concentrations up to about 0.0005 ppmv (CFC-12), but most of them are 
less abundant. When decomposed by the UV-radiation in the stratosphere, their chlo- 
rine content is set free, but only a small fraction is decomposed annually. Their resi- 
dence times are 50 years or more. They are therefore quite homogeneously distributed 
throughout the troposphere and lower stratosphere and their stratospheric concentration 
is not much affected in the course of a year. 

The HCFCs, on the other hand, disappear more quickly because the UV-radiation 
that penetrates into the troposphere is of sufficient energy to decompose them. Clouds 
and precipitation wash out the chlorine that is released rather quickly. Their ef- 
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fects as ozone-depleting substances in the stratosphere are therefore considerably 
less. 

There is also an interesting and potentially important interplay between destruction 
of the ozone layer and global climate change. The expected warming at the surface of 
the Earth is coupled with decreasing temperature in the stratosphere (cf. Section 7), 
which also is partly the result of decreasing amounts of stratospheric ozone. We note 
then that low temperature in the stratosphere over Antarctica is the key to the for- 
marion of the ozone hole. It is not expected that equally low temperatures will de- 
velop over the Arctic, but the possibility of synergistic effects of this kind demands 
our continued attention. Some decline of stratospheric ozone (by up to about 10%) 
has in fact been observed at high latitudes of the Northern Hemisphere during the last 
decade. 

It is finally worth noting that chlorine rather than bromine was chosen to replace 
the hydrogen atoms in the halocarbon molecule when the CFCs were first devel- 
oped in the 1930s. The main reason for this choice was to minimize costs of man- 
ufacturing. It is fortunate that chlorine is much less effective in reducing ozone than 
bromine, which of course was not known when the CFC-gases were first put on the 
market. 

4.3. Measures to protect the ozone layer against destruction 

Less than two years after the discovery of the ozone hole in 1985 an agreement was 
reached by the countries that had signed the Vienna Convention for the Protection 
of the Ozone Layer. This agreement, the "Montreal Protocol", implied that the emis- 
sions of long-lived chlorine compounds would be reduced substantially within a decade. 
A graph of the kind shown in Figure 4 served as a basis for this agreement. The pro- 
jections of C1 concentrations shown in the figure have remained about the same ever 
since. 

Limitations of the emissions of CFC-gas emissions were agreed in 1987, but the 
ozone depletion became worse. The vertically integrated amount of ozone over parts 
of the Antarctica was at times merely 40-50% of what was observed during earlier 
decades. As was also foreseen, concentrations of CFC gases continued to rise because 
emissions were still larger than the natural annual destruction. 

Since the lifetime of the CFC gases in the atmosphere is 50 years or more, the spring- 
time decline of the ozone layer is expected to return annually for several decades into 
the 21st century. A recovery of the ozone layer will only come about gradually. The in- 
ertia of the system is partly associated with the time required for the CFC molecules to 
be dispersed up to and well into the stratosphere. It would take on the order of a decade 
before a drastic reduction of CFC emissions would be noticed at the level of the ozone 
layer. 

Reductions of the emissions of CFC gases are also important in the attempts to reduce 
the pace of human-induced climate change (see Sections 3.4.5, 7.3 and 7.6). 
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Figure 4. The observed concentration of chlorine in the stratosphere through 1987, and projected concentra- 

tions associated with different policy measures proposed in Montreal in 1987. Units: parts per billion. 

5. Water pollution and water management 

5.1. The global hydrological cycle 

Life on Earth is crucially dependent on the availability of  water and its circulation be- 
tween the atmosphere, the land, and the oceans. A global overview of  the magnitude 
of  the major water reservoirs and the annual flows between them is given in Figure 5, 
expressed in units of  1012 ton and 1012 ton yr -1, respectively. 

The land surface area is 148 • 1012 m 2 and that of  the oceans 362 • 1012 m 2. The 
average annual precipitation is about 0.72 and 1.14 m over land and sea, respectively. 
The average amount of  water in the air (about 13.1012 ton) at any one time corresponds 
to about 25 mm of precipitation, which, in turn, implies that a water molecule resides 
in the atmosphere for about ten days before being brought back to the Earth's surface in 
the form of precipitation. It is further noteworthy that less than half of the precipitation 
over land is returned to the oceans as run-off. The remainder evaporates, particularly 
from terrestrial ecosystems in the process of  photosynthesis, which thus transfers about 
59.1012 ton yr -1 water back to the atmosphere. The amount of  water in the soil and as 
ground water (on average about 18 • 1012 ton) corresponds to merely about 35 mm of 
precipitation. Spatial variations of  the availability of  water are, however, huge as can be 
seen from the drastic differences between deserts and tropical rain forests. 
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Figure 5. The global hydrological cycle. The sizes of the reservoirs are given in units of 1012 tons, and the 
fluxes between them in 1012 tons yr -1 . 

As seen the terrestrial ecosystems play a fundamental role in the hydrological cycle 
that must be recognized in any analysis of the amount of water that might be available 
for human use. Water is needed for the chemical reactions in plants that transform the 
carbon dioxide in the air into organic matter, and water is the agent for the transport of 
chemical compounds within the plants. Water is lost when the stomata in the leaves open 
in daylight to capture the carbon dioxide molecules. It escapes because of the high hu- 
midity that is maintained at the bottom of the stomata. This creates a gradient to the out- 
side, drier air, and water vapor diffuses out through the stomata. Up to about 1000 times 
more water is lost than carbon is captured in the form of carbon dioxide. The global 
net primary production is about 60 • 109 tons of carbon per year (see Section 7.3.1), 
while 59 10 I2 water is lost globally by evapotranspiration. The presently increasing 
concentration of atmospheric carbon dioxide that human activities bring about is also 
an asset for some plants in that less water is lost for a given amount of carbon dioxide 
being captured. How much the net primary production is enhanced thereby is still an 
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open question, however, since the photosynthesis also requires access to key nutrients 
[cf. IPCC (2001a, Chapter 3)1. 

A closer analysis of water on Earth, i.e., the details of the hydrological cycle, must, 
however, start from analyses of its regional features. The fundamental unit is the water 
basin or river basin defined by the runoff area associated with each river of the world, 
which carries rainwater to the sea or a lake with no outlet because of a dry climate. 
Within each such unit the terrestrial ecosystems have developed based on available wa- 
ter, which is dependent on topography, geology, and climate. The soils have in turn been 
formed during millions of years as a result of the evolving ecosystems. During the last 
few centuries an increasing amount of the water has been withdrawn by the people who 
have settled in the different regions and ever since have been dependent on its availabil- 
ity. Increasing difficulties to provide adequate amounts of water is now experienced in 
several countries, of course particularly in dry and semi-dry regions. 

5.2. The human need for  water 

Humans need merely a few liters of water per day for survival, i.e., about a ton per year, 
but this presupposes that nature provides the food. The 6 billion people thus need about 
0.006.1012 ton annually, which is a very small fraction of the natural fluxes of water. 
In a modem society, however, the amount of household water needed is much larger to 
allow a decent and realistic quality of life, say 100 liters per person per day, or about 
36 tons per person per year. As a matter of fact much more is actually used today in 
affluent societies. On the other hand, poor people in developing countries use only a 
fraction of this amount [see Falkenmark and Lundqvist (1998)]. 

But we are also dependent on the water that is needed to supply adequate amounts 
of food. To provide a kilogram of grain an amount of water at least several hundred 
times larger is needed. Requirements are similar for key industrial activities, e.g., sev- 
eral hundred tons of water is needed to produce one ton of paper. Each individual in an 
industrial country today is dependent on about 500 tons of water per year being avail- 
able explicitly or implicitly for his or her needs. An increase of the world population to 
about 10 billion in the course of the present century implies a need for an annual supply 
of 5 - 1012 tons of water by 2100 for the world population as a whole, i.e., about 5% 
of the total precipitation on land. But people do not always live where there is water, 
a prime reason why densely populated regions in arid climates are encountering diffi- 
culties. These facts show that more efficient use of water will be required. Recycling 
of water, as is practiced already today in some dry areas, may become of increasing 
importance. There is a need for integrated water resource management and protection 
of water quality (see further Section 5.4). 

Such efforts must start with an analysis of available observations to determine the 
natural supply of precipitation through the year. Best possible spatial details are im- 
portant so that extremes are not lost because of inadequate data and averaging. It is 
also important to record the extremes, i.e., the very highest and lowest, of observed 
total amounts of water in the past to be able to develop a management plan that can 
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serve as a basis for action in case of future water shortage as well as flooding in the 
basin as a whole. The land cover and its change as a result of human actions will in 
most cases significantly change the mean and variance of the annual runoff in a fiver 
basin. 

A good number of factors need be considered before increasing the withdrawal of 
water for new industrial activities, mining, etc. Expansion of agriculture and forestry 
put additional demands on water resources for irrigation, possibly in conflict with the 
need for an adequate water supply to natural ecosystems. Some wider safety margins 
might also be desirable in the future, when a changing climate may well imply marked 
changes of the amounts of water that will be available. Increasing populations, as is, 
particularly, the case in many African countries will of course deserve special attention. 
It is clear that limited supply of water will require careful consideration of how the 
available resource can best be used in the light of the societal structure and expected 
change in the future. 

5.3. Floods and droughts 

It is essential to have good knowledge of the characteristic response times for how an 
excess or deficiency of water in one part of a river system influences conditions in other 
parts, particularly downstream along the key river of the basin as well as its tributaries 
and flood plains. In situations when the natural water supply is well below normal con- 
ditions, activities in the lower part of the fiver course may be seriously harmed if an 
increased amount of water is withdrawn upstream. Similarly, letting excessive amounts 
go in case of flooding in the upper part of a fiver system, may just transfer a dangerous 
situation downstream. Many rivers flow through a number of countries and action plans 
need be agreed in order to optimize measures and avoid conflict. As a matter of fact, 
more than 200 river or lake basins in the world, populated by about 40% of the world's 
population and covering more than 50% of the Earth's land area, are shared by two or 
more countries. 

Extreme precipitation events are difficult, often impossible, to foresee both with re- 
gard to timing and the regions that may be struck. Statistics of past events can provide 
information about the severity of phenomena that have occurred, say, merely once in 
100 years, 50 years, or 10 years, etc., but data are often inadequate for more precise 
analyses, particularly in developing countries. It is also difficult to determine whether 
the frequency of extreme events is changing or not. The more extreme an event is, 
the longer a record is required in order to judge if the frequency of its occurrence is 
changing. This is the more noteworthy, when now changes of climate are expected (see 
Section 7). 

Environmental disasters that are the result of droughts, storms, or floods, the latter 
two often in combination, are perhaps the most serious extreme events to be considered 
with the aim to secure lives and property in a future, presumably increasingly affluent 
society. This is becoming obvious from the fact that the values lost because of storms 
and flooding have increased, in some regions tenfold, even though the severity of the 
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weather phenomena themselves may not have increased that much. Building close to 
the waterfront has instead become a major cause of increased risk of damage. 

Changing land use may influence the occurrence of floods markedly. Flood plains 
have often in the past served as effective protection against severe disasters. During the 
last century, however, many of these often-fertile soils have been cultivated, and the 
construction of protective walls along the fiver banks has been the common precaution- 
ary measure. These may well serve their purpose under modestly extreme conditions, 
but there are many examples in recent years of severe catastrophes when they have been 
inadequate. An example is the flooding in the neighborhood of Saint Louis in USA in 
the mid 1990s and in Poland a few years later. It should also be recognized, that rivers 
carry silt towards the sea, and deposit some of it along their course. This slowly raises 
the riverbed and increases the vulnerability of surrounding lands. Severe damage has 
been recorded in the delta regions of major Chinese and Indian rivers. 

5.4. Water quality 

There are four major types of fresh water pollution: 
• excess nutrients from sewage originating from agriculture and households; 
• pathogens that spread disease, primarily also from sewage; 
• silt brought into the water by excessive runoff; 
• heavy metals and synthetic organic compounds from industry, mining, and agri- 

culture, which are toxic and may accumulate in aquatic organisms. 
Key nutrients, i.e., nitrogen compounds, phosphorus, and sulfur, primarily emanating 

from agriculture, are discharged in increasing amounts to watercourses, lakes, and the 
coastal zone of the sea. Ecosystems are thereby disturbed. The rate of photosynthesis 
increases; more biomass is formed, as can be seen in the form of plankton blooms. This 
may increase the amount of fish and thus be beneficial for fisheries. 

On the other hand, decay of increasing amounts of organic matter requires more oxy- 
gen. Water in the surface layer is usually supplied with adequate amounts, but wide- 
spread loss of flora and fauna at greater depths may be the consequence if the amount 
of dissolved oxygen in the water is exhausted. This may occasionally happen in natural 
systems (the Black Sea is a well-known example), but it is today a frequent phenom- 
enon, especially in lakes in densely populated regions. The nutrients in the dead organic 
matter end up in the bottom sediments. 

Modern agriculture use large amounts of nutrients in order to enhance yields. There 
is often considerable leakage from the farmland that pollutes the runoff. This in turn en- 
hances biological activities in lakes and the coastal zone (eutrophication), where most of 
the nutrients end up, either dissolved in the water or deposited in the bottom sediments. 

Management practices are being developed in order to avoid excessive water pollu- 
tion. These include conservation tillage, crop rotation, planting cover crops in winter, 
filter systems, and not the least fertilizer management. Such practices control erosion 
and may harness up to 60% of the nitrogen and phosphorus that otherwise would have 
been lost with the run-off from cropland. 
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It is of course possible to use as fertilizer the sludge that is retained from water pu- 
rification, but fears of  accumulation of  toxic substances in agricultural products often 
become an obstacle for such use. Ultimately the sources of  pollution will have to be 
reduced. The opportunities are many, and as the availability of clean water becomes 
scarce the costs for purification will presumably not be prohibitive. In the meantime, 
management  must focus on canvassing the possibil i ty for serious incidents and prepare 
for how to avoid them. 

6. Acidification of fresh waters and soils 

6.1. The basic issue 

The development of terrestrial ecosystems over millions of  years has established natural 
patterns of  acidity and alkalinity, i.e., the pH, 4 of  freshwater and soils. The ecosystems 
have optimized their structures, modes of  assimilation, and growth as well as geological  
conditions and prevailing climate allow, and have implicit ly adapted to the pH that has 
emerged. The composit ion of  the soils, as well as their pH, are still changing naturally 
very slowly because of  weathering of the bedrock and deposition of  air-borne dust from 
neighboring regions or from far away. However, soil matter may also be lost in the form 
of  dissolved compounds and suspended sediments, which find their way through runoff 
to lakes and the sea, where some end up in the bottom sediments. Natural change and 
adaptation of  ecosystems and biomes is constantly going on. 

These slow natural changes of  the soils are now being modified by human induced 
emissions that are deposited on the lands and also because of  direct human interference. 
The natural setting for the ecosystems is being modified. Burning fossil fuels to provide 
energy results in emissions of  oxides that are transformed into acids when dissolved in 
water. The most important ones are carbon dioxide, sulfur dioxide, and nitrogen oxides, 
which form carbonic acid, sulfuric acid, and nitric acid, respectively. 

The acidification of  precipitation in turn influences the pH of  freshwater and soils. 
Carbonic acid is a weak acid and poses no threat to terrestrial systems, but it does 
enhance somewhat the rate of  weathering. However, the two latter acids, particularly 
sulfuric acid, may have significant impacts. Some soils are alkaline and thus can neu- 
tralize the acidity of  the rainwater. These soils have a buffering capacity, but still their 
pH decreases slowly. Other soils contain comparatively small amounts of  neutralizing 
compounds; their base saturation 5 and accordingly their pH are low, and they are more 
sensitive to acid precipitation. 

4 pH is a measure of alkalinity (pH > 7) and acidity (pH < 7). A decrease by one pH-unit implies a ten-fold 
increase of the number of hydrogen (H) ions in the water. Carbonic acid has a pH down to 5.6, while sulfuric 
acid and nitric acid may have much lower values. On the other hand, pH for seawater is about 8.2 and pH for 
natural soils varies between about 4.5 and 8. 
5 Base saturation is the percentage of exchangeable cations, i.e., calcium, potassium, magnesium, etc., rela- 
tive to acid ions, primarily hydrogen ions. 



Ch. 1: Geophysical and Geochemical Aspects of Environmental Degradation 37 

Acidification means that the concentration of hydrogen ions is enhanced, nutrients 
like calcium, potassium, and other key elements are dissolved and carried away by 
runoff, and the base saturation is thereby lowered. This sometimes means that nutri- 
ents temporarily become more available for plants and growth may be stimulated, but 
when the base saturation has been brought down to below 5-10%, the fertility of the 
land becomes drastically reduced. The podsols of the boreal ecosystems show this typ- 
ical feature and have been seriously affected by acidification in some regions. On the 
other hand, the nutrients that are carried away by the runoff end up in the surface layers 
of lakes and coastal waters of the sea, where photosynthesis may be stimulated. Exces- 
sive plankton blooms may result, which in turn enhances the flux of dead organic matter 
to deeper strata of the waters, where oxygen may be insufficient for its decomposition. 
Existing lakustrine (lake) and marine ecosystems may be destroyed. This chain of reac- 
tions is an example of the intricate interdependence of ecosystems that is a characteristic 
feature of our environment and which may lead to not easily foreseen consequences. 

Soils being used for agriculture and forestry also change because of direct human in- 
terference. Harvesting from fields and forests implies losses of nutrients that have been 
extracted from the soil during growth, e.g., potassium, calcium, magnesium, ammo- 
nium. The base saturation declines. This change may be of about the same magnitude 
as the decrease that results from acid deposition, dissolution, and export of nutrients 
by runoff. Sustainable agriculture and forestry, i.e., avoiding declining yields, therefore 
requires that these losses be replenished. In agriculture this is done by fertilizing the 
fields, partly by returning organic matter in the form of straw and organic waste. Re- 
duced tillage is also a positive action in that the decomposition and losses of organic 
matter in the soil are reduced. In forestry there are increasing efforts to return ashes 
from biomass burning to the forest soils. 

As the pH decreases below 4.5-5 other elements that are present in the soil go into so- 
lution, such as aluminium, copper, and cadmium, as well as other heavy metals. Many 
of these pose health risks, both directly by contaminating the ground water and indi- 
rectly by the accumulation of these compounds in fish and other seafood. Some also are 
toxic for the flora and fauna [Seinfield (1986)]. 

6.2. The present  global status 

Today more than 90 million tons of sulfur are emitted into the atmosphere (cf. Sec- 
tion 3.4.3 and Figure 2), which is 3-4 times the emissions from natural sources during 
pre-industrial times. These human emissions are concentrated in industrialized regions; 
about 90% are released in the northern hemisphere. Since the average residence time 
for sulfur in the atmosphere is merely about a week, most of the deposition and acidifi- 
cation occurs within a few thousand kilometers from the source. The pattern of impact 
is patchy because of the variable natural buffering of soils and lakes referred to above. 

In the atmosphere, the sulfur emissions form sulfate aerosols. The air becomes hazy 
because of the scattering of the solar radiation by these particles, as can often be seen 
in industrial regions. The solar radiation that reaches the Earth's surface is reduced, 
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which reduces the global warming caused by the emission of greenhouse gases (see 
Section 7.3). It follows that efforts to reduce the emissions of sulfur into the atmosphere 
in order to reduce acidification will uncover the full warming effects of greenhouse 
gases, another example of the complex pattern of feedback mechanisms that character- 
ize the environmental system. 

The seriousness of the acidification of soils and freshwater systems depends on the 
magnitude of the regional emissions and the soil types that are exposed [see Rodhe et 
al. (1988)]. The most important responses can be expected in regions of low pH, low 
ion exchange capacity, and high aluminium saturation. Factors such as alkaline dust, 
soil texture, or anion adsorption capacity can modify the expected effects. It is further 
important to emphasize the fact that acidification is a cumulative process in that the 
base-saturation is changing gradually as a result of a continuing exposure. 

The boreal soils of northern Europe, northeastern USA, and Canada are especially 
vulnerable to acidification, but measures have been taken in the industrialized regions 
to ameliorate the situation. Southern parts of China have large areas of potentially sen- 
sitive soils, while northern China is less prone to acidification because of the abun- 
dance of neutralizing dust from calcareous soils. Southwestern India is also sensitive 
to acidification, while Australian soils generally are less acid than are soils at simi- 
lar latitudes in Africa and South America. Thus parts of Nigeria, southeastern Brazil, 
and northern Venezuela are sensitive to further exposure from industrialization. The ad- 
sorption of sulfate in the soils may, however, reduce the risk of serious acidification. 
A more detailed outline of the regions at risk requires specific consideration of the dis- 
tribution of soils and expected deposition from increasing emissions [see Rodhe et al. 
(1988)]. 

6.3. Preventive act ions 

The prime preventive action is of course to reduce emissions. To establish how this may 
be achieved at least cost requires the development of integrated models, which can be 
used to deduce the patterns of dispersion of the emissions by the winds and the resulting 
distribution of wet deposition (i.e., by rain) and dry deposition (i.e., by direct adsorption 
of sulfate particles or nitrogen oxides) under alternative assumptions about the spatial 
distribution of emissions. It is important to cover a sufficiently large area around a re- 
gion of major emissions in order to catch the total dispersion and deposition patterns. 
Observations of the distribution of prevailing depositions are important in order to check 
on the reliability of such model computations. It may also be desirable to consider how 
to compensate for past losses of nutrients and to enhance the base saturation of soils 
that have been exposed to acidification. 

The outcome of such analyses might serve as a basis for international agreements 
on the optimal reductions of emissions. Analyses of this kind have in fact been con- 
ducted cooperatively by Norway, the Netherlands, and IIASA [Tuinstra (1999)] and 
have served as a basis for reaching agreement on how best to come to grips with acidi- 
fication in Europe. Similar efforts are underway in Southeast Asia and China. 
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7. Climate change and global warming 

The threat of future human-induced climate changes is undoubtedly the most far- 
reaching environmental issue that has emerged until now. It will affect many sectors 
of society, if not all, and many measures of different kinds will have to be considered 
in order to reach agreement on effective mitigation and adaptation policies. A proper 
understanding of this issue requires the analysis of how human activities may influ- 
ence the global environmental system as a whole. Burning of fossil fuels to provide the 
energy required for the continuing development of rich as well as poor countries is at 
the forefront. Major modifications of central societal and economic functions will be 
required. 

7.1. The heat balance of the Earth 

It was emphasized in the introduction that the presence of an atmosphere around the 
Earth that contains water vapor is fundamental since the global mean temperature 
thereby is enhanced to a level where life can be sustained. The presence of water is 
crucial for the development of the complex biochemistry that is another prerequisite for 
life to evolve. Human activities now have reached a stage where the global balances that 
have been created over millions of years are changing. First and foremost we need to 
understand how the heat balance of the Earth is changing [cf. IPCC (2001 a, Chapter 1)]. 

The average incoming solar radiation is at present 342 Wm -2. It varies by less than 
z~0.5 Wm -2 on the time scale of years to a century, approximately in pace with the 
eleven-year sun spot cycle. About 31% is reflected back to space primarily as a result 
of the high reflectivity of clouds, ice, and snow. In that sense the presence of water in 
these forms tends to cool the Earth; see Figure 6. Thus about 235 Wm -2 is absorbed 
in the atmosphere and at the Earth's surface. That same amount of energy must leave 
the Earth to maintain an energy balance. Note, however, that the outgoing radiation 
from the Earth's surface at the prevailing average temperature of about +15°C is about 
390 Wm -2, i.e., about 155 Wm -2 more than finally escapes from the Earth. This is the 
result of the natural greenhouse effect. How does it operate? 

This improvement of the heat balance of the Earth is primarily the result of the pres- 
ence of water vapor in the atmosphere. The infra-red (heat) radiation that is emitted 
from the surface of the Earth is to a considerable extent absorbed by greenhouse gases, 
in particular water vapor, at quite low elevations and is re-radiated upwards as well as 
back towards the Earth. Not until an elevation of about 5 km is the air above sufficiently 
dry to permit the outgoing radiation largely to escape out towards space. The temper- 
ature at this level is merely about -18°C.  The heat radiated out towards space at this 
level is considerably less than what is emitted from the surface and just about balances 
the incoming solar radiation. Below that level the vertical turnover and mixing of the air 
establishes a temperature gradient of about 0.65°C/100 m. A mean surface temperature 
of about +15°C is accordingly maintained at the Earth's surface, which is some 30°C 
higher than what it would be without the warming effect of the greenhouse gases. In 
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Figure 6. The Earth's global average annual energy balance. Fluxes are given in Wm -2.  Som'ce: Kiehl and 
Trenberth (1997). 

addition to water vapor, carbon dioxide, methane, nitrous oxide, and ozone also play a 
role. Their combined contributions are, however, merely about 5% of the total. 

The heat balance is, however, not exclusively a result of radiative processes. The air 
is also heated directly from the surface of the Earth, primarily at low latitudes. Evapo- 
ration of water from the oceans and from vegetation on land requires energy, which is 
transferred to the air when water evaporates and is realized in the form of heat when 
condensation of the water vapor occurs in clouds and precipitation. There is generally a 
net transfer of heat from the Earth's surface to the air at low latitudes and in the opposite 
direction at high latitudes, but the net global transfer is from the Earth to the atmosphere. 
The human-induced increase of the concentrations of other greenhouse gases, particu- 
larly carbon dioxide, enhance this natural greenhouse effect. 

7.2. Past changes of the global climate 

During the last about two million years, i.e., the Quaternary period, the climate of the 
Earth has varied rather regularly because of variations of the incoming solar radiation 
resulting from small gradual changes of the Earth's orbit around the sun and the angle of 
the Earth's axis relative to the orbital plane, so-called Milankovi 9 variations. The total 
incoming solar energy as well as its distribution with latitude have varied on time scales 
between 20,000 and 100,000 years. Internal feedback mechanisms have enhanced the 
rather small changes of the heat balance that are caused directly by these variations. 
For example, expansion of the areas covered by snow and ice in summertime over polar 
regions increases the albedo (reflectivity) of the Earth and reinforces the cooling and the 
formation of ice. The concentration of atmospheric carbon dioxide has varied in pace 
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with this change and was considerably lower during the last ice age, merely about 200 
ppmv, and we do not know why. This also re-enforced the cooling. Some of these past 
changes may sometimes have been quite abrupt on regional and local scales, but have 
in general been gradual over the millennia. 

The extended glaciation in the North Polar Region until about 15,000 years ago was 
gradually replaced by the inter-glacial period that now prevails. The major continental 
ice sheets over large parts of Canada, Scandinavia, parts of northern Russia, and Siberia 
disappeared. Only the one over Greenland withstood the warming. The favorable distri- 
bution of incoming solar radiation that brought the Earth into an interglacial period is, 
however, now gone. 

Direct measurements of temperature are available only for about the last 200 years 
and have really not been numerous enough to determine global changes with reasonable 
accuracy until about the end of the 19th century. Figure 7 shows the changes during the 
last 140 years [IPCC (2001a, Chapter 2)]. The variations during the latter part of the 
19th century and the first decade of last century were partly caused by a series of major 
volcanic eruptions that occurred during this period. A rather smooth increase of the 
global mean temperature was observed during the thirty years 1910-1940, followed by 
some cooling until the 1970s. Since then a comparatively rapid increase has occurred 
and is still going on. 

The last decade of the 20th century was undoubtedly the warmest one during the last 
140 years. It is likely even to have been the warmest decade during the last millennium. 
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Figure 8. Northern Hemisphere temperature anomalies. The linear trend during AD 1000-1900 is shown as 
a dashed line, with two standard deviations shown in gray. Source: adapted from Mann, Bradley and Hughes 

(1999). 

This conclusion is based on analyses of the temperature variations since about the year 
1000 in the Northern Hemisphere, which have been determined by indirect means (see 
Figure 8). Variations of the width of tree rings, changes of the flora as determined by 
pollen analyses, the changing composition of successive layers of glacial ice, and sed- 
iments from the bottom of the deep sea that can be dated precisely tell us about past 
changes of the temperature. 

Some interesting features stand out. The global mean temperature seems to have 
declined very slowly until about hundred years ago. This may be part of the slow cool- 
ing of the Earth that has occurred since the climatic optimum about 8000 years ago. The 
record also shows inter-annual variations of the global mean temperature of the order 
of -F0.2°C as well as variations on the time scale of one to a few decades. These are, 
however, small compared with the increase by about 0.6°C that has occurred during the 
last century. There are also other indicators that support the conclusion that the ongoing 
climate change is exceptional, as concluded by the Intergovernmental Panel on Climate 
Change, IPCC [see IPCC (2001a, Chapter 2)]. 

• Global precipitation increased on average by 5-10% during the 20th century. 
• There has been an increase of extreme precipitation events in parts of the mid- and 

high latitudes of the Northern Hemisphere. 



Ch. 1: Geophysical and Geochemical Aspects of Environmental Degradation 43 

• Warm episodes of  the E1 Nifio/Southern Oscillation 6 (ENSO) have been more fre- 
quent, persistent, and intense since the mid-1970s. 

• Mountain glaciers in many parts of  the world have shrunk considerably. 
• The size of  the area around the North Pole that is covered by sea ice has decreased 

by 10-15% and the ice thickness in some regions by as much as 40% since the 
middle of  last century. 

• Sea level rise during the 20th century, 10-20 cm, was considerably greater than the 
average rate during the last 3000 years. 

On the other hand, it has not been established that severe weather events (storms, 
floods and droughts) have been more frequent and more fierce than at earlier times and 
thus also might  be a manifestation of  an ongoing climate change, but this possibil i ty 
cannot be excluded. 

7.3. Key biogeochemical features of  the climate system 

In order to understand the reasons for the ongoing climate change and in particular to 
settle if  human activities have contributed to this change, it is essential to have good 
knowledge about the processes that play a role in regulating the concentrations of  key 
atmospheric components,  in particular carbon dioxide, nitrous oxide, and sulfur diox- 
ide. 

7.3.1. Carbon dioxide 

7.3.1.1. Circulation of carbon in nature during pre-industrial times Carbon is the fun- 
damental  element of  life. Its chemistry is complex and there exist more than a mil l ion 
known carbon compounds,  of  which thousands are vital for biological  processes. At- 
mospheric carbon dioxide serves as the carbon source for the process of photosynthesis.  
It dissolves in fresh water as well as seawater and forms carbonate and hydro-carbonate 
ions that serve as the carbon source for life in lakes and in the sea. Most  of  the carbon on 
Earth is locked up into minerals in the solid earth, but these reservoirs are of  secondary 
interest in the present context because of  their very slow exchange with other natural 
carbon pools. 

We therefore restrict ourselves to consider the exchange of  carbon between the at- 
mosphere, the sea, and the terrestrial ecosystems (including soils), i.e., those parts of the 
environmental  system in which significant changes occur on the t ime scales of decades 
and centuries. Figure 9 shows a schematic diagram of  the exchange of  carbon between 
these major pools, i.e., the global  carbon cycle. A key issue is obviously to understand 
the partit ioning of  carbon between these major reservoirs and how this system as a 

6 E1Nifio is a semi-periodic oscillation of weather conditions in the equatorial Pacific that is characterized 
by a large region of higher temperatures in the atmosphere and the surface layers of the ocean that is formed 
and moves, every 4-5 years, from the Indonesian archipelago toward South America in the matter of about 
haft a year. 



44 B. Bolin 

NetTe~e~tri~l I Net Oc'ean 
I2'r~e I tJl~e 
O.7:L [.0 2°3 ± 0,I~ 

Figure 9. The perturbed global carbon cycle during the 1990s. Carbon stocks in natural reservoirs are given 
in gigatons (Gt; = 109 tons), and carbon flows between them are given in Gt yr -1  . Sources: IPCC (2000b, 

Chapter 1; 2001a, Chapter 3). 

whole responds to the emissions of carbon dioxide that human activities now bring 
about [see IPCC (2001a, Chapter 3)]. 

Carbon dioxide exchange between the atmosphere and the sea is determined by the 
solubility of carbon dioxide in seawater and the rate of mixing of surface water with 
deeper strata of the oceans. The total amount of carbon dissolved in the sea is about 
50 times larger than the amount present in the atmosphere. The gross flux between 
the atmosphere and the sea is approximately in balance, with exchange of about 90 Gt 
C (Carbon) yr-1 in both directions. 7 During pre-industrial times a remarkable overall 
equilibrium prevailed, and the net flux in one or the other direction was mostly less than 
1 G t  C y r  -1  . 

Carbon dioxide is more easily dissolved in cold water than in warm water. Before in- 
dustrialization there was therefore a net flux into the sea in polar regions and an outflow 
in the tropics. To maintain an approximate balance there was a net flux from the tropics 
towards the poles in the atmosphere. This is nowadays over-shadowed by the transfers 
induced as a result of emissions from fossil fuel burning primarily at middle latitudes in 
the Northern hemisphere. 

7 1 Gt (gigaton) = 10 9 ton. 
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Terrestrial plants assimilate carbon dioxide from the atmosphere in the process of 
photosynthesis. The gross primary production (GPP) of the terrestrial system (i.e., up- 
take by the terrestrial ecosystems) is estimated to be about 120 Gt C yr -1 . About half 
of this is, however, returned to the atmosphere by nightly respiration. The global net 
primary production (NPP) is therefore about 60 Gt C yr -1 [Bolin et al. (2000)]. The 
residence time for a carbon dioxide molecule in the atmosphere is about four years. 
This is still long in comparison with the mixing time within the troposphere. The car- 
bon dioxide concentration in the troposphere therefore varies spatially by merely five 
to ten ppmv over the globe, except in the boundary layer next to the Earth's surface, 
where the terrestrial systems cause marked variations of the concentration between day 
and night because of photosynthesis in the day and respiration at night. 

Most of the primary terrestrial production is used for growing short-lived products, 
such as leaves, grass, and fine roots. When these die, most of the organic compounds 
decay in less than a year or two. About a quarter of the NPP is transformed into wood 
and is stored within forest ecosystems for decades to centuries before the trees die and 
decay. A small portion of the dead organic matter ends up in the soil as complex com- 
pounds that may remain there for centuries. The amount of carbon stored in the upper 
0.5-1 meter of the soil is about five times larger than the amount present in above 
ground biomass. The carbon dioxide produced by decay is returned to the atmosphere 
(heterotrophic respiration) and an overall approximate carbon balance was in this way 
maintained in natural terrestrial systems. For more detailed analyses, see Walker et al. 
(1999). 

7.3.1.2. Human-induced changes of the carbon cycle The carbon dioxide concentra- 
tion in the atmosphere has increased markedly in the atmosphere during the last about 
200 years, from about 280 ppmv to about 370 ppmv in 2001, i.e., by about 32%. This 
means an increase from about 595 to about 780 Gt C, i.e., by about 185 Gt C. The 
present average annual increase is about 1.6 ppmv (i.e., 3.3 Gt C yr i). 

The atmospheric concentration of carbon dioxide varied already before human emis- 
sions became important. Figure 10 shows the variations during the last 45,000 years, 
obtained from analysis of the carbon dioxide content in air bubbles locked into an- 
cient glacier ice from Greenland and the Antarctic. During the last ice age, the average 
concentration was merely about 200 ppmv, but about 280 ppmv during the preceding 
interglacial period about 120,000 years ago. The reasons for these variations are not 
well understood. The recent human-induced increase is, however, more than 50 times 
more rapid than these natural variations. 

Because of combustion of fossil fuel and changing land use, the partial pressure of 
carbon dioxide in the atmosphere is now very much higher than during earlier times. 
Therefore a net flux of carbon dioxide into the sea and uptake by the terrestrial sys- 
tems has been established. The partitioning between the major carbon reservoirs can 
be deduced rather accurately with the aid of simultaneous measurements of the an- 
nual changes of the atmospheric concentration of carbon dioxide and oxygen. Figure 11 
shows the annual values during the 1990s. For the decade as a whole the carbon dioxide 
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Figure 10. Variations of atmospheric carbon dioxide concentration (ppmv) during the last approximately 
45,000 years. Concentrations were measured directly during the last approximately hundred years and in air 
bubbles preserved in glacier ice in Antarctica and Greenland for earlier time periods. Source: Indermtihle et 

al. (1999). 

concentration increased from 352.0 to 367.2 ppmv, i.e., by 15.2 ppmv, which means 
on average by 3.3 Gt C yr -1 .  s The total emissions during this period amounted to 
6.3 Gt C yr  -1 . 

When fossil fuels are burned we know how much oxygen is consumed, and if  all the 
emissions would stay in the atmosphere we would see changes of  carbon dioxide and 
oxygen concentrations in the atmosphere that would follow the straight line "fossil fuel 
burning". We also know how much oxygen is released when photosynthesis extracts 
carbon dioxide from the atmosphere. Net uptake would change these concentrations as 
shown by the slanting curve in the range denoted "land uptake". On the other hand, 
carbon dioxide uptake by the oceans does not affect the oxygen concentrations. As can 
be seen, there is only one way to reach the observed concentrations in 2000 from the 
lower right end point, which corresponds to all emissions staying in the atmosphere. 

8 1 ppmv carbon dioxide = 2.12 Gt carbon. 
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Figure 11. Changes in atmospheric concentrations of carbon dioxide and oxygen during the 1990s. Units: 
parts per million by volume (ppmv). Sources: Keeling, Piper and Heimann (1996), IPCC (2001a, Chapter 3). 

This yields an ocean uptake of about 1.7 Gt C yr-I and a terrestrial uptake of about 
1.4 Gt C yr -1. 

This rather large net terrestrial uptake is the more noteworthy as there at the same 
time have been net emissions to the atmosphere because of deforestation and changing 
land use, which are estimated to have amounted to 1.7 4- 1.0 Gt C yr -1 during the 1980s 
[Houghton (1999), Houghton et al. (2000)]. If the latter remained about the same during 
the 1990s, 3.1 :t: 1.5 Gt C yr - [  must have been absorbed elsewhere in the terrestrial 
system during that decade. 

A number of different processes might contribute to this important response of the 
terrestrial ecosystems: 
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• An increased rate of photosynthesis because of higher atmospheric concentrations 
of carbon dioxide. 

• Enhanced growth in the terrestrial systems because of deposition of airborne nu- 
trients, particularly fixed nitrogen due as a result of human activities. 

• Improved land use practices, particularly in forestry, resulting in an increasing 
amount of carbon in above ground biomass, e.g., timber, particularly, at middle 
and high latitudes in the Northern Hemisphere. 

• Reduced tillage in agriculture to preserve the pool of organic carbon in soils. 
• Changing climate, although we do not know how an increasing global temperature 

might change the uptake. 
In summary, at present human activities result in total emissions of carbon dioxide 

of about 8.0 Gt C yr -1 . About 40% stays in the atmosphere, 20% goes into the oceans, 
and 40% into the terrestrial ecosystems. 

A crucial question arises: will the terrestrial uptake continue in the future? In a long- 
term perspective there is necessarily a limit to the uptake by vegetation. Because of hu- 
man activities there is a continuing decrease of the area covered by forests on earth. We 
also know from laboratory experiments that the increase of the rate of photosynthesis 
as a result of enhanced carbon dioxide concentrations will gradually decrease and cease 
as atmospheric concentrations approach 500-600 ppmv. Soil respiration increases, as 
does the flux of carbon dioxide to the atmosphere, when climate gets warmer. We need 
to understand these feedback mechanisms better in order to be able to assess how best 
to limit the increase of atmospheric carbon dioxide. 

7.3.1.3. Stabilization of atmospheric carbon dioxide concentrations Total fossil fuel 
resources that can be extracted at reasonable prices are large. Oil and gas resources have 
been estimated to at least 500 Gt C and coal > 3000 Gt C [Nakicenovic et al. (1996)]. 
Total reserves, i.e., identified resources, are well above 1000 Gt C to be compared with 
total emissions so far of about 300 Gt C. Abundant fossil fuel resources, particularly 
of coal, permit an increasing use of fossil fuels for a long time to come, although the 
availability of oil and natural gas will start to decline in the next half-century. 

Emission scenarios that stabilize concentrations at alternative concentration levels 
have been deduced on the basis of our present knowledge of the carbon cycle [1PCC 
(2001a, Technical Summary), Bolin and Kheshgi (2001)]; see Figure 12. For example, 
under the assumption of a modest net uptake by terrestrial ecosystems, to achieve a 
stabilization level of 550 ppmv, annual emissions due to fossil fuel burning must not 
exceed 9-13.5 Gt C yr -1 and must decrease to well below the present level during the 
latter part of the 21st century. In order not to exceed 450 ppmv, emissions must not 
exceed 7-11 Gt C yr -1, and the decline would have to occur more quickly and begin 
within few decades. 

To understand the implications of the very unequal use of fossil fuels amongst the 
countries of the world also requires knowledge about the carbon cycle. Figure 13 shows 
per capita emissions of carbon (as carbon dioxide) in nine regions of the world in 1999, 
as well as the percentage of their respective contributions to the total [Bolin and Kheshgi 
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Figure 12. (a) Stabilization scenarios for carbon dioxide and (b) required restrictions on emissions to achieve 
them. The ranges of permissible emission curves from 1990 forward are shown for different stabilization 
levels, i.e., 450, 550, 650, 750, and 1000 ppmv. Source: IPCC (2001a, Chapter 3 and Technical Summary). 

(2001)]. The average per capita emissions from developed countries, including coun- 
tries in economic transition, was ca 3.1 C ton yr -1 in 1999, from developing countries 
ca 0.6 ton C yr -1 ,  and for the world as a whole ca 1.1 C ton yr - I  . The emission sce- 
narios for stabilization at or below 550 ppmv show that, even if  developed countries 
reduced their emissions by more than 50% during the next half-century and did not 
increase their populations, developing countries would not be able on average to emit  
more than ca 1.3 ton C yr - t  per capita, because of  a l ikely increase of  their populations 
from almost 5 bil l ion to about 8 billion. This is only about 40% of  per capita emissions 
in developed countries at present. Stabilization at 450 ppmv is hardly possible, since it 
would require emission reductions in developed countries by 50-70% within the next 
about 30 years, even if  developing countries did not increase their average per capita 
emission beyond about 0.7 ton C yr - l  . 
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A question is therefore being asked: can the terrestrial sinks be used in order to relax 
these stringent requirements for emission reductions? The most effective measure would 
of course be to introduce sustainable management practices and to reduce the clear- 
cutting of  forests. Forest plantations would of  course enhance storage in the terrestrial 
system but would require that measures to maintain these planted forests were put in 
place. The additional storage would, however, be modest and not provide a long-term 
solution. Reduced use of  fossil fuels, as the primary source for future energy needs, is a 
necessity. 

Other technical options for recovery and storage of  carbon dioxide are conceivable. 
Efforts are being made to use abandoned oil or gas fields for such purposes. There 
are also geological formations that might be used [see, e.g., Parson (1998)]. Technical 
feasibility and costs need further analysis. In any case, it would take decades to build 
the infrastructure that would be required. 

7.3.2. M e t h a n e  

The amount of  methane in the atmosphere represents a balance between the emissions 
from various human sources and decomposition, primarily through reactions with the 
OH-radicle that is formed by the decomposition of  water vapor by UV-radiation. Nat- 
ural emissions of  methane to the atmosphere, about 200 Mt yr - ] ,  had by the end of  last 
century increased to about 550 Mt yr -1. The following human sources contribute about 
one quarter each: (1) the exploitation, transportation, and use of  fossil fuels, (2) the rear- 
ing of  ruminants, (3) the decomposition of  waste and burning of  biomass, and (4) wet 
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rice cultivation. Modest reductions in these emissions can stop the rate of increase of 
methane concentrations. About a ten percent reduction would stabilize the atmospheric 
concentrations at the present level within about a decade. This fast response is due to 
the fact that the lifetime of methane in the atmosphere is short. 

7.3.3. Nitrous oxide 

The nitrous oxide molecule is largely inert and harmless. It is not part of any chem- 
ical reactions in the atmosphere, but it is simply decomposed by UV-radiation in the 
stratosphere. Because of its rather weak absorption lines and slow transfer up to these 
levels its residence time in the atmosphere is about 150 years. It is therefore quite evenly 
distributed over the globe. 

Nitrous oxide is formed primarily in the soils by natural denitrification of nitro- 
gen compounds and is thence emitted into the atmosphere. Some nitrous oxide is also 
formed when burning fossil fuels, primarily in combustion engines. The increasing ni- 
trous oxide concentration during the last century is primarily a result of the increasing 
use of nitrogen fertilizers in agriculture, whereby the total turnover of nitrogen in the 
soil has increased and the rate of denitrification similarly so. This is a slow process, 
however, and so is the leakage of nitrous oxide from the soil back to the atmosphere. 
Nitrogen in the terrestrial ecosystems will therefore probably increase further and so 
therefore will the emissions to the atmosphere for decades to come. 

7.3.4. Other greenhouse gases subject to restricted use 

Hydrofluorocarbons (HFCs), perfluorocarbons (PFCs), and sulfur hexafluoride (SF6) 
are also effective greenhouse gases and have therefore been included in the Kyoto Pro- 
tocol of the Climate Convention for emission reductions. Their concentrations are still 
small but increasing. Most of the HFCs have atmospheric residence times of a few years, 
few more than 50 years, and emission reductions are required to stabilize their concen- 
trations. PFCs and SF6 are very long-lived and may stay in the atmosphere for thousands 
of years. Emissions must be prohibited in order to stabilize their concentrations. They 
are becoming semi-permanent constituents of the atmosphere [see further IPCC (200 la, 
Chapters 4 and 6)]. 

7.4. Has the recent climate change been caused by human activities? 

The average global concentrations of the natural greenhouse gases have increased dur- 
ing the last 200 years: carbon dioxide by 32%, methane by about 150%, nitrous oxide by 
about 16%. Ozone concentrations have increased in the lower parts of the atmosphere 
in and around regions of widespread industrial activity. On the other hand, stratospheric 
ozone has decreased significantly in polar regions, particularly in Antarctica. Aerosol 
concentrations, particularly, sulfur aerosols from the combustion of sulfur rich oil and 
coal (cf. Sections 3.4.3 and 6), have increased and enhanced the reflection of incoming 
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solar radiation and accordingly reduced the warming due to enhanced greenhouse gas 
concentrations. 

Have these well-established changes been the cause of the ongoing climate change? 
Figure 14 summarizes the changes in radiative forcing of the atmosphere that have oc- 
curred during the last about 200 years due to these changes in atmospheric composition, 
as well as the estimated uncertainties in these determinations [see IPCC (2001a, Chap- 
ter 6)]. The estimates are based on well-established radiative transfer models. 

The total enhancement of the greenhouse effect amounts to 2.6 -4- 0.4 Wm -2, includ- 
ing also the net effect of the changes of ozone in the troposphere and the stratosphere. 
A little more than half of this amount is the result of the increase of carbon dioxide. Ex- 
cept for the contribution by ozone, this total change is rather homogeneously distributed 
over the globe, but generally larger at low latitudes than in polar regions. 

The reductions or increases of the radiative fluxes as the result of aerosol emissions 
are also shown in Figure 14, but their values are much more uncertain. Their spatial 
distribution over the Earth's surface is also patchy, because of the short residence times 
of particulate matter. The role of sulfate aerosols is best understood. The globally aver- 
aged reduction in radiative forcing resulting from their presence in cloud-free air (the 
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direct effect) is estimated to be 0.8 =E 0.6 Wm -2, while the indirect effect, which is the 
result of changes in the optical properties of clouds in the presence of aerosols, is poorly 
known. 

The intensity of solar radiation has increased somewhat during the 20th century, 
but this change is small compared to the changes caused by greenhouse gas emissions 
and will probably decline during the present century. Past volcanic eruptions have also 
had an effect if emissions reach the stratosphere, but still only temporarily because the 
aerosols emitted in an eruption disappear within a few years. 

These changes of radiative fluxes can be translated into a change of the global mean 
temperature with the aid of an advanced climate model. Such a model is simply a global 
weather forecasting model that describes the whole environmental system and its dy- 
namical behavior in some detail and also includes considerations of slowly varying 
components such as the oceans and terrestrial ecosystems. First a model run is made 
with fixed atmospheric composition and then with gradually increasing concentrations 
of greenhouse gases and aerosols as observed until now. So far, only the direct effects of 
sulfate aerosols have been included in such models. Water vapor concentrations are not 
prescribed but are determined by the model. The difference between two such experi- 
ments is interpreted as the climate change that might have been caused by the observed 
change of atmospheric composition. 

Model simulations for the last century have been compared to observed changes. The 
following conclusions can be drawn [IPCC (2001 a)]: 

• The warming during the past 100 years is very unlikely 9 to be the result of internal 
natural variability of the climate system. 

• Simulations of the climatic response to natural and anthropogenic forcing have 
yielded clear evidence of a human influence on the climate during the last 35-  
50 years. They also indicate that natural forcing may have contributed significantly 
to the observed warming in the first half of the 20th century. 

• The best agreement between model simulations and observations during the last 
140 years is obtained when the anthropogenic and natural forcing factors are com- 
bined. 

• The sensitivity of the climate system to an imposed change of the radiative forcing 
has been reasonably well established: a doubling of the carbon dioxide concentra- 
tion, or an equivalent change of a mix of greenhouse gases will lead to an average 
global warming of 1.5-4.5°C. The uncertainty of this estimate primarily depends 
on the difficulty in accounting properly for a number of feedback mechanisms that 
are at work. The most important one is the likely increase of the amount of water 
vapor in the atmosphere that will occur if the temperature increases. Without this 
positive feedback the temperature increase resulting from doubling carbon dioxide 

9 The IPCC uses the following terminology: virtually certain (greater than 99% chance that the statement 
is true), very likely (90-99% chance), likely (66-90% chance), medium likelihood (33-66% chance), unlikely 
(10-33% chance), very unlikely (< 10% chance). 
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concentrations would be merely about 1.2°C. Other feedback mechanisms, e.g., 
those resulting from changes in the extension of snow and ice and vegetative cover, 
also play an important role. 

• The inertia of the climate system is considerable. In particular, the warming of 
the surface layers of the oceans takes time because of the slow heat transfer to 
deeper layers. Only about 70-80% of the expected global warming as a result of 
the changing composition of the atmosphere has probably as yet been realized. 

• Global warming will decline only slowly because of the long residence time of key 
greenhouse gases in the atmosphere, while the negative forcing due to aerosols will 
disappear in pace with the reduction of emissions, since their residence time in the 
atmosphere is merely a few weeks. 

7.5. Expected future changes of the global climate 

The IPCC has generated a number of scenarios that describe alternative futures of the 
global society as dependent on changes of the world population, differences between 
developed and developing countries, availability of different means for providing pri- 
mary energy, technical innovation, economic development, land-use change, etc. [IPCC 
(2000a)]. Future emissions of greenhouse gases and aerosols have been projected, and 
this in turn has provided an input for derivation of scenarios of atmospheric composition 
and changes of the global mean temperature (Figure 15). 

It is to be noted that the scenario that shows the least changes has been based on an 
increase of the world population to about 9 billion people by the middle of the 21st 
century and subsequently a decline to merely 7 billion at the end of the century, and 
also an early gradual transition to other sources of primary energy than fossil fuels. 
On the other hand, large changes occur in scenarios with a more rapidly increasing 
world population, rising above 10 billion at the end of the century, and continuing use 
of abundant fossil fuel resources as well as more rapid economic development [IPCC 
(2000a)]. 

The analysis can be summarized as follows [see IPCC (2001, Summary)]: 
• The global mean surface temperature is projected to increase by the end of this 

century by 2.0 to 6.5°C above pre-industrial conditions, if no concerted actions for 
mitigation are taken. 

• It is very likely that nearly all land areas on average will warm more rapidly than 
the globe as a whole, particularly those at northern high latitudes in the cold season. 
Most notable of these are the northern regions of North America and northern and 
central Asia, where the global mean warming may exceed the global mean by more 
than 40%. 

• It is likely that precipitation will increase over northern middle to high latitudes 
and Antarctica, which also implies increased frequency of heavy precipitation and 
flooding. Larger year-to-year variations in precipitation are likely over most areas 
at low latitudes. 
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Figure 15. Global mean surface temperature projections for six IPCC illustrative emission scenarios (SRES) 
and three earlier IPCC scenarios: IS92e (high, ending at 3.9°C), IS92a (medium, ending at 2.5°C), IS92c 
(low, ending at 1.2°C). SRES scenario A2 nearly coincides with the earlier scenario IS92e and thus is not 
drawn as a separate line. The darker shading is the envelope of all 42 SRES scenarios, but only using the 
results fl'om models with average climate sensitivity; the lighter shading includes results for the whole range 
of model sensitivities. The vertical bars to the right show the uncertainty ranges for the indicated scenarios 
under different assumptions about the sensitivity of the climate system to greenhouse gas forcing. Sources: 

earlier scenarios, IPCC (1992), SRES scenarios, IPCC (2000a, Technical Summary). 

• It is very likely that the heat index 1° will increase over land areas. 
• It is likely that global warming will increase the following: 

(i) summer continental drying and associated risk of  drought; 
(ii) tropical cyclone mean and peak wind and precipitation intensities; 

(iii) Asian summer monsoon precipitation variability. 
• Global mean sea level is projected to rise by 10 to 90 cm during the 21st century, 

primarily due to seawater expansion and loss of  mass from glaciers and ice caps. 
• A major climate change is expected to persist for several centuries. 
• I t  is a lso poss ib le  to ob ta in  a r o u g h  idea  a b o u t  e x p e c t e d  reg iona l  c h a n g e s  o f  the  

da i ly  t e m p e r a t u r e  cycle ,  p r obab i l i t y  o f  hea t  waves  or  frosts ,  l ike l iness  o f  pe r iods  

of  excess ive  p rec ip i t a t i on  and  floods,  c h a n g e s  o f  the  l e n g t h  o f  the  g r o w i n g  season,  

s ta t is t ics  for  poss ib l e  o c c u r r e n c e  o f  s to rms  and  gales ,  etc. So far  resul t s  are l imi ted  

[cf. I P C C  (2001a)  and  also I P C C  (1992)] .  

10 Heat index refers to a combination of temperature and humidity that measures effects on human comfort. 
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It should, however, be recalled that the climate system is chaotic in nature and that 
instabilities might exist that are not predictable. Reference is often made to the fact that 
the temperature records from Greenland during the last interglacial period show large 
variations on time scales from decades to centuries, but that this is not a feature of the 
present interglacial. The reason for this difference is not understood. It has also been 
pointed out that the temporary disappearance of the Arctic sea ice in summertime might 
initiate unexpected changes elsewhere. A change of the thermohaline ocean circula- 
tionl 1 which in turn would affect major ocean currents, is another threat about which 
we cannot as yet make trustworthy projections. 

The IPCC conclusions, on which the present summary has been based, are supported 
by a large majority of the scientists active in the field, but there are still some few 
that challenge them. Their objections should not be ignored but rather analyzed further 
[IPCC (2001a)]. There are still uncertainties, but the risk of a substantial change of 
climate is considerable and must be taken seriously. The main issues are now, how 
serious would the impacts of global climate change be, and how urgent is the need to 
take early action [see IPCC (2001b)]? 

A geophysical/geochemical background as sketched here is essential to address these 
issues properly, but the scope of such analyses should be widened: in particular, what 
does the risk of human-induced changes of climate imply for our search for sustainable 
development? It is becoming increasingly clear that a closer integration of our knowl- 
edge about the climate change issue as seen from the perspective of natural sciences 
with the analysis of the socio-economic issues that arise in this context is a necessity. 12 

8. Environmental stresses and sustainability 

The Earth's environmental system is clearly disturbed by our dependence on natural 
resources. The future will be shaped by the interplay of human activities and natural 
processes. The term anthropocene has been coined for this emerging era of a changing 
Earth that now is succeeding the holocene. Sustainable development requires creating 
the conditions that are supportive of a sustained improvement of human well being that 
simultaneously maintains the planet's life support systems and biodiversity. We need to 
unravel the determinants of vulnerability and resilience of the nature-society systems as 
they are shaped by multiple interactions on all time and space scales [Gunderson and 
Holling (2002)]. 

Sustainable development must necessarily take into account cultural and other dif- 
ferences between people and countries. There is not one way to a sustainable society 
but many, amongst which choices will have to be made. These will differ dependent on 

11 Thermohaline circulation is the vertical overturning of the sea as a result of the distribution of temperature 
and salinity. 
12 For an analysis of the economics of climate change, see the Handbook chapter by Charles Kolstad and 
Michael Toman. 
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human values and traditions. In fact, it might even not be desirable to aim for a common 
concept of sustainable development, because it would not recognize the fundamental 
value of a heterogeneous world. The issue should rather be addressed in an inverse way, 
i.e., to try to reach agreement on what should be avoided in order to assure that there 
will be attractive options for sustainable development, even if a more specific defini- 
tion of the concept is not agreed upon [Fisher (2000)]. This is what Schellnhuber et al. 
(1997) call "to avoid degradation syndromes". 

There is a need to recognize fully the non-linear features of the combined socio- 
economic/natural system. As yet our knowledge is limited, but there is much to 
learn from the possible instabilities and chaotic behavior that are associated with the 
geophysical-geochemical interactions that have been the subject of this chapter. 
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Abstract 

From ecosystems we derive food and fiber, fuel and pharmaceuticals. Ecosystems me- 
diate local and regional climates, stabilize soils, purify water, and in general provide 
a nearly endless list of services essential to life as we know it. To understand how 
to manage these services it is essential to understand how ecological communities are 
organized and how to measure the biological diversity they contain. Ecological commu- 
nities are comprised of many species, which are in turn made up of large numbers of 
individuals, each with their own separate ecological and evolutionary agendas. Not all 
species are equal as regards their role in maintaining the functioning of ecosystems or 
their resiliency in the face of stress. This chapter explains how ecosystems evolve and 
function as complex adaptive systems. It examines ecological systems at scales from the 
small to the large, from the individual to the collective to the community, from the leaf 
to the plant to the biosphere (including the global carbon cycle). It reviews theoretical 
and empirical models of ecosystem dynamics, which are highly nonlinear and contain 
the potential for qualitative and irreversible shifts. It considers applications to forests, 
fisheries, grasslands, and freshwater lakes. 

Keywords 

ecosystems, communities, biodiversity, global carbon, evolution 

JEL classification: Q22, Q23, Q25 
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1. Introduction 

Ecosystems are the meeting grounds on which species interact, the integrated networks 
of biotic and abiotic elements through which materials and information flow, and that 
support our continued existence on the planet. From ecosystems we derive food and 
fiber, fuel and pharmaceuticals. Ecosystems mediate local and regional climates, stabi- 
lize soils, purify water and in general provide a nearly endless list of services essential 
to life as we know it [Daily (1997)]. The case for the preservation of ecosystems and 
these services is manifestly clear; the essential challenges are in the details of how to 
do it. 

Ecosystem services come in a tremendous diversity of forms, some realized and many 
potential. This, of course, makes the problem of valuation immensely difficult. We de- 
rive many direct benefits from ecosystems, most obviously things like food, fuel, fiber 
and timber. These are typically part of the economic marketplace, so we have some 
good ideas about how to assess their worth. Furthermore, it is generally estimated that 
about 30 percent of the pharmaceuticals currently available were derived from natural 
sources; what is more difficult to evaluate is the potential for finding new pharmaceuti- 
cals, perhaps from species not yet identified. We use biodiversity further for recreation 
and spiritual enhancement. Travel methods provide a beginning to approximate how hu- 
mans value these services, but do not account for the sense of well-being people derive 
simply from knowing pieces of Nature exist that they will never visit, or the ethical or 
cultural dimensions. 

It is the indirect benefits that make the problem even more difficult. As discussed 
elsewhere in this paper, ecosystems provide pollination services, sustain critical bio- 
geochemical cycles, mediate climate, provide habitat for a vast diversity of species, 
protect against droughts and floods and maintain the quality of our air and water. We 
are just beginning to understand the relationships between biodiversity and ecosystem 
functioning, what aspects of that functioning are most crucial to sustaining our way of 
life, and the degree to which we could substitute (and at what cost) for those services 
were particular natural systems lost. 

The goal of managing and preserving ecosystems is confounded by immense prob- 
lems of scale. For the purpose of this article, ecosystems may refer to landscapes ranging 
from lakes or watersheds to the biosphere. Typically, the boundaries of ecosystems are 
not well delineated, but are defined operationally for the convenience of the investigator 
or manager. Hence, ecosystems are fractal-like entities, with structure and organization 
on multiple nested scales, and that are not sharply distinguished from their neighboring 
ecosystems. 

The problem of scale [Levin (1992)] has a number of implications for management. 
First of all, it introduces problems of externalities. The activities of humans, especially 
regarding the utilization of biodiversity and the discharge of materials into the environ- 
ment, typically are such that costs and benefits are not realized on the same scales. For 
example, extraction of resources from the ocean, or release of effluents into the air or 
water, creates costs for society that are not normally reflected in the ways the market 
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prices things. We live in a global commons [Hardin (1968)], in which there is not ad- 
equate financial or moral incentive for people to behave in the common good. We can 
expect individuals to care about pollution in their own neighborhoods and localities, but 
less so as the scale of impact increases; this mismatch of scales is, indeed, the source of 
many of the environmental problems we face today [Levin (1999)]. 

More generally, ecological communities - the biotic essence of ecosystems - are 
comprised of many species, which are in turn made up of large numbers of individu- 
als, each with their own separate ecological and evolutionary agendas. The dynamics of 
ecosystems emerge from the collective dynamics of huge numbers of individual parts, 
and in turn feed back to influence those parts. To understand how to preserve the ser- 
vices that ecosystems provide it is essential to understand how communities are orga- 
nized, and which are the most relevant ways to measure biodiversity. Not all species are 
equal as regards their role in maintaining functioning of ecosystems, or their resiliency 
in the face of stress. Thus it is essential to develop ways to relate processes at the level 
of individual organisms to the populations of which they are members, and to the com- 
munities and ecosystems in which they reside. We must learn to scale from the small 
to the large, from the individual to the collective to the community, from the leaf to the 
plant to the biosphere. We need, in effect, to build a statistical mechanics of ecological 
communities, founded upon a combination of observation, controlled experimentation 
and simulation, and mathematical theory. 

The problems we face will be familiar to economists, who well recognize the need 
to integrate micro- and macro-perspectives, and to relate the dynamics of societies to 
the way individuals make decisions. They will also recognize the context dependence of 
decision making, and that in consequence the dynamics of systems are highly nonlinear, 
hence constrained by the accidents of history. It is these issues, and how to deal with 
them, that will form the core of this paper. 

2. The nature of  communities  and ecosystems 

Ecological communities are not entities constructed de novo, by a developmental 
process akin to the ontogeny of an individual organism. They have not been shaped 
through natural selection for their macroscopic properties, as have been organisms, be- 
cause they are not reproduced as units that faithfully replicate genetic material. Rather, 
they are complex adaptive systems [Levin (1998)], whose collective properties emerge 
from interactions and a process of selection operating at myriad levels of organization 
below the whole system. This is why concepts of system health, as applied to ecosys- 
tems, can be so misleading. Ecosystems are loosely defined assemblages of interacting 
elements, exhibiting structure and functioning at almost every scale of organization, and 
interchanging genetic material so freely with other ecosystems that they cannot repre- 
sent evolutionary units. Ecosystems do evolve, in concert with processes of succession, 
immigration and emigration; and certainly ecosystems provide the context for broad 
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evolutionary responses to environment. But that evolution is more the result of the evo- 
lution of their component species, weakly interacting across multiple scales of space 
and time, rather than the evolution of coherent entities in the classical Darwinian sense. 

Though this view is widely accepted among ecologists, and certainly among evolu- 
tionists, that has not always been the case. In the early part of the Twentieth Century, two 
views of ecological communities defined the poles of a spectrum of perspectives. Henry 
Gleason argued that species were individualistically distributed along environmental 
gradients (such as altitude), thereby defining communities that intergraded continuously 
with one another, without clear boundaries demarcating where one community ended 
and another began. In contrast, however, the great synecologist Frederick Clements 
viewed communities as superorganisms, comprised of species that occurred together, 
and which hence formed evolutionary units. The view was not so different from that 
familiar today among Gaia theorists, who derive inspiration from Hutton's eighteenth 
century characterization of the Earth as a superorganism, "whose proper study is by 
physiology" [HuRon (1788)]. 

Though Clements's perspective was the dominant one for a time, today we know 
that the truth is much closer to that of Gleason. The proof came largely from detailed 
studies of the distributions of species along gradients, and sophisticated mathematical 
analyses [Curtis (1956), Whittaker (1975)]. Species are, to a first approximation, indi- 
vidualistically distributed along gradients, in accordance with the conceptualization of 
Gleason. That is not to say that coevolution of species does not occur. Certainly host- 
parasite pairs provide the kind of close associations that tie together the evolutionary 
fates of species, and so too do mutualistic pairs such as lichens and plant-mycorrhizal 
associations. But these examples are for the most part restricted to pairs of species, 
in which interactions are tight [Ehrlich and Raven (1964)]; it is hard to cite convinc- 
ing examples of strong coevolution involving three or more species. Indeed, it is clear 
that coevolutionary forces also operate to shape the dynamics of much larger assem- 
blages, for example, plants and their herbivores. Plants develop defensive chemicals to 
repel herbivory, and herbivores in turn develop detoxification mechanisms to overcome 
these defenses. But these interactions are typically highly generalized, involving what 
is termed "diffuse coevolution", in which evolutionary changes in one species of plant 
or herbivore have only weak influence over other particular species [Ehrlich and Raven 
(1964), Futuyma and Slatkin (1983)]. The human immune system is a parallel example, 
involving a diffuse (and adaptive) response to a suite of potential enemies, rather than a 
focused response to a particular one. 

Despite the demise of the superorganism concept, Clements's influence remains jus- 
tifiably strong in our understanding of the dynamics of ecological communities. It was 
Clements (1916), and Shelford (191 la, 191 lb), who helped shape our understanding of 
succession (Section 5), the description of how communities become formed over eco- 
logical time, and the notion of the "climax community", the endpoint of the successional 
progression. Clements made clear how the nature of the regional climax community de- 
pended upon local climatic factors, in particular temperature and moisture regimes, in 
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addition to other factors such as soil characteristics and fire history. In the next section 
we turn to the patterns that emerge in the distribution of vegetation types. 

3. Terrestrial ecosystem patterns 

Climate and vegetation: Laminar f low in a turbulent ecological matrix 

Although many aspects of ecosystems vary unpredictably in space and time, a few of 
the most important are orderly and predictable everywhere on the globe, indicating uni- 
versally applicable regulation and relatively simple underlying causes. For example, it 
is possible to glance at the vegetation anywhere on the earth and deduce details about 
the climate, the amount of solar energy captured each year by plants, and the amount of 
water transpired by vegetation from the soil into the atmosphere (evaporation controlled 
by plants is labeled transpiration). This section describes some of the most important 
such patterns in terrestrial systems and outlines the emerging mechanistic understand- 
ing of their causes. Although three-quarters of the earth is covered by water, humans 
live on land; hence there has been much more work on fine tuning our understanding 
of terrestrial vegetation while taking a broader brush approach to the marine. Still, es- 
pecially when considering the global biogeochemical cycles, and in particular the flux 
of carbon, it is vital to consider the role of the oceans. We shall return to this theme in 
later sections. 

Climate and biomes 

At the largest scales, vegetation is grouped into classes called biomes. These include: 
1. Tundra - treeless regions underlain by permafrost. 
2. Taiga - a mixture of arctic shrubs and short (< 10 m) needle-leaf trees. 
3. Boreal forest - cold-adapted conifer forest with early successional broad-leaf 

trees such as birches (Betula) and aspens (Populus). 
4. Temperate deciduous forest - dominated by broad-leaf trees that lose leaves in 

winter. 
5. Temperate rain forest - dominated by immense needle-leaf trees like those in 

Northwest North America. 
6. Grassland - dominated by perennial grasses and usually with periodic fires. 
7. Shrub-steppe - dominated by drought-adapted shrubs. 
8. Savanna - grassland with intermingled small trees. 
9. Tropical deciduous forest - broad-leaf trees that lose leaves in the dry season(s). 

10. Tropical evergreen rain forest. 
11. Desert. 
The global distribution of these biomes shows remarkable association with climate. 

Figure 1 plots annual average rainfall on one axis and annual mean temperature on the 



Ch. 2." Ecosystem Dynamics 67 

E 
v 
t -  
O 

t 3 .  

O.. 

r -  
e-  

131 

45O 

400 

350 

3OO 

250 

2OO 

150 

100 

50 

0 

-15 -10 -5 0 5 10 15 20 25 30 

Average annual temperature (°C) 

Figure 1. Vegetation type is determined by average annual temperature and precipitation. Redrawn from 
Gould and Keeton (1996, page 1183). 

other [from Whittaker (1975)]. The envelope in the diagram is triangular because there 
are no cold regions of the earth with very wet climates (cold air cannot hold as much 
water as warm air). Note that the biomes separate neatly into regions of different cli- 
mate, and that biomes dominated by plants with similar size are arranged in diagonal 
bands, with the largest plants at the top and the smallest at the bottom. The significance 
of the diagonal banding probably relates to water availability in the soil. Soil moisture 
depends on the mix of loss due to evapotranspiration (evaporation from the soil and 
transpiration by plants) and gains due to precipitation. Thus, one could hold soil mois- 
ture constant by increasing rainfall and evapotranspiration simultaneously. Because the 
latter increases with temperature, diagonal bands in the figure correspond roughly to 
equally available soil water. Figure 1 is one of many similar schemes relating vege- 
tation structure to climate, which show the over-riding importance of water availabil- 
ity at the largest scales [MacArthur and Connell (1966), Holdridge (1967), Whittaker 
(1975)1. 



68 S.A. Levin and S. IE Pacala 

Primary production and climate 

Virtually all energy used by living organisms is solar energy captured by green plants 
and used to make carbon-carbon bonds in organic molecules during photosynthesis. 
The carbon for these chemical bonds usually is taken either directly or indirectly from 
carbon dioxide. The reverse process, called respiration, provides energy by breaking the 
bonds and reconverting organic carbon back to carbon dioxide. The amount of energy 
per unit time that green plants have left from photosynthesis after deduction of the 
respiration required for maintenance metabolism is called net primary production or 
NPP. NPP is an important quantity because it is the rate at which energy is provided 
to an ecosystem. NPP is usually reported in units of carbon mass per year, with the 
understanding that it actually refers to the bond energy in the mass. 

The global NPP is approximately 70-90 billion metric tons of carbon per year [Whit- 
taker and Likens (1973), Field et al. (1998)]. Two thirds of this is produced on land, and 
the remaining one-third is in the oceans [Whittaker and Likens (1973), Bunt (1975), 
Field et al. (1998)]. Oceanic NPP is restricted to the surface because light necessary 
for photosynthesis attenuates quickly with depth. Even in clear water, photosynthe- 
sis provides a surplus over maintenance respiration only within the top 100 meters. 
Oceanic NPP is also strongly limited by nutrients because of a phenomenon known 
as the biological pump. The microscopic plants that dominate oceanic photosynthesis 
(phytoplankton) have very short lifetimes, primarily because the majority are killed by 
predators. To grow, phytoplankton must absorb from the surrounding water the car- 
bon, nitrogen, phosphorus and other materials necessary to produce living tissue. When 
phytoplankton die, they sink, and so these materials are perpetually moved from the 
surface to the bottom. This creates a gradient, with the nutrients in short supply at the 
surface and abundant at depth. By separating the sunlight from the nutrients, the bio- 
logical pump strongly limits oceanic NPP. Open ocean areas are only as productive as 
terrestrial deserts (e.g., < 100 g carbon per m 2 per year) [Whittaker and Likens (1973), 
Bunt (1975), Field et al. (1998)]. The abundant fish that support commercial fisheries 
are concentrated along continental margins, because the shallow water there brings nu- 
trients close to available sunlight and allows high NPR 

Like the distribution of biomes, terrestrial NPP is strongly determined by climate. 
Figure 2 shows the "so-called" MIAMI model of Lieth, Boy and Wolover [Whittaker 
and Likens (1973)] that relates terrestrial NPP to mean annual temperature and rainfall. 
The NPP predicted by the model is the minimum of the values given by the two regres- 
sion functions. NPP averages 1000 g C m -2 y-1 in warm wet tropical forests, one-third 
to two-thirds this value in temperate forests, one-third or less in boreal forests, one-tenth 
to one-third in grasslands, and less than one-tenth in tundra and deserts. 

Like oceanic ecosystems, terrestrial areas may also be limited by nutrients - this is, 
after all, the reason for the use of chemical fertilizers in agricultural systems - but the 
significance of nutrient limitation is diminished in terrestrial systems by the absence of a 
mechanism like the biological pump. In general, nitrogen is the most important limiting 
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nutrient in temperate terrestrial ecosystems, while phosphorus is most important in the 
tropics [Schlesinger (1997)]. 

Eventually, all of the organic carbon produced as NPP is respired by animals and 
microorganisms; but over time scales of decades to centuries, most ecosystems accu- 
mulate C, in a long transient phase. In terrestrial systems, a small fraction (<10%) 
is consumed by herbivores and so respiration by decomposers largely balances NPP 
[Elton (1927), Whittaker and Likens (1973), McNaughton et al. (1989)]. When NPP 
is greater than total respiration by animals and microorganisms, carbon accumulates 
in the ecosystem. Although this cannot occur indefinitely, there is substantial evidence 
that NPP currently exceeds respiration by 2 billion tons of carbon annually in terrestrial 
ecosystems in the northern hemisphere [Tans, Fung and Takahashi (1990), Battle et al. 
(2000), Bousquet et al. (2000), Pacala et al. (2001)]. 

Models o f  ecosystem physiology 

During the past decade, mechanistic models have been developed that predict patterns 
like those described above. These models work to large extent because the biochemistry 
of photosynthesis is conserved everywhere. Most are based on the work of Farquhar 
and Sharkey (1982) [see also Collatz et al. (1991, 1992), Foley et al. (1996)], who de- 
veloped models of photosynthesis and leaf respiration that are predictive and consistent 
with the known biochemistry, and yet remain algebraically simple. The model for the 
most common form of photosynthesis predicts the instantaneous rate of photosynthesis 
minus leaf respiration (AN) as a function of absorbed photosynthetically active radia- 
tion (Qsol), leaf temperature (TL), and the concentration of CO2 within the air spaces 
inside the leaf (Ci). The functional form for AN describes the two primary steps in 
photosynthesis: light capture by chlorophyll and the use of this energy to fix CO2 with 
the enzyme rubisco (ribulose bisphosphate carboxylase) [Farquhar and Sharkey (1982), 
Collatz et al. (1991, 1992), Foley et al. (1996)]. 

For simplicity, let us assume that TL is equal to air temperature. Carbon dioxide 
moves between the atmosphere and the inside of the leaf through small valves called 
stomates. If we assume that the leaf is roughly in equilibrium, the rate of CO2 move- 
ment into the leaf must balance the rate of consumption of carbon dioxide by the 
leaf, and the dynamics can be captured in a simple diffusion model. The rate of con- 
sumption is simply AN because CO2 is consumed to make the organic carbon. Thus 
AN ----- (gs/1.6) (CA -- Ci), where the stomatal conductance, gs, determines how open the 
stomates are and CA is the concentration of CO2 in air (now approximately 350 ppm). 
Values of stomatal conductance are usually defined for water vapor; the factor of 1.6 
simply converts these into values for CO2. 

To complete the model we require an equation for gs that captures the regulation 
of stomatal opening and closure. Stornates control both the rate of CO2 gain and the 
rate of water loss by transpiration (water vapor escapes almost entirely by diffusing 
through open stomates). The algorithm that controls stomatal openness balances the 
costs of water loss against the benefits of carbon gain and the regulatory mechanisms, 
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and is still the subject of active research [Farquhar and Sharkey (1982), Collatz et al. 

(1991, 1992), Leuning (1995), Grace (1997)]. Nonetheless, over 15 years ago Ball, 
Woodrow and Berry (1986) produced a simple phenomenological model that has stood 
the test of time. This model gives gs as a linear (affine) function of AN, with slope 
an increasing function of atmospheric humidity (H)  and a decreasing function of leaf 
temperature: gs = m (H, TL)AN + b. In total, we now have three equations (equations for 
net photosynthesis, CO2 diffusion and stomatal conductance) and three unknowns (AN, 
Ci, and gs), with three environmental inputs (TA, Qsol, and H;  assuming TL = TA). 

The rate of net photosynthesis in these models is in units of mass of CO2 per unit 
leaf area per unit time. To use the models to predict ecosystem-wide NPR one also 
needs to know the number of leaf layers and how light attenuates from the top layer 
down. The number and temporal dynamics of leaf layers can be obtained from satellite 
measurements, which are available for the entire globe [Potter et al. (1993), Field et al. 
(1998)]. Alternatively, one can predict these quantities with a marginally more com- 
plicated model [VEMAP and Members (1995), Field et al. (1998)]. Light attenuation 
through the canopy is simply exponential; this is known as Beer's Law. 

Thus, if one knows air temperature, humidity, solar radiation and leaf layers present 
throughout the year, then one can sum the NPP predicted by our simple model through- 
out the year for each layer, and compute an annual ecosystem NPP with considerable 
accuracy [Bonan (1995), Foley et al. (1996), Haxeltine and Prentice (1996), Friend et al. 
(1997)]. In addition, because water vapor escapes from leaves through the stomates, the 
rate of evaporative water loss (E) can be computed from simple one-dimensional diffu- 
sion as: E ---- gs (HL(TL) - H) ,  where HL(TL) is the humidity of the saturated air inside 
the leaf, which in turn depends only on leaf temperature [Aber and Melillo (1982), 
Leuning (1995)]. This model predicts water loss as accurately as the NPP model pre- 
dicts carbon gain. 

One must exert caution, however. Using aggregated (big leaf) models to describe 
vegetation effectively ignores competitive interactions within the vegetation. Over time 
scales of a few decades, this can lead to substantial errors [Bolker et al. (1995), Walker, 
Kinzig and Langridge (1999)]. 

The current crop of global ecosystem models used to predict climate, weather and 
the response of the Earth system to human impacts are generally underpinned by close 
relatives, the ecophysiological models described above [Sellers et al. (1986), Potter 
et al. (1993), VEMAP and Members (1995), Foley et al. (1996), Haxeltine and Pren- 
tice (1996), Haxeltine, Prentice and Creswell (1996), Friend et al. (1997), Potter et al. 
(1998), Moorcroft, Hurtt and Pacala (2001)]. By coupling an ecophysiological model 
to a model of below-ground decomposition, nitrogen cycling and soil moisture, and a 
knowledge of the way in which plants compete and allocate carbon, these models in- 
creasingly capture the causes of predictable large-scale patterns, like those in Figures 1 
and 2. 
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4. Ecosystem assembly 

The climax community discussed earlier describes a steady state mosaic achieved only 
after a long progression of states in the development of a conununity, and involving not 
a single homogeneous state but a patchwork of successional stages. The actual assembly 
process of a community involves some clearly distinguishable stages, each characterized 
by a characteristic set of species. Volcanic eruptions, massive blowdowns and ocean 
upwellings all disrupt the progression towards a maintenance of equilibrium, conferring 
added importance to transient phenomena. 

Succession 

In 1883, the Pacific island of Krakatoa (Krakatau) blew up, after a series of volcanic 
eruptions of lesser magnitude. Following the 1883 eruption, what remained of the is- 
land was covered with ash and pumice, wiping out whatever biotic life there was. What 
ensued was a long period of recolonization of the island, a process called primary 
succession. Mosses and lichens arrived early, followed by flowering plants and other 
more complex species. Such successional development follows well established patterns 
wherever it occurs; other recent examples are the colonization of the island of Surtsey, 
which formed off Iceland as a result of volcanic eruptions there, and the post-eruption 
recolonization of mountains such as Mt. St. Helens, in the State of Washington. 

Volcanic eruptions are particularly dramatic disturbances of ecosystems, and oc- 
cur relatively infrequently. More common are disturbances, such as those caused by 
treefalls, windthrows, lumbering, or even fire, which remove the dominant plants, but 
leave the basic physical characteristics of the substrate unchanged. Following such 
events, a successional process takes place similar to primary succession, but with a 
head start. This sequence, called secondary succession, is a ubiquitous feature of most 
forests, due to the frequent patterns of disturbance caused by the deaths of individual 
trees, and broader forms of disruption. Furthermore, analogous successional patterns are 
to found among grassland plants, intertidal algae and invertebrates, and marine plank- 
ton [Reynolds (1997, 2000)]. Indeed, localized disturbance followed by some form of 
succession is a common feature of almost any ecosystem. 

Why is succession important to us in thinking about economic valuation, and about 
the sustainability of ecosystem services? Succession is a form of sharing of resources, 
in which some species are opportunistic (exploiting new but short-lived opportunities), 
while others appear later but enjoy competitive dominance over the early colonists. In 
between, there is a virtual continuum of types, along an axis of increasing competi- 
tive ability and decreasing colonization ability. It is not hard to think of parallels in 
the economic marketplace. The proliferation of roles within the successional hierarchy 
becomes reinforced, over broader spatial and longer temporal scales, through evolution- 
ary diversification; and it is in that diversification that the system's resiliency is encoded. 
Recognition of this has led to more enlightened fire management strategies, in which 



Ch. 2." Ecosystem Dynamics 73 

small, controlled burns are recognized as being vital for the local renewal of the sub- 
strate, and for the maintenance of overall system resiliency. 

Spatial scale and biodiversity 

The importance of localized disturbance, and the patterns of recovery that ensue, make 
clear that our understanding of the dynamics of any ecosystem will depend on the scale 
at which we study it. On small scales, ecosystems are open, highly variable systems, 
exhibiting dynamical patterns that are predictable only in a statistical sense. As the scale 
enlarges, the system becomes relatively more closed, more heterogeneous, and more 
predictable. Not surprisingly, measures of diversity- in particular, the number of species 
observed - increase with spatial scale. The classical models reflect self-similarity, in 
which the number of species increases as a power of the area, although recent analyses 
[Harte, Kinzig and Green (1999), Condit et al. (2000), Plotkin et al. (2000), Plotkin and 
Levin (2001)] call this relationship into question, at least for some systems. Theoretical 
analyses [Durrett and Levin (1996), Hubbell (2001)] also support the notion that the 
power law relation cannot hold over all scales. 

What accounts for the observed relationships between number of species and area? 
Such questions led Robert MacArthur and Edward Wilson, in the 1960s, to turn their 
attention to islands in the ocean, and to examine the processes controlling species abun- 
dances there. MacArthur and Wilson (1967) argued that the species assemblages on 
islands reflects a balance between processes of colonization and extinction (Figure 3), 
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Figure 3. Immigration and extinction rates depend on the number of species on an island, the size of the 
island, and the distance from the mainland [after MacArthur and Wilson (1967)]. 
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just as species diversity over broader and longer scales reflects a balance between speci- 
ation and extinction. They reasoned that the biota of islands would be constantly in flux, 
as new species arrived at islands, and as others went extinct. Colonization rates should 
depend primarily upon how far an island was from a mainland source (though island 
size can also play a role), whereas extinction rates depend primarily upon island size 
(and the number of species on the island). Based on these generalizations, they formu- 
lated an "equilibrium theory of island biogeography", as described in their influential 
1967 book. In the equilibrium theory, the transient events of colonization dynamics 
are ignored, and the focus is restricted to the asymptotic equilibrium number of species. 
Quantitative aspects of the theory were then tested by Daniel Simberloff, who fumigated 
mangrove islands and studied their recolonization by various insect species [Simberloff 
and Wilson (1969)]. Subsequently, the theory has been tested and applied in a number 
of other settings, most notably in providing a theoretical basis for conservation practice 
[but see Simberloff and Abele (1976)]. 

Islands in the ocean provide a relatively simple system for formulating and testing 
theory, and it was natural that MacArthur and Wilson started there. Their own interests, 
however, extended much beyond such systems, especially to include islands of habitat 
in terrestrial environments; and it is the applicability of the theory to such situations 
that accounts for the great influence and popularity it has enjoyed. Natural landscapes 
are patchworks of habitats of differing characteristics, and the activities of humans have 
exacerbated patterns of fragmentation through land-clearing for agriculture, housing 
and other activities. What formerly were vast virgin stands of forest, for example, have 
been replaced by patchworks of suitable habitat for particular species, and reduced 
species diversity. Each patch of suitable habitat is, in a very real sense, an island in 
a sea of unsuitable habitat; species persist as metapopulations [Levins (1969), Gilpin 
and Hanski (1991)], organized into small local populations that interact only occasion- 
ally with other local populations. To some extent, this is the natural state of affairs; but 
human activities clearly have changed the nature of the island landscape. Such a per- 
spective has informed conservation strategies, for example for the spotted owl in the 
old-growth forests of the Northwestern United States; but it can be applied more gen- 
erally to ensembles of species that occupy these terrestrial archipelagoes. It can also be 
overused [Simberloff and Abele (1976)]. 

As we have seen earlier, the equilibrium theory of island biogeography is inadequate 
for capturing the dynamics of many ecosystems, most notably temperate and tropical 
forests. In these, recurrent disturbances are too frequent to allow the neglect of tran- 
sients. Small islands form through the deaths of individual trees, larger islands through 
windthrows, and still larger islands through forest fires. Each source of disturbance 
leaves its own signature on the local environment, and each creates a spectrum of oppor- 
tunities for those species adapted to the various stages of secondary succession. Local 
unpredictability hence becomes, globally, the most predictable aspect of these systems, 
and this is reflected in ecological dynamics, as well as in evolutionary scenarios [Levin 
and Paine (1974)]. Local disturbance, hence, becomes the key mechanism maintaining 
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diversity, and maintaining system resilience [Paine and Vadas (1969), Connell (1971), 
Levin and Paine (1974)]. 

Given such a dynamic, it became essential to expand the theory of island biogeog- 
raphy to address non-equilibrium situations. Levin and Paine did this for the intertidal 
regions, complementing transient models of the dynamics of island biota with dynamic 
models of island creation and generation, operating over longer time scales and broader 
spatial scales. Since their paper, and with the advent of high-speed computation, these 
models have been joined by spatially explicit descriptions of ecosystems, built either 
on interacting particle models (stochastic cellular automata), coupled map lattices or 
individual-based models that track every individual. Remarkably, one of the great suc- 
cesses of the modem theory [Hurtt et al. (1998), Moorcroft, Hurtt and Pacala (2001)] 
has been to show that detailed forest simulation models can be collapsed into the Levin- 
Paine framework, providing more robust prediction than could be achieved in other 
ways. 

Forest simulation models 

Forest simulation models are an essential complement to the understanding of what 
maintains diversity, and for management purposes. Because the basic information about 
climate effects, for example, is manifest at the level of the individual, that is the natural 
place to begin for modeling. Ultimately, one needs more robust models however, in 
which macroscopic descriptions are derived from microscopic rules through judicious 
aggregation. We treat both here. One particularly successful kind of individual-based 
models is the forest "gap" model developed originally by Botkin, Janak and Wallis 
(1972) nearly thirty years ago. A forest gap model is a stochastic process that predicts 
the birth, dispersal, growth, reproduction and death of every individual plant throughout 
its life [see Shugart (1984)]. The plants are usually located in a lattice of tree-sized cells, 
but space may also be continuous [i.e., Pacala and Deutschman (1996)]. The individ- 
ual plants compete with one another by shading and by depleting local soil water and 
nutrients. Modem versions increasingly rely on ecophysiological formulations, such as 
those in Section 3, to predict individual growth and resource uptake [Friend et al. (1997), 
Moorcroft, Hurtt and Pacala (2001)]. 

Forest gap models have a demonstrated capacity to reproduce observed ecological 
succession, how tree species composition varies in response to past changes in climate 
and across current spatial gradients in soils and topography, and how forests recover 
from management and harvesting [Shugart (1984), Pacala and Deutschman (1996), 
Friend et al. (1997)]. They are widely used to manage timber and public lands. For- 
est gap models are successful largely because the scale at which they are formulated is 
appropriate both to represent the critical processes and to gather the data necessary to 
measure their components in the field. In particular, the explicit inclusion of tree-sized 
spatial areas is critical, because regeneration of the forest canopy requires the occur- 
rence of canopy gaps [Pacala and Deutschman (1996)]. 
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However, the benefits of the individual-based formulation are balanced by the lim- 
ited spatial area that can be modeled because of the need to simulate each and every 
individual. One cannot predict the biosphere by simulating every plant on Earth. For 
this reason, considerable effort has been expended to discover macroscopic equations 
that govern a large ensemble of linked tree-sized areas. These would be analogous to 
physical models that predict the macroscopic behavior of a fluid from the underlying 
stochastic rules of molecular motion. Formally, the necessary equations would describe 
the region-specific first moments of the stochastic individual-based model. 

In the past five years, a number of efforts have successfully scaled-up individual- 
based models, describing interactions ranging from host-parasite interactions, to evo- 
lutionary games and plant competition [Durrett and Levin (1994a, 1994b), Durrett 
and Neuhauser (1994), Rand, Keeling and Wilson (1995), Keeling, Rand and Morris 
(1997), Neuhauser and Pacala (1999), Bolker, Pacala and Levin (2000)]. Most of these 
rely on so-called second-order (first two moments) closure schemes [Levin and Pacala 
(1997)]. Recently, as discussed earlier, however, [Hurtt et al. (1998), Moorcroft, Hurtt 
and Pacala (2001)] have shown how to collapse the full equations into a set of biogeo- 
graphic equations of the form of the Levin and Paine (1974) model; this simplification 
provides a close approximation to the first moment of forest gap models. This formu- 
lation overcomes the spatial limitations of gap models; Moorcroft, Hurtt and Pacala 
(2001) use it successfully to model the entire Amazon basin and the rest of the Neotrop- 
ics. 

5. Ecosystems as self-organizing systems 

Ecosystems are prototypical examples of self-organizing systems, assembled from parts 
that are molded by evolution over broader spatial scales and longer temporal scales. As 
such, the process of self-assembly is governed in part by chance events of colonization 
and seasonality, which influence a nonlinear dynamic in ways that can lead to multi- 
ple endpoints. When a gap forms in a forest, the trees that will first recolonize these 
islands of opportunity are those that happen to be waiting in the understory, or those 
whose seeds become established first. At broad enough scales relative to the scale of 
disturbance, the system will maintain its essential character as a spatial-temporal mo- 
saic. But at small scales, or if disturbance is an event (such as volcanic eruption) that 
affects large areas, the forest could be shifted into one with a very different appearance. 

In the face of small, localized disturbances, the source of new seeds to populate gaps 
is a fairly predictable one; and indeed, the whole successional dynamic of the forest 
often can be well-described as a crazy-quilt made up of patches that change states prob- 
abilistically, according to simple Markovian rules [Horn (1976)]. In the face of large- 
scale disturbances, however, nonlinear models are essential, and include the possibilities 
of complex dynamics and multiple stable states. 
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Population dynamics 

The simplest nonlinear model of population growth, now well-studied within the context 
of chaos theory, is the one-dimensional map 

x(t q- 1) = f (x( t ) ) ,  (1) 

in which x (t) is the population size at time t, and f is some functional form such as the 
logistic, 

f ( z ) = z + r z ( 1 - K ) .  (2) 

Models of this sort allow the projection of population size forward, and have proved es- 
pecially useful in the management of fisheries, where the logistic form is often replaced 
either by the Beverton-Holt relation 

Krz  
f ( z )  -- - -  (3) 

K + r z  

or the Ricker equation 

f ( z )  = rz exp ( -b (z  - K)).  (4) 

Beverton, Holt and Ricker were three of the main figures in building a quantitative 
theory of fisheries management [Ricker (1954), Beverton and Holt (1957)]. Ricker's 
1954 paper was a classic, in which he explored the complicated periodic, quasiperiodic 
and chaotic dynamics that some fisheries models could produce. May (1974) put these 
sorts of observations into a theory of complex dynamics, providing a link to similar 
investigations in other branches of science [Lorenz (1963, 1964)]. The key result, as 
developed by May, is that as the parameter r (the so-called intrinsic rate of increase of 
the population) is increased in (4) or (6), the dynamics of the system (3) will transition 
from a stable equilibrium (at K) to a cycle of length 2 generations, and from there 
through a characteristic sequence of bifurcations to cycles of powers of 2. Finally, for 
sufficiently high values of r, a region is entered in which cycles have no fixed period, 
but exhibit chaotic dynamics, with great sensitivity to initial conditions. 

These simple models provide only a starting point for investigation. They can be and 
have been extended in a number of directions, to include for example aspects of the 
structure of the population, the variation in the external environment and interactions 
with other species. Not surprisingly, the potential for complex events goes up rapidly 
as the dimensionality of the system expands. Most populations, including of course 
fish populations, are not composed of individuals all of the same age or size, and de- 
mographic extensions of standard models are needed. Levin and Goodyear (1980), for 
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example, explore age-structured versions of (1), and show that the already fascinating 
story told by Ricker and May becomes even more interesting, as the interaction of com- 
peting periods produces quasiperiodic dynamics, more regular than the chaotic patterns 
but without a single dominant period. Models of multispecies communities similarly 
increase the potential for complex dynamics. Although continuous-time versions of (1) 
do not show chaotic dynamics, it is easy to generate such dynamics in continuous-time 
multi-species systems of 3 species or more. 

There is a long history of investigation of models of interacting species, of the general 
form 

dxi 
- -  F(xl, X2 . . . .  ) ,  i = 1, 2 . . . . .  n ,  ( 5 )  

dt 

where xi is the density of species i. These models differ from those already discussed in 
that time is continuous, rather than discrete; but complicated dynamics can still result. 
Chaos can only appear for n ~> 3, but periodic dynamics are quite easily obtained for 
n ~ 2 .  

The earliest such models in ecology were put forward by the great mathematician, 
Vito Volten'a (1926), and by Alfred Lotka (1925). Volten'a was attracted to these prob- 
lems at the behest of his son-in-law, the fisheries biologist Umberto d'Ancona, who was 
interested in the fluctuations of the Adriatic fisheries. Volterra's equations of predator 
and prey exhibited a natural oscillatory tendency, and more elaborate versions of these 
models indeed exhibit stable limit cycle behavior. For species in competition, multiple 
stable states could emerge. More complicated models of the dynamics of trophic net- 
works of species, in which there are multiple chains of interaction among species of all 
persuasions, can exhibit any dynamical behavior imaginable. 

System "flips" 

The potential for multiple stable states and path dependence is a matter of particular 
concern, because of the possibility that anthropogenic or other activities could cause a 
system to flip precipitously from one configuration to another. Ecological and related 
examples abound. For example, the reintroduction of the sea otter into large areas of 
California has the potential to flip the fishery form one dominated by shellfish to one 
dominated by finfish, because of the keystone role of otters in the system [Estes and 
Palmisano (1974), Levin (2000)]; the possible economic consequences of this are obvi- 
ous. Land-use patterns across broad regions of the Middle East, the Sahel and elsewhere 
have changed, and can change, systems from rich and fertile areas to deserts, as the 
loss of vegetation leads to erosion, changes in hydrologic cycles, and permanent alter- 
ations in climate regimes. Walker and his colleagues [Walker, Langridge and McFarlane 
(1997)] have demonstrated, in a series of important papers, the potential for system flips 
in grazing systems. 

At broader scales, there is evidence that major global climatic changes have occurred 
over relatively short periods of time, and that such dramatic changes could occur again 
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in association with qualitative shifts in patterns of circulation [Broecker, Peteet and 
Rind (1985), Manabe and Stouffer (1988)]. Such concerns have directed attention to 
the resiliency of ecological systems [Holling (1986), Levin et al. (1998)], and to their 
ability to sustain the services humans derive from them. They have also emphasized 
the need for precautionary and adaptive approaches for dealing with uncertainty [Arrow 
et al. (2000)]. 

Two cases in point involve the dynamics of grasslands [Walker (1995)] and of tem- 
perate lakes under nutrient inputs [Carpenter and Kitchell (1993), Scheffer (1998), 
Carpenter (2001)]. Such lakes can exist either in eutrophic (nutrient-rich) states or olig- 
otrophic (nutrient-poor) ones, or somewhere in-between. Oligotrophic lakes have high 
water clarity, which disappears under eutrophic conditions, in which high algal levels 
choke the system. 

Under certain conditions, it appears that the transition from oligotrophy to eutrophy 
may be sudden, as a result of the input of phosphorus and other nutrients from agri- 
culture and other human activities. There are dramatic differences in the services to be 
derived from these two situations; eutrophic lakes, besot with algae, are unattractive 
and unsuitable habitats for fish and fishermen. From an economic point of view, the 
differences are essentially those between night and day. 

In the border areas between the United States and Canada, both shallow and stratified 
lakes are naturally limited in phosphorus levels, but have been altered by anthropogenic 
inputs of phosphorus. Carpenter, Ludwig and Brock (1999) assume that the store of 
phosphorous (x) suspended in algae changes according to a simple law of the form 

dx 
- -  = a - b x  + f ( x ) .  (6) 
dt 

Here a denotes loading (phosphorous inputs from the watershed), b is the purification 
rate, and f(x) is internal loading, f(x) is assumed to be "S-shaped". Thus, for low 
phosphorus levels, most additions will be stored in the lakebed; that is, for low stocks 
of phosphorous, additions tend to be stored in the lakebed; as x is increased, there is a 
larger return to the water. 

In the absence of external loading, this system may exist either in a eutrophic state 
(if purification rates are low), or in a clear oligotrophic one (if purification rates are 
high). As loading levels are increased, even in the presence of high purification, the 
system will flip to a eutrophic one. At intermediate loading rates, there are two stable 
states, eutrophy and oligotrophy; which is achieved will depend upon the lake's history. 
Eutrophy is reversible, at economic cost, if loading levels are reduced; indeed, still for 
high purification, reducing loading from intermediate levels and then increasing them 
back to those levels could shift a eutrophic system into the more desirable oligotrophic 
state. At intermediate purification rates (b), even without external loading, the system 
has two stable states - an oligotrophic one and a eutrophic one, since purification may 
not be rapid enough to clear natural loading once it gets above a threshold. Hence, 
if the lake is in its oligotrophic state but loading levels are increased sufficiently, it 
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will flip to the eutrophic state. Once this occurs, even reducing loading levels to zero 
would not restore the eutrophic condition. Although it is possible that the lake could 
be purified by expensive technological intervention, this is hardly a desirable turn of 
events. It furthermore illustrates that some changes might be in effect irreversible. 

The example of lake flips is by way of example only, but illustrates why so much 
recent attention has been directed to the potential for multiple stable states, and for 
issues of resiliency. To explore this further, one needs a clear understanding about the 
connections between system structure and function, especially diversity and resiliency. 
We turn to these issues in the next section. 

6. Biodiversity and ecosystem functioning, and relations to ecosystem services 

Biodiversity and ecosystem functioning 

In the middle of this century Elton (1958) argued that: 

"Ecosystem productivity should increase with biodiversity because a mixture of 
plant species that specialize on exploiting different resources (or the same re- 
sources under different conditions) should outperform any single-species". 

He further argued 

"Tile stability of NPP and other ecosystem-level measures should increase with 
biodiversity because a diverse portfolio is more stable than a narrow one". 

This view that complexity necessarily begets stability was undercut by theoretical stud- 
ies by May (1974), who argued that stability indeed usually decreases with increased 
system complexity, and by simple experiments of two-species competition that usu- 
ally showed higher productivity in monoculture (single species stand) than in mixture 
[Trenbath (1974)]. Care must be exercised in interpretation of such results, however. In- 
deed, more complex systems are less stable in the sense of return to an equilibrium point 
of species abundances; but that very variability can increase the potential for the sys- 
tem to maintain the ecosystem level stability to which Elton referred [see, for example, 
Holling (1973), Levin (1999)]. 

McNaughton (1977) published a contrary view based on experiments in African 
grasslands that involved mixtures of many species. McNaughton's study was not re- 
peated until a recent explosion of activity led by Naeem et al. (1995), Tilman and 
coworkers (1996), and a massive cooperative study in several European counties 
[Kinzig, Pacala and Tilman (2002)]. This body of work overwhelmingly endorses the 
earlier view of Elton. Net primary production increases with biodiversity in the experi- 
ments and asymptotes at approximately 20 plant species, although there are reasons to 
suspect that the asymptote might occur at substantially higher levels of diversity in a 
fluctuating environment [Kinzig, Pacala and Tilman (2002)]. 
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There are two reasons for the positive association between production and diversity. 
In the first year or two, the effect is caused largely by a sampling phenomenon. That 
is, monocultures differ markedly in production because some species are better adapted 
than others to the experimental conditions. Because the best performing species tend 
to dominate multispecies stands and because multispecies stands are likely to contain 
the best performing species, high diversity mixtures tend to perform as well as the best 
monoculture and thus better than the average monoculture. After the first year or two, 
this sampling effect is replaced by a more powerful effect in which the multispecies 
stands substantially outperform even the best performing low diversity stands. The rea- 
son for this result is not yet clear, but the original explanation of specialization by the 
species on different resources is a likely candidate. In addition, recent theoretical stud- 
ies and empirical work by David Tilman (2001) also support the earlier view that the 
stability of production increases with plant diversity, and show that stability asymptotes 
only at very high levels of diversity. 

It is important to understand that stability of production is conferred by high diver- 
sity in part because the individual species abundances are less stable at high diversity 
than at low diversity. This is because high diversity stands tend to be dominated by 
the species that is best adapted to current conditions. But the identity of this species 
changes as conditions change from year to year (i.e., the dominant species tends to be 
drought-adapted in drought years, and wet-adapted species in wet years [Tilman, Wedin 
and Knops (1996)], thereby maintaining high productivity in all years. Thus, there is 
inevitable tension between management for the stability of particular species and man- 
agement for the stability of production. Norberg et al. (2001) have laid the foundations 
for a quantitative theory of diversity/productivity relationships in fluctuating environ- 
ments. 

Measurement of  biodiversity 

The measurement of biological diversity has been a fascination of ecologists ever since 
the subject of ecology began. The most straightforward way to measure diversity is just 
to count the number of species found, but this measure has a number of drawbacks. 
Most important among these is that a simple species count gives no indication of how 
species are distributed within a community. It is intuitive that a community with 10,000 
individuals and 10 species, but in which 99% of the individuals are from a single species, 
is less diverse than one in which the 10 species are more or less equally abundant; and 
indeed, such differences in diversity have fundamental implications for the functioning 
of the system, and for its resiliency. Secondly, simple species counts necessarily ignore 
the differences among species in terms of their importance to ecosystem processes, or 
to the resiliency of the ecological community. 

The first problem has been addressed in a number of ways. One method is to introduce 
as a measure of diversity (or evenness) the probability that two individuals drawn at 
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random from the community are different. This measure, known as Simpson's index, is 
given by 

1 
D -- - -  (7) e/' 

where Pi is the proportion of individuals that belong to species i, and S in the number 
of species. 

Alternatively, other measures have been introduced, with the most common being the 
Shannon-Wiener index, 

S 

H = - E Pi ln Pi 
i=1  

(8) 

derived from information theory [Shannon and Weaver (1949)]. Any single measure of 
diversity is flawed, in that it collapses a multidimensional concept into a single dimen- 
sion, so it is usual to report several diversity measures, and to complement these with 
dominance-diversity curves such as those shown in Figure 4. The horizontal axis refers 
to species, ranked according to their abundance from the most abundant to the least; the 
vertical axis is relative abundance, scaled so that the maximum is unity. 
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Valuing biodiversity 

A basic problem with diversity measures, in addition to those already addressed, is their 
lack of connection to the functional roles of species within an ecosystem. There is a 
growing recognition that biodiversity is important to ecosystem services, and that not 
all aspects of biodiversity are equally important. Naive measures of biodiversity treat 
friend and foe alike, according equal merit to pollinator species and pests, for example. 
It is well-appreciated that some species (such as the otters already mentioned) are key- 
stones in ecosystems, and that their removal would engender profound consequences 
for the persistence of the functioning of those systems; whereas other species, like the 
chestnut in the forests of the northeastern United States, can disappear without notice- 
able effect. Some efforts have been made to take this into account [Weitzman (1992)], 
e.g., by weighting species according to their perceived importance. But any such ef- 
fort is flawed not only by the lack of agreed-upon measures of the worth of a species, 
but more importantly by the fact that ecosystems are dynamic assemblages in which 
the functional role of a species is integrally dependent upon the context. Hence, any 
linear measure of biodiversity, which seeks to assess the status of a system by adding 
together the values of its parts, is bound to be inadequate at best, and misleading at 
worst. Indeed, in many cases, it might be more natural to focus on functional groups 
of organisms, perhaps even cutting across species, rather than on preserving individual 
species [Walker, Kinzig and Langridge (1999)]. Static measures oversimplify the situ- 
ation, and complicate the decision-making. A preferred approach, therefore, is through 
scenario development, in which dynamical models of ecosystems are used to assess the 
ecosystem consequences of perturbations. 

Similar objections, stated more emphatically, apply to efforts to value the biodiversity 
of all of the world's ecosystems [Costanza et al. (1997)]. Recognizing that the biodiver- 
sity of the world is essential for maintaining not just the fluxes of gases through our at- 
mosphere, but all aspects of our life support systems, Costanza et al. set out to estimate 
the total value of the services biodiversity provides. Unfortunately, for essentially the 
same reasons measures of biodiversity fail to tell us much about system functioning, to- 
tal valuation of biodiversity is impossible, and is not a feasible tool for decision-making. 

Costanza et al. began by attempting to estimate the market values of the services 
ecosystems provide, and thereby to derive per-unit measures of what those systems are 
worth in today's markets. The methods used necessarily were diverse, combining (as 
was to be expected) revealed preferences with estimates derived from contingent val- 
uation. The diversity of approaches used, and inconsistency of many of the estimates, 
is a problem in itself. More fundamental, however, is the context dependence of the 
measures obtained. Because one is not considering alternative scenarios, but rather sim- 
ply attempting to extrapolate from marginal valuations to derive global measures, those 
measures become meaningless for making management decisions. 

The true merits of economic valuation are to be seen when it is used for distinguishing 
between two alternatives, involving the total functioning of an ecosystem. An excellent 
example [Chichilnisky and Heal (1998)] is given by the demonstration of huge eco- 
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nomic benefits by New York City in restoring the Catskill watershed as a natural water 
filtration system, rather than replacing it with a filtration plant that would have cost 
billions to construct, and 300 million dollars a year to operate. 

The most promising approach to valuation is to recognize the ecosystem as a dynamic 
interacting system, not as the sum of independent entities. It does make sense to attempt 
to value the services an ecosystem provides, or a part of an ecosystem, because one can 
consider (as for the Catskill watershed) the costs and benefits of maintaining the system, 
or of replacing it with something else. Such options, of course, do not apply to the 
biosphere in toto, because there are no alternatives to weigh against it. In the valuation 
of an ecosystem, however, it is essential to study it as an interconnected network, with 
all the complex dynamics that are typical of nonlinear systems. For that purpose, the 
most reliable approach to guiding decision making is through the development of robust 
simulation models, which can be the basis for informed scenario development. This has 
been the approach followed with success in predictions of global climate change (see 
Chapter 1 by Bolin), and has formed the basis for economic models aimed at estimating 
the costs and benefits of action to reduce inputs into the environment [Nordhaus and 
Boyer (2000)]. 

7. Linkages to global biogeochemical cycling: The global carbon cycle 

Because humans currently release annually into the atmosphere approximately seven 
billion metric tons of carbon from fossil fuel and cement production, the atmospheric 
concentration of CO2 is increasing, and brings with it enhanced greenhouse forcing of 
climate. Four things are interesting about the pattern increase in Figure 5. First, the large 
oscillation in the Northern Hemisphere is caused by the seasonal cycle of land plants. 
Photosynthesis begins following leaf-out in the Spring, and the consumption of CO2 
by plants drives down the atmospheric concentration at a rate considerably quicker than 
the long-term anthropogenic rate of increase. Following leaf drop in the Fall, respiration 
releases CO2 from the land surface and drives the concentration up, again with slope 
steeper than the long-term anthropogenic signal. This shows graphically that the terres- 
trial biosphere annually takes up and releases considerably more CO2 than do humans 
(terrestrial NPP is 50-70 billion tons of carbon vs. 7 billion tons from humans). Obvi- 
ously, a relatively small proportional imbalance in the biosphere could have a very large 
effect on atmospheric carbon. 

The oscillation in Figure 5 is reduced in the tropics simply because the tropics are 
largely aseasonal. If  you look closely, you can see that the oscillation in the Southern 
Hemisphere is opposite in phase to the signal in the Northern Hemisphere, because of 
the opposite seasonality there. The amplitude of the oscillation is smaller in the South- 
ern Hemisphere because it contains a much smaller land mass than the Northern Hemi- 
sphere. Oceanic ecosystems have very little impact on the seasonal cycle of CO2 in 
the atmosphere because oceanic plants obtain their CO2 from the water, and super- 
abundant CO; is stored in the oceans in the form of dissolved carbonate (CO2 + H20 
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Figure 5. Productivity in relation to precipitation, temperature and geography. The surface carbon sink: solid 
line - global CO 2 emissions; gray line - increase of CO2 in the atmosphere. The difference (black minus 

gray) is taken up by the land and ocean. 

gives H2CO3; there are 37,000 billion tons of  carbon stored in the oceans in this form, 
compared to only approximately 700 in the atmosphere). 

The second curious thing about the pattern in Figure 5 is that the rate of  increase is 
too small to be explained if the terrestrial biosphere is in carbon balance (that is if it 
is not steadily gaining carbon). Of the seven billion metric tons released by humans, 
only three billion on average make it into the atmosphere (Figure 6). Studies of oceanic 
carbon show definitively that the oceans take up approximately two billion metric tons 
annually [Sarmiento et al. (1999), Battle et al. (2000), Bousquet et al. (2000)]. This 
leaves approximately two billion metric tons that must be taken up by the terrestrial 
biosphere. Two billion metric tons is a lot of  carbon - more than the amount above 
ground in 100,000 km 2 of tropical rain forest. This number is even more surprising 
when one considers that humans are in the process of  deforesting the tropics. The IPCC 
(Intergovemmental Panel on Climate Change) reports that between one and two billion 
metric tons of  carbon are released into the atmosphere by tropical deforestation. The 
estimate of  two billion metric tons taken up by the biosphere is over and above the 
uptake necessary to cancel any deforestation losses. 

The third curious thing about the pattern in Figures 5 and 6 is that the annual rate of 
increase of  atmospheric CO2 varies enormously from year to year. For example, in the 
1990s the largest annual average rate was 5 billion metric tons higher than the smallest 
rate. A variety of  sources of evidence indicate that most of  this interannual variation is 
caused by year-to-year fluctuations in the amount of  carbon taken up by the terrestrial 
biosphere [Battle et al. (2000), Bousquet et al. (2000)]. Moreover, because most of the 
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Figure 6. Three-dimensional representation of the global distribution of atmospheric carbon dioxide in the 
marine boundary layer assuming no variation with longitude. Data from NOAA/CMDL Global Cooperative 

Air Sampling Network, P. Tans and T. Conway, NOAA/CMDL Carbon Cycle Group, Boulder, CO. 

variation in the atmospheric growth rate of CO2 is associated with E1 Nifio events, it 
appears that normal fluctuations in weather are enough to turn on and off imbalances 
between respiration and photosynthesis on land that are approximately as large as the 

annual release of fossil fuel CO2. This is to be expected in retrospect, given the strong 
dependence of terrestrial vegetation on climate discussed in Section 3. It also implies 
that effects of climate change on vegetation could have a larger effect on atmospheric 
CO2 than the direct anthropogenic release, and thus makes an understanding of the 
response of the terrestrial biosphere to climate an essential component of forecasting 

climate change caused by greenhouse gases. 
The final curious thing about the pattern in Figure 5 is that the latitudinal gradient in 

atmospheric CO2 is too small to be explained by the latitudinal gradient in fossil fuel 
consumption and the rate of inter-hemispheric air exchange [Tans, Fung and Takahashi 
(1990), Fan et al. (1998)]. The implication is that the ecological sequestration of two 
billion metric tons of carbon occurs in the Northern hemisphere, and probably in north 
temperate latitudes. This conclusion is now supported by a variety of separate lines 
of evidence [Tans, Fung and Takahashi (1990), Myneni et al. (1997), Randerson et al. 
(1997), Pacala et al. (2001)]. 
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A model of carbon dynamics 

To understand the dynamics of carbon uptake by the terrestrial biosphere, we now con- 
sider a simple model. It is a distillation of the more complex models used in global 
change studies, but retains the essential features and some quantitative accuracy. The 
model has been checked against the extensive U.S. Forest Service Inventory, and works 
well for forests in the temperate zone. Much of the north-temperate ecological seques- 
tration probably occurs in forests because most of the living carbon on the planet is in 
forest trees. 

Let C(t) be the amount of living carbon (kgm -2) in a location t years after a ma- 
jor disturbance like clear cutting, abandonment from agriculture, or fire. The rate of 
increase of C(t) as it recovers from disturbance is governed by its NPP, which we la- 
bel g(t), and losses due to leaf litter and death of fine roots (L(t)) and whole tree death 
(# C (t)). The function for NPP generally rises quickly as carbon accumulates on the site, 
until the total leaf area of the site stabilizes, and then reaches an asymptote. A function 
that works well is g(t) = G(1 - e -~c(t)) , where G and k are constants. Leaf and root 
litter are approximately proportional to leaf area, and thus L (t) is approximately propor- 
tional to g (t). Reasonable parameter values for G from Section 3 are 1.0 (kg m -2 y - l )  
in tropical forest, 0.6 in temperate deciduous forest, and 0.4 in boreal forest, with k ap- 
proximately equal to 1.0 m 2 kg -1 (canopy closure when there is 20 tons of living carbon 
per hectare on the site) and L(t) about two thirds of g(t). The mortality rate of trees,/z, 
ranges from 0.1 y-1 in fire-prone sites such as pine barrens on sand plains to 0.02 y-~ in 
wet tropical forest and 0.01 y-1 in temperate deciduous forest [Caspersen et al. (2000)]. 

For the purposes of illustration, we take k to be very large, and so both g(t) and 
L(t) are constant. Using 3L(t) = 2g(t) we obtain dC(t) /dt  = G/3 - IzC(t), which has 
the solution C(t) = (G/(3/z))(1 - e -ut)  + C(0). This equation is interesting because it 
predicts the amount of living carbon in old growth (G/ (3#)  = 15 kg m -2 in wet tropical 
forest and 20 kg m -2 in temperate forest), and shows that stands continue to take up 
large amounts of carbon well into succession. Both the amount of carbon eventually 
stored and the time scale of successional carbon uptake are set by the longevities of 
individual trees, which vary considerably among species. The long time scale of carbon 
uptake is a conservative result because g(t) actually reaches its asymptotic value after 
a delay from five (wet tropics) to twenty (deciduous temperate) or more years. In cases 
where the soil is severely depleted by human land use, the delay until g(t) reaches an 
asymptote may take considerably longer [Abet and Melillo (1982)]. Also, the mortality 
rate/~ tends to decrease during succession as short-lived early successional species are 
replaced by longer-lived late-successional species. Finally, carbon also accumulates in 
the leaf litter and soil, and this accumulation lags behind the accumulation of living 
biomass. 

A variety of excellent and predictive models of below-ground carbon accumulation 
are now available. Most follow the CENTURY model [Parton, Stewart and Cole (1988)] 
in separating dead organic carbon into pools with different decay rates. Bolker, Pacala 
and Parton (1998) show that at most two pools are necessary to obtain a good quanti- 



88 S.A. Levin and S. W. Pacala 

tative answer. Let Sf be the amount of organic matter below ground that decomposes 
rapidly. The decay rate for this pool is typical of leaf or fine root litter: ;~f = 2 . 0  y-1.  
Similarly, let Ss be organic matter that decomposes slowly with a time scale typical of 
wood:  ~f  = 0 .04  y-1. The exact value of these decay rates will depend to some extent 
on the chemical composition of the species present and strongly on temperature and soil 
moisture. The rates of decomposition increase from zero at freezing to the above values 
at 10-20°C, and then decline precipitously above 40-450C [Parton, Stewart and Cole 
(1988)]. Similarly, decomposition stops in water-logged or very dry soils, or if there is 
no available soil nitrogen [Parton, Stewart and Cole (1988)]. But in most cases during 
the growing season, the above values give reasonable results. In most models of decom- 
position there is also a passive pool, but this has little impact at successional time scales 
because fluxes in and out of it are very small (i.e., with decay time scales of centuries 
to millennia). 

The majority of leaf and fine root litter enters the fast pool, while virtually all the 
wood in a tree enters the slow pool. Thus a reasonable approximation is: 

dSf(t) 2G 
- -  ~ . fS f ( t ) ,  

dt 3 

dSs(t) 
- ~ c ( t )  - z~&(t). 

dt 

(9) 

The fast pool equilibrates within a very few years at the small value of 2G/(3)~f), 
whereas the slow pool tracks the slow growth in living carbon. The slow pool lags 
only marginally behind the quasi-equilibrium value of #C(t)/,ks because )~s is typically 
several fold larger than/z. Thus, a good rule of thumb is that the total uptake of car- 
bon during successional recovery is approximately 25 percent larger than the rate of 
increase of living biomass. This accords well with the many ongoing measurements of 
carbon uptake. At the AMERIFLUX and EUROFLUX measurement sites [Baldocchi 
et al. (1996)], carbon uptake is typically 2/3 above ground, as predicted by the model, 
because trees have approximately 4/5 of their biomass above ground. Note also that 
our simple model yields estimates of total carbon uptake within the proper range of 
0.1-0.3 k g m  -2 y-1 for stands last clear-cut in the first half of the 20th century in the 
temperate zone [Baldocchi et al. (1996), Caspersen et al. (2000)]. 

8. The evolution of interactions and ecosystems, and the maintenance of 
ecosystem services: From Darwin to Gaia 

Ecosystems provide humans not only with the resources we extract directly - fish and 
fowl, fiber and pharmaceuticals, fuel and other products that lead us to value individual 
species; they also provide a suite of indirect services, such as the stabilization of climate, 
the availability of pollination services and the sequestration of toxic materials, that allow 
the very survival of life as we know it. It is these ecosystem services that make the 
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challenge of managing natural resources so great. Unless we can identify and value what 
might be lost, how can we factor the social costs into the decision-making framework? 
How can we create a market that properly incorporates these externalities? 

The valuation of ecosystem services is perhaps the greatest challenge of environmen- 
tal management. Any effort to make a list of services is bound to be incomplete, since 
many of the benefits are potential, unrealized, perhaps unknown or even unknowable. 
And for those indirect benefits that are most compelling - climate mediation, the pro- 
vision of clean air and water, the maintenance of pollination, the mitigation of floods 
and drought, the sustenance of fertile soil [Daily (1997)] - there is no generally accepted 
formula for quantifying benefits. Indeed, any such quantification must be context depen- 
dent, and highly sensitive to the scale of an action. Ethical issues must play an important 
role, especially in trying to resolve the fact that different people will value possible ben- 
efits in different ways. Contingent valuation is a notoriously problematic mechanism for 
getting at such issues, but other methods are little better, given the paucity of informa- 
tion. What are the rights of future generations, and how shall we discount the future? 
Is there a workable notion of sustainability to guide our decision-making. These are, of 
course, familiar problems to economists, but familiarity has not yet led to much progress 
in untying the multiple Gordian knots. 

When attention is focused on a small area, the problem of ecosystem services is dif- 
ficult enough. As we change the landscape on broader and broader scales, however, we 
are confronted with externalities that affect landscapes and, as with global change, the 
biosphere itself. To address the social costs of such activities, we must be able not only 
to assess the value of ecosystem services, but how robust they are in the face of our activ- 
ities. For this we can turn to a limited extent to the sorts of modeling exercises addressed 
earlier, but there always will remain a core of ineluctable unknowability, a limitation to 
our ability to predict consequences of our actions. Holling (1986) has argued eloquently 
that the one thing that should not surprise us is that there will be surprises, and that we 
must manage systems accordingly. This means minimizing the tendency to use inflex- 
ible strategies, maintaining the character of ecosystems as complex adaptive systems, 
with the ability to respond to change. 

But we should not be misled; ecosystems are limited in their capacity to respond to 
perturbations in ways that maintain their basic functioning. Evolution operates on the 
genomes of organisms to confer some robustness in the way they respond to chang- 
ing environments - behavioral and physiological responses are largely reversible ways 
in which organisms adjust to environmental variation. Under more extreme situations, 
possibly irreversible developmental choices may allow adjustments to be made. Gaia 
theorists would wish that similar principles apply to ecosystems and the biosphere; 
but evolution does not apply in the same way at those higher levels. Selection oper- 
ates within ecosystems, not among them; extant ecosystems are not the offspring of 
parent ecosystems that had higher fitnesses than other ecosystems. This is not to say 
that processes at the level of ecosystems and the biosphere are not stable in the face 
of change; we know that there is remarkable constancy in many of the macroscopic 
features, most notably in the cycles of elements that sustain system functioning. The 
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chal lenge,  however ,  is to understand the l imits to that resi l iency,  and how it arises in the 

face o f  Darwin ian  chal lenges  at lower  levels  o f  organiza t ion  [Levin (1999)]. 

Ult imately,  it is essential  that, as we  stress ecosystems,  we  recognize  that there are 

l imits to our capaci ty  to exploi t  them, and the potent ial  for qual i ta t ive and i rreversible  

shifts. We must  endeavor  to reduce  uncer ta inty  to the greatest  extent  possible,  but  heed  

Hol l ing ' s  caveat  that there wil l  a lways remain  surprises. Manag ing  our  natural  resources  

is m a n a g e m e n t  under  uncertainty,  and a ba lancing  of  risks and putat ive benefits.  
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Abstract 

We delineate the various ways in which rights to environmental and other resources 
can be assigned to individuals or groups. We then examine models of individual and 
group interactions, drawing out their implications for the ways in which resources will 
be utilized and managed under various rights assignments. Resources are classified into 
various groups (such as "collective" and "private") depending on the type of rights as- 
signment that is most appropriate, and we critically examine situations in which it is 
claimed that certain combinations of rights and rules of behavior will lead to an "ideal" 
allocation of the associated resources. We argue that in all but a very limited set of 
circumstances, efficient allocations will require at the least some form of social inter- 
vention, and we discuss both formal and informal models of social organization toward 
this end. Various distortions are identified that may arise when incorrect assignments of 
rights are utilized. We discuss various practical ways of correcting for these distortions 
using instruments such as taxes, quotas, and markets for pollution permits. 

Keywords 

property rights, public goods, Coase theorem, open access, self-organizing systems, 
externalities 
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1. Introduction 

In discussions of  environmental management, the view is sometimes taken that if we 
could get the assignment of  property fights correct, the desired conservation policies 
could be achieved by parties exercising those rights. We discuss here the various ways 
in which rights to environmental resources could be assigned and the variety of  social 
institutions that have been or could be created to enforce these fights. We will see that 
the appropriate rights scheme varies depending on the nature of  the resource involved, 
and we will try to elucidate the factors that determine whether or not the position sug- 
gested in our opening sentence is justified. 

At the outset, it should be clear that the assignment and enforcement of property 
rights is essential to facilitate any allocation of  resources by private parties. Indeed, 
unless there is a proscription against theft, ownership has no real meaning and no one 
would pay anything for any valuable asset that could not be nailed down. 

The assignment and enforcement of  property fights is a way of  institutionalizing own- 
ership of  resources. In capitalist societies it is implicitly assumed that the assignment of  
private rights is a good thing and further that the costs of  enforcement (through a system 
of laws, police to monitor them and courts to settle disputes) are negligible compared to 
the benefits so derived. Socialist societies are not willing to go as far in assigning rights 
to individuals but rather seek to assign some of them to collectives (see below). How- 
ever, economic analysis of  either type of  system still has generally ignored the costs 
of  enforcement. We will see later that there are times when these costs should not be 
ignored, but defer such discussion until we have laid the appropriate framework. 

2. Taxonomy of property rights 1 

There are at least two distinct dimensions on which property rights regimes may dif- 
fer: (1) the scope of  the exercising group and (2) the degree of  control granted to the 
exercising group. In category (1) we will distinguish four levels: private, collective, 
government, open. A private property right is one that is exercised by a single individ- 
ual. The fight to one's own labor time is an example of  this type. A collective property 
right is one exercised by some specific group (the collective). Examples of collectives 
are traditional fishing or herding cooperatives and homeowners '  associations. When the 
collective is a political entity, we refer to the associated right as a government prop- 
erty right, where the entity could be anything from a county to a nation. Here, examples 
would be regional and national parks. When the collective is "all comers" we refer to the 
right as an open right. Examples here would be unregulated fisheries and open range. 

Rights can involve varying degrees of control over the associated resource. We dis- 
tinguish here between rights to use and rights to regulate. Use rights include access and 
withdrawal. 

1 The taxonomy adopted here is roughly that of Schlager and Ostrom (1992). Also, see that paper for 
references to the earlier literature. 
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Access: The right to enjoy or experience the resource but without changing it quantita- 
tively or qualitatively. 

Withdrawal: The right to diminish the resource in some specified quantitative or qual- 
itative way. 

As examples,  a person who enters a national park has access but not withdrawal rights. 
By contrast, a person who enters a national forest with a cutting permit  has both access 
and withdrawal rights (to a specified amount of firewood or timber). 

Regulation rights include management, exclusion, and alienation. 

Management: The right to transform the resource by making improvements or other- 
wise altering the nature of  the resource and to determine how any associated benefits 
or costs are to be distributed. 

Exclusion: The right to determine who will have what access or withdrawal rights, on 
what terms these rights will be granted, and how these rights may be transferred. 

Alienation: The right to sell or lease either of  the other regulation rights. 

A complete rights regime for managing some resource must assign each of the five 
control rights to some individual or collective. In many practical cases, different control 
rights will be assigned to different collectives. For  example, in the case of  a condo- 
minium homeowners '  association, access rights and that part of  exclusion which deals 
with access are assigned to individual owners, whereas the remaining rights are ex- 
ercised by the collective of  owners (although in some cases, individual owners retain 
some of  the regulation rights as well). We can complete any system of  rights by using 
the natural convention that if  some control right is not assigned, then it is automatically 
an open right. For example, in national forests access is treated as an open right whereas 
the other rights typically are exercised by the government. Of course, if a particular right 
is open, exclusion and alienation become meaningless with respect to that right. 

In much of the sequel we will be concerned with the normative question of  how to 
assign and exercise rights to environmental resources in an "optimal" way. We will see 
that the answer will differ from resource to resource and indeed that for some resources, 
there may be no optimal design. We begin with the natural benchmark of  private prop- 
erty. 

3. Scope and limitations of private property 

A resource is private property if  all of the rights with respect to that resource are as- 
signed to an individual. For example, if  I own my own home with no liens, I have the 
right to exclude (decide who may enter), I may make improvements at my own expense 
and I can sell whenever I want. 2 It has long been a tenet of capitalist economics that 

2 In reality, even here some rights are assigned to the state - the right to enter with a search warrant and the 
right of eminent domain. But we will ignore these exceptions in our discussions of private property. 
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for a large class of  resources, private property is a good thing in that private property 
regimes facilitate an efficient allocation of resources through the use of  markets. Since 
this is well  trodden ground, we sketch only briefly the main argument. 3 

Establishment of  private property rights is a necessary precursor to the use of  markets 
and indeed is usually directly associated with the presence of  market  institutions. There 
are strong reasons why this should be so, as once the rights are in place there are in- 
centives for individuals to create markets and under certain circumstances we know that 
markets are an efficient way of  allocating resources. Let  us see how this might work. 
Suppose that there are no enforced regulations on the disposal of  household garbage. 
Then, ignoring the possibil i ty of  altruistic behavior, we would expect everyone to dump 
their garbage on someone else. And this outcome will  l ikely be inefficient in that some 
people will  have isolated sites where dumps would not have large disutility, whereas 
others will  not. Now, once a right is established whereby I cannot dump on you without 
your permission, persons with isolated sites have incentives to offer dumping services 
for compensat ion from those with comparatively high disutility. Both parties are win- 
ners as long as the price is set between their relative disutilities, so economic efficiency 
is improved. As long as none of  the parties involved have enough power to influence 
the market  clearing price, the outcome will  be an efficient allocation of  garbage. In the 
parlance of  economic theory, markets succeed in internalizing the externality created 
when I dump garbage on you without your permission. Not only has the private prop- 
erty right promoted efficient allocation but it has done so automatically, without the 
need for interference except for the enforcement of  the right. This is the major virtue of  
the "invisible hand". 

3.1. The problem o f  open access 

The preceding example suggests more generally that whenever private property rights 
are not assigned, the associated resource necessarily must take on a "public" character, 
by which we mean that any individual 's  decision to use or degrade the item necessar- 
ily has repercussions on others. In such situations, the social benefit from individual 
consumption is necessari ly different from the private benefit and we may expect that 
unregulated private decision making will  mis-al locate the resource. The classic para- 
d igm in the property rights literature arises from the use of  open access rights to some 
natural resource. This situation and the difficulties it entails frequently are referred to as 
"the problem of  the commons".  We illustrate with the case of  cattle grazing on a piece 
of  open access land. 

We assume a production function for beef: y = f ( a ,  K) ,  where a represents the num- 
ber of  head of  cattle and K for the acreage of  the rangeland (other inputs are suppressed 

3 There is no attempt here to give a complete treatment of the "first theorem of weffare economics" as that 
would take us too far afield and there are many excellent treatments available. For a relatively nontechnical 
textbook treatment, see Varian (1978). The classic technical exposition is Debreu (1959). For a more complete 
exposition of the example used here, see Starrett (1988). 
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for simplicity). Ranchers will be indexed by i and we make the "common pool" as- 
sumption that all cattle put on the land will mingle in such a way that each gets its share 
of the fodder. Thus, if rancher i puts ai cattle on the land and others put on a- i  (so 
a = ai Jr- a - i  ), output to rancher i will be 

ai ) f ( a i  + a - i ,  K) .  
ai q- a - i  

We treat this range as small relative to the total cattle market so that prices can be 
treated as given, py for meat and pc for cattle (alternatively we can think of this as a 
partial equilibrium analysis). Then, the first best use of the range will be determined by 

choosing the number of cattle to maximize profits: py f ( a ,  K)  - pca, so the optimal 
choice of a must satisfy: 

o f  
PY 7aa = pc, 

that is, cattle should be chosen so that the price equals the value of the marginal product 

(VMP) in producing beef. 
However, if there are many users of the common, rancher i will choose the size of his 

herd to maximize: 

(ai ) 
PY + a - i  f (ai + a - i ,  K )  - pcai 

which generates the following first order condition for choice of ai: 

[ a_i]pyf(a,K) 
a _1 a 

m P c .  

Thus, we see that the rancher will choose his herd so that the price of cattle is equal to a 
weighted average of the marginal and average product of the extra cow. For added sim- 
plicity let us assume that each rancher is small relative to the whole so that the first term 

in square brackets above is approximately equal to one and the second approximately 
equal to zero. (Note that the same analysis will apply if the rancher ignores the effect 
that the last cow he adds will have on the grazing opportunities of his intra-marginal 
herd.) Then our rancher will add cows until the value of the average product (VAP) of 
the extra cow is equal to its price. 4 

4 More generally, we can show that if all ranchers are identical then the expected equilibrium outcome will 
be one in which all ranchers graze the same number of cows and that the degree of overuse on the common 
will be increasing in the number of users. For more on the concept of equilibrium involved here and the 
general presumption of inefficient outcomes, see Section 5. 
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So we see that open access will lead to distortions in behavior to the extent that the 
average and marginal products of cows differ on the common. If there were no crowding 
out effect so that the marginal product was independent of the number of cows, then 
of course marginal and average products would be the same and there would be no 
distortion. However, once the range land starts to fill up, marginal product will begin to 
fall and therefore will be below the average product. At that point open access will lead 
to overgrazing as each rancher adds cows beyond the point where VMP equals price, 
to the point where VAP equals price. In fact the VMP might actually be negative at the 
equilibrium point. 

The distortion can be explained in terms of externalities; when one rancher adds a 
cow, there is less fodder available to others' cows so that their profits are marginally 
reduced. Since the extra cow earns its owner VAP but only contributes VMP to the 
total, this external cost is measured as VAP minus VMR (As an exercise, the reader 
might derive this formula using calculus.) Because this extra social cost is ignored, the 
rancher adds cows beyond the socially optimal holding capacity and the common is 
overgrazed. 

As with the case of garbage, the introduction of private property rights and associated 
markets can be used to internalize this externality. Here the land is being treated as a 
free good under open access, whereas it has scarcity value (due to the crowding out). 
If the land is treated as private property 5 and traded on markets this scarcity value will 
be reflected in land rent and the rancher will either have to pay this rent to expand 
his herd or suffer himself the loss in marginal product of adding cattle to fixed land. 
Without doing a full analysis, we can argue that the rent will exactly internalize our 
externality. Assuming that there are no other fixed factors to producing beef, 6 we expect 
the production function to be constant returns to scale; that is doubling the land and 
doubling the cows should serve to double the beef. For such functions it is well known 
that the competitive value of the factors of production exactly exhausts the value of final 
product. Here this means that the value of the land as input to producing beef plus the 
value of the cows in producing beef should equal the total value of the beef. It follows 
that the value of the land per cow employed is equal to VAP minus VMR Consequently 
if a rancher is willing to rent the land needed for an extra cow, he must be willing to pay 
the externality cost, now reflected in the scarcity rent on land. Alternatively, if he adds 
an extra cow to a fixed piece of land he absorbs the externality cost. On the margin, he 
will be indifferent between these two options and an efficient use of the land will result. 

3.2. Potential conflict with equity 

Of course, we know there are limitations to market efficiency, and these translate nat- 
urally to shortcomings of private property rights. We take up a philosophical objection 

5 In this case, there will be some costs of exclusion (e.g., building fences) associated with the enforcement 
of private property rights. These are ignored here but we will have more to say about this in the sequel. 
6 If there are other factors of production and they are priced correctly the same analysis will apply. 
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first and turn to intrinsic difficulties in the next section. The exclusive use of private 

property rights has implications for the distribution of income. Indeed, the most com- 
mon argument in favor of socialism (in which some subset of resources is not assigned 
as private property, but rather owned collectively) claims that capitalism generates an 
allocation of resources that is inequitable, in that some agents wind up commanding a 
disproportionate share of resources. One might think that it would be possible to achieve 
any desired distribution simply by rearranging property rights. In principle that is true, 
but implementation would involve some degree of slavery as we might have to assign a 
talented person's labor time to someone with less talent. Assuming we rule out slavery, 
as most societies now do, we can make the income distribution more even only by use of 

taxes and transfers. There is a large literature on the design of tax/transfer systems with 
the aim of creating ones that do not distort economic incent ives]  (Note that even if we 
allowed slavery, there would be incentive problems in eliciting effort once we take into 

account the costs of monitoring.) Most economists believe that such 'incentive com- 
patible' schemes (if possible at all) are impractical so that any attempt to redistribute 
income must entail some loss of economic efficiency. 8 

This conflict between egalitarian distribution and efficient allocation through the mar- 
ket system is an old problem without a satisfactory solution. 9 The presence of this con- 

flict is the justification for the socialist position that some resources should be treated 
as collectively owned even when it would be possible to assign and enforce private 
property rights. But even without the socialist's view, there are more fundamental im- 

pediments to the use of private property rights, as we will see in the next section. 

4. Publicness and the need for collective rights 

As we saw in the previous section, the private assignment of property rights can serve 
to internalize what would otherwise be damaging externalities. Unfortunately, for many 
goods and services and especially for many environmental resources it is difficult to 
make such assignments effective. The issues here are generally well understood and 
there are many excellent textbook expositions. 10 Therefore, we will confine ourselves 

here to a brief summary together with references to that literature. 

7 For a discussion of various types of taxes and their distortions, see chapters in Handbook of Public Eco- 
nomics, Vol. 1 (1987), o1" a text such as Boadway and Wildasin (1984), Atldnson and Stiglitz (1980), or 
Laffont (1989). 
8 However, we will see later that it may sometimes be possible in the context of environmental resources to 
use the assignment of rights in such a way as to affect the distribution of income without incurring distorting 
incentive effects. 
9 There is, however, a school of thought which I will refer to as the "entitlements" school that has it that peo- 
ple are entitled to what they start with and therefore, that the resulting market distribution is in fact equitable. 
For an exposition of this view, see Nozick (1974). 
10 See, for example, Baumol and Oates (1988), Boadway and Wildasin (1984) or Oakland (1987). 
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The biggest impediment to use of  markets to allocate environmental resources is non-  

appropr iab i I i t y  - namely, the difficulty or impossibility of  enforcing a private property 
right. A pure example of such a resource is "clean air". It is not possible to assign an 
individual the right to clean air over his property since there is no practical way to pre- 
vent that air from mingling with "dirty" air coming from elsewhere. Or alternatively, 
we might say that the costs of  enforcing a private right (by erecting barriers) is pro- 
hibitive. Other environmental resources with similar character include fish in the ocean, 
greenhouse gas concentrations and lake water quality. Even when a property fight can 
be enforced it still might not be desirable if the costs of enforcement (which as we have 
said are usually ignored) are too high. For example, as indicated earlier, grazing land 
can be treated as private property only at the cost of  building fences or walls. When the 
density of  use is sufficiently small, the benefits of  efficiency may not be worth this cost 
so we may prefer "open access". 

Even when exclusion is costlessly possible, it may not always be desirable from an 
efficiency standpoint. This happens for resources that have an element of  nonr iva l ry .  

A resource possesses some degree of  nonrivalry if my use of  it does not completely 
preclude your use. As an example of  pure nonrivalry, consider radio or television sig- 
nals.11 My use of the signal to obtain reception does not in any way preclude your using 
the same signal. In this case, we can in principle exclude some users at a finite cost 
(through the use of  scramblers) but it is inefficient to do so; once the signal is sent (and 
the associated costs sunk) the greatest benefit will be derived from allowing all poten- 
tial users free access. Another commodity with nearly the same character is information. 
Once it is produced the costs of dissemination are minimal so that efficient management 
would dictate free access. Notice that if we do choose not to exclude then the associ- 
ated commodity takes on the same public character as we identify with the inherently 
nonappropriable goods. Goods, services and resources that are either nonappropriable 
or nonrival we label as col lec t ive  - items in this class cannot be efficiently allocated 
through the use of  unregulated private property rights. The extreme examples in this 
class possess both properties. "National defense" and "ozone protection" are cases in 
point. In both cases, it is not possible to exclude citizens from the benefits nor is their 
a cost of  allowing additional users (or enjoyers). Our concept of  collectiveness is in- 
tentionally broad so as to encompass the various types of  pure, impure and local public 
goods introduced in the economics literature. 

Although we will treat them relatively symmetrically here, there are some important 
distinctions between the two types of  collectiveness. This is because while exclusion 
is a binary concept (either you do or you do not, the decision generally depending on 
the costs of  exclusion compared to potential benefits), rivalry is a matter of  degree. 
The lanes of a highway can be either completely nonrival (when few cars are present) 
or completely rival (when there is queuing to get on) or anything in between. These 

11 The two-way dichotomy involving appropriability and rivalry is widely attributed to Richard Musgrave. 
See Musgrave (1959). 
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distinctions play important roles in determining the optimal allocation of  associated 
resources, and are central to the theory of local public goods, but further discussion is 
beyond the scope of  this chapter. 12 

"Collectiveness" does not entirely preclude the use of  markets but does imply that 
if employed they will work inefficiently at best. There are two ways in which markets 
might be used in this context - for nonrival goods, we can exclude and force agents to 
pay for use or, for nonexcludable goods, we can allow agents to contract for use but not 
exclude. As an example of  the first type we may use patents to exclude potential users 
from free access to information, as a way of  providing incentives for the production of  
such information. But we would be even better off if we could provide those incentives 
in another way, since the patent royalty will deter agents whose potential benefit, though 
positive, falls short of  the royalty. As an example of  the second type, suppose we sell 
community safety through the market. That is we allow citizens individually to purchase 
police time for patrolling the town streets. It is possible that there would be some pur- 
chases on this market but we argue that these will be lower than desirable for the overall 
social good; when any particular citizen purchases police time, most of  the benefits go 
to others (referred to as "free riders" in the literature) who will benefit equally from the 
police presence. Here (in contrast to the case of  privately divisible goods such as bread 
or steel) the private benefit from purchase is lower than the social benefit. Since mar- 
ket price can only reflect the private benefit, police protection will be underprovided in 
this case compared to the first best. The problem here again can be viewed in terms of  
externalities: when one agent purchases services he confers external benefits (or costs) 
on others who will also be affected. For further discussion of  the voluntary (private) 
provision of  public goods, see Chapter 4 (by Baland and Platteau). 13 

Thus, we see that when the resource in question is collective in nature we will have to 
assign at least some of  the rights collectively if we seek to achieve optimal management. 
Our problem becomes one of  determining the appropriate collective group for each type 
of  control rights and to design procedures whereby these groups will be induced to make 
the right decisions. 14 

5. Outcomes under decentralized decision making 

When private property rights are appropriate and are properly defined and enforced, we 
have seen that decentralized decision making through the use of  markets can generate 

12 For surveys of the theory of local public goods, see Rubinfeld (1987), Starrett (1988, Chapters 5 and 11), 
or Comes and Sandler (1996). 
13 See also Oakland (1987), and Inman (1987) for additional perspectives on market provision of collective 
goods. 
14 For general discussions of the appropriate assignment of rights see Barzel (1989), Bromley (1991), and 
North (1990). 
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an efficient allocation of  resources. Decentralization has the desirable features that im- 
plementation requires little or no communication and coordination among the agents. 
Here we ask what we should expect from decentralized behavior in more general situa- 
tions where private property rights are either undesirable or unenforceable. Throughout 
the sequel we will assume that agents have complete information about the allocation 
situation at hand. In particular they know the payoff relevant outcomes for them as a 
function of  the actions taken by all participants, and they observe those actions, at least 
after the fact. 15 Given this context, we must determine how agents will act when they 
know their actions will have observed effects on third parties. And the answer is very 
likely to depend on context: for example, if the agents interact with each other more 
than once, each will surely realize that actions taken today will be observed by others 
and consequently may well influence subsequent behavior. But before discussing such 
complications let us consider the case of  one-time interaction. 

5.1. Static interaction 

Assume first that we are in a static (timeless) world where agents come together only 
once and all relevant outcomes are determined by their simultaneous actions. Even here, 
there is no single behavior that will be convincing in all situations, especially when 
there are small numbers of  players (as, for example, in a product duopoly) who will 
be acutely aware of  their strategic interaction. We start with an example which is fairly 
representative of  situations with "free rider" incentives, and where the strategic issues 
are easily resolved. Suppose there are two firms (I, II) both of  whom use a common 
lake. Each uses lake water as an input and also possibly as a repository for waste. For 
simplicity we assume the firms are identical and that the only strategic choice they have 
is whether to dump effluent into the lake or treat their waste. Assume the following per 
firm costs and benefits: 

Cost of  treatment: 6, 
Benefits from clean water: 8, 
Benefits if one firm dumps: 5, 
Benefits if both firms dump: 0. 

We can represent this strategic situation in a two by two matrix "game form": 

Firm II 

treat dump 

treat (2, 2) ( -  1, 5) 
Firm I 

dump (5, - 1) (0, 0) 

15 Note that without this assumption it would be impossible to predict an outcome without specifying exactly 
what each agent knows and what she believes about things she does not know. 
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There are four possible combinations of strategies (each firm can treat or dump) and the 
table numbers indicate the net payoffs to (firm I, firm II) of  the associated strategies. 
For example, if  both firms treat, they each get benefits of  8 and pay treatment costs of  6 
for net return of  2. Or if  firm I treats but firm II dumps, they each get benefits of  5 but 
firm I pays costs 6, so the net returns are ( - 1 , 5 ) ,  etc. 16 

Note that regardless of  what firm I is expected to do firm II wants to dump (and vice 
versa): i f  firm I treats, firm II will get 5 rather than 2 by dumping and if  firm I dumps he 
gets 0 rather than - 1  by dumping. The incentive to "free ride" is dominant and in the 
absence of  communication we should certainly expect both firms to dump. As a conse- 
quence they will reach an inefficient solution since they would be better off coordinating 
on a joint  treatment strategy. Unfortunately, many environmental interaction situations 
have this property that free riding is a dominant strategy so we should not be surprised 
when we observe excessive pollution in decentralized, unregulated situations. 

Of course, not all games have this "dominant strategy" structure. For example, in the 
grazing model  presented earlier, one rancher 's  decision on how many cows to graze 
surely will  depend on the numbers grazed by others. But in such somewhat more com- 
plicated situations it still may be reasonable to assume that all agents take as given 
the behavior of others and make their own choices to optimize against those expected 
behaviors. The corresponding outcome of  decentralized decision making is a set of  be- 
haviors such that each agent 's  choices are optimal for him, taking as given the corre- 
sponding choices of  others. In game theory we refer to these behaviors as Nash behavior 
and the corresponding outcome as Nash equilibrium. This view of  behavior and the as- 
sociated concept of  Nash equilibrium seems the most plausible outcome in many static 
situations where there are relatively large numbers of players and communicat ion is dif- 
ficult or impossible. 17 Recall  that we already employed it informally in discussion the 
problem of  open access where we showed that it led to an inefficient outcome. Now, 
we claim a general presumption of  inefficiency; namely, we argue that in any situation 
where agents '  choices affect each other 's  payoffs in significant ways, the Nash outcome 
is almost certain to be inefficient from the point of  view of  the group as a whole. 

Suppose that we are in a general situation in which payoffs of  the various agents de- 
pend on actions they all take. Let a i stand for the (vector) of  decision variables available 
to agent i. To the extent that agents face constraints, we assume that they can be solved 
for a dependent set as functions of  some independent subset, and that a i represents the 
independent subset. The matrix of all actions will be simply denoted a (without a su- 
perscript). Further, the notation (a  i , b - i )  will mean the configuration in which agent i 
plays from configuration a whereas everyone else plays from b. Let p i  (a )  stand for the 

16 The reader will note that the payoff structure here is the same as that of the famous "prisoner's dilemma" 
game wherein two suspects would be best off if they kept their months shut, but each finds it a dominant 
strategy to implicate the other. Many games involving economic externalities have this same structure. 
17 However, the Nash assumption can be criticized on a number of grounds. For example, we can see that it 
is always disconfirmed out of equilibrium. For further discussion of this assumption and possible alternatives, 
see Fudenberg and Tirole (1991, Chapters 1 and 2). 
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objective function of  agent i. Now a* will be an equilibrium outcome for the group if 
each finds it best to use her a* decision as long as she expects everyone else to do so as 
well; that is: 

for all i, p i  (a*) >~ p i  (a i ' a * - i ) ,  for all feasible choices a i . 

We now argue that equilibrium in this context will generically be nonoptimal from 
the point of  view of  the group as a whole. This conclusion will hold no matter how we 
choose to weight individual payoffs in defining the group objective. Suppose we assign 
weights w j  and consider the social objective W (a) = ~ j  toj P J (a).  Thinking of a i as 
one dimensional, we can define its marginal social benefit and marginal private benefit 
as  

oPJ  
M S B  i (a) = ~ w j  3a i , 

J 
3 p  i 

M P B  i ( a ) =  Oa i .  

Now, by the definition of  Nash equilibrium (a*), M P B  i (a*) = 0 so 

3 P J  
M S B  i (a*) = ~_~ w j  3a ~ . 

j ¢ i  

Thus, as long as the interdependences are generic, we expect to find the M S B ' s  not equal 
to zero at equilibrium so the group can be made better off through marginal changes in 
private choice variables. Further, we can measure the marginal external benefit of  choice 
a i as M S B  i (a) - M P B  i (a). 

5.2. Repea ted  interactions through time 

Let us now generalize to contexts where agents interact with each other on an ongoing 
basis. This is typical of many environmental situations where groups of  people use the 
same grazing land, forest resources, water sources, and the like. It seems likely that 
behaviors might be different in this situation than with static interaction. In particular, 
agents might be deterred from "antisocial" behavior by the fact that it will be observed 
(at least after the fact) by others and might lead to retaliation. 18 Here, we examine the 
possibilities in the special case where the same "static interaction" is repeated by the 

18 The intuition here is quite old and not easily attributable. Indeed, the formalizations are frequently referred 
to as "folk theorems". See Friedman (1971) and Axlerod (1984) for good expositions. 
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same group of  players a specified number of  times (which might be finite or infinite). 19 
In the game theory literature from which we draw, the static interaction is referred to 
as the stage game, the strategic situation defined by an infinite number of  repetitions 
as the supergame, and the remaining opportunities for interaction after a certain date is 
reached as the continuation game from that date. To simplify further we assume that 
there is a unique Nash equil ibrium (a*) in the stage game. Note that this is true in both 
the examples we gave above. 

In what follows it is critical what agents are able to observe and how they use that 
information. Here we assume that agent actions are observable to all after the fact and 
that agents will consider conditioning future choices on what they have observed. Note 
that these assumptions are conducive to generating the modified behavior suggested 
above, and indeed that if  actions are completely unobservable it is hard to see how the 
fact of  repetition alone would make any difference to behavior. 2° Let ht represent the 
history of  play up to date t. For example,  in the water resource game above, the history 
would be a recording for each player  as to whether or not he treated his waste in each 
preceding period, and in the open access range, the number of  cows each rancher grazed 
in each preceding period. Then, a strategy for player  i in period t is a function that 
maps each potentially observed history into a current action. We represent this function 
as a~ = a / (h t ) .  An example of  a strategy in the water resource game is "fit for tat": 
namely play today exactly as your opponent p layed yesterday - so if  the other firm 
treated last period, you treat now, but if  he dumped, you dump now. Note that for that 
particular strategy, the history before yesterday is ignored and indeed we do not require 
that all potential information be used in determining strategy. 

We assume that agents value each continuation game as the discounted sum of  payoffs 
from the associated series of  stage games using a constant discount factor 3, that is, 

T 

"g ~ t  

where V represents the continuation value and T stands for the time horizon (date at 
which the last stage game is played).  It seems reasonable to require that agents act 
in any continuation game just  as they would in a static game; therefore we require 
of  an equilibrium sequence of  actions that it constitute a Nash equil ibrium in every 
continuation game entered. This is a special case of  the subgame perfect equilibrium 

19 For a discussion of bargaining models with other structures of ongoing interaction, see Fudenberg and 
Tirole (1991) or Moulin (1986). 
20 Actually, even if individual actions are unobservable, agents may be able to infer something about such 
actions from observation of aggregates. For example in our water resom'ce model, each agent can tell what 
his opponent did simply by observing the quality of lake water. When commonly observed variables can be 
used to identify private behavior, tile results reported here will carry over with only slight modification [see 
Fudenberg and Tirole (1991, Chapter 5)]. Note that such identification is likely to be easiest with a small 
number of players. 
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for general sequential games. We are interested in determining what outcomes could be 
observed that are subgame perfect equilibria. 

5.2.1. Finitely repeated games 

Suppose first that T is finite; that is there is a date where it is known that the strategic 
interaction will end. For such games, subgame perfect equilibria can be determined by 
backward induction, Namely we can determine how the last stage game will be played. 
Knowing this, we can back up one period and determine how the continuation payoffs 
will depend on actions in that period, solve for the Nash equilibrium in that game and 
continue backward to the present. From this, we can show the somewhat surprising 
outcome that there is little scope for generating cooperation in finitely repeated games. 
To see this, observe that since the stage game is played in the last period continuation, 
equilibrium requires that all agents play according to a*. But then, in the preceding 
period, continuation payoffs are just the discounted constant value of a* plus the values 
of  the current stage game. Consequently, subgame perfection requires that a* be played 
in the penultimate period as well. Continuing the backward induction, we find that a* 
must be played in all previous periods as well and there is no scope for cooperation at 
all. 21 

Many people find this conclusion counterintuitive. Namely it seems that if there are 
many periods to go, agents would want to play in a way that encourages cooperation, at 
least for a while. Further, when games of  this type are simulated experimentally, players 
generally are observed to cooperate in the early stages when there are still many periods 
remaining. These considerations have led some to question subgame perfection and the 
concept of  individual rationality that lies behind it. The interested reader is referred to 
game theory texts such as Fudenberg and Tirole (1991), as further discussion is beyond 
the scope of this chapter. 

5.2.2. Infinitely repeated games 

Part of  the problem with the finitely repeated structure may be that in most real life 
situations there is no obvious last period of  interaction, even though all agents know 
that the relationships will end at some unspecified date in the future. Consequently, use 
of  an infinite horizon (T = ec) may be a better approximation to the strategic situation 
that agents feel they face. With an infinite horizon, backward induction is no longer 

21 This rather severe conclusion does depend critically on our restriction to subgame perfect equilibria and 
the assumption that our stage game has a unique Nash equilibrium. If there are ways of punishing agents and 
thereby holding them to utilities below what they would get at a*, these can be used to induce cooperative 
behavior in a Nash equilibrium of the finitely repeated game. However, this outcome cannot be subgame 
perfect [see Benoit and Krishna (1987)]. Also if there are multiple static Nash equilibria, the opportunity to 
switch among them can induce some degree of cooperation even in subgame perfect equilibria [see Benoit 
and Krishna (1985)]. 
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available and we must find other ways of  solving the game. And as we shall see, the 
outcomes can be quite different. Indeed, we will show informally that any stage game 
outcome that gives agents at least as much as they get from a* can be supported as a 
subgame perfect outcome in the supergame if the discount factor is sufficiently high 
(that is the discount rate is sufficiently low, indicating that agents are relatively patient). 

It is important to note first that even here, subgame perfection does not rule out the 
noncooperative outcome. Namely, the strategy: "play according to a* in every period 
no matter what you observe" is always subgame perfect. The logic here is just as it was 
in the finite horizon case. If  I enter a continuation game with the belief that everybody 
will play according to a* in the future regardless of  what I do now, then I will want to 
act just as if I were in a static stage game and will want to play according to a* now. 

What is different now is that many other outcomes are possible as well, at least when 
the discount factor is relatively high. To see this, let us see what would be required to 
support an outcome in the stage game with payoffs v = P ( a  v) ~ P ( a * )  where a v is the 
action that generates payoffs v. The idea is to employ the following punishment strate- 
gies: in any continuation game all agents will play according to actions a v as long as 
everyone has played that way in all previous stage games, but will "punish" by playing 
according to a* if any agent has played anything other than a v in any previous stage 
game. Clearly if these strategies are consistently played, the outcome will be that pay- 
offs v are realized in every period, so we want to know when these "trigger" strategies 
constitute a subgame perfect equilibrium. 

With the trigger strategies, there are only two possible continuation games that can be 
entered, depending on whether or not someone has previously "defected". In the case 
where someone has defected, all expect play according to a* subsequently and we have 
already seen that "a* forever" is subgame perfect in that situation. Consider now the 
continuation wherein no one has defected heretofore. Let us see whether agent i will 
want to deviate from the cooperative strategy. If  she chooses to deviate, she will play her 
best response to the cooperative strategy a v - i  from others, yielding for her a payoff  w i. 

For example, in our water resource game, the best response when your opponent treats 
is to dump and the corresponding payoff will be 5. Consequently, since she knows that 
after deviation, a* will be played, we find: 22 

value of  deviation = w i + ~ 6t p *i = w i + p . i .  

t = l  

Therefore, the trigger strategies will be subgame perfect as long as the value of "co- 
operation" which is v i / ( 1  - 6) is at least as large as the value of  deviation, namely 
if 

1) i /I- (1 -- 3)W i + 6p *i, or 6 ~> 
tO i -- V i 

w i _ p*i  " 

22 Since this game has a "time stationary" structure (continuation payoffs depend only on past history and 
not on calendm" date), the choice of current date is arbitrary and we start from date zero. 
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So we see that if the discount factor is sufficiently large, the trigger strategies are sub- 
game perfect and the stage game payoff v is supported as a subgame perfect equilibrium. 
For example, in the water resources game, we can support the cooperative play of al- 
ways treating waste (yielding V = (2, 2)) as long as the discount factor is at least as 
large as (5 - 2)/5 : 0.6. Equivalently the corresponding discount rate would have to be 
less than or equal to 66%, a weak requirement! 

Thus, we see that situations with repeated interactions give groups of agents an oppor- 
tunity to foster cooperative behavior without explicitly entering into binding contracts. 
However, it would be wrong to say that efficient outcomes are being generated here 
by strictly decentralized behavior. Before these methods will work, there must be some 
common agreement on what it is we are trying to achieve (which V) and a common 
understanding of how sanctions will be used. In our simplified water resources model 
there was only one efficient choice, but generally we expect an entire "Pareto frontier" to 
choose from and resolving on a particular element requires reconciling preference dif- 
ferences. For example, in the grazing example, the surplus can be distributed in many 
ways determined by the numbers of cows assigned to a particular herdsman, and this al- 
location must be agreed to before any cooperative behavior will be enforceable. Further, 
the agreement on when and how to punish must be part of the social norms mutually 
accepted by the group. Thus, it is hard to see how cooperative behavior can be generated 
without substantial communication and bargaining. We turn next to an examination of 
what can be achieved when such interaction is allowed. 

6. The Coase theorem and limitations 

There is an old argument in the literature that as long as (1) property rights are assigned 
and enforced in an exhaustive (complete) way, (2) there is free and costless communi- 
cation among agents, and (3) the control rules allow for bargaining among the collective 
of all affected parties, this collective will always reach an outcome tha'ough bargaining 
that is Pareto efficient. A stronger version of this "theorem" would have it that the al- 
location outcome reached is independent of how the rights are assigned. This second 
version generally is not true unless income effects are negligible since changing the as- 
signment of property rights will change the distribution of income and, if preferences 
differ among consumers, also change the demands for goods and services. However, 
the first version may still be true. If it is, we could say that there is something like the 
invisible hand for collective property rights. 

The simplest argument in support of the Coase theorem goes as follows. 23 Suppose 
an allocation has been proposed that is Pareto inefficient; that is, there is a change in 

23 This argument was first espoused by Coase (1960). However, even then he was aware of the fact that its 
force would be mitigated by the presence of transactions costs (see below). There are many general discus- 
sions of the Coase theorem and limitations. See, for example, Alchian and Demsetz (1973), Cooter (1987), 
Hoffman and Spitzer (1982) and Hurwicz (1995). 
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the allocation that will make at least one member of the collective better off and no 
one worse off. Then, if the parties who would be made better off proposed making this 
change, all rational parties should accept. This argument is independent of who has 
rights. I f  I have the right to pollute but am polluting to such a high level that you would 
pay more than it matters to me to get the level reduced, then you pay, but we are both 
better off. Alternatively, if you had the right to clean air, I wind up paying to pollute up 
to the level where my cost is worth marginally more than the extra pollution damage. 
In either case, we would continue to bargain until an efficient point is reached where 
the marginal benefit of extra pollution to the polluter is exactly offset by the marginal 
costs to pollutee. We already made this argument for the case of physical garbage but it 
should work just as well for collective goods as long as all affected parties are actively 
involved. 

Although this argument sounds reasonable it involves many pitfalls and considerable 
care is required to specify precisely the conditions under which it is correct. Indeed, we 
believe that it is quite difficult to state and prove a "Coase theorem" precisely. Here we 
will confine ourselves to a discussion of necessary conditions for its validity. 

6.1. Costless communications and implementation 

We have already seen that unrestricted communication among the agents is essential to 
an efficient outcome. In situations with static interaction we argued that uncoordinated 
behavior would almost certainly lead to inefficient outcomes. And even in situations of 
repeated interaction some coordination on the desired outcome and punishment strate- 
gies would be required in order to achieve efficiency. 

But it is not enough that agents can communicate f ree ly-  this communication and any 
associated rules for enforcement and implementation must also be costless. When there 
are small numbers, this assumption may be pretty reasonable, but it becomes less so 
as the numbers increase. The presence of nonnegligible transactions costs has indepen- 
dent negative implications for the Coase theorem. To illustrate, consider the following 
example involving a flood control project. A dam can be built for $10M which will pro- 
vide $9M in benefits to a small group of people. The dam is to be paid for by taxing 
10M people $1 each. This project clearly is Pareto inefficient since each of the taxpay- 
ers would be better off canceling the tax and paying $.91 to the benefitting group, an 
offer that group should accept since it provides them with $9.1M in benefits. But will 
this bargain be struck? Can the amorphous group of taxpayers coordinate? And even if 
they could would it be worth their effort given that each only avoids a $1 liability? It 
seems clear that if the costs imposed are sufficiently small and the numbers involved 
sufficiently large we will not see such outcomes due to the fact that transactions costs, 
though small, are not negligible. Indeed, projects of this type (sometimes referred to as 
"porkbarrel" projects) wherein benefits go to a relatively small group with costs being 
paid out of general revenue are a staple of government budgeting in much of the world. 
Note that the nature of property rights does matter now and will influence the outcome: 



Ch. 3: Property Rights, Public Goods and the Environment 115 

if taxpayers have the right to refuse the dam, and the developer is thus forced to make 
his case, the project will fail. 

Similar reasoning suggests that bargaining alone will not "solve" the problem of open 
access. Suppose that there are many ranchers that graze their cattle on an unfenced piece 
of land. Then in the absence of  bargaining, we saw that each will graze too many cattle 
since the social cost of  an extra cow is imposed mostly on other ranchers (whose cows 
have less feed available). However, if all the ranchers get together, they should agree to a 
bargain wherein each reduces his herd by a small amount to the point where the marginal 
social cost imposed equals the marginal private benefit. But if there are large numbers 
involved, coordinating on this strategy and monitoring to enforce it may be more trouble 
than it is worth. Indeed, there is empirical evidence from studies of  traditional societies 
that efficient management of  common property is generally achieved only when the 
numbers are relatively small, and not always even then. 24 

6.2. C o m m i t m e n t  r equ i remen t  

Further, agreements must be enforceable in the sense already articulated in section 1. In 
the context of  bargaining, this means that agreements must be observable to an enforcing 
party that can guarantee compliance. Without such assurance, I could take your money, 
agreeing to cut my pollution, and then renege; and you, anticipating this, would not pay. 

There are differences of  opinion in the literature as to what is allowable as part of  
a Coasian bargain. One view would have it that any arrangements for compliance and 
enforcement must be thought of  as "outside" the bargain. Under this view, free riding 
on agreements is relatively easy and it must be left to mechanism design to make agree- 
ments incentive compatible. This is roughly the view taken by Baliga and Maskin in 
Chapter 7 (Mechanism Design for the Environment). 

Here we take the view that Coasian bargains take place in the context of  a social 
contract and can take advantage of  its rules and regulations. However, we still need to 
take account of  the limitations of  these rules. Generally society imposes some limits on 
the type and character of agreements that are enforceable. For example, if a steel mill 
signs an agreement not to emit smoke from its stacks, there is no practical way to ensure 
that smoke is not emitted - the best that can be done is to impose some kind of sanction 
if and when smoke is emitted. 

Once we recognize these restrictions we must require that agreements reached be 
"self enforcing" in that participants would prefer to remain in the agreement rather 
than revert to some fallback wherein they accept whatever sanctions are available. Such 
requirements are formalized in cooperative game theory by requiring that bargaining 
outcomes be core a l locat ions .  Informally, an allocation is in the core only if it gives 

24 For a discussion of institutional arrangements for handling the problem of open access, and examples of 
success and failure, see Schotter (1981), Martin (1989), Eggertsson (1990), Ostrom (1990), North (1990), and 
Hanna, Folke and Maler (1996). Also for a report on outcomes from experimental design, see Ostrom (1999). 
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every subcoalition (subset of  the whole group) of  the society at least as much as they 
could guarantee themselves by "going it alone" - that is by withdrawing from the larger 
group, accepting whatever sanctions the rest of  society can impose, and optimizing 
internally subject to those restrictions. 

It should be clear that the limits to bargains imposed by restricting to the core will 
depend on what kind of  sanctions are allowed - if we could throw all deviants in jail for 
life and strip them of all resources the restrictions would not bind at all. And while such 
draconian measures are unreasonable, we saw that something similar could be achieved 
in situations where the bargainers deal with one another on an ongoing basis, However, 
when sanctions are effectively limited, we will argue that restrictions to core allocations 
may preclude efficient bargains and further that the way in which property rights are 
assigned can be crucial to enforcing the efficient bargain. 

These facts were first elucidated in the "garbage game" of  Shapley and Shubik. 25 
Here we modify this game somewhat to give it richer structure. There are three players 
in the game (a, b, c) endowed respectively with (1, 2, 3) units of  garbage. All players 
have the same cost of  absorbing garbage on their property; if b units are absorbed the 
cost in numeraire dollars is b a. The players are free to exchange garbage and money 
in any way they like and each agent's net cost C(.) will be the sum of net payments 
to others and the value of  garbage ultimately absorbed. Thus, cost is measured in a 
common unit and this is a game of  transferable utility in the parlance of  game theory. 

Given the convex cost of  absorption, the efficient outcome here will be for agent a 
to absorb one unit of  garbage from agent c (therefore generating equal absorption) in 
exchange for some compensation (the amount of  which is irrelevant to efficiency) and 
we want to know whether free bargaining will lead to this outcome. We will examine 
this question under two different property rights regimes. Under the first which we label 
exclusion rights, no one can dump garbage unless rights are granted by the dumpee, 
whereas under the second (possession rights) the holder of  garbage has the right to 
dispose of  it as he likes, although he may be deterred by compensation. (In the air 
pollution analog, exclusion corresponds to the right to clean air, whereas possession 
corresponds to the right to pollute.) 

6.2.1. Exclusion rights 

Under the exclusion rule, any individual or subcoalition that chooses to go it alone must 
absorb their own garbage, but can prevent others from dumping on them. Using this rule, 
we can compute the cost to each coalition of  going it alone. There are seven coalitions 
to consider: the three singletons, three pairs and the one grand coalition. We find: 

C(a)= l, C(b)=4, C(c)=9, 
C(a, b) = 4.5, C(a, c) = 8, C(b, c) = 12.5, 
C(a, b, c) = 12. 

25 See Shapley and Shubik (1969), the further discussion in Starrett (1973) and Aivazian and Callen (1981). 
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Note that in each case we have computed the total cost to the group so the cost is inde- 
pendent of  money transfers among them and indicates the cheapest absorption cost they 
can jointly manage. So for coalition (a, b), they must absorb 3 units and the cheapest 
way is for each to absorb 3/2  at total cost 2(9/4) = 4.5, and other costs are computed 
similarly. 

A proposed allocation (imputation in the game theory literature) will assign a net 
dollar cost (ui) to agent i. A necessary condition for this to be a core allocation is that 
for every coalition (F)  the total costs imposed upon it be no greater than its value, that 
i s :  

~-'~ui <~ C(F), f o r a l l F .  (1) 
i~F  

When condition (1) fails we say that the allocation U is blocked by coalition F .  In ad- 
dition an allocation must be feasible for the group as a whole. This means that the grand 
allocation must absorb at least its value in cost. In conjunction with the corresponding 
constraint in (1), the grand coalition must absorb exactly its value, that is: 

Ua -1- Ub + Uc = C(a, b, c) = 12.  (2) 

Conditions (1) and (2) together characterize the core allocations. Any allocation satis- 
fying these conditions cannot be blocked by any subcoalition and thus is stable against 
any potential defection. Note first that any allocation in the core must be Pareto efficient; 
otherwise it is blocked by the coalition of  the whole. Thus as long as the core exists, 
bargaining under its rules will lead to an efficient outcome. 

In the current situation we can verify existence by exhibiting a core allocation: 
u = (0, 4, 8). Note that this corresponds to an efficient arrangement whereby agent c 
transfers one unit of garbage to agent a and pays him $4 to accept it, while agent b 
simply absorbs his own garbage and is not involved in side payments. To verify that 
this is a core allocation we merely need check that no agent or pair of  agents can do 
any better by defecting. For example, the pair (a, b) would incur costs $4.5 by them- 
selves and only incur $4 under this proposal. The reader might note that the core is not 
unique here - there is some leeway in side payments that is consistent with the core 
side constraints. We would need to know more in order to specify a unique outcome. 
One possible conclusion would be that a market develops as in Section 2, and if there 
were enough players so that no one could influence the resulting price, that price would 
specify the equilibrium transfers. 

6.2.2. Possession rights 

When property rights are changed, we know that an income redistribution occurs and 
here that means that coalition values change. The question for us here is what effect if 
any this has on core allocations. Now, there is some ambiguity in what subcoalitions 
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can expect if they defect. In particular, if agent a decides to go it alone (and dump 
his garbage elsewhere) what should he assume about the amount of garbage he will be 
forced to absorb? Here we will take the (fairly standard) position that he expects the 
worst - namely that all outside garbage will end up in his property. Note in particular, 
that this assumption makes core existence "most likely" since it makes defection "most 
costly". With this convention, coalition values are as follows: 

C(a)=25 ,  C(b )=16 ,  C (c )=9 ,  
C ( a , b ) = 9 ,  C ( a , c ) = 4 ,  C ( b , c ) =  l, 
C(a, b, c) = 12. 

Now in searching for a core allocation we must at least satisfy the following pairwise 
coalition constraints: 

ua + ub <~ 9, ua + uc <~ 4, ub + uc <~ l. 

Adding these constraints together and dividing by 2 yields 

ua + ub + Uc <~ 7. 

But there is no feasible allocation that satisfies this last inequality, so the core is empty. 
The problem here is that with possession rights, it is tempting for a "large" subgroup 

(here of size 2) to gang up and dump everything on the lone outsider and there is no 
efficient way to absorb all the garbage without leaving some such subgroup an incentive 
to defect. It is not clear what we should expect to happen in this circumstance. Perhaps 
a powerful subcoalition will impose its will, but in principle the isolated party could 
always bribe them out of the corresponding inefficient dumping arrangement. More 
likely when negotiations break down, everybody will be forced to go it alone and again 
the outcome will be inefficient. 

Thus, we see that in the absence of firm rules guaranteeing compliance and commit- 
ment, the arrangement of property rights can have a significant impact on the outcome, 
in particular determining whether or not bargaining will always generate an efficient 
outcome. Intuitively, this happens because the way in which rights are allocated helps 
determine what sanctions can be imposed on defectors, and these matter. 

6.3. Perfect information requirement 

Another necessary condition for validity of the Coase theorem is that there be perfect 
information- everyone must know what everybody else knows. In particular, each agent 
must know the preferences and characteristics of others. We illustrate with an example 
from insurance against personal injury. For simplicity, suppose the risk is binary - either 
you are hurt a fixed amount or not at all. Assume further that everyone agrees that the 
cost of the accident is a fixed number C. There are three kinds of agent. Two of these 
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types are risk averse but differ in the probability of  an accident (one being inherently 
more cautious than the other). The third type is risk neutral so will not demand insurance 
at fair odds, but will be willing to provide insurance to either of  the other types at fair 
odds. In this world it is well known that the first best (Pareto efficient) outcome is for 
each risk averse type to receive full insurance at fair odds. However, if the insurer cannot 
tell the types apart, this outcome cannot be achieved since the bad (high risk) type will 
always want to portray himself as a good type. Consequently, the insurer would find 
herself writing all contracts at the good odds rate, would consequently lose money in 
expectation, and therefore would prefer not to do business. 

The deterrent to efficient bargaining in the example emerges in a wide range of  con- 
texts. Whenever there is private information, then (ignoring the possibility of altruistic 
behavior) an agent has private incentive not to reveal information that will harm his 
bargaining position. But without this information it is not possible for the collective to 
know the efficient outcome, much less enforce it. Of course, in these situations, there 
will be incentives for the "good" types to signal their good information. However, the 
signaling itself must be costly in order to have credible information content, so that 
generally the resulting outcome still is not first best efficient. 26 

Thus, the validity of  the Coase theorem in the presence of private information be- 
comes one of  optimal mechanism design. 27 Is it possible for an arbiter to design a 
system of  messages and decisions/rewards based on messages so that the agents reveal 
a sufficient amount of  their private information to specify an outcome that is Pareto effi- 
cient. Although there are some success stories here, there are serious limitations to what 
can be achieved. See Chapter 7 (by Baliga and Maskin) for discussion of mechanism 
design. 

We conclude that bargaining alone is not likely to be a practical or efficient rule 
for managing the collective, especially when the required collective is large. From our 
perspective, this is unfortunate since many environmental collectives must be large in 
order to include all affected parties. For example, air pollution collectives must be at 
least national in scope. Worse yet, the ocean fisheries and greenhouse gasses collective 
must be global. Therefore in many environmental management situations we are left 
with a design problem of how to organize institutions and rules for exercising collective 
property rights in a way that best achieves goals of  the relevant collectives. 

7. Methods and rules for managing collective property rights 

The mechanism design approach to management gives us a way of  stating and analyzing 
the management problem in a precise mathematical language. However, there is a rich 

26 The classic reference in signalling is Spence (1975). See also discussion in Laffont (1987). 
27 For a survey of incentive issues as they relate to the allocation of public goods, see Laffont (1987). Various 
information issues are addressed in Schulze and d'Arge (1974), Dasgupta, Hammond and Maskin (1980) and 
Farrell (1987). 
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literature (both theoretical and empirical) that looks at the same range of  issues in a 
much less formal way, with the general aim of  assigning rights, identifying institutions 
and framing rules that will improve the allocation of  collective resources even if full 
efficiency cannot be achieved. 28 Many structures have been studied involving ways of  
assigning and enforcing rights in such a way as to best elicit information and internalize 
externalities. 

Z1. Self-organizing systems 

Systems wherein collectives set up governance structures and enforcement procedures 
are sometimes referred to as "self-organizing" systems. Among the features of  these 
systems that seem to generate the most desirable outcomes are (1) hierarchical structures 
whereby decisions with respect to a given collective good are made by an agency with 
the same collective constituency, (2) access rules and arrangements whereby users are 
well known to one another, (3) intertemporal structures whereby agents deal with each 
other on a repeated ongoing basis. 29 For each of  these features there are sound reasons 
why they should be effective and some formal theoretical results. 

Hierarchical structures have been studied formally primarily in the context of  indus- 
trial organization. 3° There it has been shown that such structures often are an econom- 
ical way of  passing information within an organization and further that by designing 
the collectives of  different sizes in the various layers of  the hierarchy and decentraliz- 
ing decision-making, it is possible to match the decision-making group to the relevant 
collective. For example, in the context of  political collectives, the use of  several lay- 
ers of  government (federal, state, country, city) enables decisions involving the national 
collective (such as national defense) to be made by the federal government, whereas 
those involving a local collective (for example, a city park) to be made by a more lo- 
cal (city) collective. Unfortunately, it is rarely possible to match the decision unit with 
appropriate collective exactly, in which case we must deal with spillover externalities 
whereby some of  the benefits go to agents not in the decision collective. For example, 
in the case of  the city park, benefits will generally accrue to visitors passing through 
from elsewhere. We discuss below the use of  financial instruments to correct for these 
spillovers. 

Arrangements whereby the decision-making agents are well known to each other and 
deal with each other on a regular ongoing basis foster cooperation in a number of  ways. 
The desire to maintain a good reputation with peers provides incentives for agents to 
be truthful with each other and to follow collective rules. Further, when relationships 
are repeated over time, the collective can institute rules that serve to punish those who 

28 See, for example, surveys in Eggertsson (1990) and Bromley (1991). 
29 For further discussion of these issues, see, for example, Riker and Ordershook (1973) or Schotter (1981). 
30 See discussion and references in Demsetz (1988) and Williamson (1975). 
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do not cooperate as we saw in our discussion of  repeated games, further bolstering the 
incentives to play by the cooperative rules. 31 

7.2. Correction f o r  externality 32 

In situations where the decision collective is not exactly commensurate with the affected 
group, we expect externalities to o c c u r -  namely, some of  the costs or benefits of  action 
will  fall on outsiders (as in our example where a city park is visited by outsiders). 
Whenever  this happens, we expect incentives to be distorted in the same kinds of ways 
as we saw when private rights are assigned to collective resources. However, in these 
situations we may be able to use "market  like" instruments to restore correct incentives. 
The standard method of  correction for externality is to impose a tax per unit at the 
rate of external costs (or subsidy for external benefits). For example,  since the burning 
of  coal  contributes to air pollution and global warming, a tax should be added to the 
price paid by users to producers of coal, the tax being equal to marginal  social damages 
from these effects. In this way the price paid by users will  reflect both the private costs 
of production and the social externality costs; then each user will equate the marginal 
benefit from use with the full marginal social cost, thereby generating a socially optimal 
use level. 

This reasoning can be used to just ify a variety of "green" taxes in situations where 
externalities damaging to the environment (from private decisions) can be identified. Of 
course, to reach the first best, we must be able to identify and measure the marginal  ex- 
ternal damage and monitor  and enforce the volume of  emissions so as to set appropriate 
tax rates and collect corresponding tax revenues. And agents have the same kind of in- 
centives not to reveal their true preferences as we identified in connection with Coasian 
bargaining. 

Even in situations where free rider externalities make it impossible to determine 
and/or enforce first best  conservation principles, there are a variety of  "second best" 
policies available that will  be better than doing nothing. For  example,  a method widely 
used in the United States involves the setting of  environmental standards - that is in the 
case of  air pollut ion from the burning of coal, each polluter can be assigned a quota. 
As long as we are certain that the unregulated level of  pollution is too high, a social 
improvement  can be achieved by assigning quotas in such a way that the total emissions 
are reduced. 

31 We saw earlier how these ideas have been formalized in the theory of repeated games. In the empirical 
literature there is evidence that punishment strategies are used though not always in quite the way predicted 
by theory [see Ostrom (1990, 1999) and references therein]. 
32 In the sequel of this section we will discuss remedies for externalities in the abstract. See Ashby and 
Anderson (1981), Kneese and Bower (1968) and Chapter 9 (by Stavins) for much more detail on practical 
matters of implementation. More detailed textbook treatments can be found in Hanley, Shogren and White 
(1997) and Kolstad (2000). 
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However, it has long been recognized that we can do even better than this by assign- 
ing initial rights to pollute (that correspond to the quotas above) and then allowing trade. 
An example of  this method is the use of  emission permits to regulate the atmospheric 
concentration of  SO2. Unless we can correctly measure people's disutility from smog 
we may not be able to determine the optimal concentration. However, whatever concen- 
tration is chosen, we can use tradeable permits as a vehicle for achieving that level in a 
least cost manner. Further, by varying the ways in which permits are assigned, we may 
be able to alter the distribution of  income in desirable ways. 

Let us see how this might work for the case of  SO2. First we would need to identify 
the region to be regulated and all the sources of  emissions in this region. Further we 
must have a monitoring system in place that enables the regulator to verify levels of  
emissions. Next, we assign property rights by giving an initial allocation of  permits 
(rights to emit a pound (or ton) of  SO2 into the atmosphere) to each emitter. Then they 
can be allowed to buy additional permits or sell some of  their allocation on a permit 
market. Just as in the case of  the garbage example discussed at the outset, if different 
emitters have different opportunity costs of  emissions, there will be trades on this market 
(with high cost emitters purchasing from those with lower costs) and in equilibrium total 
emissions will be achieved at least opportunity cost. And if we observe voluntary trades 
taking place, we can be sure that the emissions market is Pareto superior to the simple 
setting of standards. Further, note that the information requirements are the same. In 
both cases, we must be able to monitor the levels of  emissions, but nothing else. 

Assuming that the emitters are all firms, the distribution of  income will be affected 
by the rights assignment only indirectly through the ownership shares in these firms. 
Alternatively, we could affect the distribution directly by assigning rights to consumers 
(or consumer groups) and requiring firms to purchase rights to pollute from them. This 
would be tantamount to giving those consumers rights to clean air and requiring pol- 
luters to compensate them for degradation. Returning to our earlier discussions of  effi- 
ciency versus equity, we see that there is some scope in the assignment of  these kinds 
of  property rights to affect the distribution of  income in a way that does not distort in- 
centives. Indeed, it has been suggested in the "north/south" debate that rights to global 
pollution should be assigned in such a way as to transfer wealth from the "have" (north) 
nations to the "have not" (south). Unfortunately the scope for such transfers (even if 
the political will is there) are probably too small to eliminate the efficiency-equity con- 
flict. 33 

It is worth pointing out that aside from distributional considerations the outcome 
achieved by a permit market can also be achieved through the use of  an externality tax. 34 
Any equilibrium permit price could have been imposed as a tax rate and thereby achieve 
roughly the same total emissions level with the same degree of  efficiency. However, now 

33 For discussion of the special problems that are present when appropriate collectives cross national bound- 
aries, see Dasgupta and M~iler (1992). 
34 For a theoretical analysis of different pollution conu'ol insmaments, including emissions trading, emissions 
taxes, and regulatory standards, see Chapter 6 (by Helfand, Berck and Manll). 
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the informational requirements for the two schemes are different. In a permit  scheme, 
the total quantity is specified and the marginal valuation is revealed by  the equil ibrium 
permit  price, whereas in a tax scheme, the price is specified and total emissions revealed 
through choice. 

This distinction takes on extra significance in a world of  uncertainty. When there 
is uncertainty in economic production relationships, if  quantity is specified, this un- 
certainty will  show up in random variation in the associated price, whereas if price is 
specified there will  be random variation in the corresponding quantity. Thus, in this 
situation, there may be a preference between these two methods depending on which 
uncertainty is more costly. 35 

8. Conclusions  

We have discussed in this chapter the various ways in which property rights can be 
assigned to environmental resources and indicated which type of  rights are appropriate 
depending on the characteristics of  the associated resource. While  indicating that there is 
no magic bullet that will  solve all collective resource problems, we have identified ways 
of  improving collective allocations and cited evidence that motivated groups sometimes 
do a better job  of  management  when collective rights are properly identified than might 
have been predicted by theory. Thus, while recognizing that environmental problems are 
acute, we believe that careful management  of  collective property rights has considerable 
potential for generating improvements.  
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Abstract 

The purpose of this chapter is to identify the reasons for collective action failures and 
successes in natural resource management, and to understand, in the light of economic 
theory, the mode of operation of the factors involved whenever possible. In the first 
section, we clarify the notion of a common property management regime and provide 
cautionary remarks about estimation methodologies commonly used. In Section 2, we 
focus on the general case where common property regulation is feasible yet only if gov- 
ernance costs are kept to a reasonable level. Emphasis is placed on such factors as the 
size of the user group, income or wealth inequality, and availability of exit opportuni- 
ties. Special attention is paid to the aspect of inequality since this has remained a rather 
confused issue in much of the empirical literature. Economic theory can contribute sig- 
nificantly to improving our understanding of the manner in which it bears upon collec- 
tive action. In Section 3, we discuss cognitive problems as an important impediment to 
the design and implementation of efficient common property management systems. We 
also present evidence of the deleterious effects resulting from the absence or inappropri- 
ateness of state interventions, particularly where they are motivated by private interests. 
In Section 4, the importance, under a co-management approach, of appropriate incentive 
systems at both the village and state levels is underlined and illustrated. 
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1. Introduction 

1.1. Motivation and outline o f  the chapter 

During the last decades we have witnessed an impressive upsurge of empirical literature 
dealing with common-property resources (CPR). Responsible for most of these writings 
are social scientists of different brands, particularly sociologists, anthropologists, geog- 
raphers, human ecologists, and political scientists. So far, the contribution of economists 
to the accumulation of empirical knowledge about such resources has been rather mod- 
est unlike their theoretical efforts, which have conspicuously multiplied during the same 
period. The available empirical literature is quite disparate in the sense that it relies on 
different sorts of evidence and methods of investigation. There are in-depth case stud- 
ies of one or two resource or village-level management systems - as illustrated by the 
works of Ensminger (1990) on Orma pastoralists (Kenya), and of Alexander (1982) 
on Sri Lankan beach seine fisheries; comparative, essentially qualitative assessments of 
various field situations located in a rather restricted a rea -  as exemplified by the works of 
Wade (1988a, 1988b) on irrigation and grazing resources in a southern Indian state, and 
of Peters (1994) on grazing resources in Botswana; cross-sectional quantitative analy- 
ses of resource management systems belonging to different environments - see, e.g., 
the works of Tang (1991, 1992), Lam (1998), Bardhan (2000) and Fujita, Hayami and 
Kikuchi (1999) on irrigation systems, or that of Gaspart and Platteau (2001) on fisher- 
men's regulatory schemes in Senegal; and broad-sweeping overviews of observations 
made in different regions and countries, possibly involving different types of resources, 
such as the works of Singh (1994) and Sengupta (1991) on India and the Philippines. 

A striking feature of most of these studies lies in the fact that their authors are gener- 
ally convinced that, given the glaring failure of state ownership experiences in develop- 
ing countries, collective, community-based regulation holds out the best prospects for 
efficient management of village-level natural resources. Yet, since they recognize at the 
same time that the balance sheet of actual experiences of common property manage- 
ment is mixed, the central aim of their inquiries is typically to understand the reasons 
that can account for these varying levels of performance of user-managed resource sys- 
tems. Moreover, such a mixed record prompts many of them to believe that a realistic 
solution to the problem of village resource conservation will necessarily entail a certain 
level of co-management between direct users, on the one hand, and state authorities or 
specialized agencies, on the other hand. 

The purpose of this chapter is to identify the reasons for collective action failures and 
successes in natural resource management as they emerge, whether explicitly or implic- 
itly, from the burgeoning literature of the last decades. It is also to try, in the light of 
economic theory, to have the best analytical understanding of the mode of operation of 
the factors involved whenever this is possible. Our analysis is presented in four succes- 
sive sections. In Section 1, of which these introductory remarks form a part, we clar- 
ify the notion of a common property management regime, provide cautionary remarks 
about estimation methodologies commonly used (a point that is elaborated further in 
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the Appendix), and analyze two set of polar circumstances, one under which common 
property regulation is very unlikely to succeed, and another where it is the only solution 
available. In Section 2, we focus on the general case where common property regulation 
is feasible yet only if governance costs are kept to a reasonable level. Here, emphasis 
is shifted to factors on which recent theoretical endeavors can shed a new light, namely 
the size of the user group, income or wealth inequality, and availability of exit oppor- 
tunities. The role of these factors is assessed within the framework of three theoretical 
models corresponding to different characteristics of the common property situation con- 
templated. Special attention is paid to the aspect of inequality since this has remained 
a rather confused issue in much of the empirical literature and economic theory can 
contribute significantly to improving our understanding of the manner it bears upon 
collective action. In Section 3, we discuss two important impediments to the design and 
implementation of efficient common property management systems. Cognitive prob- 
lems and state actions are analyzed successively under this heading. In Section 4, before 
we summarize our main points, the importance of appropriate incentive systems under 
a co-management approach to village-level resources is underlined and illustrated. 

1.2. Common property management regime 

Before embarking upon this agenda, it is necessary to be precise about what we mean by 
a common property management regime. A common property management regime im- 
plies that various restrictions are imposed on members of a well-defined group of people 
regarding the manner in which they may use local-level resources. In other words, com- 
mon property management implies collective regulations regarding both membership 
and the way to use the resource, and the existence of monitoring and sanctioning pro- 
cedures so that those rules can be effectively enforced. Below, we offer three detailed 
illustrations of what collective regulation can mean in the specific context of three dif- 
ferent natural resources: regulation of village forestry and pastures in Tokugawa rural 
Japan, regulation of villages pastures in Rajasthan (India), and regulation of access to 
the sea in coastal communities of Southern Sri Lanka. 

1.2.1. Management of village commons in Japan (1600-1867) 

McKean (1986) collected materials on three Japanese villages - Hirano, Nagaike, and 
Yamanaka-  with a view to assessing the way local commons were regulated on a micro- 
basis during the Tokugawa period (1600-1867). At that time in Japan, about half of 
the surface of forests and uncultivated mountain meadows were held and managed in 
common by rural villages, the other half being under imperial or private property. 

Japanese villages actually succeeded in developing "management techniques to pro- 
tect their common lands for centuries without experiencing the tragedy of the commons" 
[McKean (1986, p. 534)]. They used extremely detailed rules of access and conserva- 
tion procedures. For example, in order to prevent the kaya - a grass grown to produce 
thatch for roofs - from being cut at an immature stage for horse fodder, villagers usually 
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designated an area with kaya as 'closed' during the growing season. On the other hand, 
to ensure that daily cutting of fresh fodder for draught animals and pack-horses did not 
deplete the supply available for winter, villagers in Hirano designated one open area for 
daily cutting of fresh grass and another closed area as a source of grass to be dried into 
fodder for the winter [McKean (1986, pp. 553,554)]. 

Village forests were essentially divided into two zones: open patches of forest and 
closed reserves. Villagers could enter the first zone at any time "as long as they obeyed 
rules about taking fallen wood first, cutting only certain kinds of trees and then only 
those that were smaller than a certain diameter, and only with cutting tools of limited 
strength (to guarantee that no tree of really substantial size could be cut)"; or "about 
leaving so much height on a cut plant so that it could regenerate, or taking only a certain 
portion of a cluster of similar plants to make sure the parent plant could propagate itself, 
or collecting a certain species only after flowering and fruiting, and so on". Also, to limit 
the quantity of plants collected, village authorities could prescribe the size of the sack 
or container used for that purpose. To control access to the first zone in a tighter way, 
the same authorities could also issue entry permits "carved on a little wooden ticket and 
marked "entrance permit for one person .... [McKean (1986, pp. 554, 555)]. 

As for the closed reserves, they were set aside "for items that had to be left undis- 
turbed until maturity and harvested all at once at just the right time, or that the commons 
supplied in only adequate, not abundant, amounts". The time for collection and the rules 
to be followed by each collector were decided by the village headman. For example, if 
the supply of a given natural product was limited, "the reserve might be declared open 
for a brief period (two or three days) and households allowed to send in only one able- 
bodied adult to collect only what could be cut in that time". Precise rules for harvesting 
varied from product to product and from village to village, yet, as a matter of principle, 
they "appeared to be a judicious combination that rewarded strength and hard work but 
also severely limited the circumstances in which cutting was allowed, which ensured 
that the total supply was not threatened and no extreme inequality appeared among 
households in a given year or among kumi (groups of households) over time" [McKean 
(1986, pp. 555,556)]. The latter requirement could drive the local authorities to devise 
fixed rotational sequences so that each household or group of households had access to 
patches of varying quality. 

It is important to note that there were written rules about the obligation of each house- 
hold to contribute a share to collective work intended for maintaining the commons, 
such as systematic programmes for harvesting and weeding certain plants in a particu- 
lar sequence to increase the natural production of the plants they wanted; or the burning 
of the common meadow lands which was conducted each year to burn off hard and 
woody grasses and thorny plants (and kill pests), and which involved "cutting nine-foot 
firebreaks ahead of time, carefully monitoring the blaze, and occasional fire-fighting 
when the flames jumped the firebreak" [McKean (1986, pp. 558,559)]. 

Apparently, Japanese villages widely resorted to selective inducements and punish- 
ments in order to ensure due respect of the written codes which most of them had to 
govern their CPRs. Regarding inducements, we are thus told that "there was an intrinsic 
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pride in the importance of doing one's duty by the commons and in preserving the vil- 
lage's well-being; a young man brought credit to his family and future by doing the job 
proper ly . . . "  [McKean (1986, p. 564)]. Regarding punishments, the evidence is that "vi- 
olating rules that protected the commons was viewed as one of the most terrible offenses 
a villager could commit against his peers, and the penalties were very serious" [McKean 
(1986, p. 561)]. In order to detect rule infractions, purposeful monitoring was practiced 
in the form of groups of detectives destined to constantly patrolling the commons: "the 
detectives would patrol the commons on horseback every day looking for intruders, in 
effect enforcing exclusionary rules". Their job was considered "one of the most presti- 
gious and responsible available to a young man" [McKean (1986, pp. 560, 561)]. Ac- 
cording to villages, these positions changed hands more or less frequently and, in some 
of them, all eligible males had to take a turn, so that no family was without its full labor 
supply for very long. In the poorest villages, specialized but rotating detectives did not 
exist (probably because people were too poor to spare the required labor), yet anyone 
could report violations [McKean (1986, p. 561)]. 

When necessary, Japanese villages did not hesitate to threaten to use their more 
powerful sanctions: "ostracism in increasingly severe stages, followed by banishment". 
Ostracism - which implies that the village community "cuts off all contact with the 
offender except for assistance at funerals and fire-fighting" - was thus resorted to in 
gradual stages, "starting with social contact and only escalating to economic relations 
if the offender did not express remorse and modify his behavior". Moreover, "to ensure 
that the villagers would remember to shun contact with someone subjected to ostracism, 
that person might be expected to wear distinctive clothing (a flashy red belt or pair of 
unmatched socks)" [McKean (1986, p. 562)]. 

1.2.2. Management of village pastures in Rajasthan (India) 

In the arid areas of Western Rajasthan, before the modern state was formed by con- 
glomerating the princely states of Rajputana, communal grazing lands used to be under 
the effective control of big landlords known asjagirdars who took upon themselves the 
task of deciding and implementing "conservation measures which ensured considerable 
stability to these resources" [Shanmugaratnam (1996, p. 172)]. Thus they charged graz- 
ing taxes, organized rotational grazing around evenly scattered water-points, decreed 
the periodical closure of parts of the commons and periodical restrictions on entry of 
certain animal species, appointed watchmen to monitor compliance with the grazing 
regulations, imposed penalties on herd owners found guilty of violating them, and used 
their authority to extract regular labor contributions for maintenance works from poorer 
users. Such measures had the effect of conserving perennial grass species and trees and 
of allowing effective rotational grazing thanks to proper maintenance of water points 
[Jodha (1987, 1989)]. 
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1.2.3. Regulating access to the sea in a coastal fishing community in Sri Lanka 

The sea tenure system discovered by Alexander (1980, 1982) and by Amarasinghe 
(1989) in the beach-seine fishing communities of southern Sri Lanka involves the rota- 
tional assignment of fishing spots in such a manner that all fishermen get equal access 
not only to fish but also to fish in the best spots. 

Beach-seining is a fishing technique that requires a rather large water space (since it 
is intended for catching a whole school of fish) located close to the shore and with a 
smooth sea bottom. Furthermore, the laying of a beach-seine and its subsequent hauling 
takes only a few hours so that, on a particular day, only a maximum of 4 nets can be 
operated on each suitable location. Moreover, incomes from beach-seining are signifi- 
cantly affected by the timing of fishing operations, within a daytime as well as across 
seasons. 

From Alexander's account [Alexander (1980, pp. 97-102), (1982, Chapter 7)], the 
collective management scheme is defined by the following rules: 

(1) Membership in the village community, whether hereditary or acquired in a life- 
time, involves a right of access to the community-controlled sea area (local fish- 
ermen belong to the same kinship group). 

(2) Ownership of a net carries the obligation to work it when required. 
(3) There is no labor market and, since a beach-seine normally requires eight fisher- 

men to operate, joint ownership of nets is the rule and the usual ownership share 
in a net is l /8 .  In fact, each net is divided into eight sections or shares but "once 
the net is in operation individuals have no particular rights to the sections they 
have contributed" [Alexander (1982, p. 142)]. 

(4) Net shares, and the accompanying access right to the sea, can be transferred only 
through inheritance [Alexander (1982, p. 203)]. 

Equal access is guaranteed through a turnover system that determines turns 
in a sequence of net-hauling rights. Thus, in the village studied by Alexander, 
the fishing area is divided into two stations: the harbor side (from which most big 
catches come) and the rock side. The net cycle begins on the harbor side and, after 
a net has had the dawn turn on that side, it is entitled to the dawn turn on the rock 
side on the next day. Subsequently, it may be used on the rock side each day once 
the net immediately following it in the sequence has been used. The sequence of 
net use over a period of five days, where each of the eight existing nets is denoted 
by its number, is shown in Table 1 [adapted from Alexander (1982, p. 145)]. Over 
the full net cycle, each net is thus operated eight times. 

1.3. Methodological considerations 

At this stage, we must make an important methodological caveat. Indeed, identifying 
the factors underlying variations in performance levels for common property manage- 
ment is a much more arduous task than may appear at first sight. A major difficulty 
lies in the fact that the estimation procedure usually applied in cross-sectional studies 
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Table 1 
Fishing station 

Harbor Rock 
Day Dawn Night Dawn Night 

One 5 6 7 8 4 3 2 1 
Two 6 7 8 9 5 4 3 2 
Three 7 8 9 10 6 5 4 3 
Four 8 9 10 11 7 6 5 4 
Five 9 10 11 12 8 7 6 5 
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based on large samples of  user groups aimed at such identification is fraught with se- 
rious endogeneity effects that compound the classical problems raised by this type of  
methodology)  In actual fact, many studies overlook the endogeneity relationships be- 
tween the organizational form, the expected gains, and the user characteristics. Thus, 
when concluding that small and homogeneous groups are more conducive to collective 
action than groups with opposite characteristics, authors tend to forget that group size 
and composit ion may themselves be the product of  a decision made by users in the light 
of  their specific environmental conditions (see the Appendix for a detailed exposition 
of  this point). 

To highlight the reasons behind successes and failures of  collective action in village- 
level resource management,  in-depth case studies of  particular user communit ies and 
resource systems are therefore extremely useful as a complement  to cross-section sta- 
tistical analyses. They allow researchers to have a solid understanding of  the details of  
the common property management  mechanism and to use individual users or house- 
holds as observation units. Moreover,  such data can be subject to quantitative analysis 
in order to identify the determinants of  individual participation to the collective mech- 
anism [see White  and Runge (1995), Gaspart  et al. (1998)]. From there, it should be 
possible to shed light on important questions, such as whether participation is more in- 
tense and more widespread among rich than among poor users, among vil lage leaders 
than among common people,  etc. In addition, by reconstructing chains of past  events, 
it is possible to uncover dynamic processes at work in the user group and the vil lage 
society as a whole, in particular the processes of  group formation and rule setting. Dis- 
t inguishing user characteristics that are exogenous from those that are endogenous and 
understanding how the processes of  endogeneizat ion take place then become a feasible 
task. Finally, careful recording of  the characteristics of  the user community,  the resource 
system, the harvesting technology, and the role of  state agencies as well as a detailed 
assessment of  the initial conditions and the outcomes of  endogenous processes, should 
allow one to draw useful lessons about community-  and vil lage-level characteristics 

! Panel data are less subject to the aforementioned problem. Unfortunately, they are not yet available for the 
type of enquiry considered here. 
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conducive to effective common property management. This, however, necessitates that 
a comparative analysis can be carried out on the basis of  the available case studies. 

It must be emphasized that, to be really insightful, especially in a comparative ana- 
lytical perspective, it is important that in-depth case studies are guided by well-defined 
research questions and grounded in solid theory whenever it exists. Unfortunately, this 
requirement is too rarely met in reality, perhaps because many village studies are still 
inspired by a holistic approach that lays stress on the opposite need to avoid precise 
questions and hypotheses considered as so many blinkers prone to bias observations 
and results. 

1.4. Two polar cases: Collective regulation is doomed or indispensable 

1.4.1. The rationale for  resource division 

As we know from standard economic theory, the problem with resources under open 
access or under community ownership limited to membership rules - what Baland and 
Platteau (1996) call 'unregulated common property' - is the fact that externalities are 
not properly internalized. If  there were no transaction costs, 'regulated common prop- 
erty' (i.e., collective ownership with both membership rules and rules of  use) would be 
equivalent to private (and state) ownership. Yet, the presence of  pervasive transaction 
costs in real world situations tilts the balance in favor of  private ownership: as a matter 
of fact, being under the control of  a single person, private ownership avoids all kinds of  
negotiation costs necessary to reach a collective agreement as well as all the governance 
costs that have to be incurred with a view to monitoring and enforcing such agreements. 
There is no escape from the fact that regulation often remains imperfect as it is difficult 
to eliminate all the inefficiencies arising from a collective mode of exploitation. The 
remaining inefficiencies must therefore be considered as genuine costs of  maintaining 
the commons. In other words, regulation is necessarily imperfect, and a fully efficient 
outcome cannot be expected to result from the joint exploitation of  a natural resource. 

On the other side of the balance sheet, there are several advantages of  (regulated) 
common property that may possibly compensate for the above shortcoming of  imper- 
fect internalization of externalities. The first advantage lies in scale economies. These 
exist almost always on the side of  costs, if the alternative is to divide the resource into 
several private portions that have to be enclosed and protected. Indeed, the costs of  ne- 
gotiating, defining and enforcing private property rights are increasing with the physical 
base of the resource: the more spread the resource base (or the less concentrated the re- 
source) the higher the costs of  delimiting and defending the resource 'territory' .2 Scale 
economies may also exist on the side of benefits, being present either in the resource 

2 Note that the indivisibifity of natural resources needs not always arise from their spatial spreading. Thus, 
for example, a water source is extremely difficult to apportion to several users even though it is a highly 
concentrated resource. 
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itself or in complementary factors. Resources offering multiple products because they 
form part of  an overall ecosystem are a good example of  the former kind of  situation 
(think of  forests or mangrove areas). On the other hand, the obvious advantage of  co- 
ordinating the herding of  animals so as to economize on shepherd labor in extensive 
grazing activities is probably the best illustration of  the way scale economies in a com- 
plementary factor may prevent the division of  a resource domain [see, e.g., Dahlman 
(1980), Netting (1981), Binswanger, McIntire and Udry (1989), Bromley (1989, p. 16), 
Nugent and S anchez ( 1993)]. 

Risk-pooling considerations constitute another important and well-known advantage 
of  common property. When a resource has a low predictability (that is, when the vari- 
ance in its value per unit of  time per unit area is high), the need to insure against the vari- 
ability of  its returns across time and space militate against resource division [McCloskey 
(1976), Dahlman (1980), Runge (1986), Dasgupta (1993, pp. 288, 289), Nugent and 
Sanchez (1993, p. 107), Singleton (1999)]. 3 Indeed, users are generally reluctant to di- 
vide it into smaller portions because they would thereby lose the risk-pooling benefits 
provided by the resource kept whole. Such loss is especially noticeable in the case of  
extensive herding and fishing (whether in inland or marine fisheries). Indeed, herders 
(fishermen) may need to have access to a wide portfolio of  pasture lands (fishing spots) 
insofar as, at any given time, wide spatial variations in yields result from climatic or 
other environmental factors. Note carefully that, to be valid, the risk-pooling argument 
presupposes the existence of  positive enforcement costs of  private property, otherwise 
scattered privately-owned parcels could well provide the required insurance to resource 
users [see, however, Baland and Francois (2001)]. 

1.4.2. Where resource division is inevitable 

There are thus arguments pro and contra the division of  a resource and the issue cannot 
be settled on a priori grounds but only in a contextual manner [Baland and Platteau 
(1998b), Platteau (2000, Chapter 3)]. This said, polar situations arise where the choice 
is evident. One such situation occurs when the profitability of  resource division and 
privatization is so high that this option is incontrovertible. This is likely to happen when 
there are no scale economies (on the side of  benefits) nor risk-sharing advantages in 
keeping the resource domain whole. However, low are the inefficiency losses resulting 
from common property, the corresponding costs are still too high compared with the 
savings that can be realized on enforcement costs. 

The most relevant case here is that which arises when the value of  a resource is high 
owing to population growth and/or market integration and delimitation or enforcement 

3 High yield variance is also one of the five conditions favorable to common property listed by Netting 
(1976). The four other conditions are a low value of resource productivity (see supra), few possibilities of 
intensification, a large area needed for effective use (see supra), and a large labor- and capital-investing group 
[Netting (1976, p. 144)]. 
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costs of private property are moderate. In such circumstances, indeed, even a rather ef- 
fective system of collective regulation can easily result in comparatively large amounts 
of rents foregone by not dividing the resource. Hence the frequent emphasis in the liter- 
ature on the unit value of natural resources as one of the main determinants of its priva- 
tization (division) [Dyson-Hudson and Smith (1978), Casbdan (1983), Levine (1984), 
Wade (1988a, p. 215), Libecap (1989, p. 21), Dasgupta (1993, pp. 288,289), Noronha 
(1997, p. 49), Baland and Platteau (1999), Singleton (1999), Platteau (2000, Chapter 3)]. 
For example, in his classical study of the Swiss Alps, Netting contrasts the lowlands of 
the valley which are fertile and therefore tend to be privately appropriated with the more 
arid highlands which are used as communal (summer) pastures under the authority of 
the village council [Netting (1972, 1976, 1981, 1982)]. Generally, when a resource re- 
quires substantial investments and regular maintenance to be conserved and improved 
while the option of privatization is available (enforcement costs of private property are 
not too high), that option generally proves to be irresistible and attempts to keep the re- 
source under common property are bound to fail despite the best intentions and efforts 
of users or community organizers. The natural transformation of the ownership system 
over agricultural lands in areas subject to rapid population growth and agricultural in- 
tensification offers a vivid illustration of this principle [see Boserup (1965, pp. 79-81)]. 

1.4.3. Where resource division is prohibitively costly: The evolutionary view 

Another polar case arises when, unlike in the above kind of situations, the option of 
private ownership is not available because enforcement of private property rights is pro- 
hibitively costly or indivisibilities are pervasive. One can think of resources that are 
highly mobile over large expanses of territory (open-sea fishing and hunting, in par- 
ticular), or of those, such as irrigation water, which require a collective infrastructure 
to be exploited. In these peculiar circumstances, collective regulation under the com- 
mon property regime is the only way to avoid the inefficient management and/or the 
degradation of the resource under conditions of open access. 

The question is then how can one be assured that the required mode of resource gov- 
ernance will be established and maintained? It is at this juncture that the evolutionary 
doctrine must be brought into the picture since it stresses the considerable ability of 
rural communities to adapt to changing circumstances. In conformity with the induced 
institutional innovation hypothesis [Kikuchi and Hayami (1980), Hayami and Ruttan 
(1985), Binswanger and McIntire (1987)], its proponents argue that collective regula- 
tion of a resource may evolve under (moderate) population growth when privatization 
remains prohibitively cosily. 

Thus, Hayami and Kikuchi point out that, under these conditions, "the social structure 
becomes tighter and more cohesive in response to a greater need to co-ordinate and 
control the use of resources as they become increasingly more scarce". As scarcity 
increases and competition is intensified, rules are defined more clearly and enforced 
more rigorously, whether they serve to define rights and obligations among people on 
the use of the resource or to settle possible conflicts. Inasmuch as the environment 
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determines which resources are scarce, which are difficult to privatize, and which are 

relatively easy to handle at the village level, environmental conditions are "a critical 
variable in the formation of village structure" [Hayami and Kikuchi (1981, pp. 21, 22), 
Hayami (1997, p. 92)]. 4 

Close to Hayami and Kikuchi is the position taken by Wade on the basis of detailed 
village studies in South India [Wade (1988a)]. According to him, indeed, "villagers will 
deliberately concert their actions only to achieve intensely felt needs which could not 
be met by individual responses", that is, "they will straightforwardly come together to 
follow corporate arrangements" whenever "the net material benefits provided to all or 

most cultivators are high" [Wade (1988a, pp. 185-188, 211)]. Wade is actually confident 
that when no other, more decentralized alternative is available, villagers will somehow 
succeed in overcoming the incentive problems associated with collective action. Lawry 
reaches a similar conclusion: "collective action is more likely to result where the com- 
mon resource is critical to local incomes and is scarce", and where privatization appears 

unfeasible or too costly [Lawry (1989b, pp. 7-9)]. Boserup herself did not think dif- 
ferently: "when grazing opportunities become scarce, rules are likely to be laid down 
concerning the number of animals a cultivator family is allowed to have and the amount 
of straw the cultivator is allowed to remove with the harvest" [Boserup (1965, p. 85)]. 
Such a view, it must be noted, is shared by those political scientists for whom leadership 
and rules arise within social groups in response to the need to regulate the allocation of 
resources under conditions of scarcity [see, e.g., Tyler (1990, pp. 66, 67)]. 

1.4.4. Where resource division is prohibitively costly: The unregulated common 
property 

The evolutionary view sounds too optimistic, however. Collective management is not 
the only possible outcome in the presence of prohibitively high privatization costs and 

the value of the resource justifies its regulation. Indeed, one cannot exclude the possi- 
bility that the resource is going to be overexploited and depleted under either an open 

4 As an example, Hayami and Kikuchi mention the differential evolution of rural social organizations (as 
measured by the tightness in community s~ucture) in Thailand's Central Plain, on the one hand, and in 
Japan and the mountainous areas of the Philippines (such as in the Ilocos region), on the other hand. In their 
account, the role of population density and topography (mountainous terrain is more congenial to local-level 
infrastructure) is quite predominant: while rice farming in the major part of Thailand's Central Plain depends 
on the annual flooding of a major fiver delta, which is beyond the control of peasants either individually or 
in local cooperative groups, in Japan and the Ilocos region of the Philippines it initially developed in fan- 
shaped terraces in the valley bottoms and inter-mountain basins, a topography which makes local cooperation 
effective in controlling a water supply based on small streams [Hayami and Kikuchi (1981, pp. 22, 23)]. Note 
that when public goods such as irrigation infrastructure require a spatial basis exceeding the rather confined 
limits of a village community, state intervention is called for. A complete, but daring, induced institutional 
innovation theory would argue that the fight kind of state would emerge in such circumstances to solve the 
public good problem that conditions people's survival. See Wittfogel (1957), Hunt (1989), and Allen (1997) 
for attempts in that direction. For a critique, see Weiss and Hobson (1995, pp. 85-87). 
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access or an unregulated common property regime. Under open access, there are no 
rules guiding access to the resource, nor rules governing its use. In such circumstances, 
the Tragedy of  the Commons occurs: productive inputs are wastefully used and the 
scarcity rents associated with the resource are totally dissipated [Hardin (1968)]. 

Under unregulated common property, membership of  user groups is fixed, yet there 
are no rules regarding the use of the resource that rights-holders are supposed to follow. 
The absence of rules of  use may be due to various reasons: external factors, such as the 
low value (or the abundance) of  the common property resource, or adverse state policies 
and actions that have the effect of emasculating community-based organizations, and 
internal factors, by which we mean the inability of a group of  users to collectively 
organize with a view to manage local resources better. 

Because collective regulation is costly and, as we have just seen, cannot be assumed 
to arise exactly when it is needed, it is important to enquire into the outcome of  unreg- 
ulated common property [the open access situation is too well known to warrant a new 
discussion here; see Chapter 3 (by David Starrett)]. Moreover, even a collective regu- 
lation regime requires that people act in a non-regulated manner (in a non-cooperative 
way) to bring it about. Indeed, if resource users, or a sufficient number of  them, do 
not decide to contribute in a significant way to collective actions leading to the estab- 
lishment of  a resource management scheme, such a scheme will never come to light. 
Lastly, for people to have an incentive to participate in collective regulation, what they 
earn under the collective arrangement must exceed what they obtain in the absence of  
regulation. This condition constitutes their so-called participation constraint. In other 
words, the equilibrium outcome under unregulated common property provides a bench- 
mark against which resource users evaluate the usefulness of  a coordinated management 
scheme. 

For all these reasons, attention in Section 2 will be focused on the outcomes of  games 
representing decentralized patterns of  interactions among resource users. These games 
are essentially static, thus mirroring the existing state of economic theory on the subject. 
In Section 3, the implications of the analysis in Section 2 for the design of  collective 
regulation mechanisms will be investigated. 

2. Simple models of non-cooperative behavior and some implications for 
cooperative behavior 

Since in reality there is a rich variety of common property situations, it is impossible 
to account for all of  them in terms of  a single analytical model. Three main models are 
considered in detail below. The first model examines a situation where users share the 
benefits from joint exploitation of a common property resource in direct proportion to 
the relative amounts of their appropriation effort, which they freely decide. The second 
model depicts the classical problem of voluntary contributions to a pure public good. 
The third model is based on the assumption that users benefit from the common good 
produced (or the common bad avoided) with the help of  their aggregate contribution in 
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proportion of their predetermined share or 'interest' in this good. I.e., it is not a pure 
public good. The impacts of income inequality and group size will be analyzed with 
respect to each model. The presence of exit opportunities will be considered only in 
terms of the third model, which is particularly suitable for that purpose. 

The core versions of the three models are discussed in three successive subsections 
while a number of interesting variants around the third model are examined in a separate 
subsection following the main presentation. Before Section 4 is concluded, we leave 
the framework of completely decentralized decisions to address an oft-neglected issue, 
that of the impact of inequality on collective regulation. As in the previous sections, 
references to the relevant empirical literature are provided whenever appropriate. 

2.1. The first model: The appropriation problem 

2.1.1. The model 

Consider a situation in which agents jointly exploit a common property resource by indi- 
vidually choosing their individual level of harvesting. Villagers thus decide the number 
of hours they spend in the forest gathering fuelwood, fishermen decide the number of 
boats they operate in a common fishery, or herders decide on the number of animals 
to let graze on the common pasture, etc. In all these situations, the level of harvesting 
effort decided by an individual agent has an impact not only on the collective level of 
exploitation of the resource, but also on his share of the collective harvest, which is 
usually directly proportional to his effort level. In contrast with the analysis proposed 
in the next sections where individual shares in the collective output are pre-determined, 
we consider here the case where individual shares are endogenous. 

Assume that n agents jointly exploit a common property resource and share their 
benefits in direct proportion to the relative amount of appropriation efforts they have 
chosen to put in. Let gi stand for the appropriation effort of agent i. Total output can 
then be written as: 

where G n < 0 and G t can be positive or negative. For the sake of notational simplicity, 
we assume that costs are nil, so that the profit accruing to agent i is simply: 

Hi -- ~ j = l  gJ 

In a Nash equilibrium, each agent maximizes his profit by choosing his own level 
of effort, taking the level of effort provided by the others as given. Raising the level 
of effort has two separate effects on profits: it may increase (or reduce) the aggregate 
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output to be shared by all users, and it increases the individual's share in aggregate 
output. This is expressed in the first-order condition: 

OHi ~k¢i gk g j)  + 
Ogi- (Y~j=Igj) 2G Zjg j  ~Z.S jjmO. 

In the above equation, the first term is always positive. In equilibrium, the second term 
must therefore be negative, which implies that at the Nash equilibrium agents set the 
total amount of  effort in such a way that its marginal productivity is negative (or, if 
costs were positive, below marginal cost). Inefficiency arises because, at the efficient 
point where marginal productivity is nil, agents have an incentive to increase their effort 
level since it increases their share in aggregate output. 5 

2.1.2. Impact of inequality 

As the objective functions of  the individual users are profit (and not utility) functions, 
wealth or income inequality has no direct impact on individual or aggregate level of  ef- 
fort. When utility functions instead of  profit functions are used to describe the objectives 
of resource users, as will be done in the next two sections, it is no longer immaterial how 
wealth or income is distributed among these users as effort is then subject to income ef- 
fects. This being said, the simple analytical framework presented above becomes useful 
to determine the impact of  inequality when indirect effects operating through constraints 
on individual efforts are taken into consideration. More precisely, we contemplate the 
possibility that the distribution of  wealth translates into a distribution of  the constraints 
on the amount of effort that an agent can choose [see Baland and Platteau (1999) for nu- 
merical examples]. For example, to decide the number of  boats to buy, a fisherman must 
have enough initial wealth either to directly finance the purchases of  these boats or to 
secure access to the credit market. Absent this constraint, all individuals contribute the 
same amount of  effort regardless of  their wealth. On the contrary, if the constraint binds, 
poorer fishermen are constrained while wealthier users freely decide their level of  effort. 
Consider a disequalizing transfer from (i) an agent who was previously unconstrained 
and is now constrained, or (ii) from an agent who was previously constrained to an un- 
constrained (wealthier) agent. Such a transfer has the effect of  reducing the aggregate 
level of  effort, thereby making the use of  the common resource more efficient. 

To show this result, let us consider the first-order condition above. Suppose that the 
transfers benefitted an unconstrained agent. 6 (We leave to the reader the discussion of 

5 Note that, if  the users on the commons are simultaneously Cournot competitors on the output market, there 

exists an optimal number of users such that the commons is efficiently used [see Comes, Mason and Sandier 

(1986)]. 
6 If  more than one agent benefits from the transfer, one can always decompose the transfer as the sum of 
successive transfers to a single agent. Similarly, if  the transfer originates from more than one agent, one can 
always decompose such a transfer as the sum of transfers from each agent. 
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the case where such transfer benefits a constrained agent.) The constrained user, who 
lost from the transfer, reduces his own level of  effort by an amount equal to the change in 
his constraint. If  after the transfer, the benefitting user, who is unconstrained, increases 
his effort level so that the aggregate level remains unchanged, the derivative of  the profit 
function given above would be negative: the first term on the right-hand side would be 
smaller, and, bearing in mind that G I is negative at the Nash equilibrium, the second 
term would be more nega t ive ]  Hence, the post-transfer level of  effort chosen by this 
agent will never be such that the aggregate level (increases or) remains constant. As can 
be checked from the first-order condition above, he does increase his level of  effort (i.e., 
efforts by the agents are strategic substitutes in this model),  but this increase is smaller 
than the reduction in the effort levels of  the losing agent. It should be noted that, in some 
circumstances, a disequalizing change in the distribution of  wealth may have such an 
impact  on the aggregate level of  effort that the welfare of  all users is increased. Further 
discussion and details can be found in Baland and Platteau (1997b). 

In a recent contribution, Bardhan, Ghatak and Karaianov (2000) propose an alterna- 
tive approach for the analysis of  wealth inequali ty in an appropriation problem. In their 
model, the production function includes two complementary inputs, the amount of  ap- 
propriable resources from the commons (as in the traditional approach to appropriation 
problems described above) and a private input. To analyze the effects of wealth differ- 
ences, they assume that the amount of  private input owned is equal to own wealth and 
that the market  for the private input is largely imperfect.  They then show that greater 
inequality, in general, tended to reduce the efficiency of  the decentralized outcome. 

Another  alternative approach would simply consider that the cost of  the input for use 
of  the common property differs across users, with lower costs for presumably wealth- 
ier users. This is the approach followed by Aggarwal  and Narayan (1999). These two 
authors propose an interesting model  of  groundwater appropriation in a dynamic two 
stage game, where, in the first stage, players determine their extraction capacity (which 
represents the maximal  depth of  extraction), while in the second stage, they decide their 
extraction path over an infinite horizon (that is the rate of  utilization of  this capacity). 
Assuming that the cost of  capacity varies across agents (for instance, as a function of  
initial wealth under imperfect  capital markets), they show that inefficiency in extraction 
is a U-shaped function of  a mean-preserving spread in the costs of  capacity, s While  that 

7 Since gi increases while ~ j = l  gJ is assumed to be constant, Y~¢i gk is smaller. As a result, ~k¢i  gk/ 
(Y~j=I g j)2 is also smallel: On the other hand, gi/~. j  gj increases, causing the second term to be more 
negative. The first-order condition is therefore violated. 
8 As such capacity can be more generally interpreted as a fixed cost, poorer agents may even decide not to 
invest at all. The analysis is partly motivated by evidence on groundwater extraction in India, where poorer 
farmers did not generally invest in wells, or invested in wells of low depth. They were quickly driven out by 
the decline in the water tables [see Bhatia (1992) and Aggarwal (2000)]. Similarly in fishing, poor artisanal 
fishermen may prove unable to purchase the type of high-powered vessels used by richer investors. As a 
consequence of this technological race, their access to the resource is reduced to the point of crowding them 
out of the sector. 
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paper can be commended for its genuine effort to explicitly bring dynamic considera- 
tions into the analysis of common property resource, the approach to inequality directly 
equates a mean-preserving spread in wealth (which makes sense as a comparative statics 
experiment) to mean-preserving spreads in input costs, which are less closely related to 
inequality. It is not clear that these two concepts are strictly monotonic to one another. 
To see this, consider the case where, below a certain wealth level, agents do not have ac- 
cess to formal capital markets and must turn to the moneylender for the purchase of the 
input. Clearly, then, any reduction in their wealth cannot change their input cost. In this 
situation, a mean-preserving spread in wealth reduces the input cost of better endowed 
agents (as they have more collateral to offer on the formal credit market) while leaving 
this cost unchanged for poorer agents. Such a disequalizing change increases aggregate 
harvesting. These effects are totally different from those of a mean-preserving spread in 
input costs, which would imply that the input cost rises for the lesser endowed agents. 
Such effects are also at variance with those obtained under a different scenario, where 
rich users have an unlimited access to the formal capital market. In these conditions, an 
increase in the wealth of the rich does not change their input price, while poorer agents 
are driven out of the formal market by the reduction in their wealth. Clearly, caution 
is required when interpreting results based on mean-preserving spreads in costs rather 
than in wealth. 

2.1.3. lmpact of group size 

In the above model, the impact of an increase in the number of users can easily be es- 
tablished. Indeed, given a Nash equilibrium among n agents, as described by the above 
first-order condition, a new agent entering into the resource will always decide to ex- 
ert a positive amount of effort, since the average return to effort is positive. The other 
agents will react to this increase in the use of the commons by reducing their own level 
of effort, but never to such an extent that the total level of effort diminishes. This can 
be shown by totally differentiating the first-order condition for agent i with respect 
to an increase in effort by others. As a result, an increase in the number of users un- 
ambiguously raises the Nash equilibrium level of exploitation of the resource, thereby 
increasing the inefficiencies of its joint use [see also the discussion in Dasgupta and 
Heal (1979, pp. 55-73)]. 

2.2. The second model: Voluntary contributions to a pure public good 

2.2.1. The model 

The management of common property resources often involves the production of pub- 
lic goods, such as water control infrastructure, drains in watersheds, or a fishing pier. 
Moreover, as will be argued later, participation in tasks of collective organization such 
as maintenance of resource-related infrastructures, monitoring abidance of management 
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rules, protection of the resource against outsiders, etc. can also be analyzed as a problem 
of voluntary contributions to a public good. 

Consider a group of n consumers, with utility functions: 

Ui = U i ( x i , G ) ,  

where xi represents the amount of private good consumed by consumer i, and G is the 
amount of public good in the economy. The public good, G, is equal to the sum of the 
gifts, gi, made by each consumer i, so that: 

G =  ~--]~gi. 
i 

Each consumer i is endowed with a level of wealth wi, which he allocates between his 
consumption of the private good, xi, and his donation, gi. Letting G- i  represents the 
sum of all gifts made by all the consumers other than i, we can define a Nash equilibrium 
as a vector of gifts (g*) such that, for each i, (X i*, gi*) is the solution to the following 
maximization problem: 

m a x  Ui(xi,gi -'~-G*_i) s.t. Xi -}-gi =tOi, gi >/0, 
xi,gi 

in which the last constraint requires gifts to be non-negative. In other words, a con- 
sumer cannot resell the public good provided by the others in order to increase his own 
consumption of the private good. 

Bergstrom, Blume and Varian (1986) propose an interesting reformulation of the 
problem which considerably simplifies the analysis and provides the key intuition for 
the comparative statics results. Let us concentrate on the choice made by one consumer. 
When he decides the amount of his gift, consumer i chooses simultaneously the equi- 
librium level of G itself: indeed if he chooses to make zero gift, he chooses G = G-i ,  
and if he chooses to make a positive gift, he chooses G > G-i .  Thus, the maximization 
problem above can also be written as: 

m a x  Ui(xi, G) s .t .  Xi + G ---- wi + G* i, G > / G *  i .  
xi,G 

In other words, we can choose to make the total amount of public good provided by the 
other agents of the economy appear explicitly in the budget constraint of consumer i. 
The above problem can be easily represented with the help of a standard consumer 
theory diagram. This is done in Figure 1, which has been drawn for a consumer who 
chooses to make a positive contribution in equilibrium. 

In Figure 1, the bold segment of the downward-sloping 45°-line represents the fea- 
sible points on the budget line of consumer i, under the restriction that voluntary gifts, 
gi, are non-negative. At the equilibrium, consumer i chooses to consume x* and to con- 
tribute g*, so that the total amount of public good in the economy is equal to G*_ i + g*. 
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Figure 1. Consumer choice with voluntary provision to a public good. 

In the equilibrium, i f  we consider the set of all agents, while some of  them choose to 
contribute positive gifts, others may decide not to contribute at all and to select the cor- 
ner solution (wi, 0) in which they spend all their individual income on the private good. 

Bergstrom, Blume and Varian (1986) demonstrate that there exists a unique Nash 
equilibrium for this game. This equilibrium is typically inefficient. It can also be eas- 
i ly characterized if  we assume that all consumers have identical preferences and that 
the public good is a (strictly) normal good. In such circumstances, there is a critical 
level of  wealth, w*, such that, below that level, all consumers choose to spend all their 
income on the private good. Al l  consumers with a higher level of  wealth choose to con- 
tribute a positive amount which is exactly equal to wi - w*. Indeed, as they all consume 
the same amount of  public good, those agents must also consume the same amount of  
private good. (Suppose that this is not the case: consider an agent who chooses to con- 
sume more private good. Since G is a normal good, this agent would also choose to 
consume more public good, hence a contradiction.) 

2.2.2. Impact of income distribution 

Equipped with the above simple analytical framework, we can now examine the effects 
of  changes in income distribution on the equil ibrium amount of the public good. 9 By 
contrast with the preceding section, the use of utility functions allows for income effects 

9 For a related discussion in the sociological literature, see Oliver, Marwell and Tuxera (1985), Oliver and 
Marwell (1988) and Heckatorn (1993). 
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to play a role in the determination of individual contributions. While preferences can 
differ across agents, we still assume that G is a (strictly) normal good. We first analyze 
redistributions of income among contributing agents such that no consumer looses more 
income than his original contribution. 

Consider agent i who has received 8 more units of income. Suppose that, after the 
redistribution, all other agents contribute exactly their original contribution minus 8. In 
other words, they, as a whole, reduce their contribution by exactly the amount of net 
wealth that has been transferred to agent i. In such a situation, the budget line of agent i 
is exactly identical to the original one, since it is now equal to (wi + 8) + (G* i - 8). 

His budget set is now enlarged from AFB0 to ADS0 in Figure 1. Agent i thus chooses 
exactly the same equilibrium bundle E than before: he consumes x* units of the private 
good and contributes g* + 8 to the public good. The extra amount consumer i decides 
to contribute to the public good is equal to his income change, provided that all other 
consumers do likewise, which implies here that they reduce their aggregate contribution 
by 8. Since this is true for all agents between whom income has been redistributed, 
the equilibrium level of the public good is unaffected by non-drastic transfers between 
contributing agents. In other words, income redistribution among contributors has no 
effect on the equilibrium amount of the public good as long as the set of contributors 
is left unchanged, which is guaranteed here by the fact that no one loses more than 
his original contribution. This result is known as the 'neutrality' theorem, and it was 
originally discovered by Warr (1983) [see also Becker (1974, 1981) and Comes and 
Sandler (1985)]: "When a single public good is provided at positive levels by private 
individuals, its provision is unaffected by a redistribution of income. This holds . . .  
despite differences in marginal propensities to contribute to the public good" [Warr 
(1983, p. 207)]. 

Before turning to other types of income transfers, it is worth stressing three important 
conditions that must be met for this result to hold: (1) no contributor loses more than his 
original contribution, (2) G is a pure public good, and (3) the consumer's utility does 
not depend on his own gift, but only on the aggregate amount of public good provided. 

As we have assumed that the public good is a normal good, the intuition suggests that 
changes in the distribution of income that increase the aggregate wealth of the contribut- 
ing agents increases the equilibrium amount of public good provided [see Proposition 4 
in Bergstrom, Blume and Varian (1986)]. This holds true for simple transfers of wealth 
from a non-contributor to a contributor, but it also applies to more complicated redis- 
tributions of income, which, for instance, involve a former contributor having become 
too poor to continue contributing. The critical factor in this result is that the aggregate 
wealth of the set of contributors is increased. As the preceding result has made clear, 
the way this increase is distributed among them is of no consequence. 

However, as consumers can differ in preferences, the redistribution of income dis- 
cussed here cannot be directly related to inequality. Indeed, nothing so far prohibits 
a situation in which poor consumers, who have a 'strong' preference for the public 
good, contribute while the rich consumers, with other preferences, do not have a high 
enough income to be induced to contribute. In such a situation, redistributions of in- 
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come that would increase the aggregate provision of the public good are equalizing. 
That would not be the case, however, if all consumers have the same preferences. Since 
contributions are then increasing with income, it immediately follows that disequalizing 
transfers increase the aggregate provision of the public good, provided that the transfers 
increase the aggregate wealth of the contributing agents. In particular, if a contributor 
loses more than his original contribution to the benefit of other contributors, aggregate 
contributions rise. This is because, as explained in the above section, there is a criti- 
cal level of wealth below which an agent does not contribute. Transferring an amount 
equal to his contribution to other contributors does not change the aggregate level of 
the public good, but the extra amounts transferred increase it as they are equivalent to a 
transfer from a non-contributing to a contributing agent. It then follows that the smaller 
the set of contributors with a constant level of aggregate wealth, the larger the aggregate 
provision of the public good. The highest level of public good will be provided if the 
whole income is concentrated in the hands of a single consumer. 

Some of these predictions were tested in a laboratory experiment by Chan et al. 
(1996). An important result is that redistributing income from non-contributing to con- 
tributing individuals increases the aggregate provision of the public good. The experi- 
ment also shows that poorer individuals tend to contribute more and richer individuals 
less than what could be predicted on the basis of the model. For surveys of related 
experimental economics evidence, see Ostrom (2000) and Ledyard (1995). 

2.2.3. Impact of group size 

The effects of group size on the collective provision of a public good can easily be de- 
rived from the above discussion. 1° Indeed, as long as the public good is strictly normal, 
an increase in the number of agents in the economy such that the wealth of the original 
members is unchanged can have two effects. The new agents can be non-contributors. 
In this case, the aggregate wealth of the contributors is unchanged and the equilibrium 
level of public good provided is left unaffected. Alternatively, the new agents can be 
contributors, in which case the equilibrium level of the public good also increases, in a 
way similar to that resulting from an increase in the aggregate wealth of the contribu- 
tors. It is possible that, individually, former contributors reduce their contributions, yet 
the aggregate level of G must be higher in the new equilibrium. As a result, an increase 
in the number of agents that leaves the wealth of the original agents unchanged does not 
reduce the aggregate provision of the public good. 

If the marginal propensity to consume the public good is close to zero, contributors 
will reduce their contributions by almost the same amount as the voluntary contribution 
of the new agent. In equilibrium, therefore, the level of provision is hardly modified. 
In this situation, the contribution of the new agent almost completely crowds out the 

10 Formal proofs of what follows can be derived by adequately reinterpreting the discussion on state provision 
of public goods and Theorem 6 in Bergstrom, Blume and Varian (1986, p. 42). 
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Figure 2. Group size and voluntary provision to a public good. 
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original voluntary gifts. In contrast, if the marginal propensity to consume the public 
good is close to one, the income effect of the new contribution is almost entirely spent 
on the public good. As a result, the equilibrium level of the latter is increased by almost 
the same amount as the contribution of the new agent: the crowding-out effect on for- 
mer contributions is negligible.11 These two cases are illustrated in Figure 2, where the 
contribution of the new agent is indicated by A. The indifference curve AA depicts the 

case of strong crowding out, while the curve BB depicts the case of weak crowding out. 
As we have emphasized above, the increases in group size discussed so far are not 

supposed to change the wealth of the original members of the society. Suppose now that 
the new members do not bring any wealth of their own but receive transfers from the 
original members of the society. In this case, four different situations can obtain. First, 
the new members '  wealth comes from former non-contributors and the new members 

I1 One would expect that, when the public good is an inferior good, the new contributing agent will cause a 
more than proportional decline in the provision by the others, which would reduce the aggregate provision of 
the public good. Conversely, when the private good is an inferior good, the aggregate provision will increase 
more than proportionately to the contribution of the new agent. Unfortunately, since it is not clear that the 
Nash equilibrium is unique under those conditions, the comparative statics become less meaningful [see also 
Chamberlin (1974)]. 
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decide not to contribute: the equilibrium level of  the public good is then unchanged. 
Second, the new members '  wealth also comes from non-contributors but the new mem- 
bers decide to contribute to the public good. The aggregate level of  the public good is 
increased. Third, the new members '  wealth comes from contributors but the new mem- 
bers decide not to contribute: such a change decreases the aggregate provision of  the 
public good. Lastly, the new members '  wealth comes from contributors and the new 
members contribute. The equilibrium level of  the aggregate contributions will  increase, 
stay constant, or decrease depending on whether the set of contributors is larger, equal, 
or smaller than the original one, because the aggregate wealth of  the contributors is left 
unchanged. The main conclusion is therefore that, even if the new members do not bring 
any new resources to the society, so that, on average, original members of  the society 
are poorer, the equilibrium level of  the public good provided does not necessari ly fall. 12 

2.3. The third model: Voluntary contributions to a c o m m o n  good  

2.3.1. The model  

Think of  the use of large mesh-sized nets instead of small mesh nets to avoid capturing 
immature fishes in a common fishery, or the building and maintenance of  anti-erosive 
barriers in a hilly area, or else the collective maintenance of  irrigation channels. In all 
these situations, the benefits of  the 'public good ' ,  which is called a c o m m o n  good  in 
what follows, are not enjoyed by all agents in the same proportion. Clearly, it is the 
fisherman with the largest fleet, and therefore the largest share in total fish catches, who 
benefits most from the protection of  juveniles through the adoption of  appropriate mesh 
sizes. In these circumstances, the agents benefit from the common good produced (or the 
common 'bad '  avoided) in proportion to their share or their ' interest '  in the good. This 
share is often directly related to their ownership of the relevant factors of  production. 
Thus, in the case of  a fishery composed of  n fishermen, the share of  fisherman i, si, can 
be thought of  as being equal to the number of  boats he owns, Bi, in proport ion to the 
total number of  boats in the fishery, if  we assume that only one type of boat  technology 
is available. Similarly, the share of farmer i in the collective irrigation system si is, at 
least for the sake of many of  the relevant issues, equal to the ratio of  his landholdings 
to the total service area operated under this system. His share in the benefits of  the 
common good can thus be written as: 13 

Bi 
si - ~...j~'=l B j"  

12 Isaac and Walker (1988) propose experimental evidence on the impact of goup size on public good pro- 
vision. 
13 We use this representation for simplicity. All the results discussed in this section would also hold with a 
more general definition of si, such as s i = f (Bi ,  Y~j B j), with f{ > 0, f~ < 0. If different boat types exist, 
B i can be measured in terms of engine horsepower, for example. 
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We consider a set of  agents who voluntarily contribute an amount gi to the creation of  a 
common good, G, of  which they draw benefits in proportion of  their interest, si, which 
is given. In the model examined in Section 2, interests were endogenous. In a Nash 
equilibrium, each agent i maximizes: 

max Ui(xi,si(gi+G*_i) ) s . t .  x i + g i = w i ,  g i ) O .  
xi ,gi 

2.3.2. Impact of income distribution 

As one can immediately see in the above equation, two dimensions of  wealth distri- 
bution are worth discussing: the distribution of ' income' ,  wi, and the distribution of  
'shares' ,  si, which we consider in turn. 

Assume as in the second section that the common good is a strictly normal good; i.e., 
the marginal propensity to consume the good is strictly positive. In these circumstances, 
the model is identical to the pure public good model. The difference of  shares between 
two agents can indeed be simply reinterpreted as a difference in preferences, which the 
model of  public good analyzed in Section 2 allowed for. The effects of  changes in the 
distribution of  income, wi, are then identical to the ones reported there. In particular, 
any change in the distribution that increases the aggregate income of  the contributing 
agents increases the provision of  the public good. 

We can now turn to the distribution of  shares, si. Assume that agents have the same 
preferences and face the same constraints. In the Nash equilibrium, there is a critical 
share such that all agents with larger shares provide positive contributions, while those 
with smaller shares do not contribute. Also, contributions are increasing with the share 
of  the contributing agents. As a result, any disequalizing transfer of  shares from a non- 
contributor to a contributor increases the overall provision of  the common good. 14 The 
impact of  transfers between contributors is ambiguous, if we do not make additional 
assumptions on the utility function. It will actually depend on whether the increased 
contribution by the winning agent outweighs the reduction decided by the losing agent. 
However, it is clear in this framework that the largest and most efficient voluntary pro- 
vision of  the common good occurs when a single agent concentrates all the shares, in 
conformity with Olson's (1965) well-known contribution. 

2.3.3. Impact of group size 

The impact of  an increase in group size will depend on whether or not the existing 
shares have to be redistributed or not. Consider the case of  an irrigation network, where 
the common good under study is the maintenance of  the main canal. The benefits of  such 
maintenance to a particular farmer are proportional to the irrigated area he cultivates. 

14 The above results also hold true if the distribution of income closely follows the distribution of shares, so 
agents with higher shares have a higher income as well. 
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Suppose that some farmers, in the proximity of  the irrigation scheme, decide to convert 
their lands into irrigated fields. This decision does not increase the maintenance costs 
of  the main canal, nor does it alter the shares of the former users, but it increases the 
number of  beneficiaries in the scheme, as it adds new 'shares ' .  In such a situation, if  the 
new users voluntarily contribute a positive amount to the scheme, the new equilibrium 
level of  aggregate contributions will  be higher. If  the new users decide not to contribute, 
it will be left unchanged. 

The situation will, however, be different if  the total amount of  shares is left un- 
changed. With an increase in group size, the existing shares have to be redistributed 
among a larger number of  users. The impact  of such a redistribution on the aggre- 
gate provision of  the public good will depend on the precise pattern of  redistribution 
that takes place. For instance, suppose that the new users contribute in the equilibrium, 
and have obtained their shares from small agents, who previously did not contribute. 
This unambiguously increases the aggregate supply of  the common good. Suppose con- 
versely that the new users do not contribute in equilibrium and have obtained their shares 
from a large contributor, who, after the transfer, decides not to contribute any more. This 
transfer unambiguously reduces the aggregate provision of the common good. The ef- 
fects here are thus closely related to our discussion on the impact of  a redistribution of 
shares. But the essential point is that, even when shares have to be redistributed towards 
new users, an increase in group size does not necessarily reduce the level of  the common 
good in the economy. 

2.4. Variants of the third model 

2.4.1. Linear objective function 

Many analyses of  cooperation on common property resources adopt a model  which is, 
in essence, very close to the one presented in the above section. They may nevertheless 
propose different assumptions regarding the objective function of  the agents, or the 
technology, which we now discuss. 

In many contexts, the use of  a general utility function is not adequate and, as in the 
model  of  Section 1, one may prefer the use of  a profit function of the following form: 

17i ~ --gi - ~ - s i a ( y ~ g j ) ,  

J 

where G is a concave function of  aggregate contributions by all agents (non-linearity 
is needed to avoid unbounded solutions) while, as above, gi represents the contribu- 
tion by agent i, and si, his share in the benefits of  the common good. 15 Consider that 

15 One may argue that such an approach makes sense when the product of the resource can easily be sold on 
external markets. If the users cannot sell the resource output but uses it for self-consumption purposes, then 
the utility approach of Section 2.1 is more appropriate. 
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agents choose the level of their individual contributions to maximize profits. In a Nash 
equilibrium, the first-order condition for an interior solution is: 

- l + s i G '  E g j )  j = 0 ,  

which we obtained by deriving the profit function above with respect to gi. Note that, 
for this condition to hold, G' must be positive. In equilibrium, a s  E j  gj is the same for 
all agents, the above equation cannot be satisfied for more than one agent: if it holds for 
agent i, with share si, it cannot hold for an agent with another share s j,  with sj ~ si. In 
equilibrium, the agent with the largest share is then alone to contribute. All others will 
choose to free ride (the comer solution) and set the level of their contribution equal to 
zero. If there is more than one agent with the highest share, then there is a continuum 
of Nash equilibria such that all the agents with the highest share collectively contribute 
according to the first-order condition above. 

Comparative statics on the Nash equilibrium follow easily. Any change in the distri- 
bution of shares such that the level of the highest share is increased does raise the level 
of contribution to the common good. Small transfers between non-contributing agents - 
small enough so that none of them gets a larger share than the highest one in the original 
situation - and increases in group size that do not affect the share of the contributing 
agent have no impact on the common good. 

2.4.2. Constraints on contributions 

As in the case of models of appropriation, one may argue that people are not always in 
a position to contribute the amount they want. They may thus be subject to constraints 
on their feasible contributions. (The utility framework used above included this effect 
by allowing a varying marginal rate of substitution between the common good and in- 
dividual gifts.) For instance, fishermen may contribute to the conservation of the fishery 
by releasing immature fishes caught in their nets, but the amount they can contribute 
is clearly limited by the number of nets they operate. At least, this is true unless they 
make contracts with other fishermen, yet such contracts are fraught with enforcement 
problems. Or, a farmer can usually contribute to anti-erosive works only on the fields he 
cultivates. Doing so on neighboring fields would also imply complicated, and perhaps 
infeasible, contracting. 

Starting with a situation in which every agent faces the same constraint, the Nash 
equilibrium will be such that agents with the highest share, si, contribute up to the level 
of their constraints - the left-hand side of the first-order condition above is positive for 
them - while agents with smaller shares do not. Consider now the effects of transfers 
in the capacity to contribute. Once again, disequalizing transfers of capacities from the 
non-contributing agents to the constrained contributors do increase aggregate contribu- 
tions. Moreover, since the maximal contribution that an agent is willing to make is an 
increasing function of his shale, transfers of capacities to the agent with the highest 
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share also increase the provision of the common good. A more thorough elaboration of 
this argument can be found in [Baland and Platteau (1997b, pp. 458-472)]. 

Dayton-Johnson and Bardhan (1999) propose a more sophisticated two-period model 
designed to highlight the effects of asset inequality and constrained capacity to con- 
tribute on cooperation in a fishery. 16 Consider a group of two fishermen endowed with 
a fishing capacity, ci, which is expressed in terms of the amount of catchable fish. Fish- 
ermen live for two periods. If total capacity exceeds the amount of available fish, each 
fisherman gets a share of it that is equal to his share of total capacity, si, defined as 
si = c i / (Cl  + c2). Each fisherman has to choose how much to fish in each period, up to 
his own capacity. In period 1, the stock of fish is equal to FI. Once fishing has taken 
place in period 1, what is left of the stock grows at a gross rate r to constitute the 
stock in period 2, F2. To keep the discussion simple, we assume that ci < F1 and that 
Cl + c 2  > rF1.  

We proceed by backward induction. In period 2, the two fishermen use their whole 
capacity - there is nothing to be gained from self-restraint in that period - so that the 
benefit to agent i is just equal to si F2. In equilibrium, fishermen thus share the fish 
stock in period 2 in proportion of their capacities. Now turn to period 1. Obviously, 
since r is positive, efficiency requires catches to be nil in period 1: for each unit of fish 
caught in period 1, indeed, r units of fish are foregone in period 2. Consider the prob- 
lem faced by fisherman 1. Let us begin by assuming that the other fisherman decides 
not to fish in period 1. Then, fisherman 1 will decide also not to fish a given amount 
of fish, say gl (that is, in the terminology used before, his contribution to the future 
common good), provided his future benefits of doing so outweigh the current cost, that 
is if s l r g l  > gl ~ sl > 1 / r .  If  this holds true for both fishermen, then conservation is a 
Nash equilibrium. In other words, if everyone's share in the future common good (har- 
vest) is large enough, there is an equilibrium under which everyone makes his highest 
possible contribution to conserving the resource till period 2 is reached. Contributions 
are naturally constrained since negative catches are not allowed in the first period. 

Consider now a situation in which fisherman 2 operates in period 1. If  fisherman 2 
decides to take some fish in period 1, he will always fish up to his capacity, since c2 < F1 
and payoffs are linear in catches. Fisherman 1 will then decide to fish as much as he can 
in period 1 if: 

F l ( r  - 1) 
s i r (F1  - c 2 )  <s1F1 ,( ) c 2 >  (1) 

In other words, if fisherman 2 is large enough, he will catch enough fish in period 1 
to deter fisherman 1 from leaving fish in the water and sharing them in period 2 with 
fisherman 2. If a similar expression also holds for fisherman 2, then resource depletion 
in period 1 is also a Nash equilibrium. 

16 See also Bardhan, Bowles and Gintis (1999). 
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It may also be the case that a fisherman, say fisherman 2, unilaterally decides to 
fish in period 1, even though fisherman 1 decides to preserve the resource (i.e., the 
condition above is not satisfied). He then free tides on the conservation effort of  the 
other fisherman, which occurs if: 

s2rF1 < c2 Jr s2r (F l  - c2) -~ ~- s2r < 1. (2) 

That is, the share of  fisherman 2 is too small to induce him to contribute to conservation 
of  the fish stock. 

Given these conditions, one can easily distinguish three types of  situations. In the first 
situation, the shares of  the two fishermen are not too different. The game then exhibits 
two Nash equilibria, one in which both fishermen preserve the resource and the other 
one where they exhaust the whole stock in period 1. In the second situation, the shares 
of  the two fishermen are different enough to make both conditions (1) and (2) simulta- 
neously satisfied. Resource depletion in the first period is the unique Nash equilibrium. 
Finally, in a third situation, the shares of  the two fishermen are very different, and it is a 
dominant strategy for the fisherman with the small share to fish in periods 1 and 2, while 
the larger one fishes only in period 2. Partial conservation is then the unique Nash equi- 
librium. As more shares are given to the larger fisherman (i.e., to the only contributor), 
the stock of  the resource is better managed. As in the other models, efficiency obtains 
if one fisherman concentrates all the shares. As the authors conclude, "the relationship 
between inequality and conservation can be U-shaped: at very low and very high levels 
of  inequality, conservation is possible, while for middle range of  inequality, it is not" 
[Dayton-Johnson and B ardhan (1999, p. 26)]. 

In this model, the constraints placed on the capacity to contribute allow for situations 
of  'partial cooperation',  in which conservation of the resource is only partly achieved, 
with some agents contributing and others free-riding, because the agents with the larger 
shares are willing to contribute more but cannot do so. Simultaneously, the model realis- 
tically incorporates a particular technology with effects that are very similar to those of  
increasing returns: one's incentive to contribute is increasing in the contributions made 
by others. This yields different levels of  'cooperation'  that could be sustained under a 
Nash equilibrium for the same parameter values. In fact, such a multiplicity of equilibria 
is a common feature of  all models of  common good with increasing returns in contri- 
butions 17 and constrained capacities [see, e.g., Gaspart et al. (1998) examined below]. 
It tends to appear when agents have similar shares in the common good. The inefficient 
situation in which no agent contributes vanishes when one agent concentrates enough 
shares and capacities to prompt him to contribute, even if he is alone to do so. How- 
ever, as in the model of  Dayton-Johnson and Bardhan (1999), an 'intermediate' level 

17 If the production function is concave in the aggregate contributions, contributions by others reduce one 
agent's incentives to contribute. Those incentives are thus highest when contributions are nil (the inefficient 
situation). Such multiplicity cannot arise with a concave technology. 
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of inequality may distort incentives in such a way that the unique Nash equilibrium is 
characterized by the absence of  any conservation effort, while, under a more equal dis- 
tribution, the efficient outcome is an equilibrium. For similar results in the context of  an 
anti-erosive management scheme, see Baland and Platteau (1997a). 

2.4.3. Non-convexities 

So far, we have typically assumed that the technology was either concave or linear. [As 
discussed in Bergstrom, Blume and Varian (1986, p. 31), all the results that have been 
obtained with a linear technology also hold if the public good is a concave function of  
aggregate contributions.] However, there exist a number of  situations related to common 
property resources where technology displays non-convexities and threshold phenom- 
ena,18 for instance because of set-up costs in the building of  a common infrastructure, or 
because of  a minimum threshold level beyond which the resource cannot reproduce it- 
self and disappears. The above-discussed model of Bardhan and Dayton-Johnson (1999) 
actually incorporated such threshold phenomena. 

We can illustrate the main impact of non-convexities on the voluntary provision to 
a common good with the help of  a simple model proposed by Gaspart et al. (1998). 
The profit function is the same as the one given above. Assume that agents can de- 
cide to contribute an amount gi to the building of a common infrastructure, such that 
G ( ~ j  g j) = 1 if ~ j  gj is greater or equal to a constant C, and G = 0 otherwise. In 
other words, aggregate contributions must reach a critical level for the public good to 
yield any benefit. The discontinuous character of  the production function can easily be 
justified for a number of  collective infrastructures such as the building of  a drain in 
watershed management (adequate drainage can hardly be achieved by a half-completed 
drain), the erection of contour bunds to prevent erosion, or the digging of  a well. While 
such a model is arguably very specific, it captures in a simple way the main effects of  a 
non-convexity. For a more general approach, see Baland and Platteau (1997b). We also 
assume that no agent would have an incentive to produce alone, so that all shares are 
such that si < C. 

First note that there is a Nash equilibrium under which no agent contributes. It corre- 
sponds to a coordination failure so that no investment occurs, even though there are situ- 
ations under which everyone, even those who contribute, would benefit from it. Clearly, 
even though one must not exclude a priori such an equilibrium situation, it remains un- 
likely in the type of  closed and small communities we have in mind here (see below for 
a related discussion). 

Let us now look at the other Nash equilibria. Clearly, if the other agents contribute 
enough so that agent i ' s  contribution is both profitable for agent i and needed for the 
production of  the public good, agent i will contribute just the amount necessary for the 

18 See, in particular, B aland and Platteau (1997a) for a discussion of non-convexities in the realm of common 
property resources. 
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Figure 3. Reaction functions in a fixed-cost model of a common good. 
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complet ion of  the public good. In other words, in a Nash equilibrium, agent i ' s  best 
response is: 

{ C - j~c i g J gi = . • 
0 

if  C > Z gJ ~ C - si, 
j # i  

otherwise. 

The reaction functions and the various equilibria of  a two-player version of  this game 
are illustrated in Figure 3. The situation in which aggregate contributions cover the fixed 
cost of  the public good (the bold segment in Figure 3) corresponds to a continuum of  
Nash equilibria which can be characterized by two conditions: (i) no agent contributes 
more than his own share in the common good, and (ii) the sum of  all contributions equal 
the fixed cost C. While  it is true that agents with larger shares will tend to appear more 
frequently in the possible equilibria, and that their equilibrium contributions will on av- 
erage be more important, no further precise prediction can be inferred from this model. 
In particular, one can easily construct examples of  equilibria in which only the small- 
est agents contribute to the public good. 19 Also,  given the multiplicity of equilibria, it 
is hard to get meaningful  comparative statics results. However, it should be noted that 
when the distribution of  shares is such that one agent has enough shares to undertake 
the project  alone (si > C) ,  the Nash equilibrium under which no agent contributes dis- 
appears. In other words, the coordination failure associated with the inefficient Nash 
equilibrium can be trivially solved by an appropriate transfer of  shares. 

19 For instance, suppose that you have n small agents, with share s S , and 1 large agent with share s L. If 
n • s s > G, there exist equilibria where m small agents contribute ss, with m = G/ss, while the others, 
including the large agent, contribute zero. 
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The main lesson to be drawn from the above model  is that the presence of non- 
convexities, which are particularly l ikely in the context of  common property resources, 
imply multiple equilibria and the possibil i ty of coordination failures. Hence, when non- 
convexities are likely, empirical  approaches must be tailored specifically to address 
these problems in order to deliver meaningful and relevant results. 

2.4.4. Other technological assumptions 

There are two alternative technological  assumptions that are worth investigating. First, 
it is not clear that contributions are always continuous. In some instances, contributions 
are lump sum, or at least come in discrete amounts. Typically, participation in collective 
organizations requires a minimum of  physical  presence at meetings and activities. 2° To 
illustrate the types of  questions that can be raised here, assume indeed that contributions 
are lump sum, that their cost is identical across all agents, and that benefits are linear 
in aggregate contributions. Two cases can then arise. First, interests, if equally divided, 
may not be important enough to motivate participation, say because the resource is too 
poor relative to the number of  potential users. In this case, the highest aggregate level of  
contributions will  be reached by concentrating the distribution of  interests on a subgroup 
of agents. By contrast, if equally divided interests are important enough, then an increase 
in inequality (or an increase in group size) that makes participation non-profitable for 
some agents reduces the aggregate level of contributions. The latter case may be related 
to the results obtained by Easter and Palanisami (1986) as cited in Bardhan, Ghatak 
and Karaianov (2000) in their study of  water organizations in India and Thailand. They 
found that a higher variance in farm size at vil lage level is negatively correlated with 
the formation of water organizations. Such formation may  well  be properly described 
by the above technology. 

Second, we have so far assumed that individual contributions are perfect substitutes: 
they can simply be added up to get the aggregate amount of  contributions. The fungi- 
bil i ty of  money is the major argument behind the assumption of  perfect substitutability 
of individual contributions. Since, in many collective undertakings, contributions tend 
to be made in kind (if only by the physical  presence of  the agents concerned) rather 
than in cash, this assumption may not be adequate. 21 This is evident when people are 
of different skills or talents, or make their contributions by different ways that have to 

20 In a recent paper, La Ferrara analyzed the determinants of participation to groups, who could exclude non- 
members from benefitting the collective good they provide to their members. While her theoretical analysis 
pointed to the ambiguous impact of inequality on participation, her empirical estimates on participation to 
informal groups in rural Tanzania supported the view that higher inequality at the village level was detrimental 
to the average level of participation [La Ferrara (2001)]. See also Alesina and La Ferrara (2000) and Di 
Pasquale and Glaeser (1998) for related empirical approaches in the United States. 
21 Comes and Sandier (1996, pp. 184-190) propose an example of voluntary provision of a public good, 
where contributions are not perfect substitutes, and show that the 'neutrality theorem' fails to hold in this case 
[see also Comes and Sandler (1994)]. 
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be combined together. The nature of  the common good provided may also be such that 
contributions are not perfect substitutes. This applies when nothing short of  universal 
participation may lead to its production. 

Consider also the other polar case, in which contributions are perfect complements. 
The level of  the common good is then limited by the contribution of  the agent with the 
smallest incentive to contribute or the smallest interest. An equal distribution of  interests 
obviously maximizes the aggregate contribution. Examples can be constructed where 
this holds true even when the elasticity of  substitution is substantially high (greater 
than 1). 

2.4.5. Inequality and exit opportunities 

The importance of  existing exit opportunities for the possibility of  'cooperation' on 
common property resources has often been emphasized in the literature. Agents who can 
easily substitute other income-earning activities for their working on the commons have 
less interest and less commitment towards its preservation. Alternatively, agents with 
better access to alternative income opportunities can be seen as users with a compara- 
tively high opportunity cost of  labor, which has the effect of  reducing their participation 
in CPR management activities if these activities are in the form of labor contributions 
[Baland and Platteau (1998a)]. These situations can usually be analyzed with the help 
of  the model of  provision to a common good discussed in this section, where agents 
with lower interests can be thought as those who enjoy better exit opportunities. For a 
more explicit discussion, see Dayton-Johnson and Bardhan (1999). 

The relationship between wealth and exit opportunities, however, depends on the 
specific context under analysis. For instance, while in some cases, agents with exit op- 
portunities are poor migrants who can easily move to other places, in other cases, they 
are wealthy villagers who have access to outside employment or technologies which 
allow them to easily relocate their activities (such as owners of  industrial vessels in the 
case of  fisheries).22 For instance, in a Ugandan forest participatory management scheme 
which we visited, villagers are regularly confronted by those two types of  agents: there 
are poor charcoal-makers, who continuously shift from one place to another and enter- 
tain no genuine relation with local villagers, and there are rich businessmen from the 
capital city, who hire workers and own trucks in order to cut timber at night. Those two 
activities are legally prohibited, but enforcement remains problematic. 

The varying presence of  exit opportunities may not only account for different rates 
of  individual participation in the production of  a local common good, but also for vary- 
ing degrees of  success in organizing and maintaining common goods. As an example 
of  the former, one can cite the well-known situations where absent herd owners show 

22 Note, however, that if labor markets are risky, poor migrants remain eager to retain their assets in the native 
village and to keep them in good conditions. In this way, indeed, they maintain access to a reliable fallback 
option. 
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much less restraint in their use of common village or peri-urban pastures than local res- 
idents whose incomes heavily depend on pastoral activities and have few possibilities 
of  moving their herds elsewhere [see, e.g., Shanmugaratnam et al. (1992, pp. 20-26)]. 
Analogous examples from the fishing sector are easily forthcoming where the oppo- 
sition is between owners of  industrial fishing vessels (say, bottom trawlers) that are 
essentially mobile and small-scale artisanal boats that are attached to local waters [see, 
e.g., Baland and Platteau (1996, pp. 303, 304)]. As an example of  the latter case, con- 
sider a cross-sectional study of  irrigators' associations in 25 irrigation systems in six 
provinces of the Philippines, all under the command of  the National Irrigation Admin- 
istration (NIA). In their study, Fujita, Hayami and Kikuchi (1999) have shown that there 
is a negative relationship between the effectiveness of  collective action by water users 
and the availability of  exit options from farm to non-farm economic activities. 

So far, exit opportunities appear to have only negative effects on the ability and will- 
ingness of resource users to contribute to the common good. Yet, positive effects may 
also be present that have to be balanced out against these negative effects before a final 
judgement is pronounced about the impact of  exit opportunities [see, e.g., Tang (1992, 
p. 21)]. More precisely, because of  the highly imperfect credit markets that prevail in 
most rural areas of  developing countries, resource users with access to other sources of  
income may be better able to participate in collective undertakings that demand substan- 
tial capital investment or sacrifice before producing benefits. In particular, a significant 
reduction in the rate of  harvesting may be required to rehabilitate a degraded resource, 
to replenish a deteriorating water basin, to restore a village forest or grazing space, or to 
bring back vanishing fish species into the sea. We are here in a case where contributions 
to CPR conservation take the form of income or cash income rather than labor. 

Absent outside income opportunities, an external intervention is needed to provide 
users with proper incentives to conserve their endangered resource. This explains the 
success of  village-based reforestation schemes, such as the Arabari experiment in West 
Bengal (India) or the Guesselbodi forest reserve project in Niger, which have been at- 
tentive to the need of poor resource users to be duly compensated for temporary losses 
of  income [Cernea (1989)]. Clearly, the amount of  assistance needed will depend on 
the bio-physical characteristics of  the resource and, more particularly, on its level of  
productivity at the beginning of  the incentive scheme. It is a priori possible that users 
require only a small trigger in order to move from a shutdown to a conservation path. 
At the other extreme, the possibility also exists that bio-physical conditions are initially 
so bad and/or conservation practices so ineffective that no conservation strategy is go- 
ing to be profitable in the long run: production will never be sustainable, whatever the 
conservation efforts undertaken. In this case, there is no way out of  creating alternative 
income-earning opportunities for the rural poor and, if the natural resources on which 
their subsistence presently depends have a value for the society, the sooner these new op- 
portunities are created, the better it is (since the resources may be completely degraded 
if they come too late). Yet, if conservation is a feasible strategy, it bears emphasis that 
a policy of  assistance to poor resource users is likely to be all the more effective as they 
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have in general great incentives to seek to conserve their resource base precisely because 
they have limited alternative income sources [Baland and Platteau (1996, p. 294)]. 

Assuming conservation to be feasible and socially desirable (say, on account of ex- 
ternal effects), it would nevertheless be wrong to believe, as hinted at above, that only 
poor users require being compensated during a critical resource recovery period. In- 
deed, users with attractive alternative income opportunities may have a strong incentive 
to follow a shutdown path of resource exploitation: if the rate of return on the resource 
conservation investment falls below the return achievable by allocating production fac- 
tors to alternative uses, they will draw down the resource to the point where production 
cannot be continued since by so doing they can reap the high returns from resource over- 
exploitation and, thereafter, shift to an alternative activity [Pagiola (1993)]. Obviously, 
the amount of incentives required to make these fortunate users shift to a conservation 
path may be much higher than in the case of poor users. In this regard, it is reveal- 
ing that, in northern India, farm forestry schemes have been much more successful in 
districts with poor laterite soils than in better-endowed districts [Baland and Platteau, 
(1996, Chapter 11)]. 

To sum up, assuming perfect rural credit markets, the availability of alternative in- 
come opportunities is a factor adverse to effective collective action with respect to CPRs 
when it has the effect of raising the opportunity cost of labor or of reducing the users' 
interest in the resource. When real-world credit market imperfections and liquidity con- 
straints are taken into account, however, access to such opportunities might prove useful, 
especially if poor CPR users enjoy the benefits of such access and conservation efforts 
are needed to restore the state of the resource. 

2.5. Some lessons of  the non-cooperative framework for collective regulation 

By viewing the organizational tasks related to collective regulation as a common or a 
public good, one can draw a first set of implications regarding the setting up of a collec- 
tive management scheme. First, the richer an agent is (in income, wealth, or 'interest'), 
the more he will tend to contribute. Voluntary contributions are increasing with wealth. 
This general result partially confirms Olson's intuition: "the greater the interest in the 
collective good of any single member, the greater the likelihood that member will get 
such a significant proportion of the total benefit from the collective good that he will 
gain from seeing that the good is provided, even if he has to pay all of the cost himself" 
[Olson (1965, p. 34)]. 

However, that contributions are positively related to wealth does not imply that re- 
gressive redistributions of wealth necessarily increase the aggregate provision of the 
public good or the intensity of collective regulation. It is therefore wrong to con- 
clude that: "In smaller groups marked by considerable degrees of inequality. . ,  there is 
the greatest likelihood that a collective good will be provided" [Olson (1965, p. 34)]. 
More precisely, when some poor agents do not contribute, redistributing income from 
those agents to contributing agents increases provision of the collective good. In con- 
trast, redistribution between contributing agents has ambiguous effects. Still, it remains 



162 J.-M. Baland and J.-P. Platteau 

true that public good provision is highest when a single agent concentrates all the 
wealth, as Olson correctly hypothesized. 

There exist a large number of case studies dealing with this issue which tend in their 
vast majority to confirm the hypothesis that agents with the highest interest contribute 
a larger share of the collective good. For example, in his in-depth study of irrigation 
systems in South India, Wade demonstrates that the effectiveness of a local irrigation 
council "depends on its councillors all having substantial private interests in seeing 
that it works, and that interest is greater a larger a person's landholding" [Wade (1987, 
p. 230)]. The claims that large landowners can make "are sufficiently large for some of 
them to be motivated to pay a major share of the organizational costs" [Wade (1988a, 
p. 190)].23 A similar observation has been made by Gaspart et al. (1998) in their detailed 
analysis of voluntary participation by villagers in a watershed management scheme in 
Ginshi (Ethiopia). They indeed find a positive relationship between the size of one's 
potential interest and the amount of effort spent on the building site. As the authors 
have pointed out, despite the indeterminacy of their theoretical results, the equilibrium 
selection process in the village studied has apparently been based on a norm of pro- 
portionality between contributions and benefits. In another study, Gaspart and Platteau 
(2001) have shown econometrically that in the Senegalese fishing community where 
effort-regulation schemes have been most successful, they have been strongly supported 
by an elite of wealthy and comparatively old fishermen who have played a major role 
in initiating and enforcing them. Similar evidence can be found for watershed manage- 
ment in Haiti [White and Runge (1995)], rural cooperatives in the Netherlands [Braver- 
man et al. (1991)], grazing schemes in Lesotho ]Swallow and Bromley (1995)] and 
Rajasthan [Shanmugaratnam (1996)], erosion control in Mexico [Garcia-Barrios and 
Garcia-Barrios (1990)1, forest management in China [Menzies (1994)], and irrigation 
systems in Nepal [Laitos (1986), Ostrom and Gardner (1993)]. 

However, a number of empirical studies of irrigation schemes in developing coun- 
tries conclude that higher inequality in landholdings (or farm income) tends to reduce 
the overall level of maintenance, even though it simultaneously induces larger agents to 
support a bigger share of the collective costs [see Tang (1991), Dayton-Johnson (1998) 
and Bardhan (2000)]. This is in conformity with our above-stated proviso. Relatedly, 
in their analysis of sugar cooperatives in Maharashtra, Banerjee et al. (2001) show how 
the weight of wealthy and influential users in collective decision-making tends to distort 
collective regulation towards their interest, at the cost of efficiency. Their empirical es- 
timates show that distortions (and inefficiency) in collective regulation tend to increase 
when inequality is larger among users. 

Inequality affects collective regulation not only through voluntary participation in the 
organizational tasks involved, but also through the regulatory possibilities that the avail- 
able instruments allow for. From this second standpoint, inequality appears as much less 

23 In the same study, Wade (1988a) also argues that small size might be detrimental to the success of collective 
action. 
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favorable to collective regulation. There are indeed a number of arguments to support 
the view that wealth or skills inequality between users makes regulation less efficient. 
First, in the presence of inequality, regulation is more difficult to design and implement 
as regulatory instruments are imperfect 24 and are often limited to uniform quotas, or 
constant tax rates. Baland and Plattean (1998a), following Kanbur (1992), propose a 
number of examples aimed at highlighting this difficulty. In particular, as resource users 
are more different, the regulated solution tends to be less efficient. It is also more likely 
that some of the users will be hurt by the regulation proposed, in the absence of com- 
pensatory transfer schemes. As a result, if we require the regulated solution to Pareto- 
dominate the ex ante unregulated situation, as inequality rises, the Pareto-dominating 
regulation, if it exists, tends to be less efficient. 

That regulation tends to be more difficult to implement in the presence of inequality 
is supported by the well-known analysis of shrimp fishery in Texas by Johnson and 
Libecap (1982, pp. 1006, 1010): 

Contracting costs are high among heterogeneous fishermen, who vary principally 
with regard to fishing skill. The differential yields that result from heterogeneity 
affect the willingness to organize with others for specific regulations . . . .  regula- 
tions that pose disproportionate constraints on certain classes of fishermen will be 
opposed by those adversely affected. ( . . . )  Indeed, if fishermen had equal abilities 
and yields, the net gains from effort controls would be evenly spread, and given 
the large estimates of rent dissipation in many fisheries, rules governing effort or 
catch would be quickly adopted. ( . . . )  For example, total effort could be restricted 
through uniform quotas for eligible fishermen. But if fishermen are heterogeneous, 
uniform quotas will be costly to assign and enforce because of opposition from 
more productive fishermen. Without side payments (which are difficult to admin- 
ister), uniform quotas leave more productive fishermen worse off. 

The literature dealing with CPR management in village societies abounds with examples 
of uniform quotas and taxes, or transfer payments destined for equalizing individual in- 
comes. As illustrated by the case of Japan, uniform quotas can be observed even in rural 
communities characterized by strong economic differentiation. According to McKean 
(1986), indeed, in preindustrial Japanese villages, a relatively egalitarian treatment of 
all villagers with respect to use of local CPRs went hand in hand with inequality in pri- 
vate landholdings and political power. For descriptions of similar systems in India and 
Nepal, see Guha (1985, p. 1940) and Arnold and Campbell (1986, p. 436). 

Given the inherent defects of uniform quotas (or taxes), one may wonder why more 
differentiated instruments are not put into practice. A first explanation is the information 
problem. Indeed, when information about the performance of individual users is imper- 
fect, the latter have an incentive to lie about their real endowments or their true use of 

24 For a thorough discussion of the limitations in the use of such instruments, and in particular the importance 
of equal treatment of community members and the prohibition of monetary compensations, in the case of 
common property resources, see Baland and Platteau (1999, pp. 782-784). 
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the resource. To avoid endless arguments and conflicts, communities tend to have re- 
course to systems of  uniform treatment of  all users, irrespective of  their type. Evidence 
fi'om Senegal artisanal fisheries confirms that fishermen are reluctant to differentiate 
fishing quotas according to individual skill levels or performance. As noted by Gaspart 
and Platteau (2001), many fishermen actually denied that skill differentials exist in their 
community and they "actually took pains to explain that better performances on the part 
of  some fishermen are only transient phenomena likely to be reversed as soon as luck 
turns its back on them to favor other fishing units" (p. 14). 

Another powerful motive against unequal treatment of different users rests upon the 
traditional ethics of  village communities. Typically, indeed, access to communal re- 
sources is mediated through membership in a social group. The relation is reciprocal: 
on the one hand, group membership is the basis of  social rights, and, on the other hand, 
maintaining access to a share of the corporate productive assets serves to validate mem- 
bership in the group. In these conditions, an unequal treatment of  users would be consid- 
ered to introduce or reflect a hierarchy of  social status. In the same logic, communities 
tend to avoid monetary payments to a fraction of  their members as such payments will 
be viewed by the people concerned as a manoeuvre aimed at buying their exclusion 
from customary entitlements [Berry (1984), Bourdieu (1977, 1980)]. 

That the regulated outcome may not be efficient is an important conclusion that 
should prompt us to critically assess field experiences with resource management 
schemes. This is all the more so as there is a general tendency in the empirical lit- 
erature to confuse the means with the ends by inferring from the simple existence of  
regulatory instruments that the resource concerned is properly managed or conserved. 
Field enquiries typically focus on the question as to whether rules have been laid out 
and whether they are effectively enforced (e.g., what are the detection and monitor- 
ing methods used, what is the incidence of  rule violation, etc.). For example, studies 
dealing with forestry or irrigation schemes have a tendency to describe in considerable 
detail the various rules established by a user community to regulate access to the for- 
est or water as well as the monitoring and sanction systems created to enforce them 
[see Ostrom (1990, 1992) and Baland and Platteau (1996, Chapter 12) for references]. 
An effort is then generally undertaken to identify the characteristics of  those user com- 
munities that have shown their ability to devise and apply membership or use rules as 
though these rules were necessarily conducive to efficient management of  local-level re- 
sources. Typically, the possibility that rules do not support an efficient outcome or that 
they are infringed because they are considered to be inefficient or hurting the interests 
of  violators is rarely contemplated. 

Three points remain to be made. The first one has to do with the impact of  group size 
on collective regulation. This impact is actually ambiguous, and it depends critically on 
the following factors: (i) whether initial wealth or interest has to be divided with the 
new agents or not, and (ii) whether the cost of providing the collective good increases 
with the number of users. Clearly, when new agents do not reduce the wealth of the 
former contributors, and when the cost of the collective good does not depend on the 
size of the user group, increases in group size have a positive impact on collective pro- 
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vision. See Aggarwal and Goyal (1999) for an analysis of the case of scale economies 
in monitoring costs. By contrast, many empirical studies conclude that successful man- 
agement schemes tend to be run by small user groups or communities [see, e.g., Ostrom 
(1990, 2000), Tang (1992), Wilson and Thompson (1993)]. 

Poverty is another important dimension that has not been touched upon. It is generally 
argued that poverty may drive people to contemplate short-term strategies, with heavy 
consequences for the future state of the resource [Baland and Platteau (1996), Pagiola 
(1993), Perrings (1996)]. 25 Typically, poor people do not have access to the capital 
market. They also tend to be more prone to adverse income shocks, with little ability to 
self-insure. When their income is low, they would be willing to dissave, that is to use 
credit markets to transfer income from future periods to the present, but they cannot. 
They will therefore use alternative and inefficient ways to dissave, as a substitute to 
their access to the capital market. One such means is to over-exploit the commons. 
Poverty, when it implies poor access to credit and insurance, is an additional factor of 
inefficiency in the use of the commons. 26 However, insofar as poor people have few 
alternative income opportunities available to them, they also tend to have more stakes, 
and thus more incentives, to take measures to protect common property resources. 

Finally, for most of our analysis, we focussed on Nash equilibria in games of finite 
duration. While this may adequately represent a large number of field situations, there 
also exist cases where the game played by users on the commons is more realistically 
depicted as an infinitely repeated game. In such games, as is well known, there is a 
plethora of equilibrium strategies. In particular, the efficient outcome can possibly be 
sustained in equilibrium [see, e.g., Abreu (1986, 1988)]. In such games, however, the 
problem becomes one of equilibrium selection. Such selection can be based on evolu- 
tionary processes [see, in particular, Sethi and Somanathan (1996)], social norms and 
customs, or other mechanisms. Such a study lies beyond the scope of the present review. 
For some insights, see Dasgupta (1993), B aland and Platteau (1996, Chapter 12), Wade 
(1988a), and Bardhan and Udry (1999, pp. 173-177). It is probably in the context of 
infinitely repeated games that the literature emphasizes most the advantages of small 
size for 'cooperation'. It is thus argued that in small and closed communities, people 
know each other well and can communicate easily (to coordinate on the 'good' equi- 
librium, for instance), reputation can play a role, and actions taken by others are easily 
observed. Also, people tend to be related through more dense and multiplex relation- 
ships, which makes defection in one sphere of social or economic life punishable in 
many other spheres, such as through social ostracism. 

25 In a recent contribution, Temstrom (2001) examines the implications for cooperation on the commons of 
Dasgupta's hypothesis according to which, at low levels of income, an agent's utility is an S-shaped function 
of consumption. Under different settings, she shows that the prospects for cooperation are highest when 
agents' expected income is located around the inflexion point, where the marginal benefits of cooperation, 
and the costs of defection, are highest. Cooperation is less easily sustained when agents are poorer (or richer). 
26 For a parallel discussion relating to child labor and poverty, see Baland and Robinson (2000). 
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3. Impediments to the design and implementation of efficient common property 
management systems 

3.1. Information on resource characteristics 

3.1.1. Cognitive problems 

People appear to be naturally inclined to believe that resources are abundant till the 
proof of the contrary is driven into their eyes and minds. Even when resources have 
been degraded, users may deny that they are responsible for the damage. This is typ- 
ical of fishing and hunting societies, which deal with resources that often move over 
vast territories and are part of complex ecological systems about whose functioning 
even specialists can strongly disagree. In particular, these systems are characterized by 
numerous chains of interdependencies among plant and animal species that make for 
unpredictable behaviors of harvestable elements. In these conditions, it would be sur- 
prising if users had a clear and correct perception of the consequences of their actions. 

Especially when resource systems have the kind of physical characteristics described 
above, users tend to view the flow product of a resource system as given rather than as 
an outcome which they may themselves influence through their own harvesting behav- 
ior. In other words, they do not perceive the relationship that exists between the stock 
and the flow of a resource nor the causal link between their own actions and the level 
of this stock. Or, in technical terms, they are not aware of the existence of a sustainable 
yield curve in so far as they do not have a clear grasp of the fact that today's choices 
may constrain the set of future choice possibilities. As a result, they do not perceive 
themselves as actors in a strategic game resembling the Prisoner's Dilemma, as is gen- 
erally assumed by economists. Or, in more general terms, they misperceive the game 
that they are playing. 

The anthropological literature provides us with interesting examples of hunting and 
fishing societies where the agents of ecological destruction have a poor understanding 
of their role in this process. Particularly illuminating is the case of the Ponams fisher- 
men of Papua New Guinea studied by Carrier (1987). They opposed a government plan 
aimed at the conservation of fish and other marine resources, which played an extremely 
important role in their life, because they refused to ascribe declining fish catches to a 
decrease in fish population. Instead, they held that catches fell because fish became 
wary: "fish themselves are the agents of ecological change and the cause of decreased 
catches" [Carrier (1987, pp. 153-155)]. Unlike the Western view, which tends to see 
human action as the principal agency of ecological disruption, their conception was 
therefore based on the belief that external agencies are at the heart of environmental 
phenomena. 

In a study of boreal forest Algonquians, Brightman (1987) found that although Indian 
tribes could recognize their proximate role as agents in the destruction of animals (most 
notably, the beaver), they would never admit final responsibility; the ultimate cause of 
any ecological change was necessarily located in the decisions of supernatural beings. 
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The idea that hunting pressure could reduce species populations in the long term and on 
a large scale was all the more absent in traditional Algonquian culture. Game animals 
killed by hunters were thought to spontaneously regenerate after death or reincarnate 
as fetal animals. Thus, Cree trappers could well imagine that "an adult, trapped animal 
was 'the same one' that had been killed the previous winter", thus reflecting their pro- 
found belief that their environment was one of primordial abundance. This ecological 
optimism was actually reinforced by the feeling that "game could not be destroyed but 
only temporarily displaced and that "animals were 'given' to hunters when they were 
needed" [Brightman (1987, pp. 131-133)]. 

Interestingly, in another study describing the present-day life of the Cree Indian fish- 
ermen in the James Bay, Berkes has reached the same conclusion as Brightman and 
Carrier: at least up until recently, these fishermen believed that "fish is an inexhaustible 
resource, and that the numbers available are independent of the size of the previous har- 
vest" [Berkes (1987, p. 84)]. In the words of Berkes [Berkes (1987, pp. 85, 86); see also 
Martin (1979, p. 285)]: 

Cree practices violate nearly every conservation-oriented, indirect-effort control 
measure in the repertory of contemporary scientific fisheries management . . .  In 
many of these [Inuit or Eskimo] groups, as with the Cree, it is the animals who are 
considered to be making the decisions; hunters are passive. Any management sys- 
tem claiming to maximize productivity by manipulating the animals is considered 
arrogant. 

That the problem persists even to this day in both developed and developing countries is 
confirmed by recent observations, for example in marine fisheries. Thus, in Toyama Bay 
(Japan), Platteau and Seki (2000) have found that boat skippers have attempted to form 
groups, sometimes with durable success, in order to regulate fishing effort and limit fish 
landings. Yet, the stated motive behind these collective actions is not the conservation 
of the resource but the increase of fishermen's market power vis-dt-vis merchants. In- 
terviews with fishermen revealed their total skepticism regarding the idea that the stock 
of shrimps can be influenced by the total amount of fishing effort. For them, fish come 
in the bay from elsewhere, e.g., the open ocean where it spawns and breeds, and the 
quantity available for the current season is fixed and determined by ecological factors 
out of human control. If  there is less fish in local waters this year as compared to last 
year, it is because, for some natural reason, fish has moved in greater quantities to an 
adjacent fishing space. 

In another recent study, Gaspart and Platteau (2001) have shown that fishermen's 
statements about the need to conserve the fish stock may be delusive. In Senegalese 
villages where collective regulation of fish landings or sea trips has been carried out for 
at least several years - quite an extraordinary achievement in i t se l f -  the basic preoccu- 
pation of the fishermen has been with increasing producer prices rather than with man- 
aging the resource with a view to conserving it. When they mention biological effects, 
most of the time they do it in a perfunctory manner. They do not seriously consider the 
possibility of their being partly responsible for overfishing; therefore, the idea that they 
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could combat environmental degradation by restricting their own fishing effort seems 
alien to most of them. 27 Revealingly, there is a clear tendency among them to external- 

ize the problem by blaming industrial fishing vessels, or migrant fishermen who operate 
other fishing techniques, for the destruction of fish resources. 28 

The tendency to 'blame the other' for stock depletion is typical of almost all artisanal 
fishing communities, including those in Europe. It is thus generally acknowledged that 
enforcement of fishing quotas laid out in accordance with the European Community 's  
'blue '  policy is difficult as fishermen have various ways of evading them by under- 
reporting their catches. A central problem is the fishermen's belief that limiting their 
fishing effort cannot improve the state of the stock because the main cause of stock de- 
pletion does not lie with them but with their neighbors (the French and the Spaniards for 
British fishermen, the Spaniards and the British for French fishermen) or with external 

sea-roaming operators. 
Poor understanding of interactions between human behavior and the environment 

may sometimes characterize users of other resources than fish and game. Thus, for ex- 
ample, in the Kgatleng district of southeastern Botswana, privatization of grazing lands 

through private ownership of boreholes did not have the effect of preventing overgraz- 
ing. Tswana people were eager to maintain or expand their cattle herds and "they con- 
tinued to consider that the cause of overgrazing was the lack of rain, which forced con- 
centration of cattle around scarce water" [Peters (1994, p. 82)]. The solution for them 
lay in the digging of new boreholes and not in the enforcement of stock limits such as 
could be achieved through the spacing of water points. It is therefore not surprising that 

"most ranches have had no better record in herd and range management than the typical 
cattle-post system - and sometimes the record has been worse" [Peters (1994, p. 220)]. 

To take yet another example, present overgrazing in Mexican pastoral ejidos has been 
partly blamed on the ejidatorios' limited technical understanding "regarding the com- 
plex interdependence of individual grazing decisions and the impact these choices have 
on the range resource and, ultimately, on livestock productivity and human welfare". In 
particular, "local understanding of elementary soi l -water-plant-animal  relationships is 
rudimentary" [Wilson and Thompson (1993, p. 314), see also Cernea (1989, p. 61), for 

27 Another finding of Gaspart and Platteau's study is that fishermen who are relatively educated (they have 
more than six years of French or Coranic school) tend to mention biological effects, whether in conjunction 
with economic effects or not, more often than the other fishermen. The fact that environmental problems are 
nowadays a widely publicized issue, both at school and in the media, probably explains why many relatively 
educated fishermen refer to the biological effect of output regulation. 
28 There is no denying that industrial fishing can wreak havoc in maritime fisheries as the history of recent 
decades amply testifies across the world. Yet, small-scale fishermen often take too much comfort from this 
fact to conceal from themselves the painful truth that they can also have their share of the blame owing to 
the rapid expansion of the artisanal fishing fleet and the tremendous improvements in the artisanal fishing 
technology. The same can be said of the accusations by Kayar's fishermen that migrant operators from Saint- 
Louis must bear serious responsibility for destruction of the fish stock under the dubious pretext that the dead 
fish trapped in their bottom-set nets tend to frighten the living fish out of the area, a statement that does not 
stand scientific scrutiny. 
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forestry]. 29 The same problem is sometimes noted also for village forests [Ribot (1999, 
p. 32)]. 

A final remark is in order. The absence of any measure or scheme intended for the 
conservation of the resource does not imply that no collective action is undertaken to 
regulate its use. In point of fact, rules solving assignment problems are often adopted 
whenever an excessive number of claims are laid to the flow product of a resource. 
This is especially evident in the case of fishing where rotation of fishermen around var- 
ious fishing spots is frequently practiced to reduce the opportunities for conflicts that 
inevitably arise when the most productive resource sites are congested. See the illus- 
tration from Sri Lanka in Section 1.2.3, and also Berkes (1986), Cordell and McKean 
(1986), Levieil (1987), Hannesson (1988), Baland and Platteau (1996, p. 208), and Plat- 
teau and Seki (2000). In a study based on thirty case studies of fisheries, Schlager 
(1990, 1994) has found that the existence of assignment externalities is significantly 
related to whether or not fishermen have adopted systematic procedures for fishing op- 
erations. 

Because assignment schemes are designed to solve pressing and incontrovertible 
problems of congestion - if nothing is done, high transaction costs have to be incurred 
and grave conflicts can erupt - and because their effects are generally clear and pre- 
dictable, they are often adopted by resource users. See Guha (1985), Arnold and Camp- 
bell (1986), and McKean (1986) for forests; Lawry (1989a) for grazing activities; and 
Messerschmidt (1986), Ostrom (1992), Tang (1992), and Mahdi (1986) for irrigation 
water. Hence, a group of users able to regulate access to a resource not only by lay- 
ing down membership rules defining rights-holders but also by setting rules governing 
access of members to various portions of the resource domain may well be unwilling, 
or unaware of the necessity, to take up management measures designed for a better 
conservation of the resource. 

As we have explained, fishing is an activity that fits in especially well with the above 
configuration of assignment rules but no management rules. Canal irrigation also falls 
in the same category, yet for another reason: if access to water involves pervasive con- 
gestion problems, then water is generally not liable to be depleted or overexploited as 
a result of irrigators' actions so there is no need to take up conservation measures (the 
total quantity of water available to a group of irrigators is exogenously fixed for the sea- 
son depending on rainfall and behavior of the global irrigation system). From that point 
of view, canal irrigation water narrowly resembles beach-seine fishing, a technique that 
has no destructive potential because the nets are operated from the beach and for which 
the existence of fishing turns is often observed [Alexander (1980, 1982), Amarasinghe 
(1989)]. 

29 This said, one should be wary of inferring actual beliefs of people from their explicit statements. In point 
of fact, we cannot rule out the possibility that respondents strategically conceal their true beliefs about the 
resource stock and the impact of their behavior on it. By feigning to believe that the resource is abundant, 
they self-justify their opportunistic behavior and their reluctance to give it up. Unfortunately, it is extremely 
difficult empirically to uncover the true beliefs of people since they may not be easily revealed by observation 
of actual behavior and the recording of professed opinions. 
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3.1.2. The evolutionary view and learning processes 

Even if we adhere to the evolutionary view that the ability to organize collectively de- 
velops gradually as a response to emerging needs, a transition problem clearly remains. 
Indeed, nothing ensures that the resource will not be degraded during the time span re- 
quired for the users to realize the main causes of the disaster and to organize themselves. 
As pointed out by the authors of a World Bank study [Gregersen, Draper and Elz (1989, 
pp. 9, 144)]: 

Rural people deplete their forest and soil capital, often unaware that they are de- 
stroying their future source of fuel, fodder, and soil protection. The people do not 
realize the danger until the local forest is nearly gone and they must go farther into 
the countryside to find fuelwood. When the stock is eventually used up . . . .  the 
extent of the crisis becomes evident. . .  There is no 'fast fix' when this happens . . .  
Deforestation by local people using wood for local uses can be a slow and largely 
unnoticed process; realization of the damage may come too late for them to do 
anything about it without significant outside intervention. 

If the resource can nevertheless be replenished, then the evolutionary argument may 
just be reformulated by saying that a society needs to be confronted by a natural disaster 
before being able not only to realize the extent of the problem but also to organize itself 
so as to avoid its repetition in the future. Thus, a recent survey of more than 70 empiri- 
cal studies has concluded that the normal pattern is for erosion and grazing degradation 
at first to worsen as population numbers and cropping frequencies rise [Templeton and 
Scherr (1999)]. It is only at a later stage that new forms of land management designed 
to offset these trends and to raise land productivity are eventually induced. In the mean- 
time, population densities have increased quite significantly, from 25 to 100 inhabitants 
per square kilometer on average. 

According to McKean (1986) also, it is only under the most acute pressure that 
Japanese villagers were driven in the Tokugawa period to adopt management measures 
to protect their natural resources from destruction [see Section 1.2.1, and, for more de- 
tails, McKean (1986, p. 558)]. In the 17th century, this pressure took the form of a gen- 
uine ecological crisis manifested in considerable deforestation following a sudden surge 
in the demand for timber caused by the rapid construction of cities and castles after the 
return of peace conditions. During the 16th century the country had been devastated by 
a widespread civil war. In the author's own words [McKean (1986, p. 549)]: 

For our purposes, the significance of this episode of deforestation during the 17th 
century is threefold: visible deforestation seems to have made villagers aware of 
the very real risks of overuse and enabled them to develop and enforce stricter 
rules for conservation on their own initiative to save their forests and commons 
from the same fate. Rather than destroying the commons, deforestation resulted in 
increased institutionalization of village rights to common land. And it promoted 
the development of literally thousands of highly codified sets of regulations for the 
conservation of forests and the use of all commons. 



Ch. 4: Economics of Common Property Management Regimes 171 

It is particularly interesting to note that, in response to this visible experience of defor- 
estation, Japanese villages have chosen not only to adopt strict conservation measures 
but also to regulate access to common lands in such a way as to discourage population 
growth. Equal rights of access to communal resources were allotted on a household 
basis so as to avoid giving advantages to large families and thus discourage popula- 
tion growth. To make this system effective, the formation of a branch household from 
the main family was subject to approval by village authorities. The latter "recognized 
that creating an additional household would enlarge the number of claimants on the 
commons without enlarging the commons" and were therefore reluctant to grant such a 
permission. In some villages, "no new household were permitted unless an old one died 
out for lack of heirs" [McKean (1986, pp. 551-553)]. 

The same idea that learning is a time-consuming and hazardous process that may need 
a disastrous experience to be triggered comes out of the study by Brightman (1987) on 
the ecological attitudes and practices among boreal forest Algonquians. In that study, 
we are told that, following intensified predation, limited-access land tenure and con- 
servation eventually appeared as adjustments to depleted environments. Conservation 
was actually "a postcontact innovation that did not develop on any scale prior to game 
depletions in the early 1800s . . . "  [Brightman (1987, p. 12)]. Among the Crees and 
other groups, continuous and visible experiences of game shortages slowly led Algo- 
nquians to question their traditional beliefs and, after a certain point, to reinterpret them 
in a way more consistent with the changed circumstances. In the words of Brightman, 
"Crees encountered in the game shortages a contradiction of cosmic proportions: de- 
spite conventional ritual treatment, animals were not renewing themselves but were 
disappearing". Game shortages therefore "motivated a reinterpretation of indiscrimi- 
nate or 'wasteful' hunting and trapping as offensive to animals and to the spirit entities 
regulating each species". These spirit entities were now imagined to interfere with the 
harvests of hunters who trapped unselectively, and conservation was redefined as a reli- 
gious obligation, the violation of which caused severe punishment in the form of game 
shortages [Brightman (1987, pp. 136-139)]. 

The same lack of, or delayed, awareness accounts for the oft-noted difficulty in estab- 
lishing village woodlots in rural communities whose tradition has been long centered 
on the priority of (communal) pasturage. In some of these communities woodlots are 
established in the face of considerable opposition which can occasionally lead to the 
purposeful destruction of fencing and of young trees, but will most commonly manifest 
itself in the current damages caused by "individual stock owners and herdboys seeking 
grazing for their animals and unimpressed by the need to protect the woodlot" [Bruce 
(1986, p. 116)]. In the same vein, see Arnold and Campbell (1986, pp. 429, 430) and 
Cernea (1989, p. 30); see also Cernea (1985). 

Probably the main lesson from the above illustrations is that villagers' awareness 
about the real causes behind the degradation of their environmental resources needs to 
be propped up especially when environmental change is rapid owing to fast popula- 
tion growth and accelerated processes of market integration. This can be done through 
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the work of external agents who help villagers to articulate their traditional knowledge 
about their local resources with the changes that are occurring. 

3.2. The state as a major actor 

There are two major ways in which the state can impede village-level management of 
common property resources. The first is by abstaining from providing services, such as 
technical expertise, conflict-resolution mechanisms, and legal support, which villagers 
need to be effective managers of their local resources. The second is by the way of inter- 
ventions, deliberate or not, that have the effect of undermining the ability or willingness 
of villagers to cooperate towards that purpose. In many notable cases, these two aspects 
cannot be easily disentangled because they are just different manifestations of a policy 
that is actually opposed to local management of natural resources. Let us now look in 
more detail at the ways through which the state has contributed to stifle local initiatives 
in matters of resource management, by citing a number of illustrative examples. The ev- 
idence is presented in two separate subsections, one devoted to the top-down approach 
to villageqevel resource management and the other to state interventions and policies 
geared toward supporting private business interests. 

3.2.1. A top-down approach to village-level resource management 

States can obviously have different views about the role of user communities in owning 
and managing local natural resources. At one extreme, a state can decide to give max- 
imum empowerment to user communities by passing legislation specifically designed 
to support common-property systems. For example, in Japan the legal sanctioning and 
constitutional guaranteeing of the property rights of fishing communities organized as 
co-operative associations over inshore waters has been an important factor underlying 
the success of a highly original system of decentralized management of coastal fish- 
eries [Ruddle (1987), Asada, Hirasawa and Nagasaki (1983), Platteau and Seki (2000)]. 
In South Korea, Nepal, and the Philippines, the law entities village communities to 
generate the necessary rules, regulations, and operational measures required to enforce 
local-level collective management of forestry and other village resources. This has im- 
plied that the state relinquishes power and responsibility to manage forests, irrigation 
water, and fishing areas through village programmes and committees [Arnold (2000), 
Pomeroy, Katon and Harkes (1999)]. 

In Indonesia, the government supported decentralized management of coastal fish- 
eries by granting fishing communities exclusive tenure rights over a delimited portion 
of the sea. In this case, however, the motive behind the legal support of user groups 
was purely political: to placate mounting Islamist and nationalist opposition forces 
by earmarking local waters for (Muslim) Indonesian small-scale fishermen at the ex- 
pense of Chinese-owned industrial vessels [Mathew (1990), Baland and Platteau (1996, 
pp. 258-260)]. Given the heavy involvement of former President Suharto in Chinese 
business ventures, it is not surprising that enforcement of the exclusive fishing rights 
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of small-scale coastal fishermen was much less rigorous than in the case of Japan. The 
class-orientation of the Indonesian regime determined a strategy that, despite appear- 
ances to the contrary, has not resulted in the devolution of de facto property rights to 
artisanal fishermen communities. 

In other, much more frequent instances, state interventions have had the intended or 
unintended effect of destroying local capacities for collective regulation. In the case of 
Sahelian forests, for instance, when scarcity became apparent in the late 1960s, state- 
imposed rules "emasculating local organization" have hindered resource management 
efforts at local level. "As it happened, most villages had lost their power of independent 
activity as the result of efforts of both the colonial and independent regimes to establish 
controls over major forms of organization in rural areas. Villages (or quarters within 
them) had no authority to enforce sanctions against violators of locally devised use 
rules" [Thomson, Feeny and Oakerson (1986, p. 399), see also Ribot (1999)]. A com- 
mon pattern initiated during colonial times was to integrate village chiefs into the state 
as an administrative extension. This formula gave rise to ambiguity and tension due to 
the dual allegiances of chiefs downward to their people and upward to the central state. 
Chiefs in the now-independent states of Africa have continued to be regarded as tools in 
the hands of the administration, which they actually are most of the time [Ribot (1999, 
pp. 13, 14)]. 

Rural councils, which are often in charge of various management tasks regarding 
local resources, are not necessarily more accountable to the people. In many countries, 
particularly in West Africa, they just do not represent the villagers but political parties 
and cooperatives initiated from above and are effectively controlled by political and 
administrative machineries. In the words of Ribot: "even if rural councils were openly 
elected, they are not independent decision making bodies", their official role is "merely 
to advise and assist the sous-prdfet on political and administrative matters . . .  they are 
administrative links to the central government" behaving exactly like colonial village 
and canton chiefs [Ribot (1999, p. 18)]. Under these conditions, it is not surprising that 
village bodies officially recognized by the state are frequently politicized with all the 
expected corroding effects on people's ability to organize and to manage their resources. 
In Senegal, for example, rural councils are at times "nothing more than sections of the 
Socialist Party". 

The above problems are characteristic not only of Africa but also of many countries 
in Asia and Latin America. In India, an expert scholar in irrigation issues writes, "the 
authority imposes a set of programmes upon the farmers which, instead of promot- 
ing their participation, actually restricts the expression of cooperation by narrowing its 
scope. In course of time this erodes the cooperative spirit that existed earlier" [Sengupta 
(1991, p. 251)]. It is therefore not surprising that, when the state decides on water allo- 
cation and distribution, frequent rule violations are reported [Bardhan (2000, p. 15); see 
also Lam (1998, pp. 175-178), regarding Nepal]. 3° The Indian experience is in stark 

30 Thus, Wai Fung Lain writes that in Nepal, unfortunately, "enhancing farmers" participation is frequently 
interpreted as an exercise of tutelage by irrigation officials to tell farmers what to do and how to fit their 
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contrast with the aforementioned experience of the Philippines where the irrigation ad- 
ministration systematically encourages and actually requires the formation of irrigation 
associations. Experimentation with diverse forms of such associative organizations is 
promoted by the state, which disseminates knowledge about the most successful expe- 
riences. This much more interactive approach is apparently rooted in a well-established 
tradition that dates back to the Spanish colonial era [Sengupta (1991, pp. 38-54)]. In the 
words of Sengupta again: "There is no difference between irrigators in the Philippines 
and those in India or elsewhere as far as their readiness to cooperate is concerned. It is 
the technocratic distrust for people's capabilities which prevents effective intervention" 
[Sengupta (1991, p. 80)]. 

Note carefully that there are at least two distinct forms taken by demoralization or 
lack of motivation among villagers when the state or political authorities intrude too 
much in their own internal affairs instead of supporting their own initiatives with tech- 
nical expertise and legal backing. First, villagers do not consider rural councils manip- 
ulated from above as legitimate bodies that represent them. As a result, they oppose the 
decisions and choices made with every means at their disposal. Moreover, politicization 
of these councils may easily increase tensions between various village factions if they 
are allied with different political parties. As a result, common property management 
will be more difficult [Singh (1994, pp. 215,216)]. 

Second, villagers form an expectation that the state will in any event perform the 
management tasks required or pay for failures if they arise. Consequently, they tend to 
shun participating in village schemes and programmes. In Nepal, for example, entrepre- 
neurial energy in the irrigators' communities tends to be directed toward getting money 
or construction contracts from the specialized government agency instead of organiz- 
ing operation and maintenance among the irrigators themselves. Indeed, when external 
government funding for construction and maintenance is made available to a commu- 
nity, the members soon develop an expectation that repairs and maintenance jobs will 
be done by the state [Tang (1992, p. 135); see also Arnold and Campbell (1986, p. 430), 
Azhar (1993, pp. 117, 118), Bromley and Chapagain (1984, p. 872), Agarwal and Narain 
(1989, pp. 13, 27), Lain (1998, pp. 181,193)]. 

3.2.2. Active collusion with private business interests 

Collusion with private business interests at the expense of commoners may manifest it- 
self under the form of macro-economic policies biased in favor of the former. This hap- 
pens, for example, when the government heavily subsidizes the intrusion into traditional 
resource territories of private companies. Thus, in Brazil, the exemption from taxation 
of virtually all agricultural income combined with the rule that logging is regarded as 

effort in the Operations and Maintenance plan laid down by the officials" [Lam (1998, pp. 186, 187)]. It is 
therefore not surprising that farmers have difficulties in perceiving water committees set up at the initiative 
of the Department of Irrigation as 'their' organizations. Rather, they tend to view them as the 'administrative 
arm' of that department [Lain (1998, p. 208)]. 
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proof of land occupancy has strongly encouraged rich people to acquire forest lands 
for the purposes of maximum exploitation [Mahar (1988), Binswanger (1991), Barra- 
clough and Ghimire (1995, Chapter 3)]. Not only deforestation but also dispossession or 
disfranchisement of traditional user communities have resulted from this ill-conceived 
policy. Subsidization of imported trawler boats in many Asian countries constitutes an- 
other striking example of a government-supported thoughtless acceleration of the rate 
of exploitation of a commons which ended up disfranchising small-scale fishermen and 
crew laborers [Kurien (1978), for Kerala in South India]. 

Active support of business ventures by governmental agencies generally placed un- 
der the thumb of high-level political authorities may be motivated by the latter's direct 
interests in these ventures or by their desire to oblige political supporters and friends 
following a logic of patronage politics. In Botswana, both motivations are at work be- 
hind the state's support given to the wealthy cattle elite for the de facto  privatization 
of grazing lands and the concomitant erosion of a traditional institution (the kgotla) 
charged with their management. In the words of Peters [Peters (1994, p. 22)]: 

There is no doubt that some of the highly placed members of the government and 
party who promote the policy benefit directly as wealthy cattle and borehole own- 
ers. In addition, the government's apparent blindness to criticism in calling for 
expansion of the policy is partially driven by political considerations. Much of 
the strongest support for the ruling Botswana Democratic Party comes from the 
wealthier cattle owners. The resistance of government to consider either increas- 
ing taxation of cattle owners (a point of contention with the World Bank) or the 
abolition of dual rights seems attributable to fear of jeopardizing this support. 

Governmental support of powerful business interests intermingled with state agencies 
can take on much more direct and brutal forms as illustrated by the following examples. 
In the Philippines, the now defunct government agency Panamin (Presidential Assis- 
tance to National Minorities), which was officially set up for the purpose of protecting 
the indigenous people's rights and interests, actually played a disastrous role amounting 
to sheer betrayal of its mission: "far from preventing the pillage of indigenous lands 
by mining companies, loggers and hydropower projects, Panamin collaborated with 
the armed forces in depriving the peoples of their ancestral lands" [Colchester (1994, 
p. 74)]. The majority of this agency's board members "came from wealthy industrialist 
families, many of whom had direct financial interests in companies encroaching on in- 
digenous lands". This was certainly the case for Manuel Elizalde, a relative of President 
Marcos, who played the key role in Panamin. His political base and personal wealth, 
indeed, lay in extractive concerns such as mining, logging and agribusiness. Moreover, 
he maintained his own private army in Cotobato in Mindanao to fight the insurgent in- 
digenous peoples who, in despair, took up arms against the government by joining the 
communist insurgency group [Colchester (1994, p. 75)]. 

In forests in East Kalimantan, Indonesia, customary rights-holders have been unfairly 
deprived of access to village commons as a result of licensing rights awarded to private 
companies. In the early 1970s, the Indonesian government granted timber concessions 
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to a large number of foreign and national companies, and, according to Jessup and 
Peluso, this had several detrimental effects on local communities. In particular, "despite 
their legal fight to collect minor forest products within timber concessions, villagers 
have at times been denied entry to those areas, and timber company personnel have 
otherwise infringed on the rights of local residents". For instance, there is evidence of 
timber company guards confiscating rattan from collectors, loggers raiding caves and 
selling the stolen birds' nests to unauthorized buyers, and timber companies illegally 
cutting Borneo ironwood, a species reserved for local use. These acts sometimes led to 
violent confrontations between local inhabitants and company guards or loggers [Jessup 
and Peluso (1986, pp. 520, 521)]. 

In Sarawak, Malaysia, forest-dwellers feel equally helpless even though the process 
of dispossession has been less brutal and less overt than in Mindanao. We are thus 
told that "the corrupting influence of the timber trade has promoted the domination of 
the economy by nepotistic, patronage politics", with the consequence that rural peo- 
ples "can no longer rely on their political representatives to defend their interests". As 
a matter of fact, "the practice of dealing out logging licences to members of the state 
legislature to secure their allegiance is so commonplace in Sarawak that it has created 
a whole class of instant millionaires" ]Colchester (1994, pp. 79, 82)]. In such circum- 
stances, it is not surprising that most popular protest movements in Asian forest areas 
have directed their main criticism at the logging licenses generously distributed by too 
often corrupt governments. 

In lending support to rural elites and powerful urban interests (including its own 
high-ranking personnel) to help them gain access to valuable natural resources, national 
states may have recourse to various legal subterfuges. An oft-used method, already ap- 
plied by the colonial powers to redistribute indigenous lands in favor of white settlers, 
consists of withdrawing lands from village control by labelling them state property and 
later awarding them to friends of the regime through de-classifying procedures. Such a 
method, for example, is currently employed by the Senegalese state in the case of the 
lands of the Senegal river valley, much to the fury of helpless customary rights-holders. 

4. Conclusions 

4.1. Incentive systems, decentralization, and co-management 

Nowadays, as a response to the numerous excesses of centralization and the ensuing 
financial crises of specialized administrations, devolution of the management of local 
resources from state agencies to rural communities is being tried in an increasing num- 
ber of countries with the active support of bilateral and multilateral donor agencies. It 
is still too early to have a sound idea about how these programmes of decentralized 
development can perform and how the above-discussed perverse mechanisms are be- 
ing surmounted. The step is no doubt in a good direction, yet empowerment of village 
communities is likely to be a much more difficult task than what many imagine, partly 
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because of  the bad habits developed in the past, of  the likely resistance of  state agents 
whose responsibilities are going to be encroached upon, and of  the inherent difficul- 
ties of  collective action in resource management matters as underlined in the previous 
sections. 31 Even in a country like the Philippines where the national irrigation adminis- 
tration has been pioneering efforts of  devolution, it appears that there have been more 
cases of  failure than success. The reduction in state agencies' operation and maintenance 
activities has not been compensated for by the activities of irrigators' associations, with 
alarming consequences for agricultural production [Fujita, Hayami and Kikuchi (1999, 
p. 3); see also Lam (1998) for Nepal]. There is therefore an acute need to critically 
assess ongoing experiences with sound research methodologies. 

The challenge ahead lies mainly in finding the right kind of incentives so that both 
user groups and state agents work effectively and in a coordinated manner to ensure 
proper conservation of  village resource bases. A few examples can illustrate what we 
have in mind. To begin, if the state does not legally support the actions of  user commu- 
nities by granting them clear and enforceable property rights over the common-property 
resource, they will have no incentive to guard it against encroachments by external in- 
truders. Marine fishermen communities are thus discouraged when they realize that their 
efforts to catch industrial vessels found trespassing their fishing territories are in vain 
because the culprits are released as soon as they are landed or are not required to pay 
the required fines to the authorities (perhaps because the latter are stakeholders in the 
business ventures involved). The same problem is often mentioned in connection with 
protection of  village forests or irrigation systems [see, e.g., Sengupta (1991, p. 136)]. 
The need for user organizations to be free from government and political pressure obeys 
the same logic of providing them with effective incentives to monitor their resource do- 
main. 

The second example is specific to large-scale irrigation systems built by the state. 
Here, the problem is for the latter to ensure that user communities carry out complemen- 
tary works and maintenance operations in a reliable manner. This depends on whether 
the central irrigation administration has devised an appropriate incentive mechanism. 
Such was not the case, obviously, with the Jamua Irrigation Project in India. Started in 
1965 to tap the Jamua River by constructing diversion works and extending the canal 
network on its left bank, it was able to reach hardly more than 30% of the target area by 
1974. The cause of  the failure came from the unjustified assumption on the part of  the 
authorities that "once the canal system was constructed, farmers would willingly and 
jointly contribute their own labor to construct field channels to divert waters from the 
canal to their field". What they thus overlooked was that "farmers located near the canal 
would have little incentive to devote their efforts to constructing channels that would 
deliver water through their own fields into those of  others" [Tang (1992, p. 133)]. Here 
is a delicate problem of imperfect commitment arising from asset specificity that has 
not been properly perceived by the irrigation department. 

31 For a thorough discussion of the limitations of participatory approaches to development arising from com- 
munity imperfections, see Abraham and Platteau (2001). 
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In the same vein, sophisticated irrigation technologies involving permanent head- 
works may run against the interests of downstream farmers because they have the effect 
of reducing drastically the amount of labor needed for operations and maintenance of 
the system. As a consequence, the labor contribution of these farmers becomes less 
critical for the farmers at the head end who can thus afford to ignore the demands for 
a fair share of the available water by the former [Ostrom and Gardner (1993), Lam 
(1998, pp. 119-124, 202, 203)]. In other words, by transforming the game from one 
in which everyone's participation in collective action is required into one in which the 
participation of only some of the users is sufficient, technological change can lead to 
a situation where irrigation water becomes appropriated by the owners of strategically 
located lands. 

On the other hand, intervening state agents must also be motivated to perform effec- 
tively for the benefit of resource users in circumstances where the latter are no more 
considered as passive subjects. In South Korea, farmers have been integrated at the bot- 
tom of the formal management hierarchy itself, in the role of patroller. The land of a 
patroller must lie within the jurisdiction that he irrigates, "so that he experiences irri- 
gation problems at first hand". Moreover, he is nominated each year by the headmen 
of the villages within his service area and, if the latter are dissatisfied with his way of 
handling the task, they nominate someone else. Recruitment and promotion procedures 
also play an important role inasmuch as they ensure that the senior-level staff are natives 
of the area in which they work. "Hence the eyes of the irrigation staff are kept firmly 
on the locality, and identification between their interests and those of farmers is further 
encouraged" [Wade (1988b, p. 495)]. Elaborating on this theme, Wade (1988b, p. 459) 
adds: 

Local affiliation of the staff is important because it gives both sides - staff and 
farmers - a set of shared experiences. This directly assists a sense of mutual oblig- 
ation between them; and also provides a basis for a shared set of beliefs according 
to which the existing order is fair and just, and every betrayal is perverse and 
unjust - including betrayal of the irrigation agency's rules. This is a much more 
cost-effective method of avoiding free-rider problems than relying on a calculus of 
punishment. 

Much the same picture emerges from the situation in Taiwan where the staff of the 
Irrigation Associations (IAs) are effectively linked to the local farmers, on the one hand, 
and to the national agencies, on the other hand. For each rotation area, an irrigation 
group chief is elected to supervise water distribution and maintenance operations as 
well as to manage potential conflicts. In particular, these chiefs are in charge of closely 
monitoring the jointly hired common irrigators who have primary responsibility for 
the distribution of water and the guarding of the system against frauds and damages. 
As a matter of principle, they are local farmers and, to avoid undue interference of 
partisan politics, the process leading to their election is kept separate from elections 
for other offices. In addition, the irrigation staff themselves are typically recruited from 
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local communities so as to ensure adequate incentives for effective management of the 
system. In the words of Moore (1989, p. 1742): 

The IAs are overwhelmingly staffed by people who were born in the locality, have 
lived there all their lives, and in many cases farm there. Further, IA staff are not 
sharply differentiated from their members in terms of education or income levels. 
I have a strong overall impression that IA staff are so much part of local society 
that they can neither easily escape uncomfortable censure if they are conspicuously 
seen to be performing poorly at their work, nor ignore representations made to 
them by members in the context of regular and frequent social interactions. 

In addition, performance in collecting irrigation fees is an element that enters into the 
annual evaluation of irrigation officers by their superiors and that indirectly determines 
salary increases, promotions, and access to additional resources. Each level of the irri- 
gation bureaucracy is thus required at regular intervals to report its collection records to 
the upper level [Moore (1989, p. 1743)]. 

Clearly, the above-described mechanisms ensure a good deal of accountability of of- 
ficials to resource users, which is a critical condition for success in local-level resource 
management. It is particularly important to control the widespread corrupt practices 
whereby private contractors are required to pay a certain amount of so-called commis- 
sions to officials in order to get a construction or maintenance contract. This forces 
the contractors to cut expenses by using poor quality, or smaller amounts of, materials 
in the commissioned works. Since they have taken an illegal commission, the officials 
are not likely to monitor the quality of these works as they should, and low-quality 
infrastructure is produced. As a result, resource users are discouraged from supplying 
effort towards maintaining it properly, both because the incomes derived from its func- 
tioning are disappointingly low and because maintaining a poor quality or ill-designed 
infrastructure is difficult. This sort of problem has been especially emphasized with 
respect to the management of irrigation systems [see, e.g., Wade (1982), Lam (1998, 
pp. 179-181)]. Note that resistance against decentralization and democratization efforts 
in irrigation administrations is partly due to the fear among irrigation staff that they 
would end the profitable opportunities for illegal profit that the present system allows 
[Lam (1998, p. 196)]. 

4.2. Summary of the main points 

This chapter calls into question the romantic view according to which small and homo- 
geneous village communities are able on their own to devise rules aimed at the efficient 
management of their common property resources. 

We have first argued that rules devised by communities, wherever they exist, do not 
necessarily aim to improve the efficiency of use of the resource, but often serve the pur- 
pose of regulating (or organizing) access to the resource domain under congested con- 
ditions, preventing conflicts, or enhancing the users' market power. In many cases, and 



180 3". -M. Baland and J.-P Platteau 

contrary to a dominant interpretation in the empirical literature, distributive considera- 
tions appear to play a more important role than efficiency considerations in traditional 
management practices at village level. 

Second, it is generally assumed that at local level users have a clear perception of 
the impact of their behavior on the state of the resource. Careful case studies, however, 
suggest that this may not be the case, especially with regard to resources that occupy 
wide territories, are mobile, and are not permanently visible, such as game or fish. 

Third, small size and homogeneity do not necessarily facilitate collective manage- 
ment of natural resources. We have thus reviewed a number of analytical arguments 
and case study materials in which the presence of large, highly motivated agents, or the 
large size of the user group, promote rather than hinder the efficient management of 
village-level resources. In particular, we find that inequality is more likely to encour- 
age efficient use of common property resource when it facilitates the establishment of a 
regulatory authority, and in appropriation problems, when increased inequality reduces 
the aggregate level of use of the resource, by placing constraints on the individual har- 
vesting efforts of the smaller users. By contrast, when the gamut of available regulatory 
instruments is limited, inequality between users makes collective agreement and effec- 
tive enforcement of regulatory schemes more difficult to achieve. In games of voluntary 
contributions to a common good, the impact of inequality is more ambiguous: while it is 
generally true that larger users tend to contribute more to the common good, increased 
inequality also reduces the incentives of small users to contribute. 

Lastly, the support of the state is often required to help communities manage their 
resources. The state can thus play a crucial role in disseminating information about 
the status of the resources, the relationships between harvesting practices and stocks, 
and the best management practices available; in imparting skills and administrative ca- 
pacifies needed at the village level; in enforcing community-based property rights; in 
performing as a mediator of last resort in the event of serious conflicts over resources; 
etc. Unfortunately, the well-documented experience of recent decades shows that most 
state interventions have been motivated by the pursuit of private interests that are not 
compatible with effective support to community-based management. For the success 
of a co-management approach, it is therefore essential to design and implement appro- 
priate institutional mechanisms that give maximum incentives to both state agents and 
village communities to act in a way that helps preserve resources in the long term to 
the greatest benefit of local users. This is a considerable challenge that will necessitate 
many experiments before it can be effectively met. 
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Appendix. The endogeneity problem in collective action studies 

Let us start by describing the model implicitly or explicitly tested by most authors 
whether they actually use quantitative data or rely on discursive discussions based on 
qualitative information. Once this is done, we will turn to a critique of the underlying 
empirical approach. The observation unit is the group of users and the explanandum 
is the probability that they will collectively organize with a view to regulating access 
to, and use of, a natural resource or, alternatively, the extent of collective regulation 
achieved among them. This dependent variable can be hypothesized to depend on the 
net relative profitability of collective regulation compared to other available institutional 
arrangements. Any equation attempting to explain success of common property regu- 
lation must therefore comprise explanatory variables that bear upon the gross benefits 
arising from such regulation, the costs involved, and the net benefits achievable under 
an alternative mode of ownership. The following equation meets such a requirement: 

Y = Y(Gains,  Costs, Altern), (A.1) 

where Y stands either for the institutional form understood as the extent of collective 
regulation achieved (or, equivalently, the probability that a set of users collectively regu- 
late the use of a natural resource), or for the degree of effectiveness of collective regula- 
tion (i.e., the net gains resulting therefrom) as measured by various performance criteria 
(incidence of conflicts over use of the resource, incidence of rule conformance, qual- 
ity of maintenance of the collective infrastructure required for appropriating resource 
flows, the extent of resource overexploitation, etc.). Gains measure the gross benefits 
achievable with common property regulation, and Altern refers to the net gains obtain- 
able under an alternative mode of regulation and ownership, private property or state 
management and ownership in particular. 

The expected gross benefits from collective regulation depend on the attributes of 
the resource system and the characteristics of the harvesting technology, designated 
by Techres, as well as on other determinants designated by Z gains. For example, it is 
evident that farmers have not much to gain from coordinating their irrigation efforts if 
the topography of the service area is unfavorable, or if the basic infrastructure has been 
poorly devised [see, e.g., Chambers (198 8), Sengupta (1991)]. We can therefore write: 32 

Gains = G (Techres, zgains). (A.2) 

On the other hand, the governance costs that common property management entails are 
influenced by the characteristics of the resource users (in terms of numbers, homogene- 
ity, mobility, previous experiences in community organization, etc.) denoted by User, 

32 We assume that user characteristics influence net gains through costs rather than through gross benefits. 
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the aforementioned variable Techres, and the official policy and public actions regarding 
decentralized group initiatives, denoted by State. Formally, we have: 

Costs = C (User, Techres, State). 

Substituting (2) and (3) into (1), we get the following reduced-form equation: 

Y = Y (Techres, User, State, Altern, zgains) .  

(A.3) 

(A.4) 

Such is the canonical equation considered in most empirical studies dealing with com- 
mon property management by user communities. In these studies, the dependent vari- 
able is typically defined in terms of  performance criteria (see supra). 

The model depicted by Equation (A.4) suffers from a major flaw, namely the fact that 
it overlooks the endogeneity relationships between the organizational form, the expected 
gains, and the user characteristics. It is indeed difficult to deny that at least some impor- 
tant characteristics of  the resource users are not given parameters but rather variables 
over which the users themselves have some degree of  control. More particularly, they 
may want to modify their own profile and organization so as to make them more con- 
ducive to a collective mode of  regulation. For example, villagers may control the size of  
user groups [Wilson and Thompson (1993, pp. 300-312)], 33 or reduce the heterogene- 
ity of  group membership along various dimensions such as caste or class composition, 
wealth, length of residence, location of  landholdings, etc. [Sengupta (1991, pp. 114, 
119,128, 167, 189, 192)]. 

In an analogous manner, it can be argued that users may be able to change some at- 
tributes of their resource system or some characteristics of their harvesting technology. 
This is particularly evident in the case of  small-scale irrigation systems, such as storage 
tanks fed by diversion channels in watershed areas, that can be locally designed ac- 
cording to user-friendly criteria [Sengupta (1991), Chambers (1988)]. In order to avoid 
confusion and to keep our notation as simple as possible, we assume that the variable 
Techres comprises only attributes and characteristics that are not susceptible of  being 
altered by users. As for those that are susceptible of such alteration, they are subsumed 
in the User variable. 

Thus, the variables Y, Gains, and User are endogenous to each other and, as a re- 
sult, they are simultaneously determined by the user group considered. Analytically, 
the problem of the user group can be represented as that of maximizing expected net 
benefits by choosing both the appropriate organizational form and the appropriate user 
characteristics, to the extent they are manipulable. In formal terms, defining x as a par- 
ticular institutional form belonging to the set X (itself a subset of  Y, since Y can also 
be taken to mean the performance of collective regulation), we have: 

max Netgains = G (x, Techres, Z gains) - C (x, u, Techres, State) (A.5) 
xEX, uEU 

33 In their example, liberalization of the ejidos's rules by the Mexican government led members to form 
grazing coalitions within smaller groups based upon the extended family. 



Ch. 4." Economics of Common Property Management Regimes 183 

so that 

x* = argmax Netgains(u *, Techres, State, zgains), 
xcX 

u* = argmax Netgains(x *, Techres, State, zgains), 
ucU 

where the star upperscript indicates that the value of the variable is the equilibrium 
value. Note that the variable Altern does not figure in the above formulation because it 
is subsumed by the maximization process. 

Econometrically, we therefore have a system of three equations to estimate and, ow- 
ing to the presence of endogeneity, they need to be instrumented for. These three equa- 
tions are: 

X = X(User, Gains, Techres, State, Altern, Z gains, R, e), (A.6) 

Gains = G(X, User, Techres, State, Altern, Z gains, S, 1]), (A.7) 

User = U ( X, Gains, Techres, State, Altern, Z gains, T, tz ), (A.8) 

where R, S, and T are exogenous variables, and e, ~, and/z random terms, specific to 
Equations (A.6), (A.7), and (A.8), respectively. Estimating the system (A.6)-(A.8) is 
obviously more tricky than estimating Equation (A.4), yet it is the only way to ensure 
that observed facts or relationships are correctly interpreted. In particular, it is essential 
to measure the effects of user characteristics on collective regulation after having duly 
controlled for the possible impact of prospective benefits and the organizational form 
on these characteristics. 

Consider the following conclusive statement about the determinants of the relative 
performances of a large number of irrigation systems located in several (mostly Asian) 
countries: "Community irrigation systems are likely to be developed and sustained in 
situations with a reasonable supply of water, no major social cleavages, and low-to- 
moderate income variance among irrigators. A majority of the bureaucratic cases, on 
the other hand, are characterized by inadequate supplies of water. Many of them are 
also characterized by major social cleavages and high income variance" [Tang (1992, 
p. 124)]. How can we be sure that the state of water supply (a peculiar specification of 
the Gain variable) is not endogenous to the institutional arrangement adopted, rather 
than being an exogenous condition influencing institutional choice? When the effect of 
water scarcity is mixed up with that of possible bureaucratic inefficiencies in release of 
canal water (bureaucratic irrigation systems are always associated with canal irrigation), 
no definite answer can be provided to that crucial question. 34 

The same problem arises in connection with the user characteristics mentioned, 
namely social and economic heterogeneity: to what extent is it a given parameter of 

34 This difficulty is explicitly mentioned, but not really tackled, in Bardhan (2000). 



184 J. -M. Baland and J.-P. Platteau 

the institutional choice problem and to what extent an endogenous outcome produced 
by the operation of the regulatory mode chosen? Thus, for example, collective regula- 
tion of irrigation water may involve the scattering of landholdings (particularly those 
of the economic elite) over the head, tail, and middle of the service area so as to en- 

sure effective maintenance of the entire system and even distribution of water through- 
out [Coward (1979), Sengupta (1991, pp. 110, 111,120, 167, 189, 192, 266), Quiggin 
(1993, p. 1130)]. In so far as this practice forces the big landholders to attend to all 
parts of the system including the tail-end locations where the poor are likely to have 

their unique parcel, it may be expected to reduce the effect of inequality in landholdings 
on income distribution. If the latter is considered as the proper measure of inequality, it 

is endogenous. 
The central difficulty with the estimation of the system (A.6)-(A.8) above is, of 

course, that instrumentation is bound to be difficult. It is indeed hard to find variables 
that, for example, influence expected benefits while leaving user characteristics and the 
organizational form unaffected. This task is even likely to be insurmountable if the sam- 
ple of resource systems and user groups is large as it is supposed to be in cross-section 

studies. There remains the solution of estimating a reduced-form equation expressing X 
as a function of exogenous variables only. Unfortunately, as we know, results thereby 
obtained do not lend themselves to unambiguous interpretations since they are the out- 
come of the combined effects of the exogenous variable concerned and all the endoge- 

nous variables operating in a hidden way behind the estimated equation. 
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Abstract 

This chapter studies the interface in poor countries of  population growth, rural poverty, 
and deterioration of  the local natural-resource base, a subject that has been much ne- 
glected by modern demographers and development economists. The motivations for 
procreation in rural communities of  the poorest regions of  the world are analyzed, and 
recent work on the relevance of  gender relationships to such motivations is summa- 
rized. Four potentially significant social externalities associated with fertility behavior 
and use of  the local natural-resource base are identified. Three are shown to be prona- 
talist in their effects, while the fourth is shown to be ambiguous, in that it can be either 
pro- or anti-natalist. It is shown that one of  the externalities may even provide an in- 
vidious link between fertility decisions and the use of  the local natural-resource base. 
The fourth type of  externality is used to develop a theory of  fertility transitions in the 
contemporary world. The theory views such transitions as disequilibrium phenomena. 
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Prologue 

A society's environmental requirements are a function of its demand for goods and 
services, some of which are produced (e.g., food, housing, transport, education), while 
others are obtained directly from the natural-resource base (e.g., air for breathing, river 
water for drinking, microorganisms for treating waste, birds and bees for seed dispersal 
and pollination). The overall demand made on the environment depends on the average 
demand per person for goods and services, which in turn depends on existing institutions 
and the knowledge base, and the technologies that are thereby in use. But population size 
also contributes to the overall demand. The famous "I = PAT" equation of Ehrlich and 
Holdren (1971), that Impact on the environment is a function of Population, Affluence 
and Technology, is a simple metaphor for the complicated set of relationships that exist 
among the four variables in question. 

This chapter is about a more restricted set of relationships than those summarized 
in the "I = PAT" equation. I do not discuss the ways in which affluence impinges on 
the natural-resource base, l but instead study pathways in which population growth and 
environmental degradation at the local level today relate to local poverty-pathways that 
would be expected to perpetuate poverty. The focus here is on the population-poverty- 
environment nexus in the poorest regions of the contemporary world. I make no attempt 
to forecast the future, nor do I try to review how societies that are currently affluent 
grew in population even while accumulating wealth by substituting knowledge, skills, 
and manufactured capital for natural resources. 2 My sole aim here is to use economic 
theory and the recent historical experience in poor regions to suggest a way of thinking 
about the population-poverty-environment nexus in the contemporary world. I do not 
suggest that the experience I summarize below had anything inevitable about it. There 
were public choices that could have been made and that would have resulted in superior 
collective outcomes. I shall argue, however, that such choices were ignored, in part 
because of inadequate economic analysis. 

Table 1 summarizes evidence on poverty, population growth, and one aspect of envi- 
ronmental deterioration in the contemporary world, namely, loss of forest cover. Poverty 
[sometimes it is called "extreme poverty"; see World Bank (1991)], is taken to be the 
condition of a person living on less than a dollar a day. As the table shows, there were 
1.2 billion poor people in the world at the turn of the century. So, the poor are about a 
fifth of the world's population. They are concentrated in China, South Asia, and sub- 
Saharan Africa, numbering in excess of one billion. But there are differences in the 
incidence of poverty even among those three regions: as proportions of populations, 
South Asia and sub-Saharan Africa are home to the largest numbers of poor people. 

Table 1 also records the high rates of population growth that South Asia and sub- 
Saharan Africa have experienced in recent decades: population has grown in both re- 
gions in excess of 2 percent per year. Although the proportion of poor people declined 

1 On which, see McNeill (2000), Arrow et al. (2002), and several of the chapters in this Handbook. 
2 Landes (1969, 1998) are outstanding treatises on that experience. 
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Table 1 
Poverty* and population growth 

P. Dasgupta 

Region Number in 1998 HI t (%) 
(millions) 

Annual 
population 
growth (%) 
1980-1998 

Annual 
deforestation 

(% of forest area) 
1990-2000 

East Asia & Pacific 
(excluding China) 65 11 1.5 

China 213 18 1.3 -1.2 

Europe and Central Asia 24 5 0.6 
Latin America 
and the Caribbean 78 16 1.8 

South Asia 522 (495) :7 40 0.1 

Bangladesh 2.1 
India 2.0 
Pakistan 2.6 

Sub-Saharan Africa 290 (242); 46 2.8 0.8 

Total 1,192 (1,270) $ 24 1.6 

*People living on less than $1 a day in 1998. 
tHeadcount Index (HI): proportion of people that are poor. 
#People living on less than $1 a day in 1990, 
Source: World Bank (2000a, Table 1.1; 2000b, Table 2.1; 2001, Table 3.4). 

almost everywhere during the 1990s, the number of  poor people increased in South Asia 
and sub-Saharan Africa: population growth in the two regions was high relative to the 
alleviation of  poverty. Table 2 offers a picture of  the high rates of  population growth in 
terms of crude birth and death rates. The two tables, taken together, show that increases 
in population size have come about because declines in mortali ty rates during the sec- 
ond half  of the last century (a remarkably good thing) were not matched by reductions 
in fertility rates. Population increase has brought in its wake additional pressure on local 
resource bases (a not-so-good thing). 

The poor live in unhealthy surroundings, a fact that is both a cause and effect of  their 
poverty. 3 Nearly two mill ion women and children die annually in poor countries from 
exposure to indoor pollution. (Cooking can be a lethal activity among the poor.) Addi-  
tionally, over 70 percent of  fresh water sources are contaminated or degraded. Moreover,  
groundwater withdrawal in poor countries exceeds natural recharge rates by a phenom- 
enal 160 bil l ion cubic meters per  year. World Bank (2001) suggests that 5 -12  mil l ion 
hectares of land are lost annually to severe degradation, and that soil degradation affects 
65 percent of African croplands and 40 percent of  croplands in Asia. Table 1 also gives 

3 The mutual causation is explored in Dasgupta (1993, 1997). 
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Table 2 
Crude birth and death rates per 1000 people 

195 

B* D ~ B - D  

1980 1996 1980 1996 1980 1996 

China 18 17 6 7 12 10 

Bangladesh 44 28 18 10 26 18 
India 35 25 13 9 22 16 
Pakistan 47 37 15 8 32 29 

Sub-Saharan 47 41 18 14 29 27 
Africa (Nigeria) 50 41 18 13 32 28 

World 27 22 10 9 17 13 

*Crude birth rate per 1000 people. 
+Crude death rate per 1000 people. 
Source: World Bank (1998, Table 2.2). 

figures for rates of deforestation relative to forest areas in the poorest regions of the 

world. Of course, taken alone, the latter figures say nothing about environmental degra- 
dation, but subsequently we will see how deforestation can play havoc with the lives of 
those who inhabit forests. 4 

The emotive term in all this is "population growth"; so emotive, that it elicits widely 
different responses. Some people believe population growth to be among the causes of 

world poverty and environmental degradation [e.g., Ehrlich and Ehrlich (1990], while 
others permute the elements of that causal chain, arguing, for example, that contem- 

porary poverty in poor countries is the cause, rather than the consequence, of rapid 

population growth and environmental damage. Here is a collection of refrains in the 
latter category of beliefs: "poverty is the problem, not population"; "poor people can- 

not afford to conserve their resource base"; "a lack of female autonomy is the problem, 

not population"; "development is the best form of contraceptive"; "contraceptives are 
the best form of contraceptive". 5 A recent expression of this line of thinking is World 

Bank (2000a), which, even though it was devoted to a study of world poverty, took 
little note of its possible links with population growth and deterioration of the natural 
environment. 

To be sure, there are views about the population-poverty--environment nexus that go 
well beyond mere agnosticism. Some people have claimed that even in the poorest coun- 

4 CES (1982), Agarwal (1986, 1989), Cruz and Repetto (1992), Cleaver and Schreiber (1994), Kalipeni 
(1994), Seymour and Dubash (2000), and Shapiro (2001) contain accounts of environmental degradation in 
the poorest regions of the world. 
5 See, for example, Dyson and Moore (1983), World Bank (1984), Birdsall (1988), Robey, Rutstein and 
Morris (1993), Sen (1994), and Bardhan (1996). 



196 P Dasgupta 

tries today, population growth can be expected to provide a spur to economic progress. 6 
Thus, it would seem not only that our attitudes toward population size and its growth 
differ, but that there is no settled view on how the matter should be studied. As with 
religion and politics, many people have opinions on population that they cling to with 
tenacity. 

1. Plan of the chapter 

I argue below that such divergence of opinion is unwarranted. Differences persist be- 
cause the interface of  population, resources, and welfare at a geographically local level 
has been a relatively neglected subject. In Section 2 1 show that modern demographers 
and development and environmental economists have neglected crucial aspects of  the 
population-poverty-environment nexus. Neglect by experts is probably the reason why 
the nexus has attracted popular discourse, which, while often illuminating, is frequently 
descriptive rather than analytical. 

In Section 3 I go into the question of  why experts have neglected the nexus. Several 
reasons are offered, each having to do with a bias in the character of the evidence that 
has been studied. In Section 4 evidence is produced to show that neglect of  the nexus 
has been a serious mistake. It has not been uncommon, however, among those who have 

written about population, resources, and welfare to adopt a global, future-oriented view: 
the emphasis frequently has been on the deleterious effects a large and increasingly af- 
fluent population would have on Earth in the future. This slant has been instructive, but 
it has drawn attention away from the economic misery and ecological degradation en- 
demic in large parts of  the world today. Disaster is not something for which the poorest 
have to wait; it is a frequent occurrence. Moreover, among the rural poor in poor coun- 
tries, decisions on fertility, on allocations concerning education, food, work, health-care, 
and on the use of  the local natural-resource base are in large measure reached and imple- 
mented within households that are unencumbered by compulsory schooling and visits 
from social workers, that do not have access to credit and insurance in formal markets, 
that cannot invest in well-functioning capital markets, and that do not enjoy the benefits 
of  social security and old-age pension. These features of  rural life direct me, in Sec- 
tion 5, to study the interface of population growth, poverty, and environmental stress 
from a multitude of  household, and ultimately individual, viewpoints. 

Women's education and reproductive health have come to be seen in recent years as 
the most effective channels for influencing fertility. Sections 6-8 contain an outline of  
the theoretical and empirical reasons why they are so seen. An interesting feature of  
both education and reproductive health is that they can be studied within a framework 
where households make decisions in isolation of  other households. The theory of  de- 
mand for education and reproductive health can therefore be treated as a branch of  the 

6 See, for example, Simon (1981), Bauer (2000), and Johnson (2001). Boserup (1981) is the classic on this, 
but her work reviewed the past, it was not a commentary on the current state of affairs. 
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"new household economics", which has been much engaged in the study of the isolated 
household. 7 

But theoretical considerations imply that interhousehold linkages also influence fer- 
tility decisions. Of particular interest are the linkages between market and non-market 
activities. They give rise to "externalities", by which I mean the side-effects of hu- 
man activities when the latter are undertaken without mutual agreement. Such activities 
include those in which women's education and reproductive health play a role. The 
findings I report are therefore consistent with the contemporary emphasis on women's 
education and reproductive health. 

Four types of externalities are identified. Three are unambiguously pronatalist, while 
the fourth-conformist behavior-can result in either pro- or anti-natalist behavior, A the- 
ory of demographic transitions, based on the fourth mechanism, is then offered. These 
matters are explored in Section 9 and the Appendix. I conclude that there is substance 
to what has been called the "population problem". I also argue that in the Indian sub- 
continent and sub-Saharan Africa, the problem has for a long while been an expression 
of human suffering. 

The population problem facing those two regions was not inevitable: it would have 
been avoided if social scientists had diagnosed it early enough and if good governance 
had not been an especially acute commodity there. I argue below that several aspects of 
the population problem may well persist even when those regions make the transition to 
low fertility rates. Section 10 summarizes the policy prescriptions that follow from the 
analysis. 

2. Framing links between population, resources, and welfare 

It is appropriate first to identify some of the ways social scientists have framed the links 
between population growth, resources, and human welfare. I review them in this section. 
The outline will enable us to compare and contrast the way the links have generally been 
flamed with the way I frame them here. 

There are three sets of examples to discuss here. They concern (1) the way population 
growth and economic stress in poor countries are studied by environmental and resource 
economists, (2) the way modern theories of economic growth view fertility and natural 
resources, and (3) the way development economists accommodate environmental stress 
in their analysis of contemporary poverty. The examples are discussed in the next three 
sub-sections. 

2.1. Demography  and economic  stress in environmental  and resource economics  

The environmental and resource economics that has been developed in the United 
States has not shown much interest in economic stress and population growth in poor 

7 The modem classic is Becker (1981). 
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countries. In their survey of  the economics of  environmental resources, Kneese and 
Sweeney (1985, 1993), Cropper and Oates (1992), and Oates (1992) altogether by- 
passed the subject matter of  this chapter. They were right to do so, for the prevailing 
literature regards the environmental-resource base as an "amenity". Indeed, it is today a 
commonplace that " . . .  (economic) growth is good for the environment because coun- 
tries need to put poverty behind them in order to care" (Independent, 4 December 1999), 
or that " . . .  trade improves the environment, because it raises incomes, and the richer 
people are, the more willing they are to devote resources to cleaning up their living 
space (The Economist, 4 December 1999; p. 17). 

I quote these views only to show that the natural environment is widely seen as a 
luxury. This view is hard to justify when one recalls that our natural environment main- 
rains a genetic library, sustains the processes that preserve and regenerate soil, recycles 
nutrients, controls floods, filters pollutants, assimilates waste, pollinates crops, operates 
the hydrological cycle, and maintains the gaseous composition of  the atmosphere. Pro- 
ducing as it does a multitude of  ecosystem services, the natural-resource base is in large 
part a necessity. 8 A wide gulf separates the perspective of  environmental and resource 
economists in the North (I use the term in its current geopolitical sense) from what 
would appear to be the direct experience of  the poor in the South. 9 

2.2. Population and resources in modern growth theories 

In its turn, modern theories of economic growth for the most part assume population 
change to be a determining factor of human welfare. A central tenet of  the dominant 
theory is that although population growth does not affect the long-run rate of  change in 
living standards, it adversely affects the long-run standard of  living [Solow (1956)]. 

Recent models of economic growth have been more assertive. They lay stress on new 
ideas as a source of  progress, supposing that the growth of  ideas is capable of  circum- 
venting any constraint the natural environment may impose on the ability of  economies 
to grow indefinitely. Such models note too that certain forms of investment (e.g., re- 
search and development) enjoy cumulative returns because the benefits are durable and 
can be shared collectively. The models also assume that growth in population leads to an 
increase in the demand for goods and services. An expansion in the demand and supply 
of ideas implies that in the long run, equilibrium output per head can be expected to 
grow at a rate that is itself an increasing function of  the rate of  growth of  population (it 
is only when population growth is nil that the long run rate of growth of  output per head 
is nil). The models regard indefinite growth in population to be beneficial, l0 

8 See also Arrow et al. (1995) and Dasgupta, Levin and Lubchenco (2000), who discuss the implications of 
the fact that destruction of ecosystems are frequently not reversible. 
9 For first-hand accounts of daily life under the stresses of resource scarcity, see Agarwal (1986, 1989), 
Narayan (2000), and Jodha (2001). For attempts to develop the economics of such conditions, see Dasgupta 
(1982, 1993, 1995, 1996, 1997a, 1998a, 2000a). 
10 Jones (1998) contains a review of contemporary growth models. 
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In their  pris t ine form,  con tempora ry  growth mode ls  embed  an assumed posi t ive  link 

be tween  the creat ion o f  ideas ( t echno log ica lp rogress )  and popula t ion  growth in a wor ld  

where  the natural - resource base compr ises  a fixed, indestruct ible  factor  o f  production.11 

The  p rob l em with  the latter assumpt ion  is that it is wrong:  the natural  env i ronment  con-  

sists o f  degradable  resources  (soil, watersheds,  fisheries, and sources o f  fresh water). 12 

It  may  be  sensible to make  that wrong  assumpt ion when  s tudying a per iod  o f  t ime when  

natura l - resource  constraints  did not  bite, but it is not  sensible for  s tudying deve lopmen t  

possibi l i t ies  open to today ' s  poor  regions.  

Con tempora ry  growth theory does not  expl ici t ly  m o d e l  the nature o f  the new prod-  

ucts that e m b o d y  technologica l  progress.  One  can only conjec ture  that it assumes future 

innovat ions  to be  o f  such a character  that indefini te  growth in output  would  make no 

more  than a finite addi t ional  demand  on the natural - resource base. The  assumption is 

quest ionable.  The  point  is that i f  e conomic  growth (i.e., growth in gross nat ional  prod-  

uct, GNP)  is to be sustainable,  capital  accumula t ion  and the p resumed  technologica l  

progress  must  be  able to counter  a decl in ing resource  base. But  a vanishing resource  

base  wou ld  mean  a dwindl ing  supply o f  the mul t i tude  o f  mos t ly  un-unders tood  ecosys-  

t em services  upon which  l ife depends.  Addit ional ly ,  proper ty  rights to envi ronmenta l  re- 

sources are often ei ther  vague ly  def ined or  weak ly  enforced,  mean ing  that env i ronmen-  

tal services  are in all probabi l i ty  underpr iced  in the market.  N e w  technologies  wou ld  

therefore  be  expec ted  to be rapacious  in their  use of  natural  resources:  inventors  and in- 

novators  wou ld  have  lit t le reason to e c o n o m i z e  on their  use. 13 But  this could  m e a n  that 

new ideas do not  offer  adequate  substitutes for  local  resource  bases,  in a world  where  

ou t -migra t ion  is f requent ly  not  a v iable  opt ion to what  is an intolerable  rural  situation.14 

In any event,  we  should be  scept ical  o f  a theory that p laces  such enormous  burden 

on an exper ience  that is not  m u c h  more  than two hundred  years old [Maddison (2001)]. 

Extrapola t ion  into the past  is a sober ing exercise:  over  the long haul  o f  history (a 5000 

years stretch, say, up to about  two hundred  years ago), e conomic  growth even  in the 

current ly-r ich countr ies  was for most  o f  the t ime not  m u c h  above  z e r o )  5 The  study of  

11 Kremer (1993) develops such a model to account for 1 million years of world economic history. 
12 Daily (1997) is a collection of essays on the character of ecosystem services. See also Levin (2001) for an 
exhaustive collection of summaries of what is currently known about biodiversity and the role it plays as a 
productive asset. 
13 The literature on environmental externalities is huge. See, for example, Meade (1973), M~iler (1974), and 
Baumol and Oates (1975). The implications of the underpricing of environmental resources on the direction 
of technological change are explored in Dasgupta (1996). 
14 See Agarwal (1986), Kalipeni (1994), and Chnpra and Gulati (2001) for fine empirical studies on rural 
poverty and resource depletion in semi-arid regions. 
15 See Fogel (1994, 1999), Johnson (2000), and, especially, Maddison (2001). The claim holds even if the 
past two hundred years were to be included. The rough calculation is simple enough: 
World per capita output today is about 5000 US dollars. The World Bank regards one dollar a day to be about 
as bad as it can be. People would not be able to survive on anything substantially less than that. It would 
then be reasonable to suppose that 2000 years ago per capita income was not less than a dollar a day. So, 
let us assume that it was a dollar a day. This would mean that per capita income 2000 years ago was about 
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possible feedback loops between poverty, demographic behavior, and the character and 
performance of  both human institutions and the natural-resource base is not yet  on the 
research agenda of  modem growth theorists. 

2.3. Population and resource stress in development economics 

Nor is the populat ion-poverty-resource nexus a focus of  attention among development 
economists. Even in studies on the semi-arid regions of  sub-Saharan Africa and the In- 
dian sub-continent, the nexus is largely absent. For example,  the authoritative surveys by 
Birdsall (1988), Kelley (1988) and Schultz (1988) on population growth in poor coun- 
tries fail to touch on environmental matters. Mainstream demography also makes light 
of  environmental stress facing poor communities in sub-Saharan Afr ica  and the Indian 
sub-continent. Nor does the dominant literature on poverty [e.g., Stem (1989), Dreze 
and Sen (1990), Bardhan (1996)] take population growth and ecological  constraints to 
be important factors in development possibilities. Textbooks frequently go no further 
than to point to the Western experience since the Industrial Revolution and conclude 
that Malthus got it all wrong. 

The situation is puzzling. Much of the rationale for development economics is the no- 
tion that poor countries suffer particularly from institutional failures. But institutional 
failures in great measure manifest themselves as externalities. To ignore population 
growth and ecological  constraints in the study of  poor countries would be to suppose 
that demographic decisions and resource use there give rise to no externalities of  sig- 
nificance; it would also be to suppose that externalities arising from institutional failure 
have a negligible effect on resource use and demographic behavior. I know of no body 
of  empirical  work that justifies such presumptions. 

3. Why the neglect? 

How is one to account for these neglects? It seems to me there are four reasons, one 
internal to the development of  the "new household economics",  the others arising from 
limitations in global  statistics. 

3.1. Isolated households 

For reasons of  tractability, those who developed the new household economics studied 
choices made by isolated, optimizing households.16 Such predictions of  the theory, as 

350 dollars a year. Rounding off numbers, this means very roughly speaking, that per capita income has risen 
about 16 times since then. This in turn means that world income per head has doubled every 500 years, which 
in its turn means that the average annual rate of growth has been about 0.14 percent per year, a figure not 
much in excess of zero. 
16 The early works are cited in Beaker (1981). Hotz, Klerman and Willis (1997) survey the field by studying 
fertility decisions in developed countries. Scheffer (1997) makes thorough use of the new household eco- 
nomics for studying the demand for children in poor countries. 



Ch. 5: Population, Poverty, and the Natural Environment 201 

that increases in women's  labour productivity reduce the household demand for chil- 
dren, are borne out in cross-country evidence [Scheffer (1997)]. Nevertheless, the study 
of  isolated households is not a propit ious one by which to explore the possibil i t ies of  
collective failure among households. For  example,  there have been few attempts to es- 
t imate reproductive externalities. One reason is that the theory of  demographic interac- 
tions in nonmarket environments is still underdeveloped; and without theory it is hard 
for the empiricist  to know what to look for. 17 1 later point to scattered evidence, drawn 
from anthropology, demography, economics,  and sociology, of  externalities resulting in 
pro-natalist  attitudes among rural households in poor countries. I also try to develop 
some of  the analytical techniques that would be required for identifying such externali- 
ties. The directional predictions of  the resulting theory are not at odds with those of the 
new household economics (e.g., that an increase in women's  labour productivity lowers 
the demand for children); but their predictions differ on the magnitude of  household 
responses. 

3.2. Cross-country statistics on the effects o f  population growth on the standard o f  
living 

The second reason for the neglect of  the population-poverty-resource nexus is the out- 
come of  an enquiry made some time ago into the economic consequences of  population 
growth [National Research Council  (1986)]. Drawing on national time-series and cross- 
regional data, the investigators observed that population size and its growth can have 
both positive and negative effects. For the purposes of  interpreting the data, population 
growth was regarded as a causal factor in the study. The investigators concluded that 
there was no cause for concern over the high rates of  growth being experienced in poor 
countries. 18 

But regression results depend on what is being regressed on what. So, for example,  
there can be set against National Research Council  (1986) and cross-country studies that 
have found a positive link between population growth and economic development, those 
by Mauro (1995) and Barro (2001), who have found a negative correlation between 
population growth and economic growth and a positive correlation between population 
growth and the magnitude of  absolute poverty. In short, cross-country regressions in 
which population growth is a determining factor have given us mixed messages. Later 

17 Surveying the field, Schultz (1988, pp. 417, 418) wrote: "Consequences of individual fertility decisions 
that bear on persons outside of the family have proved difficult to quantify, as in many cases where social 
external diseconomies are thought to be important ... The next step is to apply ... microeconomic models (of 
household behavior) to understand aggregate developments in a general equilibrium framework. But progress 
in this field has been slow". 
18 Kelley (1988) contains a review of the findings. See also the survey of empirical growth economics by 
Temple (1999), who adopts a sceptical view regarding the deleterious consequences of population growth in 
poor countries. 
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Table 3 
Total fertility rates and GNP per head 

TFR y* g(y)t 

(1980) 1998 1998 1965-1998 

China (2.5) 1.9 3,050 6.8 
Bangladesh (6.1) 3.1 1,410 1.4 
India (5.0) 3.2 2,060 2.7 
Pakistan (7.0) 4.9 1,650 2.7 

Sub-Saharan Africa (6.6) 5.4 1,440 -0.3 
(Nigeria) (6.9) 5.3 740 0.0 

USA (1.8) 2.0 29,240 1.6 

World (3.7) 2.7 6,300 1.4 

* GNP per head (dollars at purchasing power parity). 
Percentage rate of growth of GNP per head, calculated from constant price GNP in national currency. 

Source: World Bank (2000b, Tables 1.1, 1.4, and 2.16). 

in this chapter I show that even though we may have learnt something from cross- 
country regressions, they have frequently misdirected us into asking wrong questions 

on demographic matters. 

3.3. Global statistics on living standards 

The third reason stems from a different set of empirical findings. With the exception 

of sub-Saharan Africa over the past 30 years or so, GNP per head has grown in nearly 
all poor regions since the end of World War II. In addition, since 1960 growth in world 
food production has exceeded the world's population growth by an annual rate of ap- 
proximately 0.6 percent. This has been accompanied by improvements in a number of 
indicators of human welfare, such as the infant survival rate, life expectancy at birth, 
and literacy. In poor regions each of the latter improvements has occurred in a regime 
of population growth rates substantially higher than in the past: excepting for East Asia 
and parts of South and Southeast Asia, modern-day declines in mortality rates have not 

been matched by reductions in fertility. 
Table 3 presents total fertility rates (TFR), GNP per head, and growth in GNP per head 

in several countries and groups of countries. 19 Between 1980 and 1998 the TFR declined 
everywhere, but very unevenly. Sub-Saharan Africa has displayed the most acute symp- 
toms of poverty: continued high fertility rates allied to declining GNP per head in what 
is a very poor continent. Nevertheless, as Table 3 confirms, the oft-expressed fear that 

19 The total fertility rate (TFR) is the number of live births a woman would expect to have if she were to live 
through her childbearing years and to bear children at each age in accordance with the prevailing age-specific 
fertility rates. If the TFR were 2.1 or thereabouts, population in the long run would stabilize. 
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rapid population growth will accompany deteriorations in living standards has not been 
borne out by experience when judged from the vantage of the world as a whole. It is 
then tempting to infer from this, as does Johnson (2000, 2001) most recently, that in 
recent decades population growth has not been a hindrance to improvements in the cir- 
cumstances of living. 

3.4. Negative cross-country link between income and ferti l i ty 

The fourth reason stems from economic theory and cross-country data on the link be- 
tween household income and fertility. Imagine that parents regard children to be an end 
in themselves; that is, assume children to be a "consumption good". If, in particular, 
children are a "normal" consumption good, an increase in unearned income would lead 
to an increase in the demand for children, other things being equal. This is the "income 
effect". 2° In his well-known work Becker (1981) argued, however, that if the increase 
in household income were the result of an increase in wage rates (i.e., an increase in 
labour productivity), then the cost of children would increase, because time is involved 
in producing and rearing them. But other things being equal, this would lead to a de- 
crease in the demand for children (this is the "substitution effect"). It follows that a rise 
in income owing to an increase in labour productivity would lead to a decline in fertility 
if the substitution effect were to dominate the income effect, a likely possibility. 

Figure 1, taken from Birdsall (1988), shows that among countries which in the early 
1980s had incomes above 1000 US dollars, those that were richer experienced lower 
fertility rates. A regional breakdown of even the Chinese experience displays the gen- 
eral pattern: fertility is lower in higher-income regions [Birdsall and Jamison (1983)]. 
These are only simple correlations and, so, potentially misleading. Moreover, they do 
not imply causality. But they suggest that growth in income can be relied upon to reduce 
population growth. 

4. Why the neglect is wrong 

There are four weaknesses with the reasoning just outlined. 

4.1. GNP per  head and environmental quality 

Earlier, it was noted that the environment is frequently viewed as a luxury. The contem- 
porary source of that perspective is World Bank (1992), which suggested that there is 
an empirical relationship between GNP per head and concentrations of industrial pol- 
lutants. Based on the historical experience of OECD countries, the authors observed 
that, when GNP per head is low, concentrations of atmospheric pollutants (e.g., sul- 
phur dioxide (SO2)) increase as GNP per head increases, but when GNP per head is 

20 Schultz (1997) confirms this for a pooled set of cross-country data. 
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high, concentrations decrease as GNP per head increases further. In short, it was found 
that the functional relationship between GNP per head and concentrations of indus- 
trial pollutants has an inverted-U shape. Among  economists this relationship has been 
christened the "environmental  Kuznets curve". 21 Unfortunately, the moral that has been 
drawn from the finding is that resource degradation is reversible: degrade all you want 
now, you can always recover the stock later, because Earth can be relied upon to reju- 
venate it. 

The science of  biodiversity has shown that the presumption is false: the existence of  
ecological  thresholds implies that damage to ecosystems can be irreversible (see below). 
It should not come as a surprise that the enviromnental Kuznets curve was detected for 
mobile  pollutants. Mobil i ty means that, so long as emissions decline, the stock at the site 
of  the emissions will decline. As an overarching metaphor for "tradeoffs" between man- 
ufactured and natural capital, the relationship embodied in the environmental Kuznets 
curve has to be rejected. 22 

4.2. G N P  growth  versus  w e a l t h  a c c u m u l a t i o n  

The second weakness with the reasoning outlined in the previous section is that conven- 
tional indices of  the standard of  living - GNP and the United Nations '  Human Devel- 
opment Index (HDI)  - reflect commodity  production, not the "productive base" upon 
which life depends. Neither GNP nor H D I  accounts for the depreciation the productive 
base may be subjected to. So it can be that an economy's  GNP increases for a period 
even while its productive base shrinks. 

An economy's  productive base includes not only manufactured capital, human cap- 
ital, natural capital and knowledge,  but also its institutions (public, private, and civic). 
Together they influence the production, distribution, and use of  goods and services. 
A society 's  productive base is the source of  its well-being. This base is a diverse collec- 
tion of  durable objects, some tangible and alienable (buildings and machinery, land and 
animals, trees and shrubs), some tangible but non-alienable (human beings, the oceans), 
some intangible but alienable (codified pieces of knowledge, such as patentable ideas), 
some intangible and non-alienable (air, skills, the legal framework, and cultural coordi- 
nates), and some that are yet  to be defined in an acceptable way (social capital). 23 

It is often suggested that poor countries are poor when judged in terms of manu- 
factured and human capital, but are frequently rich in natural and social capital. 24 As 

21 It is a misnomer. The original Kuznets curve, which was an inverted U, related income inequality to real 
national income per head on the basis of historical cross-country evidence. 
22 For more extensive discussions of the environmental Kuznets curve, see Arrow et al. (1995) and the re- 
sponses it elicited in symposia built round the articles in Ecological Economics 15(1) (1995), Ecological 
Applications 6(1) (1996), and Environment and Development Economics 1(1) (1996). See also the special 
issue of Environment and Development Economics 2(4) (1997). 
23 On social capital and the difficulties surrounding its definition, see the essays in Dasgupta and Serageldin 
(2000). 
24 See World Bank (1997) on the share of natural capital in the wealth of poor countries. 
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illustration, it is frequently observed that a wide variety of  coping mechanisms vulner- 
able people rely upon in poor countries are supplied by what may be called "civic" (or 
"informal") institutions, not the state, nor markets. This may well be a valid point. On 
the other hand, informal institutions do not have the reach of  either the state or mar- 
kets to be able to pool risks effectively. Moreover, civic institutions are by their very 
nature exclusive, not inclusive, and therefore not capable of offering their members the 
economic opportunities that markets in principle offer. It is possible too that informal 
institutions are fragile in the face of  growing markets, so that they become increasingly 
undependable during the process of  modernization. In any event, what matters is the 
way an economy's  productive base is used for protecting and promoting human wel- 
fare. A country could be well endowed in natural assets, but if its institutions are weak 
(or worse, dysfunctional), not much good would come from them. 

It can be shown that the correct measure of  a community 's  welfare over the long run is 
its wealth. By wealth I mean the social worth of  the community 's  productive base, which 
includes not only manufactured and human capital, but also natural and institutional, or 
social, capital. So, wealth is an index of  an economy's  productive base. It can be shown 
that a community 's  long run welfare increases over a period of time if on average the 
ratio of  net investment in its productive base to its wealth exceeds the average population 
growth rate during the period, e5 This means that if development is to be sustainable, 
an economy must undertake "genuine" investment in its productive base, relative to 
population growth. By genuine investment I mean aggregate net investment in its capital 
assets, meaning thereby net investment (in the aggregate) in its manufactured, human 
and natural capital, and in changes in the economy's  institutions, as measured by the rate 
at which total factor productivity changes. Since it is possible for both a country's GNP 
and its agricultural production to increase over a period of  time even while its wealth 
declines, time series of  GNP per head and agricultural production can mislead. It is 
also possible for a country's Human Development Index (HDI) to increase even while 
its wealth declines. This means that time series of  HDI too can mislead. The point is 
that, statistics on, say, an increase in GNP per head in a country (or in the country's 
HDI) do not reveal whether or not the increase is being realized by means of  a depletion 
of  natural capital, for example, by "mining" soil and water and not replacing natural 
capital by an adequate accumulation of other forms of capital. In relying on GNP and 
other current-welfare measures, such as life expectancy at birth and infant survival, we 
run the danger of ignoring the concerns ecologists have voiced about pathways linking 
population growth, economic activity, and the state of the natural-resource base. 26 

25 The exact proposition involves a number of qualifications, which I am ignoring for the moment. See Das- 
gupta and M~iler (2000), Dasgupta (2001a), and Arrow et ai. (2003). For many years economists (including 
the present author) argued that GNP should be replaced by net national product (NNP) as a measure of social 
well-being so as to accommodate environmental concerns. But there are problems with NNP [see Dasgupta 
(2001a)]. 
26 For a fuller discussion of this, see Daily et al. (1998) and Dasgupta (2001b). 
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4.2.1. Public institutions, social capital, and total factor productivity growth in poor 
countries 

How should investment in an economy's productive base be measured? Among the var- 
ious categories of capital assets, social capital has proved to be conceptually the most 
problematic. A large contemporary literature interprets social capital to be an econ- 
omy's informal institutions. 27 However, one of the earliest formulations of the concept 
[Coleman (1988)] was based on the idea that social capital is an index of interpersonal 
networks. Notice that, to the extent transactions within such networks do not create ex- 
ternalities, social capital in Coleman's interpretation is a component of human capital. 
On the other hand, to the extent interpersonal networks are public goods, their efficacy 
is reflected in macroeconomic accounting by the magnitude of an economy's total factor 
productivity. 

It was once customary to regard total factor productivity as a summary index of pub- 
lic knowledge. In recent years, however, it has become common practice to include in it 
the character of an economy's institutions. Notice though that to include the latter would 
be to acknowledge that in imperfect economies total factor productivity can have short 
bursts in either direction. Imagine, for example, that a government reduces economic in- 
efficiencies by improving the enforcement of property rights, or by reducing centralized 
regulations (import quotas, price controls, and so forth). We would expect the factors 
of production to find better uses. As factors realign in a more productive fashion, total 
factor productivity increases. 

In the opposite vein, total factor productivity could decline for a period. Increased 
government corruption could be a cause, as would civil strife, which destroys capital 
assets and damages a country's institutions. When institutions deteriorate, assets are 
used even more inefficiently than previously. This would appear to have happened in 
sub-Saharan Africa over the past forty years. 

Table 4, taken from Collins and Bosworth (1996), gives estimates of the annual rate 
of growth of GNP per head and its breakdown between two factors of production (man- 
ufactured and human capital) in various regions of the world. The estimates are given 
in the first three columns. The period was 1960-1994. The fourth column represents 
the percentage rate of change in total factor productivity (the "residual") in each region. 
This is simply the difference between figures in the first column and the sum of the 
figures in the second and third columns. 28 Collins and Bosworth did not include natural 
capital as a factor of production. If the use of environmental services has grown during 
the period in question (a most likely possibility), we should conclude that the residual is 
an overestimate. Even so, the residual in Africa was negative ( -0 .6  percent annually). 
The true residual was in all probability even lower. The residual in South Asia, the other 

27 See, for example, the Special Issue of the Journal oflnterdisciplinary History 29(3) (1999), on "Patterns 
of social capital, Part I". 
28 Subject to rounding-off erl'ors. 
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Table 4 
Sources of economic growth, 1960-1994 

g(Y/L) g(K) g(H) g(A) 

East Asia 4.2 2.5 0.6 1. l 
South Asia 2.3 1.1 0.3 0.8 
Africa 0.3 0.8 0.2 -0.6 

g(Y/L): annual percentage rate of change in GNP per head. 
g(K): share of GNP attributable to manufactured capital mul- 
tiplied by annual percentage rate of change in manufactured 
capital. 
g(H): share of GNP attributable to human capital multiplied 
by annual percentage rate of change in human capital. 
g(A): percentage rate of change in total factor productivity 
(residual). 
Source: Collins and Bosworth (1996). 
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really poor region of  the world, was 0.8 percent annually, but as this is undoubtedly an 

overestimate, I am unclear about whether or not there has been growth in total factor 

productivity in that part of the world. One can but conclude from the evidence, such 

as it is, that two of the poorest regions of the world (the Indian subcontinent and sub- 

Saharan Africa) have not improved their institutional capabilities over four decades, nor 

have they been able to improve productivity by making free use of  knowledge acquired 

in advanced industrial nations. 

With this evidence as background, I study some crude estimates of  genuine invest- 

ment in the Indian sub-continent and sub-Saharan Africa. 

4.2.2. Investment in the productive base 

Reporting studies undertaken at the World Bank, Hamilton and Clemens (1999) have 

provided estimates of  genuine investment in a number of  countries. 29 The authors in- 

cluded in the list of a country's assets its manufactured, human, and natural capital. 

There is a certain awkwardness in many of the steps they took to estimate genuine in- 

vestment. For example, investment in human capital in a given year was taken to be 

public expenditure on education, which is an overestimate, because each year people 

die and take their human capital with them. That is depreciation, and should have been 

29 That an economy needs to raise the worth of its productive base if social well-being is to increase was the 
topic of discussion, starting in 1993, among members of an Advisory Council created by Ismail Serageldin, 
then Vice President for Environmentally Sustainable Development at the World Bank. Serageldin (1995) 
provided an outline of empirical work on genuine investment that was initiated in his Vice Presidency. For 
estimates of the depreciation of natural capital on a regional basis, see Pearce, Hamilton and Atkinson (1996) 
and World Bank (1997). 
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Table 5 
Genuine investment and capital deepening in selected regions: 1970-1993 
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I /Y*  g(L) ~ g(W/L)  $ g(Y/L) § A(HDIfl 

Bangladesh -0.003 2.3 -2.40 1.0 ÷ve 
India 0.107 2.1 -0.50 2.3 +ve 
Nepal -0.015 2.4 -2.60 1.0 +ve 
Pakistan 0.082 2.9 - 1.70 2.7 +ve 
Sub-Saharan Africa 0.047 2.7 -2.00 -0.2 ÷ve 
China 0.144 1.7 1.09 6.7 -ve 

* I /Y :  genuine investment as proportion of GNP. Genuine investment includes total health expenditure (i.e., 
public plus private), estimated as an average during 1983-1993, World Health Organization. Source: Hamilton 
and Clemens (1999, Tables 3 and 4) and personal communication from Katie Bolt, World Bank. 
tg(L): average annual percentage rate of growth of population, 1965-1996. Source: World Bank (1998, 
Table 1.4). 
J; g (W/L): average annual percentage rate of change in per capita wealth. Assumed output-wealth ratio: 0.15. 
§g(Y/L): average annual percentage rate of change in per capita GNP, 1965-1996. Source: World Bank 
(1998, Table 1.4). 
~[A(HD1): sign of change in UNDP's Human Development Index, 1987-1997. Source: UNDP (1990, 1999). 

deducted. Moreover, they did not include expenditure on health, at least a part of which 
should be viewed as investment in human capital. 

Among the resources making up natural capital, only commercial forests, oil and 
minerals, and the atmosphere as a sink for carbon dioxide were included. (Not included 
were water resources, forests as agents of carbon sequestration, fisheries, air and wa- 
ter pollutants, soil, and biodiversity.) So there is an undercount, possibly a serious one. 
Nevertheless, one has to start somewhere and, despite the limitations in the data, it is 
instructive to use them to check whether or not in recent decades the representative per- 
son in the world's poorest regions has grown wealthier. Table 5 allows us to do that. The 
account that follows covers sub-Saharan Africa, the Indian sub-continent, and China. 
Taken together, they contain nearly half the world's population. They also comprise 
nearly all the world's poorest countries. 

The first column of figures in Table 5 contains estimates of genuine investment, as 
a proportion of GNR in Bangladesh, India, Nepal, Pakistan, China, and sub-Saharan 
Africa, averaged over the period 1970-1993. 3o Notice that Bangladesh and Nepal have 
disinvested: their overall capital stocks shrank during the period in question. In contrast, 
genuine investment was positive in China, India, Pakistan, and sub-Saharan Africa. This 
could suggest that the latter countries were wealthier at the end of the period than at the 
beginning. But when population growth is taken into account, the picture changes. 

The second column contains annual growth rates of population in the regions over 
the period 1965-1996. As Table 5 shows, all but China have experienced growth in 

30 Figures in the first column include total expenditure in health. I am grateful to Katie Bolt of the World 
Bank for the computations. 
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excess of 2 percent per year, sub-Saharan Africa and Pakistan having grown in numbers 

at nearly 3 percent per year. We now want to estimate genuine investment as a ratio of 

wealth over the period 1970-1993, and compare the cumulative value of that ratio to 
the change in population size over that same period. To do this, we multiply (genuine) 

investment as a proportion of GNP by the average output-wealth ratio of an economy to 
arrive at the (genuine) investment-wealth ratio, and compare that to the rate of growth 

of population. In adopting this route for estimating changes in the productive base per 
head, I am regarding the entire period 1970-1993 as a point of time. If the ratio of 

genuine investment to wealth exceeds the rate of growth of population at a point in time, 
development is sustainable at that point in time; if, on the other hand, it is less than the 
rate of growth of population, development is unsustainable at that point in time. 31 

Because a wide variety of capital assets (e.g., human and natural capital) are un- 
accounted for in national accounts, there is an upward bias in published estimates of 
output-capital ratios, which traditionally have been taken to be something like 0.30. In 

what follows, I assume the output-wealth ratio to be 0.15, as a check against the upward 
bias in traditional estimates. This is almost certainly still a conservatively high figure. 

The third column in Table 5 contains my estimates of the difference between the 

(genuine) investment to wealth ratio and the rate of growth of population. The striking 
message of the column is that all but China have decumulated their capital assets on a 
per capita basis over the past thirty years or so. The conclusion for sub-Saharan Africa 

may not cause surprise, since that region is widely known to have regressed in terms of 
most socio-economic indicators. But the figures in Table 5 for Bangladesh, India, Nepal, 

and Pakistan should cause surprise. The data, such as they are, say that, relative to its 
population, the Indian sub-continent 's productive base has shrunk. The calculations, 
taken together, imply that there has been disinvestment on a per capita basis in regions 

that in total housed over 2 billion people in 1998. Disinvestment has been a common 
occurrence in the poorest regions of the world. 32 

31 In the following footnote I offer the complete account of the steps I have taken to construct Table 5. 
32 Formally, the proposition is the following: 
Let K i (t), ki (t), and Y(t), respectively, be the stock of capital asset i, the per capita stock of capital as- 
set i, and GNP at time t. Let Pi (t) be the accounting price of i. Assume that the period to be studied 
is [0, T]. Let I(t) = Y~4 {Pi (t)dKi (t)/dt} be genuine investment at t. Hamilton and Clemens (1999) pro- 
vided estimates of I ( t ) /Y (t). In the third column of Table 5, I have compiled estimates of time averages of 
[~ i  {Pi (t)dki (t)/dt}]/[Y~4 {Pi (t)ki (t)}] for the interval [0, r]. The estimates are upper bounds of the true 
figures. How did I arrive at the estimates? 
Consider first a region where I ( t ) /Y (t) was positive (China, India, and Pakistan). Let fl (t) = Y(t ) /W(t )  > O, 
where W(t) = ~ i  {Pi (t)Ki (t)}, which is wealth. Define fi* by the equation 

fo " E ]dt ff [/('>]d' Ly(,)j 

Notice that t* is a time average of fl(t). Let n be the average growth rate of population. Now suppose that 
the right-hand side of the above equation is less than nT. I wouid then be justified in concluding that the 
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How do changes in the productive base per head compare with changes in conven- 
tional measures of the quality of life? The fourth column of Table 5 contains estimates 
of the annual percentage rate of change in per capita GNP during 1965-1996; and the 
fifth column shows whether UNDP's Human Development Index (HDI) has improved 
or deteriorated over the period 1987-1997. 

Notice how misleading our retrospective assessment of long-term economic develop- 
ment in the Indian subcontinent would be if we were to look at growth rates in GNP per 
head. Pakistan, for example, would be seen as a country where GNP per head grew at 
a healthy 2.7 percent per year, implying that the index doubled in value between 1965 
and 1993. In fact, the average Pakistani became poorer by a factor of nearly 1.5 during 
that same period. 

Bangladesh too has disinvested in its productive base. The country is recorded as 
having grown in terms of GNP per head at a rate of 1 percent per year during 1965- 
1996. In fact, at the end of the period the average Bangladeshi was about half as wealthy 
as she was at the beginning. 

The case of sub-Saharan Africa is, of course, especially sad. At an annual rate of 
decline of 2.0 percent, the average person in the region becomes poorer by a factor of 2 
every thirty-five years. The ills of sub-Saharan Africa are routine reading in today's 
newspapers and magazines. But they are not depicted in terms of a decline in wealth. 
Table 5 shows that sub-Saharan Africa has experienced an enormous decline in its pro- 
ductive base over the past three decades. 

India can be said to have avoided a steep decline in its productive base. But it has 
been at the thin edge of economic development, having managed not quite to maintain 
its capital assets relative to population size. If the figures in Table 5 are taken literally, 
the average Indian was slightly poorer in 1993 than in 1970. 

Even China, so greatly vaunted for its progressive economic policies, has just man- 
aged to accumulate wealth in advance of population increase. Moreover, the estimates 

productive base per head had declined in the region in question. (More pertinently, we would be justified in 
concluding that long ran weffare had declined.) 
The problem is that we do not know fi (t). Therefore, we cannot estimate fi*. So, I write flrnax as the maximum 
value of fl(t) during [0, T]. Obviously, flmax >/3".  It would be surprising if fi* were in excess of 0.15 per 
year: I know of no modem estimate of a country-wide capital-ontpnt ratio that is less than 3 years; and as those 
estimates do not include human capital and natural capital, it would be astonishing if even firnax were as high 
as 0.25 per year. Very conservatively, then, I assumed fi* = 0.15 per year. Figures for n were given in column 2 
of Table 5. It is then simple to confirm that the productive base per capita in India, Pakistan, and sub-Saharan 
Africa declined, as shown in Table 5. The Hamilton~lemens data imply that in those three "countries", 
fi(t) increased over the period. In India and Pakistan, GNP per head grew, even while the productive base per 
head declined. Economic growth took place in tandem with a "mining" of the natural-resource base, relative 
to population growth. In sub-Saharan Africa, even GNP per head declined. 
For a region where genuine investment was on average negative (Bangladesh and Nepal), the matter is simpler: 
given that population had grown in both countries, the productive base per head must have declined there. Now 
per capita wealth could not possibly have declined at a rate less than n (the rate of decline would equal n only 
if the output-wealth ratio were zero, a patently absurd figure). So I used 0.15 per year for estimating the 
average rate of change in per capita wealth even in Bangladesh and Nepal. 
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of genuine investment do not include soil erosion or urban pollution, both of  which are 
thought to be especially problematic in China. 33 

What of  HDI? In fact, it misleads even more than GNP per head. As the third and fifth 
columns show, HDI offers precisely the opposite picture of  the one we should obtain 
when judging the performance of  countries. 

These are all rough and ready figures, but they show how accounting for popula- 
tion growth and natural capital can make for substantial differences in our conception 
of the development process. The implication should be sobering: over the past three 
decades the Indian subcontinent and sub-Saharan Africa, two of the poorest regions of  
the world, comprising something like a third of  the world's population, have become 
poorer. In fact, some of  the countries in these regions have become a good deal poorer. 
The evidence, such as there is, suggests that disinvestment has been a common occur- 
rence in poor countries. We may conclude tentatively that the character of  contemporary 
development in poor countries is unsustainable. Given what we know about the quality 
of  governance in poor countries, we can but conclude that for the most part, people in 
poor countries both consume and invest too little. 

4.3. Weak link between income and fertility within poor countries 

The third weakness of  the reasoning summarized in the previous section is that among 
poor countries the relationship between per capita income and fertility is not strong. 
In Figure 1 countries with GNP per head under $1,000 display nearly the entire range 
of  fertility rates prevailing in the mid-1980s: from 2 to 8 births per woman. Notice that 
countries lying above the fitted curve are in sub-Saharan Africa, those below are in Asia. 
I will seek an explanation for this. Admittedly, Figure 1 displays a bivariate distribution, 
which could be misleading for a problem requiring multi-variate analysis. The figure 
nonetheless reflects the possibility that among poor households in rural communities 
the aforementioned substitution effect is not large and cancels the income effect. 34 This 
could be because responsibility for child-rearing is frequently diffused over the extended 
family, a matter to which we return below. 

4.4. Aggregation can mislead 

The fourth weakness of  the reasoning summarized in the previous section is that global 
statistics are overly aggregative. They gloss over spatial variations and disguise the fact 
that even though the world economy as a whole has enjoyed economic growth over 
the past fifty years or so, large masses of  people in particular regions have remained in 

33 Hussain, Stern, and Stiglitz (2000) analyze why China has been the economic success it is widely judged to 
have been in recent years. However, they do not enquire what has been happening to China's natural-resource 
base in the process of the country's economic development. 
34 Dreze and Munhi (2001 have found no effect of income on fertility in a pooled set of district level data 
from India. 
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poverty (Tables 1 and 2). Economic growth has not "trickled down" consistently to the 
poorest,  nor have the poorest  been inevitably "pulled up" by  it. 35 

Landes (1969, 1998) has argued that the discovery of  vast numbers of  ways of  substi- 
tuting natural resources among one another and of  substituting ideas and manufactured 
capital for natural resources resulted in the Industrial Revolution in the eighteenth cen- 
tury. The extraordinary economic progress experienced in Western Europe and North 
Amer ica  since then, and in East Asia  more recently, has been another consequence of  
finding new ways to substitute manufactured goods and services for environmental and 
natural resources and services, and then of  bringing about the substitutions. 36 Spatial 
dispersion of ecosystems enabled this to happen. The ecological  transformation of  rural 
England in the Middle  Ages probably reduced the nation's  biodiversity, but it increased 
income without any direct effect on global productivity. 

But that was then, and we are in the here and now. The question is whether it is pos- 
sible for the scale of  human activity to increase substantially beyond what it is today 
without placing undue stress on the major ecosystems that remain. The cost of  sub- 
stituting manufactured capital for natural resources can be high. Low-cost  substitutes 
could turn out to be not so low-cost  i f  accounting prices are used in the costing, rather 
than market  prices. Depleting certain types of  natural capital and substituting it with 
manufactured capital can be socially uneconomic.  

5. Population, poverty, and natural resources: Local interactions 

In view of  the arguments that were offered in the previous section, a few investigators 
have studied the interface of  population, poverty, and the natural-resource base at the lo- 
cal level. The ingredients of  their work have been around for some time; what is perhaps 
new is the way they have been put together. Several models  have been constructed to de- 
velop the new perspective: we are still far from having an overarching model  of  the kind 
economists are used to in the theory of general competit ive equilibrium. 37 Some models  
have as their ingredients large inequalities in land ownership in poor countries and the 
non-convexities that prevail at the level of  the individual person in transforming nutri- 
tion intake into nutritional status and, thereby, labour productivity. 38 Others are based 
on the fragility of  interpersonal relationships in the face of  an expanding labour mar- 
ket and underdeveloped credit and insurance markets. 39 Yet others are built on possible 
links between fertility behavior and free-riding on local common-proper ty  resources. 4° 

35 See the interchange between Johnson (2001) and Dasgupta (2001b) on the usefulness of studying country- 
level statistics on demographic and environmental matters. 
36 During the past two centuries gross domestic product per head in the currently industrialized countries has 
increased some nineteen-fold. See Maddison (2001, Table 1-9b). 
37 In this respect, the literature I am alluding to resembles much contemporary economic theory. 
38 Dasgupta and Ray (1986, 1987) and Dasgupta (1993, 1997b). 
39 Dasgupta (1993, 1998a, 1999). 
40 Dasgupta and Maler (1991, 1995), Nerlove (1991), Cleaver and Schreiber (1994), and Brander and Taylor 
(1998). 
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The forces that create poverty traps are accentuated by the fact that ecological  
processes are usually non-convex. 41 Thus, the biophysical  impacts created by the degra- 
dation of  an ecosystem may be small over a considerable range, but then become im- 
mense once a critical threshold is reached. Ecologists have a name for the phenomenon 
when a system reaches such a threshold: loss of resilience. Resil ience means the capac- 
ity of  the ecosystem to absorb disturbances without undergoing fundamental  changes in 
its functional characteristics. I f  an ecosystem loses its resilience, it can flip to a wholly 
new state when subjected to even a small perturbation. Recovery could then be costly; 
it may even be impossible,  which is to say that the flip may be irreversible. Formally,  
an ecosystem's  loss of resilience amounts to moving to a new stability domain -a  bifur- 
cation. For example, shallow lakes have been known to flip from clear to turbid water 
as a consequence of  excessive runoff of  phosphorus from agriculture [Scheffer (1997), 
Carpenter, Ludwig and Brock (1999)]. Such flips can occur over as short a period as a 
month. The transformation of grasslands into shrublands, consequent upon non-adaptive 
catt le-management practices is another example of a loss of  resilience of  an ecosystem 
[Perrings and Walker (1995)]. Human populations have on occasion suffered from un- 
expected flips in their local ecosystems. Fishermen on Lake Victoria and the nomads in 
the now-shrublands of  southern Africa are examples from recent years. Taken together, 
the new perspective on population, poverty and the natural-resource base sees the social 
world as self-organizing itself into an inhomogeneous whole, so that, even while parts 
grow, chunks get left behind; some even shrink. To put it colloquially, these models 
account for locally-confined "vicious circles" .42 

Later in this chapter I present an outline of  this work when seen through one particular 
lens, namely reproductive and environmental externalities, and I report  the arguments 
that have shaped it and on the policy recommendations that have emerged from it. The 
framework I develop focuses on the vast numbers of  small, rural communit ies in the 
poorest  regions of the world and it identifies circumstances in which population growth, 
poverty, and resource degradation can be expected to feed on one another, cumulatively, 
over periods of  time. What  bears stressing is that my account does not regard any of  the 
three to be the prior cause of the other two: over t ime each of  them influences, and is in 
turn influenced by, the other two. In short, they are all endogenous variables. 

The models under discussion assume that people,  when subjected to such "forces" 
of positive feedback, seek mechanisms to cope with the circumstances they face. The 

41 See Chapter 2 (by Levin and Pacala). 
42 Myrdal (1944) called such forms of feedback "cumulative causation". Brock and Durlauf (1999), Levin 
(1999), and B lume and Durlauf (2001) offer fine accounts of locally interacting structures. 
The possible reversal of the Gulf Stream, which now warms northern Europe, represents another example 
of a potential bifurcation of an ecosystem [Rahmstorf (1995)]. Climate models indicate that such reversals 
can occur if the rates and magnitude of greenhouse gases increase sufficiently, although the threshold point 
is not known. It is clear from paleoclimatic history that such events were common. Mastrandrea and Schnei- 
der (2001) have employed a linked climate-economy model to investigate the future possibilities of climate 
thresholds of this type, and assess the implications for climate policy. 
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models also identify conditions in which this is not enough to lift communities out of 
the mire. Turner and Ali (1996), for example, have shown that in the face of population 
pressure in Bangladesh, small land-holders have periodically adopted new ways of do- 
ing things so as to intensify agricultural production. However, the authors have shown 
too that this has resulted in only an imperceptible improvement in the standard of living 
and a worsening of the ownership of land, the latter probably owing to the prevalence of 
distress-sales of land. These are the kind of findings that the new perspective anticipated 
and was designed to meet. 

Economic demographers have given scant attention to reproductive externalities. An 
important exception was an attempt by Lee and Miller (1991) at quantifying the mag- 
nitude of reproductive externalities in a few developing countries. The magnitude was 
found to be small. The authors searched for potential sources of externalities in pub- 
lic expenditures on health, education and pensions, financed by proportional taxation. 
But such taxes are known to be very limited in scale in poor countries. Moreover, the 
benefits from public expenditure are frequently captured by a small proportion of the 
population. So perhaps it should not be surprising that the reproductive externalities 
consequent upon public finance are small in poor countries. The externalities I study 
here are of a different sort altogether. 

As we would expect from experience with models of complex systems, general re- 
suits are hard to come by. The models that have been studied analytically are only bits 
and pieces. But they offer strong intuitions. They suggest also that we are unlikely to 
avoid having to engage in simulation exercises if we are to study models less special- 
ized than the ones that have been explored so far. 43 This should have been expected. It 
would seem that for any theoretical inference, no matter how innocuous, there is some 
set of data from some part of the world over some period that is not consonant with 
it. 44 Over 40 years of demographic research have uncovered that the factors underlying 
fertility behavior include not only the techniques that are available to households for 
controlling their size, but also the household demand for children. The latter in partic- 
ular is influenced by a number of factors (e.g., child mortality rates, level of education 
of the parents, rules of inheritance) whose relative strengths would be expected to differ 
across cultures, and over time within a given culture, responsive as they are to changes 
in income and wealth and the structure of relative prices. Thus, the factors that would 
influence the drop in the total fertility rate in a society from, say, 7 to 5 should be ex- 
pected to be different from those that would influence the drop from 5 to 3 in the same 
society. 

Across societies the matter is still more thorny. The springs of human behavior in an 
activity at once so personal and social as procreation are complex and interconnected, 
and empirical testing of ideas is fraught with difficulty. Data often come without appro- 
priate controls. So, what may appear to be a counter-example to a thesis is not neces- 
sarily so. Intuition is often not a good guide. For example, one can reasonably imagine 

43 Lutz and Scherbov (1999) offer a thoughtful review of why and how. 
44 See Cleland (1996) for a demonstration of this. 
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that since religion is a strong driving force in cultural values, it must  be a factor in fertil- 
ity behavior. Certainly, in some multivariate analyses [e.g., Dreze and Murthi (2001), in 
their work on district-level data from India], religion has been found to matter (Muslims 
are more pronatalist  than Hindus and Christians). But in others [e.g., Iyer  (2000) in her 
work on household-level  data from a group of villages in the state of Kamataka,  India], 
it has not been found to matter. Of course, the difference in their findings could result 
from the fact that the unit of  analysis in one is the district, while in the other it is the 
household. But such a possibil i ty is itself a reminder that complicated forms of  exter- 
nalities (e.g., externalities arising from conformist  behavior) may be at work in fertility 
decisions. 

6. Education and birth control 

Education and reproductive health programmes together are a means for protecting and 
promoting women's  interests. They were the focal points of  the 1994 United Nations 
Conference on Population and Development in Cairo and are today the two pillars upon 
which public discussion on population is based. 45 Later in this chapter I show that the 
"population problem" involves a number of  additional features. Here I review what is 
known about the influence of education and reproductive-health programmes on fertil- 

ity. 

6.1. Women's education and fertility behavior 

In two classic publications, Cochrane (1979, 1983) studied possible connections be- 
tween women's  education and fertility behavior. She observed that lower levels of  edu- 
cation are generally associated with higher fertility. Table 6, based on the Demographic  
and Health Surveys undertaken in Afr ica  in the 1980s, displays this for Botswana, 
Ghana, Uganda and Zimbabwe.  The finding has proved to be intuitively so reasonable 
that social scientists have attributed causality: from education to reduced fertility. 

What  are the l ikely pathways of  the causal chain? Here are some: 
Education helps mothers to process information more effectively and so enables them 

to use the various social and community services that may be on offer more intensively. 
The acquisition of  education delays the age of marriage and so lowers fertility. In popu- 
lations with generally low levels of  education and contraceptive prevalence, li teracy and 
receptiveness to new ideas complement  the efforts of reproductive health programmes,  

45 To illustrate, with a random, but representative example, I quote from a letter to the Guardian newspaper 
written by Anthony Young of Norwich, UK, on 24 April 2000. Tracing the prevailing famine in Ethiopia to 
overpopulation relative to Ethiopia's resource base, he writes: "There is an ethically acceptable set of measures 
for reducing rates of population growth: improvement in the education and status of women, coupled with 
making family planning services available to all". 
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Table 6 
Women's education and fertility rates, 1 

Country Education level TFR 

Botswana none 5.8 
1-4 years 5.5 
5-7 years 4.7 
8+ years 3.4 

Ghana none 6.8 
1-4 years 6.6 
5-7 years 6.0 
8+ years 5.5 

Uganda none 7.9 
1.4 years 7.3 
5-7 years 7.0 
8+ years 5.7 

Zimbabwe none 7.2 
1.4 years 6.7 
5-7 years 5.5 
8+ years 3.7 

Source: Jolly and Gribble (1993, Table 3.6). 
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l ead ing  to l onge r  b i r t h  spacing.  46 Th i s  in  tu rn  r educes  i n fan t  morta l i ty ,  w h i c h  in  its tu rn  

leads  to a dec l ine  in fertil i ty.  

Tu rn ing  to a d i f fe ren t  set  o f  l inks ,  h i g h e r  e d u c a t i o n  inc reases  w o m e n ' s  oppor tun i t i e s  

for  pa id  e m p l o y m e n t  and  ra i ses  the  oppo r t un i t y  cos t  o f  the i r  t ime  ( the cos t  o f  ch i ld rear -  

ing  is h i g h e r  for  e d u c a t e d  mothe r s ) .  Addi t iona l ly ,  educa t ed  m o t h e r s  w o u l d  be  expec t ed  

to va lue  e d u c a t i o n  for  the i r  ch i ld ren  m o r e  highly .  T h e y  wou ld  b e  m o r e  l ike ly  to m a k e  

a c o n s c i o u s  t r adeo f f  b e t w e e n  the  "qua l i t y "  o f  the i r  ch i ld ren  and  the i r  n u m b e r s  [Becker  
(1981)[ .  47 

Yet C o c h r a n e  he r s e l f  was  r e luc t an t  to a t t r ibute  causa l i ty  to he r  f indings ,  as have  in-  

ves t iga to r s  s t udy ing  m o r e  r ecen t  da ta  [ C o h e n  (1993) ,  Jo l ly  and  G r i b b l e  (1993)] ,  for  the  

46 Above low levels of education and contraceptive use, however, women's education and family planning 
outreach activities appear to be substitutes. 
47 Subsequent to Cochrane's work, studies have found a positive association between maternal education 
and the well-being of children, the latter measured in terms of such indicators as household consumption of 
nutrients, birth spacing, the use of contraceptives, infant- and child-survival rates, and children's height [see 
Dasgupta (1993, Chapter 12) for references]. As an indication of orders of magnitude, the infant mortality 
rate in households in Thailand where the mother has had no education (respectively, has had primary and 
secondary education) was found to be 122 per 1000 (respectively, 39 and 19 per 1000). See World Bank 
(1991). However, a common weakness of many such empirical studies is their "bivariate" nature. 
In a pooled cross-section data-set for poor countries in the 1970s and 80s, Schultz (1997) has found that the 
total fertility rate is negatively related to women's and men's education (the latter's effect being smaller), as 
well as to urbanization and agricultural employment; and positively related to unearned income and child 
mortality. This is what the new household economics would lead one to expect. 
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reason that it is extremely difficult to establish causality. Women 's  education may well 
reduce fertility. On the other hand, the initiation of  childbearing may be a factor in the 
termination of  education. Even when education is made available by the state, house- 
holds frequently choose not to take up the opportunity: the ability (or willingness) of  
governments in poor countries to enforce school attendance or make available good edu- 
cation facilities is frequently greatly limited. Economic costs and benefits and the mores 
of  the community to which people belong influence their decisions. It could be that the 
very characteristics of  a community  (e.g., an absence of associational activities among 
women, or a lack of  communicat ion with the outside world) that are reflected in low ed- 
ucation attainment for women are also those giving rise to high fertility. Demographic 
theories striving for generality would regard both women's  education and fertility to be 
endogenous variables. The negative relationship between education and fertility in such 
theories would be an association, not a causal relationship. The two variables would be 
interpreted as "moving together" in samples, nothing more. In a later section I explore 
a theoretical framework that offers this interpretation. 48 

However, the links between women's  education and fertility are not as monotonic 
as I have reported so far. Set against the positive forces outlined above is a possible 
effect that runs the other way: taboos against postpartum female sexual activity, where 
they exist, can be weakened through the spread of  education. In sub-Saharan Africa, 
where polygamy is widely practiced, postpartum female sexual abstinence can last up 
to three years after childbirth. It is also not uncommon for women to practice total 
abstinence once they have become grandmothers. The evidence, such as they exist, is 
consistent with theory: in Latin Amer ica  and Asia, primary education, when compared 
to no education, has been found to be associated with lower fertility, but in 'several 
parts of  sub-Saharan Africa (e.g., Burundi, Kenya and Nigeria) the relationship has 
been found to be the opposite. Table 7 displays the latter. 49 The conventional wisdom 
that women's  education is a powerful force against pronatalism needs to be qualified: 

the level of  education can matter. 

6.2. Family planning 

Except  under conditions of extreme nutritional stress, nutritional status does not appear 
to affect fecundity [Bongaarts (1980)]. During the 1974 famine in Bangladesh, deaths 
in excess of  those that would have occurred under previous nutritional conditions num- 
bered round 1.5 million. The stock was replenished within a year [Bongaarts and Cain 
(1981)]. Of course, undernourishment can still have an effect on sexual reproduction, 

48 In their analysis of district-level data in India over the 1981 and 1991 censuses, Dreze and Murthi (2001) 
have come closer than any other study I know to claiming that a causal link exists between women's education 
and fertility. But their study was not designed to test tile kind of theoretical reasoning I am pursuing here. 
49 Hess (1988) has conducted time-series analysis that attests to a positive association between primary edu- 
cation and fertility in parts of sub-Saharan Africa. 
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Table 7 
Women's education and fertility rates, 2 

Country Education level TFR 

Burundi none 6.9 
1-4 years 7.1 
5-7 years 7.3 
8+ years 5.8 

Kenya none 7.2 
1-4 years 7.7 
5-7 years 7.2 
8+ years 5.0 

Nigeria none 6.5 
1-4 years 7.5 
5-7 years 6.0 
8+ years 4.5 

Source: Jolly and Gribble (1993, Table 3.6) and Cohen (1993, Table 2.4). 
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through its implications for the frequency of stillbirths, maternal and infant mortality, 
and reductions in ovulation and the frequency of  sexual intercourse. 

An obvious determinant of  fertility is the available technology for birth control. 
Cross-country regressions [e.g., Pritchett (1994)] confirm that the fraction of  women of  
reproductive age who use modern contraceptives is strongly and negatively correlated 
with total fertility rates. So it should not be surprising that family planning programmes 
are often seen as a prerequisite for any population policy. But these regression results 
mean only that contraception is a proximate determinant of  fertility, not a causal de- 
terminant. The results could mean, for example, that differences in fertility rates across 
nations reflect differences in fertility goals, and thus differences in contraceptive use. Of 
course, the causal route could go the other way. The very existence of family planning 
programmes might influence the demand for children, as women come to realize that it 
is reasonable to want a small family [Bongaarts (1997)]. 

People in all societies practice some form of birth control: fertility everywhere is 
below the maximum possible. Extended breastfeeding and postpartum female sexual 
abstinence have been common practices in Africa. Even in poor countries, fertility is 
not unresponsive to the relative costs of  goods and services. In a study on Kung San 
foragers in the Kalahari region, Lee (1972) observed that the nomadic, bush-dwelling 
women among them had average birth spacing of  nearly four years, while those settled 
at cattle posts gave birth to children at much shorter intervals. From the viewpoint of  
the individual nomadic Kung San woman, the social custom is for mothers to nurse 
their children on demand and to carry them during their day-long trips in search of  
wild food through the children's fourth year of  life. Anything less than a four-year birth 
interval would increase mothers' carrying loads enormously, threaten their own capacity 
to survive, and reduce their children's prospects of  survival. In contrast to bush dwellers, 
cattle-post women are sedentary and are able to wean their children earlier. 
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Traditional methods of birth control include abortion, abstinence or rhythm, coitus 
interruptus, prolonged breastfeeding, and anal intercourse. 5° These options are often 
inhumane and unreliable; modem contraceptives are superior. Nevertheless, successful 
family planning programmes have proved more difficult to institute than could have 
been thought possible at first [Cochrane and Farid (1989)]. Excepting a few countries, 
fertility rates in sub-Saharan Africa have not shown significant declines, despite reduc- 
tions in infant mortali ty rates over the past  decades. 

In a notable article, Pritchett (1994) analyzed data from household surveys conducted 
by the World Fertil i ty Survey and the Demographic and Health Surveys programmes,  
which included women's  responses to questions regarding both their preferences and 
their behavior related to fertility. Demographers  had earlier derived indicators of the de- 
mand for children from these data. One such indicator, the "wanted total fertility rate" 
[Bongaarts (1990)], can be compared to the actual total fertility rate for the purpose 
of  classifying births or current pregnancies in a country or region as "wanted" or "un- 
wanted". Regressing actual fertility on fertility desires in a sample of  43 countries in 
Asia, Africa, and Latin America,  Pritchett found that about 90 percent of  cross-country 
differences in fertility rates are associated with differences in desired fertility. More- 
over, excess fertility was found not to be systematically related to the actual fertility 
rate, nor to be an important determinant of  the rate. The figure 90 percent may prove to 
be an over-estimate, but it is unlikely to prove to be greatly so. 51 Even in poor house- 
holds the use of  modem contraceptives would involve only a small fraction (1 percent 
or thereabouts) of  income. 

Pritchett 's  is a significant finding, i f  only because it directs us to ask why the house- 
hold demand for children differs so widely across communities.  We turn to this matter 

next. 

7. The household and gender relations 

The concept of  the household is not without its difficulties. It is often taken to mean 
a unit of  housekeeping or consumption. The household in this sense is the eating of  
meals together by members,  or the sharing of meals derived from a common stock of  
food [Hajnal (1982)]. This definition has the merit  of  being in accordance with most 
modem censuses, but one problem with it is that in rural communities it does not yield 
exclusive units [Goody (1996)]. A household shares a "table" and may, for example,  
include live-in servants who do not cook for themselves. In many cases some meals 
are had in common,  while others are not; and often raw and cooked food is passed to 
parents in adjacent cottages, apartments, or rooms. The boundaries vary with context, 

50 Anthropologists have argued, however, that in parts of western sub-Saharan Africa prolonged breast- 
feeding is not a birth-control measure, but a means of reducing infant mortality: traditionally, animal milk 
has been scarce in the region. 
51 I am grateful to John Bongaarts for helpful conversations on this matter. 
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especia l ly  where  food  is not  consumed  together  round a table (as in Europe)  but  in bowls  

in dist inct  groups (as in sub-Saharan Africa) .  In none  of  these cases is the housekeep ing  

unit  the same as the consumpt ion  unit,  nor  is the consumpt ion  unit  necessar i ly  c lear ly  

defined. 

Economis t s  have  taken the househo ld  to be a wel l -def ined  concept ,  but have  debated 

whe ther  it is best  to cont inue to m o d e l  it as a unitary entity, in the sense that its choices  

reflect  a unitary v i ew among  its member s  o f  what  const i tutes their  wel fare  (the util- 

i ty m a x i m i z i n g  mode l )  or  whe ther  instead the household  ought  to be  mode l l ed  as a 

col lec t ive  entity, where  differences in power  (e.g., be tween  m e n  and women)  manifes t  

themse lves  in the a l locat ion o f  food,  work,  educat ion,  and heal th care. 

O f  course,  one  cannot  conc lude  that households  are not  unitary f rom the mere  ob-  

servat ion that in t rahousehold  al locat ions are unequal .  Poor  households  wou ld  choose  to 

pract ice  some  patterns o f  inequal i ty  even  i f  they were  unitary. For  example ,  since chil-  

dren differ  in their  potential ,  parents  in poor  households  wou ld  help  deve lop  the most  

p romis ing  o f  their  chi ldren even  i f  that mean t  the remain ing  ones are neglected.  This  

is conf i rmed by both theory  and ev idence  [Becker  and Tomes  (1976), B ledsoe  (1994)]. 

Daughters  are a net  drain on parental  resources  in patri l ineal  and patr i local  c o m m u n i -  

ties, such as those in nor thern India  (dowries  can be  bankrupting).  This  fact  goes  some  

way  toward expla in ing the p re fe rence  parents  show for  sons there [Sopher  (1980a, b), 

Dyson  and M o o r e  (1983), Cain  (1984)] and why  girls o f  h igher  birth order  are treated 

worse  than girls o f  lower  birth order  [Das Gupta  (1987)]. In nor thern  parts of  India  the 
sex ratio is b iased in favor  o f  men.  52 

Never theless ,  the magni tude  o f  the inequal i t ies  f requent ly  observed  is at odds with  

what  wou ld  be  expec ted  in unitary households .  The  indirect  ev idence  also suggests  

that the househo ld  is a co l lec t ive  entity, not  a unitary one [Alderman et al. (1995)]. 

For  example ,  i f  a household  were  unitary, its choices  wou ld  be  independen t  o f  which  

m e m b e r  actual ly  does the choosing.  But  recent  findings have  revealed,  for  example ,  

that i n c o m e  in the hands o f  the mothe r  has a b igger  effect  on her  fami ly ' s  heal th (e.g., 

52 Chen, Huq and D'Souza (1981) is a pioneering quantitative study on the behavioral antecedents of higher 
female than male mortality from infancy through the childbearing ages in rural Bangladesh. See Dasgupta 
(1993) for further references. It should be noted that stopping rules governing fertility behavior based on sex 
preference provide a different type of information regarding sex preference than sex ratios within a population. 
To see this, suppose that in a society where sons are preferred, parents continue to have children until a son 
is born, at which point they cease having children. Assume that at each try there is a 50 percent chance of a 
son being conceived. Now imagine a large population of parents, all starting from scratch. In the first round 
50 percent of the parents will have sons and 50 percent will have daughters. The first group will now stop 
and the second group will try again. Of this second group, 50 percent will have sons and 50 percent will have 
daughters. The first sub-group will now stop and the second sub-group will have another try. And so on. But 
at each round the number of boys born equals the number of girls. The sex ratio is 1. 
The argument also implies that population remains constant. To confirm this, note that since each couple has 
exactly one son, couples on average have one son. But as the sex ratio is 1, couples on average have one 
daughter also. Therefore, the average couple have two children. This means that in equilibrium the size of the 
population is constant. 
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Table 8 
Fertility rates and indicators of women's status in 79 developing countries 

N TFR PE UE I 

9 >7.0 10.6 46.9 65.7 
35 6.1-7.0 16.5 31.7 76.9 
10 5.1-6.0 24.5 27.1 46.0 
25 <5.0 30.3 18.1 22.6 

N: number of countries. 
TFR: total fertility rate. 
PE: women's share of paid employment (%). 
UE: percentage of women working as unpaid family workers. 
1: women's illiteracy rate (%). 
Source: I1ED/WRI (1987, Table 2.3). 
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nutritional status of children) than income under the control of the father [Kennedy and 
Oniang'o (1990)1. 

Since gender inequities prevail in work, education, food, and health care, it should not 
surprise that they prevail in fertility choices as well. Here also, women bear the greater 
cost. To grasp how great the burden can be, consider that in sub-Saharan Africa the 
total fertility rate has for long been between 6 and 8 (Figure 1). Successful procreation 
involves at least a year and a half of pregnancy and breastfeeding. So in societies where 
female life expectancy at birth is 50 years and the total fertility rate is 7, women at birth 
can expect to spend about half their adult lives in pregnancy or nursing. And we have 
not allowed for unsuccessful pregnancies. 

In view of this difference in the costs of bearing children, we would expect men to 
desire more children than women do. On the other hand, if women are economically 
more vulnerable than men, they could well desire more children than men because chil- 
dren offer an insurance against particularly bad contingencies. Either way, birth rates 
would be expected to be lower in societies where women are more "empowered". Data 
on the status of women from 79 so-called Southern countries (Table 8) confirm this 
and display an unmistakable pattern: high fertility, high rates of female illiteracy, low 
women's share of paid employment, and a high percentage of women working at home 
for no pay all go hand in hand. From the data alone it is difficult to discern which mea- 
sures are causing high fertility and which are merely correlated with it. But the findings 
are consistent with the possibility that a lack of paid employment and education limits 
women's ability to make decisions-a condition that promotes high fertility. 

Household decisions would assume strong normative significance if the household 
were unitary, less so if it were not. The evidence is that the unitary household is es- 
pecially uncommon when the family is impoverished and the stresses and strains of 
hunger and illness make themselves felt. Despite these caveats, I adopt a unitary view 
of the household in what follows. Because I am concerned here with reproductive and 
environmental externalities, assuming a unitary household helps to simplify the exposi- 
tion without losing anything essential. 
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8. Motives for procreation 

One motive for procreation, common to humankind, relates to children as ends in them- 
selves. We are genetically endowed to want and to value them. It has also been said that 

children are the clearest avenue open to "self-transcendence" [Heyd (1992)]. Viewing 
children as ends ranges from the desire to have offspring because they are playful and 

enjoyable, to a desire to obey the dictates of tradition and religion. One such injunction 
emanates from the cult of the ancestor, which, taking religion to be the act of reproduc- 
ing the lineage, requires women to bear many children. 53 The latter motivation has been 
emphasized by Caldwell and Caldwell (1990) to explain why sub-Saharan Africa has 

proved so resistant to fertility reduction. 
The problem with this explanation is that, although it does well to account for high 

fertility rates in sub-Saharan Africa, it does not adequately explain why the rates have 
not responded to declines in infant mortality. The cult of the ancestor may prescribe 

reproduction of the lineage, but it does not stipulate an invariant fertility rate. Since 
even in sub-Saharan Africa fertility rates have been below the maximum possible, they 
should be expected to respond to declines in infant mortality. This is a matter I return 
to below, where I offer one possible explanation for the resistance that the semi-arid 
regions of sub-Saharan Africa have shown to fertility reduction. 54 

But for parents, children are not only an end; they can also be a means to economic 
betterment. In the extreme, they can be a means to survival. Children offer two such 
means. First, in the absence of capital markets and social security, children can be pri- 
vate security in old age. There is evidence that in poor countries children do offer such 
security [Cain (1981, 1983), Cox and Jimenez (1992)]. This fact leads to a preference 
for male offspring if males inherit the bulk of their parents'  property and are expected 
to look after them in their old age. 

Secondly, in agriculture-based rural economies children are valuable in household 
production. Evidence of this is extensive, although such evidence is, of course, no proof 
that parents have children in order to obtain additional labour. For example, people 
could have large numbers of offspring by mistake and put them to work only because 
they cannot afford to do otherwise. Or a large family might be desired as an end in itself, 

53 Writing about West Africa, Fortes (1978, pp. 125, 126) " ... a person does not feel he has fulfilled his 
destiny until he or she not only becomes a parent but has grandchildren ... (Parenthood) is also a fulfillment of 
fundamental kinship, religious and political obligations, and represents a commitment by parents to transmit 
the cultural heritage of the community ... Ancestry, as juridically rather than biologically defined, is the 
primary criterion ... for the allocation of economic, political, and religious status". See also Goody (1976). 
Cochrane and Farid (1989) remark that both the urban and rural, the educated and uneducated in sub-Saharan 
Africa have more, and want more, children than their counterparts do in other regions. Thus, even the younger 
women there expressed a desire for an average of 2.6 more children than women in the Middle East, 2.8 more 
than women in North Africa, and 3.6 to 3.7 more than women in Latin America and Asia. 
54 Between 1965 and 1987 the infant mortality rate in a number of the poorest countries in sub-Saharan 
Africa declined from about 200 per 1,000 live births to something like 150 per 1,000 live births [World Bank 
(1989)]. 
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and putting children to work at an early age might be the only avenue open for financing 
that end. However, these conjectures are hard to substantiate directly. The former is in 
any case difficult to believe, since it suggests an inability to learn on the part of  parents 
in a world where they are known to learn in other spheres of  activity, such as cultivation. 
But because the latter is not at variance with any evidence I know, I explore it in a later 
section. 

Caldwell (1981, 1982) put forward the interesting hypothesis that the intergenera- 
tional transfer of  resources flows from children to their parents in societies experienc- 
ing high fertility and high mortality rates, but that it flows from parents to their children 
when fertility and mortality rates are low. Assuming this to be true, the relationship 
should be interpreted merely as an association. The direction of  intergenerational re- 
source transfers would be endogenous in any general theory of  demographic behavior; 
thus it would not be a causal factor in fertility transitions. 

The historical change in the North in parents' attitudes toward their children (from re- 
garding children as a "means" to economic ends, to regarding them simply as an "end") 
can seem to pose a deep puzzle, as can differences between the attitudes of  parents in 
the North and South today. Some demographers have remarked that a fundamental shift 
in adults' "world view" must have been involved in such changes in attitudes, a shift 
that Cleland and Wilson (1987) have called an "ideational change". 

These observers may be right. On the other hand, not only is the explanation some- 
thing of  a deus ex machina, it is also difficult to test. A different sort of explanation, 
one that is testable, is that children cease being regarded as productive assets when they 
cease being productive assets. When schooling is enforced, children are not available 
for household and farm chores. If  the growth of  urban centers makes rural children 
less reliable as old-age security (children are now able to leave home and not send re- 
mittances), children cease being a sound investment for parents' old age. 55 In short, if 
children were to become relatively unproductive in each of  their roles as an economic 
asset, their only remaining value would be as an end. No change in world view would 
necessarily be involved in this transformation. 

The above argument does not rely on economic growth. It involves a comparison be- 
tween the productivity of different forms of  capital assets. Children could cease being 
a sound economic investment even if the economy remained poor. One way by which 
such a change in children's economic worth could come about is through changes in re- 
productive and environmental externalities through institutional transformations. I turn 
to this. 

9. Reproductive and environmental externalities 

What causes private and social costs and benefits of  reproduction to differ? One likely 
source of  the distinction has to do with the finiteness of space [World Bank (1984), 

55 Sundstrom and David (1988) apply this reasoning to antebellum America. 
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Harford (1998)]. Increased population size implies greater crowding, and households 
acting on their own would not be expected to "internalize" crowding externalities. The 
human epidemiological environment becomes more and more precarious as population 
densities rise. Crowded centers of population provide a fertile ground for the spread of 
pathogens; and there are always new strains in the making. Conversely, the spread of 
infections, such as HIV, would be expected to affect demographic behavior, although in 
ways that are not yet obvious [Ezzell (2000)]. 

Large-scale migrations of populations occasioned by crop failure, war, or other dis- 
turbances are an obvious form of externality. But by their very nature they are not of the 
persistent variety. Of those that are persistent, at least four types come to mind. In the 
remainder of this section I look into them. 

9.1. Cost-sharing 

Fertility behavior is influenced by the structure of property rights, for instance, rules 
of inheritance. In his influential analysis of fertility differences between preindustrial 
seventeenth- and eighteenth-century Northwest Europe, on the one hand, and Asiatic 
preindustrial societies, on the other, Hajnal (1982) distinguished between "nuclear" and 
"joint" household systems. He observed that in Northwest Europe marriage normally 
meant establishing a new household, which implied that the couple had to have, by 
saving or transfer, sufficient resources to establish and equip the new residence. This 
requirement in turn led to late ages at marriages. It also meant that parents bore the 
cost of rearing their children. Indeed, fertility rates in England were a low 4 in 1650- 
1710, long before modern family planning techniques became available and long before 
women became widely literate [Coale (1969), Wrigley and Schofield (1981)]. Hajnal 
contrasted this with the Asiatic pattern of household formation, which he saw as joint 
units consisting of more than one couple and their children. 

Parental costs of procreation are also lower when the cost of rearing the child is 
shared among the kinship. In sub-Saharan Africa fosterage within the kinship is a com- 
monplace: children are not raised solely by their parents; the responsibility is more 
diffuse within the kinship group [Goody (1976), Bledsoe (1990), Caldwell and Cald- 
well (1990)]. Fosterage in the African context is not adoption. It is not intended to, nor 
does it in fact, break ties between parents and children. The institution affords a form 
of mutual insurance protection in semi-arid regions. It is possible that, because oppor- 
tunities for saving are few in the low-productivity agricultural regions of sub-Saharan 
Africa, fosterage also enables households to smoothen their consumption across time 
[Serra (1996)]. 56 In parts of West Africa up to half the children have been found to be 
living with kin at any given time. Nephews and nieces have the same rights of accom- 
modation and support as do biological offspring. There is a sense in which children are 

56 This hypothesis could be tested by comparing the age structure of households that foster out and those that 
foster in. 
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seen as a c o m m o n  responsibil i ty.  However ,  the a r rangement  creates a f ree-r ider  prob- 

l em i f  the parents '  share o f  the benefits f rom having chi ldren exceeds  their  share o f  the 

costs. F r o m  the poin t  o f  v iew of  parents,  taken as a col lect ive,  too many  chi ldren would  
be  p roduced  in these circumstances.  57 

In sub-Saharan Afr ica ,  c o m m u n a l  land tenure wi thin  the l ineage social  structure has 

in the past  offered further inducement  for m e n  to procreate.  Moreover ,  conjugal  bonds 

are f requent ly  weak,  so fathers often do not  bear  the costs o f  siring children.  Anthropol -  

ogists have observed  that the unit  o f  Afr ican  society is a w o m a n  and her  children,  rather 

than parents and their  children.  Frequent ly  there is no c o m m o n  budget  for the man  and 

woman.  Descen t  in sub-Saharan Afr ica  is for the mos t  part patr i l ineal  and res idence  is 

patr i local  (an except ion  are the Akan  people  o f  Ghana).  Patrilineality, weak  conjugal  

bonds,  c o m m u n a l  land tenure, and a strong kinship support  sys tem of  children,  taken 

together,  have  been  a broad characteris t ic  o f  the reg ion  [Caldwel l  and Ca ldwel l  (1990), 

Caldwel l  (1991), B ledsoe  and Pison (1994)]. They  are a source o f  reproduct ive  exter- 

nalities that s t imulate fertility. Admit tedly ,  patr i l ineal i ty and patr i local i ty  are features 

o f  the nor thern parts of  the Indian sub-cont inent  also, 58 but conjuga l  bonds  are sub- 

stantially greater  there. Moreover ,  because  agricul tural  land is not  c o m m u n a l l y  held  in 

India, large family  size leads to f ragmenta t ion  o f  landholdings.  In contrast,  large fam- 

ilies in sub-Saharan Afr ica  are (or, at least  were,  unti l  recent ly)  rewarded  by a greater  

share o f  land be long ing  to the l ineage  or  clan. 

9.2.  C o n f o r m i t y  a n d  " c o n t a g i o n "  

That  chi ldren are seen as an end in themselves  provides  another  m e c h a n i s m  by which  

reasoned fert i l i ty decis ions  at the level  o f  every  household  can lead to an unsat isfactory 

ou tcome  f rom the perspect ives  o f  all households .  The  m e c h a n i s m  arises f rom the possi-  

bi l i ty that tradit ional  pract ice is perpetuated by conformity .  Procrea t ion  in c lose ly-kni t  

communi t i e s  is not  only  a private matter, it is also a social  activity, inf luenced by both 

57 To see that there is no distortion if the shares were the same, suppose c is the cost of rearing a child and 
N the number of couples within a kinship. For simplicity assume that each child makes available y units of 
output (this is the norm) to the entire kinship, which is then shared equally among all couples, say in their old 
age. Suppose also that the cost of rearing each child is shared equally by all couples. Let n* be the number of 
children each couple other than the one under study chooses to have. (We presently endogenize this.) If n were 
to be the number of children this couple produces, it would incur the resource cost C = [nc+ (N - 1)n*c]/N, 
and eventually the couple would receive an income from the next generation equalling Y = [ny + (N - 1)n. 
y] /N.  Denote the couple's aggregate utility function by the form U(Y) - K(C), where both U(.) and K(-) 
are increasing and strictly concave functions. Letting n be a continuous variable for simplicity, it is easy 
to confirm that the couple in question will choose the value of n at which yUt(Y)  = cKI(C).  The choice 
sustains a social equilibrium when n = n*. It is easy to check that this is also the condition that is met in a 
society where there is no reproductive free-riding. It is a simple matter to confirm that there is free-tiding if 
the parents' share of the benefits from having children exceeds their share of the costs. 
58 Among the prominent Nayyars of the southern state of Kerala, India, descent is matrilineal. Kerala is 
noteworthy today for being among the poorer of Indian states even while attaining a TFR less than 2. 
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family experiences and the cultural milieu. Formally speaking, behavior is conformist 
if, other things being equal, every household's most desired family size is the greater, 
the larger is the average family size in the community [Dasgupta (1993, Chapter 12)]. 
This is a "reduced form" of the concept, and the source of a desire to conform could lie 
in reasons other than an intrinsic desire to be like others. For example, similar choices 
made by households might generate mutual positive externalities, say, because people 
care about their status; and a household's choice of actions signals its predispositions 
(e.g., their willingness to belong) and so affects its status [Bernheim (1994), Bongaarts 
and Watkins (1996)]. In a world where people conform, the desire for children is en- 
dogenous. 59 

Whatever the basis of conformism, there would be practices encouraging high fertility 
rates that no household would unilaterally desire to break. Such practice could well have 
had a rationale in the past, when mortality rates were high, rural population densities 
were low, the threat of extermination from outside attack was large, and mobility was 
restricted. But practices can survive even when their original purposes have disappeared. 
Thus, as long as all others follow the practice and aim at large family size, no household 
on its own may wish to deviate from the practice; however, if all other households were 
to restrict their fertility rates, each would desire to restrict its fertility rate as well. In 
short, conformism can be a reason for the existence of multiple reproductive equilibria 
[Dasgupta (1993, Chapter 12)]. The multiple equilibria may even be Pareto rankable, 
in which case a community could get stuck at an equilibrium mode of behavior even 
though another equilibrium mode of behavior would be better for all. 

These are theoretical possibilities. Testing for multiple equilibria is very difficult. As 
matters stand, it is only analytical reasoning that tells us that a society could in principle 
get stuck at a self-sustaining mode of behavior characterized by high fertility (and low 
educational attainment), even when there is another, potentially self-sustaining, mode 
of behavior characterized by low fertility (and high educational attainment). 

This does not mean that the hypothetical society would be stuck with high fertility 
rates forever. External events could lead households to "coordinate" at a low fertility 
equilibrium even if they had earlier "coordinated" at a high fertility equilibrium. The 
external events could, for example, take the form of public exhortations aimed at altering 
household expectations about one another's behavior (e.g., family planning campaigns 
run by women). This is a case where the community "tips" from one mode of behavior 
to another, even though there has been no underlying change in household attitudes to 
trigger the change in behavior. 

In their aforementioned article Cleland and Wilson (1987, p. 9) argued that the only 
plausible way to explain the recent onset of fertility transitions among countries at 
widely different levels of economic development was an ideational change, " . . .  a psy- 
chological shift from, in ter  alia,  fatalism to a sense of control of destiny, from passivity 

59 Household "preferences" embodying such interactions are often called "social preferences". Krishnan 
(2001) has found evidence of "social preferences" in data from India. 
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to the pursuit of  achievement, from a religious, tradition-bound, and parochial  view of  
the world to a more secular, rational, and cosmopoli tan one". The authors may be right 
that societies have undergone ideational changes, but they are wrong in thinking that 
ideational change must be invoked to explain recent fertility transitions. The tipping be- 
havior I have just  discussed is not a response to ideational changes. This said, I know of  
no evidence that is abte to discriminate between the two types of  explanation. 

In addition to being a response to external events, the t ipping phenomenon can oc- 
cur because of  changes in the peer group on whose behavior households base their 
own behavior. Inevitably, there are those who experiment,  take risks, and refrain from 
joining the crowd. They subsequently influence others. They are the tradition-breakers, 
often leading the way. It has been observed that educated women are among the first 
to make the move toward smaller families [see Farooq, Ekanem and Ojelade, 1987, for 
a commentary on West Africa]. Members of  the middle classes can also be the trigger, 
becoming role models for others. 

A possibly even stronger pathway is the influence that newspapers, radio, television, 
and now the Internet exert in transmitting information about other lifestyles [Freedman 
(1995), Bongaarts and Watkins (1996), Iyer (2000)]. The analytical point here is that 
the media  may be a vehicle through which conformism increasingly becomes based on 
the behavior of  a wider population than the local community:  the peer group widens. 

Such pathways can give rise to demographic transitions, in that fertility rates display 
little to no trend over extended periods, only to cascade downward over a relatively 
short interval of  time, giving rise to the classic logistic curve of  diffusion processes. 6° 

In a pioneering article Adelman and Morris (1965) found "openness" of a society to 
outside ideas to be a powerful stimulus to economic growth. It is possible that the fertil- 
ity reductions that have been experienced in India and Bangladesh in recent years (Ta- 
ble 3) were the result of  the wider influence people have been subjected to via the media 
or to attitudinal differences arising from improvements in family planning programmes.  
To be sure, fertility reductions have differed widely across the Indian sub-continent (not 
much reduction in Pakistan so far, a great deal in southern India), but we should not 
seek a single explanation for so complex a phenomenon as fertility transition. 61 

Demographers  have made few attempts to discover evidence of  behavior that is 
guided in part by an attention to others. Two exceptions are Easterlin, Pollak and 
Wachter (1980) and Watkins (1990). 62 The former studied intergenerational influence 

60 For a more complete account of the theory I am advancing in the text, see Dasgupta (2000a). Formally, the 
above is a model of demographic transitions viewed as "relaxation phenomena". The mathematical s~ucture 
I have invoked is similar to one that has recently been used by oceanographers and ecologists in their explo- 
ration of tipping phenomena in ocean circulation and lake turbidity, respectively. See Rahmstorf (1995) and 
Scheffer (1997). 
61 In this connection, the Indian state Andhra Pradesh offers an interesting example. Female illiteracy there 
is high 55 percent and some 75 percent of the population have access to radio or television. The fertility rate 
there is now 2.3. 
62 A most recent exception is Krishnan (2001). 
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in a sample of families in the United States. They reported a positive link between the 
number of children with whom someone had been raised and the number of children 
they themselves had. 

In her study of demographic change in Western Europe over the period 1870-1960, 
Watkins (1990) showed that regional differences in fertility and nuptiality within each 
country declined. In 1870, before the large-scale declines in marital fertility had be- 
gun in most areas of Western Europe, demographic behavior differed greatly within 
countries: provinces (e.g., counties and cantons) differed considerably, even while dif- 
ferences within provinces were low. There were thus spatial clumps within each coun- 
try, suggesting the importance of the influence of local communities on behavior. By 
1960 differences within each country were less than they had been in 1870. Watkins 
explained this convergence in behavior in terms of increases in the geographical reach 
national governments enjoyed over the 90 years in question. The growth of national 
languages could have been the medium through which reproductive behavior spread. 

One recent finding could also point to contagious behavior. Starting in 1977 (when 
T F R  in Bangladesh exceeded 6), 70 "treatment" villages were served by a massive pro- 
gramme of birth control in Maflab Thana, Bangladesh, while 79 "control" villages were 
offered no such special service. The prevalence of contraceptive use in the treatment 
villages increased from 7 to 33 percent within 18 months, and then rose more gradually 
to a level of 45 percent by 1985. The prevalence also increased in the control villages, 
but only to 16 percent in 1985. Fertility rates in both sets of villages declined, but at 
different speeds, with the difference in fertility rates reaching 1.5 births per woman, 
even though there had been no difference to begin with [Hill (1992)]. If we assume that, 
although influence travels, geographical proximity matters, we could explain why the 
control villages followed the example of villages "under treatment", but did not follow 
them all the way. Contagion did not spread completely. 63 

9.3. I n t e rac t ions  a m o n g  ins t i tu t ions  

Externalities are prevalent when market and nonmarket institutions co-exist. How and 
why might such externalities affect fertility behavior? A number of pathways suggest 
themselves [Dasgupta (1993, 1999)]. 

Long-term relationships in rural communities in poor countries are frequently sus- 
tained by social norms-for example, norms of reciprocity. Social norms can be reliably 
observed only among people who expect to encounter one another in recurring situ- 
ations. 64 Consider a community of "far-sighted" people who know one another and 
expect to interact with one another for a long time. By far-sighted, I mean someone 
who applies a low rate to discount future costs and benefits of alternative courses of 

63 1 am grateful to Lincoln Chen for a helpful 1996 correspondence on this point. For a formal account of 
contagion models, see Blume and Duflauf (2001). 
64 This is the setting studied in the theory of repeated games. See Fndenberg and Tirole (1991). 
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action. Assume that the parties in question are not individually mobile (although they 
could be collectively mobile, as in the case of nomadic societies); otherwise the chance 
of future encounters with one another would be low, and people would discount heavily 
the future benefits of the current costs they incur for the purposes of cooperation. 

Simply stated, if people are far-sighted and are not individually mobile, a credible 
threat by all that they would impose stiff sanctions on anyone who broke the agreement 
would deter everyone from breaking it. But the threat of sanctions would cease to have 
bite if opportunistic behavior were to become personally more profitable. The latter 
would happen if formal markets develop nearby. As opportunities outside the village 
improve, people with lesser ties (e.g., young men) are more likely to take advantage of 
them and make a break with those customary obligations that are enshrined in prevailing 
social norms. People with greater attachments would perceive this and infer that the 
expected benefits from complying with agreements are now lower. Norms of reciprocity 
would break down, making certain groups of people (e.g., women, the old, and the very 
young) worse off. This is a case where improved institutional performance elsewhere 
(e.g., growth of markets in the economy at large) has an adverse effect on the functioning 
of a local, nonmarket institution: it is a reflection of an externality. 

When established long-term relationships breaks down, people build new ones to fur- 
ther their economic opportunities. Those who face particularly stressful circumstances 
resort to draconian measures to build new economic channels. Guyer (1994) has ob- 
served that in the face of deteriorating economic circumstances, some women in a 
Yaruba area of Nigeria have borne children by different men so as to create immedi- 
ate lateral links with them. Polyandrous motherhood enables women to have access to 
more than one resource network. 

In his well-known work Cain (1981, 1983) showed that where capital markets are 
nonexistent and public or community support for the elderly are weak, children provide 
security in old age. The converse is that if community-based support systems decline, 
children become more valuable. But we have just noted that community-based support 
systems in rural areas may degrade with the growth of markets in cities and towns. So 
there is a curious causal chain here: growth of markets in towns and cities can lead to an 
increase in fertility in poor villages, other things being the same. There is evidence of 
this. In her work on Sarawak, Heyzer (1996) has observed that one half of the total forest 
area there has now been lost and that this has disrupted the lives of indigenous people 
in different ways. Communities that lived in the heart of the forest were most severely 
affected, while others, living near towns, were able to turn from swidden agriculture to 
wage labour. This transformation, however, involved male migration, leaving women 
behind to cope with a decreasing resource base. As subsistence alternatives declined, 
children become one of the few remaining resources that women could control. There 
was thus a new motivation for having children: to help their mothers with an increased 
workload. The process involved the creation of new patterns of wealth and poverty, 
where wealth is based on resource extraction and poverty results from the loss of a 
community's resource base. 
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Earlier we noted that growth of  markets in towns and cities, by making children less 
reliable as an investment for old age, can lead to a reduction in fertility. Here we have 
identified an influence of  the growth of  markets on fertility that runs in the opposite 
direction. Only formal modelling of  the process would enable us to determine which 
influence dominates under what conditions. 

9.4. Household  labour needs and the local commons  

The poorest countries are in great part agriculture-based subsistence economies. 65 Much 
labour is needed even for simple tasks. Moreover, many households lack access to the 
sources of  domestic energy available to households in advanced industrial countries. 
Nor do they have water on tap. In semi-arid and arid regions water supply is often not 
even close at hand, nor is fuel-wood nearby when the forests recede. This means that the 
relative prices of alternative sources of  energy and water faced by rural households in 
poor countries are quite different from those faced by households elsewhere. In addition 
to cultivating crops, caring for livestock, cooking food and producing simple marketable 
products, household members may have to spend several hours a day fetching water 
and collecting fodder and wood. These complementary activities have to be undertaken 
on a daily basis if households are to survive. Labour productivity is low because both 
capital and environmental resources are scarce. From an early age, children in poor 
households in the poorest countries mind their siblings and domestic animals, fetch 
water, and collect fuelwood, dung (in the Indian sub-continent), and fodder. Mostly, 
they do not go to school. Not only are educational facilities in the typical rural school 
woefully inadequate, but parents need their children's labour. Children between 10 and 
15 years have been routinely observed to work at least as many hours as adult males 
[see, for example, Bledsoe (1994), Cleaver and Schreiber (1994), Filmer and Pritchett 
(2002)]. 

The need for many hands can in principle lead to a destructive situation when par- 
ents do not have to pay the full price of  rearing their children, but share such costs with 
their community. In recent years, social norms that once regulated local resources have 
changed. Since time immemorial, rural assets such as village ponds and water holes, 
threshing grounds, grazing fields, swidden fallows, and local forests and woodlands 
have been owned communally. As a proportion of  total assets, the presence of  such as- 
sets ranges widely across ecological zones. In India the local commons are most promi- 
nent in arid regions, mountain regions, and unirrigated areas; they are least prominent 
in humid regions and river valleys [Agarwal and Narain (1989)]. There is a rationale 
for this, based on the human desire to reduce risks. Community ownership and control 

65 I am thinking of countries in sub-Saharan Africa and the Indian sub-continent. In those countries the 
agricultural labour force as a proportion of the total labour force is on the order of 60-70 percent, and the 
share of agricultural-value added in GNP is on the order of 25-30 percent. 
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enabled households in semi-arid regions to pool their risks. 66 An almost immediate em- 
pirical corollary is that income inequalities are less where common-property resources 
are more prominent. Aggregate income is a different matter though, and the arid and 
mountain regions and unirrigated areas are the poorest. As would be expected, depen- 
dence on common-property resources even within dry regions declines with increasing 
wealth across households. 

Jodha (1986, 1995), studying evidence from over 80 villages in 21 dry districts in 
India, concluded that, among poor families, the proportion of income based directly 
on their local commons is for the most part in the range of 15-25 percent. A number 
of resources (such as fuelwood and water, berries and nuts, medicinal herbs, resin and 
gum) are the responsibility of women and children. In a study of 29 villages in south- 
eastern Zimbabwe, Cavendish (2000) arrived at even larger estimates: the proportion 
of income based directly on the local commons is 35 percent, with the figure for the 
poorest quintile reaching 40 percent. Such evidence does not of course prove that the 
local commons are well managed, but it suggests that rural households have strong 
incentives to devise arrangements whereby they would be well managed. 

A number of investigators-among them Howe (1986), Wade (1988), Chopra, 
Kadekodi and Murty (1990), Ostrom (1990, 1992), Baland and Platteau (1996)-have 
shown that many communities have traditionally protected their local commons from 
overexploitation by relying on social norms, by imposing fines for deviant behavior, 
and by other means. I argued earlier that the very process of economic development, 
as exemplified by urbanization and mobility, can erode traditional methods of control. 
Social norms are endangered also by civil strife and by the usurpation of resources by 
landowners or the state. For example, resource-allocation rules practiced at the local 
level have frequently been overturned by central fiat. A number of states in the Sahel 
imposed rules that in effect destroyed community management practices in the forests. 
Villages ceased to have authority to enforce sanctions against those who violated lo- 
cally instituted rules of use. State authority turned the local commons into free-access 
resources. 67 As social norms degrade, whatever the cause, parents pass some of the 
costs of children on to the community by overexploiting the commons. This is another 
instance of a demographic free-rider problem. 

The perception of an increase in the net benefits of having children induces house- 
holds to have too many. This is predicted by the standard theory of the imperfectly 
managed commons (see the Appendix). It is also true that when households are further 
impoverished owing to the erosion of the commons, the net cost of children increases 
(of course, household size continues to remain above the optimum from the collective 
point of view). Loughran and Pritchett (1998), for example, have found in Nepal that 
increasing environmental scarcity lowered the demand for children, implying that the 

66 In his work on South Indian villages, Seabright (1997) has shown that producers' cooperatives, uncon- 
nected with the management of local commons, are also more prevalent in the drier districts. 
67 See Thomson, Feeny and Oakerson (1986) and Baland and Platteau (1996). 
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households in question perceived resource scarcity as raising the cost of children. Ap- 
parently, increasing firewood and water scarcity in the villages in the sample did not 
have a strong enough effect on the relative productivity of  child labour to induce higher 
demand for children, given the effects that work in the opposite direction. Environmen- 
tal scarcity there acted as a check on population growth. 

However, theoretical considerations suggest that, in certain circumstances, increased 
resource scarcity induces further population growth: as the community 's  natural re- 
sources are depleted, households find themselves needing more "hands". No doubt ad- 
ditional hands could be obtained if the adults worked even harder, but in many cultures 
it would not do for the men to gather fuel-wood and fetch water for household use. 68 
No doubt, too, additional hands could be obtained if children at school were withdrawn 
and put to work. But, as we have seen, mostly the children do not go to school anyway. 
In short, when all other sources of  additional labour become too costly, more children 
are produced, thus further damaging the local resource base and, in turn, providing the 
household with an incentive to enlarge yet more. This does not necessarily mean that 
the fertility rate will increase. If  the infant mortality rate were to decline, there would 
be no need for more births in order for a household to acquire more hands. However, 
along this pathway poverty, household size, and environmental degradation could rein- 
force one another in an escalating spiral. By the time some countervailing set of  factors 
diminished the benefits of having further children and, thereby, stopped the spiral, many 
lives could have suffered by a worsening of  poverty. In the Appendix I provide a simple 
model to illustrate such possibilities. 

Cleaver and Schreiber (1994) have provided very rough, aggregative evidence of a 
positive link between population increase and environmental degradation in the con- 
text of  rural sub-Saharan Africa; Batliwala and Reddy (1994) for villages in Karnataka, 
India; and Heyser (1996) for Sarawak, Malaysia. In a statistical analysis of  evidence 
from villages in South Africa, Aggarwal, Netanyahu, and Romano (2001) found a pos- 
itive link between fertility increase and environmental degradation; while Filmer and 
Pritchett (2002) have reported a weak positive link in the Sindh region in Pakistan. 

None of  these investigations quite captures what the theory I am sketching here tells 
us to study, namely, the link between desired household size and the state of  the local 
natural-resource base. But they come close enough; limitations in existing data prevent 
investigators from getting closer to the theory. 69 In any event, these studies cannot reveal 
causal connections, but, excepting the study by Loughran and Pritchett (1998), they are 
consistent with the idea of a positive-feedback mechanism such as I have described. 
Over time, the spiral would be expected to have political effects, as manifested by battles 
for scarce resources, for example, among competing ethnic groups [Durham (1979), 

68 Filmer and Pritchett (2002) summarize empirical findings on children's time allocation to household ac- 
tivities in rural areas in poor countries. 
69 However, Deon Filmer has informed me that his colleagues at the World Bank have found in a sample 
of Nepalese villages a positive relationship between (primary) school attendance and the availability of local 
natural resources. 
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Homer-Dixon (1994, 1999)]. The latter connection deserves greater investigation than 
it has elicited so far. 7° 

To be sure, families with greater access to resources would be in a position to limit 
their size and propel themselves into still higher income levels. Admittedly, too, peo- 
ple from the poorest of backgrounds have been known to improve their circumstances. 
Nevertheless, there are forces at work that pull households away from one another in 
terms of  their living standards. Such forces enable extreme poverty to persist despite 
growth in the well-being for the rest of  society. 

10. Institutional reforms and policies 

If  in earlier days social scientists looked for policies to shape social outcomes for the 
better, their focus today is more on the character of institutions within which people 
make decisions. But if policies that read well often come to naught in dysfunctional 
institutions, the study of institutions on their own is not sufficient: good policies cannot 
be plucked from air. There is mutual influence here, and the task of the social scientist 
is to study it. 

Demographers, like economists, seek good news. There is a danger that the recent on- 
set of  demographic transitions in parts of  the Indian sub-continent and signs of  an onset 
in some of  the urban regions of sub-Saharan Africa will make demographers compla- 
cent. A distinguished student of  demography remarked to me recently that, in view of  
the signs of  demographic transitions everywhere, the "population problem" is now over. 

But it is not over. The ultimate size of the world's population, once the transitions 
have occurred, will matter greatly. 7~ There is likely to be a world of  a difference be- 
tween a global population of  11 billion and one of 5 billion, even if we ignored differ- 
ences in their spatial distributions that would inevitably be implied [Cohen (1995)]. In 
this connection, it is worth stressing that some of  the externalities that I have identified 
here operate mainly in time, while others operate mainly through time (economists refer 
to them as "static" and "dynamic" externalities, respectively). So, even if world popula- 
tion were to stabilize, there would remain externalities whose presence calls for public 
policies. 

In this chapter I have identified a number of  institutional failures that involve prona- 
talist reproductive externalities. I have done this by connecting demographic and en- 
vironmental perspectives. The perspective that emerges tells us that the most potent 
avenue for reducing the population problem in various parts of the world involves the 
simultaneous deployment of  a number of  policies, not a single panacea, and that the 
relative importance of  the several prongs depends on the community in question. Thus, 

70 Crook (1996) questions the poverty-population link. But because he treats population density and land 
productivity as exogenous variables, his is not quite a test of the thesis. 
71 See Bongaarts (2002), who expresses concerns similar to the ones being expressed here. 
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while family planning services (especially when allied to public health services) and 
measures that empower women (through both education and improved employment op- 
portunities) are certainly desirable, other policies also commend themselves, such as 
the provision of  infrastructural goods (e.g., cheap sources of  household fuel and potable 
water), changes to property rights (e.g., the rules of  inheritance), means of  communi- 
cation with the outside world (e.g., roads, telephones, radios, television, newspapers, 
and the Internet), and measures that directly increase the economic security of  the poor. 
A number of  these policies might well not have come to mind if we studied demographic 
problems in isolation. 

In any event, the aim should not be to force people to change their reproductive behav- 
ior. Rather, it should be to identify policies and encourage such institutional changes as 
those that would "internalize" the externalities I have uncovered here. Recent declines 
in fertility rates in the Indian sub-continent and in parts of  sub-Saharan Africa suggest 
that outside influence, via the media, may have been powerful. Observing lifestyles 
elsewhere can no doubt be unsettling to many, but it can give people ideas that are 
salutary. To the extent that reproductive behavior is based on conformism (I have little 
notion of  what that extent is), modern communication channels, by linking the village 
to the outside world, have a powerful effect. But the media are likely to be hampered in 
arbitrary ways except in politically open societies. I have shown elsewhere [Dasgupta 
(1990), Dasgupta and Weale (1992)] that in poor countries political and civil liberties 
are congruent with improvements in other aspects of  life, such as income per head, life 
expectancy at birth, and infant survival. Subsequently, Przeworski and Limongi (1995) 
have shown that these liberties are negatively correlated with fertility rates. We there- 
fore have several reasons for thinking that political and civil liberties have instrumental 
value, even in poor countries; they are not merely desirable ends. But each of  the pre- 
scriptions offered by the new perspective presented here is desirable in itself and com- 
mends itself even when we do not have fertility rates of  poor countries in mind. To me 
this is a most agreeable fact. 

Admittedly, in all this we have looked at matters wholly from the perspective of  the 
parents. This is limiting.72 But developing the welfare economics of  population policies 
has proved to be extremely difficult. 73 Our ethical intuition at best extends to actual and 
future people; we do not yet possess a good moral vocabulary for including potential 
people in the calculus. I have tried to argue in this essay that there is much that we can 
establish even if we were to leave aside such conceptual difficulties. Population policy 
involves a good deal more than making family planning centers available to the rural 
poor. It also involves more than a recognition that poverty is the root cause of  high 
fertility rates. The problem is deeper, but as I have tried to show, it is possible to subject 
it to analysis. 

72 Enke (1966) is a notable exploration of the value of prevented births when the worth of additional lives is 
judged to be based entirely on their effect on the current generation. As a simplification, Enke took the value 
of a prevented birth to be the discounted sum of the differences between an additional person's consumption 
and output over the person's lifetime. 
73 I have gone into some of the difficulties in Dasgupta (1998b). 
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Appendix. The village commons and household size 

The observation that increases in population bring in their wake additional pressures 
on the local natural-resource base is, no doubt, a banality. So, in what follows I study 
the reverse influence: the effect of a deterioration of the local natural-resource base on 
desired household size. 

I argued above that villagers' free-riding on the commons can impoverish households 
in such a way as to create an additional need for household labour. Such a need would 
translate itself into a demand for more surviving children if having more surviving chil- 
dren were the cheapest means of obtaining that additional labour. Of course, this is only 
one possibility; another is that the receding commons impoverishes households in such 
a way that, at the margin, children become too cosily, with the result that the number of  
surviving children declines. In this appendix I offer a formal account of  both possibil- 
ities. The model enables us to identify parametric conditions under which the various 
outcomes would be expected to occur. I then compare the non-cooperative village to a 
cooperative one. The model is timeless. Adjustments over time can then be analyzed in 
terms of  comparative statics. 

A.1. The single household 

I consider a agriculture-based village economy consisting of  N identical households. 
N is taken to be sufficiently large that the representative household's size does not 
affect the economy. The model is deterministic. Household size is assumed to be a 
continuous variable, which is a way of  acknowledging that realized household size is 
not a deterministic function of  the size the household sets for itself as a target. 

Let n be the size of  a household. Members contribute to production, but they also con- 
sume from household earnings. I aggregate inputs and outputs and assume that house- 
hold production possibilities are such that net income per household member, y (n), has 
the quadratic form, 

y (n )  = - a  + fin - gn  2, where oe, fi, g > 0 and t 2  > 40eg ' (A.1) 

The quadratic form enables us to capture certain crucial features of  a subsistence econ- 
omy in a simple way, thereby permitting us to draw conclusions easily. For example, 
(A. 1) presumes that there are fixed costs in running a household, which is altogether 
realistic: in order to survive, a household must complete so many chores on a daily ba- 
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sis (cleaning, farming, animal care, fetching water and collecting fuel-wood, cooking 
raw ingredients, and so forth), that s ingle-member households are not feasible. Equa- 
tion (A.1) also presumes that when the household is large, the costs of  adding num- 
bers begin to overtake the additional income that is generated. This too is clearly cor- 
rect. 74 

It follows from (1) that y(n) = 0 at 

fl __ ~/f12 __ 4Oey 
n = and (A.2a) 

- 2y 

fi q_ ~/f12 _ 4e~y 
h = (A.2b) 

2y  

n is the "fixed cost" of  maintaining a household, while h could be interpreted to be the 
environment 's  "carrying capacity". I assume that the household "chooses" its size so as 
to maximize net income per head. Let n* denote the value of  n at which y(n) attains its 
maximum and let y* denote the maximum. Then 

n* = --fi and (A.3a) 
2y  

f12 
y* = -ee  + - - .  (A.3b) 

4y  

y(n) is depicted as the curve ABC in Figure 2, where B is the point  ( f l /2y ,  - ~  + 
f12/4y).  

Imagine now that the household faces an increase in resource scarcity. We are to in- 
terpret this in terms of  receding forests and vanishing water-holes. The index of  resource 
scarcity could then be the average distance from the village to the resource base. So, an 
increase in resource scarcity would mean, among other things, an increase in n. 

But it would typical ly mean more. For example,  equations (A.2a,b) tell us that the 
household would face an increase in resource scarcity if  o4 Y, and ¢ / Y  were to increase 
and fl were to decline in such a way that h declines. Note too that in this case, both 
n* and y* would decline (equations (A.3a,b)). The resulting y(n) is depicted as the 
curve A'B 'C '  in Figure 2. In short, the increase in resource scarcity shifts curve A B C  
to A~B~CI. 

Consider instead the case where each of  ~, fl, and y increases, but in such ways that 
n and n* increase, while fi and y* decline. This is the kind of  situation in which a 
household finds that its best strategy against local resource degradation is to increase 
its size even while finding itself poorer. The resulting y(n) is depicted as the curve 

74 The analysis that follows can be developed more generally, without recourse to the quadratic function. 
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y(n] 

B 

c 

n_ n* 

Figure 2. Household income per head, y (n), as a function of household size, n. 

A'B~C" in Figure 2. In short, the increase in resource scarcity shifts the curve ABC 
to A'B~C' .  This sort of case was noted originally in Dasgupta and M~iler (1991) and 

Nerlove (1991). 

A.2. Social equilibrium 

I now construct an equilibrium of the village economy. The state of the local natural- 

resource base is taken to be a function of the village population, which I write as M. 
So I assume that or, fl, and Y in Equation (A.1) are functions of M. Write cx = cx(M), 

fi = fl (M), and Y = Y (M). A symmetrical equilibrium of the village economy is char- 
acterized by M* = Nn*. That is, n* and y* are the solutions of 

n*-- fi(Nn*) and (A.4a) 
2y (Nn*) 

[fi(Nn*)] 2 
y* = -c~( Nn *) + (A.4b) 

4y(Nn*) 

I assume that a solution exists and that n* > 1. 
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A.3. The op t imum village 

Consider next an optimizing village community. It would choose n so as to maximize 75 

y (n )  = - -o!(Nn)  + ~ ( N n ) n  - g ( N n ) n  2. (A.5) 

Let fi be the optimum household size. Then h is the solution of 

[ f i (Un)  - 2 n y ( U n ) ]  - U[ol' ( N n )  - n~ '  ( X n )  + n 2 y '  (Un)]  = O. (A.6) 

A comparison of equations (A.4a) and (A.6) tells us that fi < n* if 

-o t '  ( N n  *) + n * [ fi' ( N n  *) - n * y '  ( N n  *) ] < O. (A.7) 

That is, if (A.7) holds, the village is overpopulated in social equilibrium. An alternative 
way of thinking about the matter would be to say that an institutional reform that reduces 
the "freedom of access" to the commons would lower fertility. 

Now (A.7) certainly holds if 

a ' , g ; > 0  and f i / < 0  a t n = n * .  (A.8) 

But (A.7) holds also if 

o l ; , f i ' , g ' > O  and [ - ~ ' +  tiff '  f l2y;]  
2y 4~ '2 J < 0 at n = n*. (A.9) 

A.4. The effect o f  increased resource scarcity 

Let us study the implications for equilibrium household size and the standard of living 
consequent upon small exogenous shifts in the functions ~x (M), fl (M) and y (M). We 
take it that prior to the shifts inequality (A.7) holds. The perturbations will be taken to 
be sufficiently small so that (A.7) continues to hold in the new equilibrium. 

Consider first the case where the perturbation consists of small upward shifts in c~(M) 
and g (M) and a small downward shift in fi (M). Notice that if (A.8) holds, both n* and 
y* would be marginally smaller in consequence of the perturbation. This is the case 
we would expect intuitively: a small increase in resource scarcity results in poorer, but 
smaller, households. 

Now consider the case where (A.9) holds. Suppose the perturbation consists of small 
upward shifts in each of the functions c~ (M), fi (M) and g (M). We can so set the relative 
magnitudes of the shifts that the small increase in resource scarcity results in poorer, but 

75 I avoid rigour here and assume (without justification) that the optimum is symmetric in households. 
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larger,  househo lds ,  tha t  is, y* dec l ines  m a r g i n a l l y  but  n* inc reases  margina l ly .  Th i s  is 

the  t imeless  coun te rpa r t  o f  the  pos i t ive  f e e d b a c k  m e c h a n i s m  b e t w e e n  p o p u l a t i o n  size, 

pove r ty  and  deg ra da t i on  o f  the  na tu ra l - r e sou rce  ba se  tha t  was  d i scussed  in Sec t ion  8.4. 

Such  a f eedback ,  wh i l e  b y  no  m e a n s  an  inev i t ab le  fact  o f  rura l  life, is a possibi l i ty .  In 

this  chap te r  I have  a rgued  tha t  e v i d e n c e  o f  the  expe r i ences  o f  S u b - S a h a r a n  Af r i ca  and  

n o r t h e r n  Ind ian  s u b - c o n t i n e n t  in  r ecen t  decades  are  no t  i ncons i s t en t  wi th  it. 
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Abstract 

Physically, pollution occurs because it is virtually impossible to have a productive 
process that involves no waste; economically, pollution occurs because polluting is less 
expensive than operating cleanly. This chapter explores the sources and consequences 
of, and remedies for, pollution and associated environmental damages. If all goods had 
well-defined property rights and could be traded in markets, environmental goods would 
be no different than other goods; however, markets fail for these goods because property 
rights cannot or do not exist and because of the nonexclusive, nonrival nature of these 
goods. Thus, environmental goods provide the classic case where government interven- 
tion can increase efficiency. Achieving efficient levels of pollution involves charging 
per unit of pollution based on damages caused by that unit. In practice, this policy 
can be difficult to achieve, due to difficulties in measuring and differentiating damages 
by source, difficulties in monitoring and enforcing pollution policies, and the finan- 
cial and political costs of pollution taxes. Additionally, pre-existing market distortions 
influence the nature of efficient pollution abatement strategies. Thus, many regulatory 
approaches that do not achieve first-best outcomes may be used because their techno- 
logical or political feasibility is superior. Market-based instruments provide flexibility to 
polluters, while command-and-control (standards-based) approaches limit choice, often 
through an emissions limit or a technology requirement. Market-based approaches typ- 
ically achieve a specified level of emissions with lower abatement costs than standards, 
but their greater efficiency may not hold in the presence of the problems mentioned 
above. Non-regulatory approaches to pollution control include the use of liability law 
to define and enforce property rights and some voluntary pollution control initiatives 
by polluters. While these approaches can play an important role, they are unlikely to 
achieve adequate provision of environmental goods. 

Keywords 

pollution, environmental policy, pollution policy, pollution theory, environmental 
policy instruments, environmental economics 

JEL  classification: H2, L5, Q2 
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Introduction 

Economic agents that emit effluents harmful to others typically do not bear the full cost 
of their behavior, because these effluents are seldom traded in markets and are usually 
unpriced. The final allocation in economies with unpriced effluent is therefore not a 
Pareto optimum. Pollution control policies seek to increase efficiency by decreasing 
effluent compared to this suboptimal private outcome. The theory of pollution control 
would be very short if assigning the correct effluent price to every polluter in every 
place were feasible and if policy were indifferent to distributional considerations. The 
complications associated with achieving efficient pollution levels have led to a wide- 
ranging literature, which this chapter summarizes and reviews. 

The chapter begins with a simple model of environmental externalities, to identify 
the issues whose elaboration will be the subject of the chapter (Section 1). A pollution 
tax is introduced as the basic form of regulatory intervention. The next two sections 
discuss effluent generation (Section 2) and fundamental reasons for the lack of markets 
in effluent (externalities and public goods; Section 3). They are followed by a discus- 
sion of complications associated with different formulations of environmental damages 
(Section 4). The objectives, both in theory and in practice, of environmental policy are 
then reviewed (Section 5). Although maximizing social welfare is the usual economic 
objective, other objectives often are more practical or more common in a policy setting; 
in addition, complications associated with nonconvexities have important implications 
for the identification of optimal solutions. Different environmental policy instruments 
are then compared in a variety of settings (Section 6). Various forms of imperfect in- 
formation that can influence the design of these instruments are discussed in the next 
section (Section 7). Finally, the chapter examines some non-regulatory approaches to 
environmental protection (Section 8). 

1. A simple model with a Pigouvian tax 

When markets are well functioning for all goods and services, the resultant competi- 
tive equilibrium is Pareto optimal. When externalities exist, typically due to ill-defined 
property rights [see Chapter 3 (by David Starrett)], firms commonly emit harmful ef- 
fluents without making payments for the assimilation services provided by the environ- 
ment and, implicitly, by those who benefit from a clean environment. The fundamental 
question for environmental policy is how to get polluters to face the costs of emitting 
harmful effluents. This question is equivalent to identifying ways to correct for the lack 
of a working market in assimilation services. 

In the simplest model of effluent control, there is a single firm that makes a good, q, 
and in doing so emits a noxious effluent, a. The effluent causes losses in the amount 
of D(a) to the single consumer in the model, while consumption of the good bene- 
fits the consumer by the amount U(q). For simplicity, U is total willingness to pay 
and D is measured in commensurate units of currency. The firm's cost function for 
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producing q is C(q,a). Typically, with subscripts referring to partial derivatives, utility 
from consuming q increases at a diminishing rate (Uq > O, Uqq ~ 0); damages from a 
increase at a rising rate (Da > O, Daa >~ 0); marginal production costs are increasing 
in q (Cq > O, Cqq ~ 0); at least over a range, production costs increase as effluent de- 
creases (Ca < 0) ; and the marginal costs of production either increase or are unaffected 
by decreases in effluent (Caq ~< 0). The change in cost incident upon decreased effluent, 
-Ca,  is the marginal abatement cost. 

In this model, the maximal net surplus - which we hereby define as the maximum 
of social welfare and refer to as the social optimum - is found by choosing a and q to 
maximize 

U(q) - D(a) - C(q, a). 

Assuming interior solutions, the resulting first-order conditions are 

ryq = cq ,  

- - C a  = Da. 

The first condition is that the marginal benefit from consuming one more unit of the 
good q should equal its marginal cost of production. Because, in decentralized markets, 
the consumer would consume q until Uq is equal to the price of the good, and the pro- 
ducer would set price equal to marginal cost of production, this condition is equivalent 
to the one that occurs in the decentralized solution. 

The second condition is that the marginal abatement cost should equal the marginal 
damage. In other words, as long as the cost reduction for the producer from more ef- 
fluent exceeds the damage to the consumer, then welfare is improved by increasing ef- 
fluent. Once marginal damage begins to exceed the cost reduction, however, no further 
effluent should be emitted. 

The solutions identified by these conditions, q* and a*, maximize welfare. As noted 
above, the first condition is identical in form to that which would occur in a decentral- 
ized system. The second condition, however, will typically not be achieved in a decen- 
tralized system. In the classic externality problem, the polluter (here, the producer of the 
good) does not face the costs its effluent imposes on others. As a result, while the firm 
sets marginal production cost equal to price (the first condition), instead of the second 
condition it sets marginal abatement cost equal to zero: 

- C a  = 0. 

That is, the firm increases its effluent as long as doing so decreases its production costs, 
and this results in excess effluent. If the production of q is affected by the amount of 
effluent (that is, if Cqa 7 ~ 0), then the market for q will, under decentralization, also 
be affected by the externality. In particular, if Cqa < 0 - that is, if marginal costs of 
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producing q decrease as a increases - then excess q will also be produced. As a result, 
consumers will receive more q at a lower price. 

It is often more convenient for theoretical purposes to condense the model so that the 
only variable is effluent. By solving the first first-order condition for output as a function 
of effluent, q*(a), and substituting this result into the cost function, C(q*(a),  a), costs 
are modeled solely as a function of effluent. The problem is then to 

maaX U (q(a) ) - D(a)  - C (q (a), a). 

By the envelope theorem, this gives the same first-order condition for effluent identified 
above, - C a  = Da. Substitution of a* into q (a) yields the resulting level of production 
ofq .  

Much of the theory of pollution policy is about feasible ways of achieving the so- 
cially optimal level of pollution, or of at least reducing the social costs associated with 
externalities. Since firms' unrestricted actions are inefficient, pollution policy often fo- 
cuses on actions and effects that a regulatory or legal system might produce. In this 
simple model, levying a charge per unit of effluent of t = Da (a*) would achieve the 
social optimum. This effluent charge is commonly called a Pigouvian tax, or simply a 
tax, which is the term we will use in this chapter. Faced with a tax set at t = Da (a*), 
the firm will now have an incentive to achieve a* in the pollution market. Achieving a* 
in the pollution market will lead to an optimal outcome in the output market as well. 

There are many other examples of instruments that a regulator could choose, includ- 
ing standards for effluent, effluent trading schemes, mandates for the use of a particular 
technology, and the imposition of liability for polluting. In this simple model, mandat- 
ing that the firm pollute no more than a* or assigning liability for all damages, D(a),  
to the firm would also achieve the social optimum. In a model that reflects more of the 
complexities of reality, however, these policies can have quite different effects. These 
differences include how cheaply they are able to restrict pollution and who pays the 
costs of pollution avoidance. 

The next two sections will begin the elaboration of this basic model by focusing on 
the reasons production processes generate effluent (a) and effluent exceeds the socially 
optimal level (a > a*). These reasons are related to the firm's cost function (C(q,  a)). 
Subsequent sections will elaborate on the damages associated with pollution (D(a))  
and on the objective of pollution regulation (social welfare or otherwise). 

2. The effluent-generating process 

This section examines effluent generation from two perspectives, physical science and 
economics. These two perspectives are intimately related, of course, and that relation- 
ship will be identified. 
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2.1. The physical science o f  polluting 

If  people are asked how much pollution should be permitted, the typical impulse is that 
the amount should be zero. Pollution damages human health and the health of  other 
species, it disrupts the functioning of  ecosystems, and it frequently interferes with our 
use and enjoyment of  a number of  goods and services. So, why do we pollute? Why is 
not effluent, a, zero? 

One way to answer these questions is that some pollution may be unavoidable. The 
first and second laws of  thermodynamics are relevant to explaining this phenomenon. 
The first law, conservation of  mass and energy, states that mass and energy can be 
neither created nor destroyed. 1 The second law, entropy, argues that matter and energy 
tend toward a state in which no useful work can be done, because the energy in the 
system is too diffuse. Often paraphrased in terms of  increasing disorder in a system, the 
entropy law notes that changes in matter and energy move in only one di rect ion-  toward 
increased en t ropy-  unless a new source of  low entropy is used to reverse processes. For 
instance, solar energy provides new opportunities for order to increase on the earth; 
otherwise, order would always decrease, and activity on earth would gradually draw to 
a halt [Ruth (1999)1. 

Under the first law, if some component of  a resource is used, the material that is not 
used - for example, the sulfur in coal or mine tailings from mineral extraction - must 
go somewhere; it does not vanish. Under the second law, some of  the energy or matter 
from the production process will be converted to a less ordered form; the final products 
tend to have higher entropy than the raw materials when all energy and other inputs 
are considered [Ayres (1999)]. Either of these laws thus suggests the production of  
pollution, the "ultimate physical output of  the economic process" [Batie (1989, p. 1093), 
discussing Daly (1968)]. Incorporating the physical limits of these laws - for instance, 
that the ability to dispose of  waste products is limited by the assimilative capacity of 
the environment - into economic analysis has implications for the optimal levels of all 
goods and services produced [Ayres and Kneese (1969), M~iler (1974)]. 

In terms of  the model, a is positive because physical laws make a ---- 0 virtually im- 
possible. Not all byproducts of  production activities have positive market value. Even 
if they do, the increased entropy associated with collecting those byproducts to bring 
them to market may make them more costly than the market price will bear. The result 
is effluent that, if it causes external damages, is considered pollution. 

As the above argument suggests, waste (and pollution, if it results) can be reduced 
in several ways. If  disposal of  the byproducts becomes more costly, or if the market 
price for the byproducts increases, firms have more incentive to bring the byproducts to 
market rather than to dispose of  them. Additionally, changes in industrial processes can 

1 Relativity argues, via Einstein's famous equation E = mc 2, that energy and mass can be converted into 
each other. Nuclear reactions are the primary example of this. In most other applications, assuming that mass 
and energy are conserved individually is adequate. 
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at times lead to less pollution without increasing costs (except, perhaps, for the fixed 
costs of identifying and putting into place the new processes). The use of just-in-time 
inventory policies is an example of a management change that dramatically cuts waste in 
the form of unwanted parts. In recent years, the art of avoiding generation of residuals, 
known as pollution prevention, has received a great deal of attention as a possible way 
of achieving environmental gains at no or negative cost (U.S. Environmental Protection 
Agency). By producing the same output with less input, by substituting less hazardous 
substances for more damaging ones, or through increased use of recycling methods, 
waste can be reduced with possible increases of producer profits. Of course, increased 
profits do not always result from pollution prevention activities, but a large number 
of firms have discovered that reconfigurations of their processes do bring them both 
cost and environmental improvements (U.S. Environmental Protection Agency), though 
typically with up-front engineering costs. 

In sum, pollution can be said to arise from the laws of nature. Byproducts, either ma- 
terials or wasted energy, are an inevitable part of a production process due to the con- 
servation of mass and energy and the increasing entropy of systems. If  these byproducts 
are undesirable, meaning that they have negative net market value, they become waste 
(effluent); if they contribute to external damages, they are considered to be pollution. 

2.2. The economics of  polluting 

The above perspective on pollution emphasizes physical relationships. As in duality the- 
ory in production, which describes how a physical production process can be described 
in terms of price and cost information, a primarily economic interpretation can be put 
on the effluent-generation process. In this interpretation [see, e.g., Baumol and Oates 
(1988, Chapter 4)], an externality is produced when goods are produced. Production of 
the externality can be mitigated by expenditures on abatement. Typically, as abatement 
levels get very high (i.e., as pollution levels get very low), abatement costs increase, 
possibly exponentially. In terms of the model in Section 1, C(q, a) becomes very large 
as a becomes small. In other words, pollution can be reduced by abatement expendi- 
tures that reduce entropy, but these expenditures increase as entropy is reduced. From 
an economic perspective, then, there is pollution because it is costly not to pollute. 

The following discussion will link physical aspects of pollution more explicitly to 
the simple economic model presented earlier. The physical science perspective implies 
that the activities associated with producing the desired good q also produce effluent a. 
Formally, let x be a vector of inputs to the production process. These inputs include cap- 
ital, labor, materials, and energy, as well as inputs specific to pollution abatement, such 
as scrubbers for smokestacks, filters for wastewater, or equipment to recycle materials. 
This set of inputs is used to produce the desired good via the production function, q (x). 
A byproduct of the use of these inputs is the effluent flow, a (x). A change in production 
technology or in the pollution intensity of production would be reflected as a change in 
the functions q (x) or a(x).  
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The classic economic assumption is that firms minimize the costs of producing a 

specified level of output subject to a restriction on the amount of effluent emitted. The 
input vector x is purchased at a vector of prices w. Hence, the firm solves the prob- 
lem 

min w'x  subject to q = q (x) and a ~> a (x). 

The solution to this problem is the restricted cost function 2 C(q, a, w). For simplic- 
ity, we will suppress input costs when they are not at issue and write C(q, a), as 
in the simple model presented above. If there is no restriction on effluent, the La- 
grangian multiplier associated with the second constraint will be zero, and the firm 
will choose its inputs without regard to their effect on pollution. Suppose, for in- 
stance, that Xl and x2 are perfect substitutes in the production process, but Xl costs 
less and increases pollution more than x2. Then the solution with unrestricted efflu- 
ent will involve only Xl. If, on the other hand, pollution is restricted or made costly, 
such as through the use of a tax, then the firm will readjust its input mix in response 
to the cost and might either partially reduce its use of Xl or switch entirely to use 

of x2. 

The firm is expected to maximize profits. If p is the price of q, and if there is no 
reason for the firm to pay attention to its effluent, then the firm's profit maximization 
problem is 

m a x p q  -- C(q, a), 
q,a 

with first-order conditions (assuming an internal solution) 

p----Cq, 

-Ca  = O. 

As discussed in Section 1, this solution does not achieve the social optimum in either the 
q market or the a market as long as Cqa ~ O. Because -Ca  is positive but decreasing 
in a, the firm will choose to produce more a than it would if it were forced to pay for 
the damage it produces: that is, if - C a  = Da > 0 through a tax or other policy method. 
If Cqa <~ 0 - that is, if production of q is less expensive when a is higher - then q is 
also higher than the social optimum. 3 Because price is determined by setting p = Uq, 

2 A more general formulation is the implicit production function 0 = F(q, a, x), which implies that it is 
possible to change q and a while holding x constant. For our exposition, this seeming increase in generality 
is unlikely to provide additional insight and might in fact produce confusion. 
3 The magnitude of Cqa (though not the sign) is restricted by the second-order conditions for profit 
maximization. If the solution q*, a* is a unique maximum to the profit maximization problem, then 
C q q C a a  --  (Cqa) 2 7> 0. If this condition does not hold, there may not be a unique solution to this maxi- 
mization problem. 
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a higher q and the assumption of decreasing marginal utility combine to lead to a lower 
price for q than the price associated with the social optimum. 

As mentioned above, technological change appears in this model through changes 
in the production function q (x) or the effluent function a (x). These functions become 
embedded in the cost function and can be recovered through duality methods. Typically, 
technological change leads to lower costs of production of q. With no incentive to re- 
duce a, the effects of technical change on a can be either positive or negative, but in 
recent years more research and development effort has been aimed at reducing effluent. 
As a result, pollution abatement has often turned out to be less expensive than predicted. 
For instance, abatement of sulfur dioxide emissions under the Clean Air Act Amend- 
ments of 1990 were originally predicted to cost $250-$350 per ton. In fact, abatement 
costs in the late 1990s were closer to $100 per ton, although much of this reduction 
came from lower costs of low-sulfur coal than expected [Schmalensee et al. (1998)]. 
We refer the reader to Chapter 11 (by Adam Jaffe, Richard Newell, and Robert Stavins) 
for a review of theoretical and empirical studies on technological change and the envi- 
ronment. 

3. E c o n o m i c  reasons for excess effluent 

Unregulated firms set -Ca  = 0 rather than -Ca  = Da because their effluent is an ex- 
ternality: it creates an effect external to the firm, and there is no market transaction 
associated with it. Looked at this way, the root cause of pollution is the lack of markets 
in effluent. There are two good and related reasons for this lack of markets. The first is 
the lack of property rights for a clean environment. The second is the public good nature 
of effluents. We sketch the main arguments here; Chapter 3 (by David Starrett) provides 
a more detailed exposition. 

3.1. Property rights and Coase 

Coase (1960) analyzed the cases where assigning property rights was and was not a 
solution to an effluent problem. His analysis is notable for calling attention to transac- 
tion costs as a reason why property rights might not be sufficient to solve externality 
problems. 

Consider two agents, one who emits effluent and the other who is damaged by it. The 
payoff to the first agent, as a function of its own effluent a, is 7r 1 (a), while the payoff 
to the second agent, who is harmed by the effluent, is 7r2(-a). The maximum amount 
of effluent discharged by the first agent is T. With the assumptions that the marginal 
payoff to the first agent is decreasing in a and the marginal damage to the second agent 
is increasing in a, the unique (interior) point at which the sum of the two agents' payoffs 
is maximized, a*, is given by O:rl/Oa = ~ 2 / O a ,  where the marginal payoff to the first 
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Figure 1. Gains from Coasean negotiations. 

agent no longer exceeds the marginal  damages imposed on the second agent. These 
marginal  payoff  curves are shown in Figure 1.4 

Coase 's  theorem, which echoes Edgeworth and Pareto, states that if  transaction costs 
are small enough, then the agents will trade to the efficient solution, a*, regardless what 
value of  a is initially assigned to them. For  concreteness, consider an initial allocation 
to the left of  a* in Figure 1. A small increase in effluent increases the first agent 's  
payoff  at a rate faster than it decreases the second agent 's  payoff. I f  the first agent pays 
the second agent an amount per  unit of  additional effluent that is between 07rl/Oa and 
Ozr2/Oa, then both agents will experience increases in their payoffs. Further exchanges 
of  effluent for money will  continue until the agents reach a*. A similar argument works 
for an initial effluent allocation in excess of  a*. I f  there are income or wealth effects, 
however, then the solution a* will  indeed be affected by the initial allocation of  rights. 

An obvious condition that must hold for a Coasean solution to be efficient is that 
there must be no effects on third parties, i.e., any parties that do not negotiate. That 
is, there can be no effects external to the negotiators. Yet, making agreements more 
inclusive is l ikely to increase transaction costs. Large transaction costs, relative to the 
gains of  transacting, are l ikely when there is a great number of  agents, each of  whom 
receives little benefit from the transaction. For instance, if  the rights to clean water for 
a part icular river were equally distributed to all citizens, then a potentially effluent- 
emitting firm would need to buy miniscule amounts of  effluent rights from thousands of  

4 The same diagram and conclusions apply to the case of two polluters. In that case, T is the total allowable 
effluent from the two producers, a is the first polluter's initial share, and T - a is the second polluter's 
share. The benefits to trading are the integral of the difference between the two marginal payoff curves, taken 
between the initial allocation of rights and a*. 
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people. The costs of finding the people, contacting them, and getting them to respond 
would likely dwarf the value to the firm (or to the citizens) of the clean water in question. 

Transactions costs are thus a reason for the lack of effluent markets between con- 
sumers and producers. Similar problems can arise if the number of polluters is large, 
such as cars producing air pollution or farms contributing runoff that influences a river 
or estuary. On the other hand, it is becoming clear that transaction costs do not always 
preclude the creation of effluent markets between producers [see Chapter 9 (by Robert 
Stavins) on experience with market-based instruments]. 

If  the transaction costs are larger than the benefits from trading, then the agents will 
not trade. Indeed, they should not trade. Thus, the efficiency of the system may be 
sensitive to the initial allocation of rights, as Coase discussed. If, for instance, initial 
rights are allocated so that the first player gets a*, then the efficient solution will result 
even if no trades are made. If, however, the initial allocation is anywhere other than a*, 
and if transaction costs prevent trading, then the result could be improved by a different 
initial allocation of rights. 

Under many circumstances the initial allocation is an all-or-nothing grant to one agent 
or the other. Then, the better allocation is the one that causes the lower deadweight loss, 
given by the triangles to the right and left of a*. In Figure 1, deadweight loss is lower 
if the first agent is given all the rights: although pollution is higher than optimal, the net 
gains from the pollution exceed the damages caused. 

The initial allocation may come from legal precedent or legislation. For instance, 
common law typically permits people a right to be free from a nuisance. If one party 
harms another party's health, then the affected party can seek compensation for the 
harm through legal action. Knowing that suit can be brought should therefore induce a 
polluter either to avoid damage or to negotiate an agreement in advance. Rights are often 
not clearly defined, however, and expensive litigation might be required to determine 
them. 

Issues of rights frequently arise in the context of land-use decisions. Because a 
landowner does not have complete rights to use private property for any conceivable 
purpose, the degree of rights can often lead to controversy. Can a government require 
access to a public beach through private property? Can a government limit activities on 
private land that might affect habitat for an endangered species? If  the rights are not 
defined, markets cannot be used to achieve a Pareto-improving allocation. Section 8.2 
contains further discussion on rights-based approaches for managing environmental ex- 
ternalities. 

3.2. Public goods 

In many cases, defining the rights for environmental goods is insufficient for efficient 
markets because disposal of the effluents in public media leads to a public good (or, 
more to the point, a public bad). Effluents cause ambient pollution, and this ambient 
pollution might damage all who come in contact with it. If  a single individual were to 
purchase from a polluter the rights to emit effluent and retire those rights, then that in- 
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dividual would benefit not only herself but also all other people who would otherwise 
have come in contact with the resultant pollutant. The individual would be unable to 
prevent others from costlessly benefiting from the reduction (from "free tiding"). Since 
the individual's willingness to pay would be determined only by the benefits she re- 
ceives, not the benefits others receive, the amount she would pay for the rights would be 
lower than the social benefit (i.e., the willingness to pay summed across all individuals). 

In the limit, with a great many people and each unit of effluent causing only a little bit 
of damage, each individual would buy no rights to emit effluent. In other words, even 
if property rights are well-defined and transaction costs are low, markets will provide 
insufficient levels of environmental quality, because any individual who buys an effluent 
right receives only a small fraction of the benefits associated with the transaction but 
bears all the costs. 

Conversely, if individual consumers were initially allocated the rights to emit effluent 
- that is, if they owned the rights to pollute and could either retire those rights or sell 
them to polluters- then each consumer would sell all of her rights to potentially emitting 
firms. Each individual would reason that the benefits to selling the rights are entirely 
private and received by her, while the damage of a little more pollution is spread across 
many parties, with the damage to her being small. If  all consumers behave this way, then 
the result is an inefficient outcome in which firms end up owning all the rights. Defining 
property tights in effluent does not in this case lead to an efficient market in pollution. 
Instead, the nonexclnsive and nonrival nature of the pollutant leads to excess provision 
of the public bad. 

If the total level of effluent is capped, and if effluent from one polluter has the same 
effect on damages as effluent from another polluter, then trading between polluters does 
not have a public goods problem. Damage done by effluent remains constant, because 
the effluent quantity remains constant. When one firm sells a unit of effluent and another 
firm purchases it, each firm fully bears the consequences of its actions. There is no 
reason, therefore, to expect that trading of effluent rights between firms will lead to 
an inefficient outcome if the effluent cap is set optimally. The setting of the effluent 
cap requires a regulatory authority, however, and implicitly it defines a rights allocation 
between polluters and those who suffer the damage. 

In sum, markets are unlikely to achieve efficient outcomes for environmental goods. 
Several factors contribute to explaining this result. First, rights for these goods are typ- 
ically not defined or allocated adequately. Additionally, transaction costs inhibit the 
efficient functioning of markets. Finally, the nonrival and nonexclusive nature of many 
environmental goods creates a divergence between the private and the social effects of 
a transaction. 

While these characteristics describe why markets do not work efficiently, this discus- 
sion of market shortcomings has not identified the efficient outcome. The next section 
provides further elaboration of the nature of environmental damages, before an exami- 
nation of how the efficient level of pollution might be identified. 



262 G.E. Helfand et al. 

4. The damage function 

The key to the existence of market failure for pollution is that pollution imposes dam- 
ages, or costs, that are not incorporated into decentralized market decisions. The simple 
model in Section 1 assumed that damages were directly and only caused by the pol- 
luter's effluent. There are several important generalizations to that basic damage func- 
tion, including multiple individuals damaged by pollution, heterogeneity in effluents 
and their spatial dispersion, pollution affecting multiple environmental media (air, wa- 
ter, land), and the ability of individuals to undertake defensive activities to avoid dam- 
age. 

4.1. Multiple individuals damaged by pollution 

Environmental damages are best measured at the level of the affected individual. In- 
dividuals have different preferences and susceptibilities toward pollution: for instance, 
dislike of limited visibility due to smog varies because of people's attitudes toward 
scenic views, and effects on health will vary across individuals due to genetics, lifestyle, 
and other factors. In a general formulation, each person i gets utility from a vector of 
market goods, qi, a s  well as disutility from the pollutant. The resulting utility function 
U i (qi, a) reflects the individual's preferences over goods and pollution. The lack of su- 
perscript on a reflects the public good nature of pollution, discussed above. A separate 
individual damage function D i (a) can be written if a is separable from other goods 
in an individual's utility function. Although this is not necessarily a good assumption 
- for instance, see the discussion of weak complementarity in the Handbook chapter 
on nonmarket valuation (by Nancy Bockstael and A. Myrick Freeman I I I ) -  empirical 
analyses of pollution frequently focus on the effects of pollution without considering 
spillover effects into other markets. 

An aggregate damage function D(a), representing damages to all affected individu- 
als, is typically constructed by summing the effects of pollution across individuals. This 
aggregation process suffers from the same difficulties that any aggregation of individual 
preferences faces, such as whether to weight the preferences of all individuals the same, 
or whether a gain to one individual offsets a loss to another. Because all individuals are 
expected to be harmed, or at least not benefited, by pollution, and because of the public 
good nature of pollution, aggregating individual damages into one function D(a) is the- 
oretically less controversial than aggregating individuals' utilities into a social welfare 
function. Although the aggregate measure will differ if individuals' damage functions 
do not have the same weights, all individuals will benefit from a decrease in a. 

4.2. Multiple effluents and ambient quality 

A proper model of pollution should have damage dependent upon ambient quality and 
ambient quality a function of effluent. The link between damage and ambient quality 
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is discussed below, under the heading "Damage Avoidance". The link between efflu- 
ent and ambient quality is less direct than typically modeled in the literature. Damage, 
as written above, is directly caused by a single effluent. In practice, effluents of many 
types and from many sources combine to lower the ambient quality of air mad water. 
For instance, in the presence of sunlight, a series of chemical reactions involving oxides 
of nitrogen from combustion activities and reactive organic gases (ROG) from a vari- 
ety of sources leads to ozone formation. The ambient air quality indicator would be the 
concentration of ozone, while the emissions data would be tons of nitrogen oxides and 
tons of ROG. Additionally, ozone's effects on human health or the natural environment 
might be affected by interactions with other pollutants. Although the damage function 
should reflect the interactive effects of all pollutants, pollutants are almost always mod- 
eled individually, rather than interactively. 5 

The effects of a unit of pollution also vary with geography, weather, and other factors. 
For instance, different soil types influence nonpoint source pollution runoff [Helfand 
and House (1995)]. Air pollution is highly sensitive to weather conditions and other 
factors. As noted above, ozone formation is strongly influenced by the presence of 
sunlight, and acid deposition is enhanced by the use of tall smokestacks that put the 
pollution higher into the atmosphere. Thus, the effect of one more unit of pollution on 
ambient quality will vary based on the spatial arrangement of pollution sources as well 
as other characteristics associated with that spatial arrangement. This spatial aspect of 
pollution has long been noted in the environmental literature [e.g., Montgomery (1972)] 
and has been incorporated in many empirical studies [e.g., O'Neil et al. (1983), Oates, 
Portney and McGartland (1989)], but much theory and some environmental policies as- 
sume that one more unit of effluent will contribute the same marginal damage regardless 
of source or ambient conditions. 

Formally, let f (A) give ambient quality as a function of the matrix of effluent flows. 
The rows of A are the flows of J different pollutants, indexed by j .  The columns of 
A,  a i, are the pollutants produced by firm i; there are I different firms, indexed by i. 
Ambient quality weakly decreases with an increase in any one effluent (faij ~ 0 for 
all i, j),  and damage decreases with an increase in ambient quality ( D f  < 0). The 
damage function as a function of effluents is D ( A )  = D * ( f ( A ) ) ,  where D* is dam- 
age as a function of ambient quality. It follows immediately that the solution to the 
welfare maximization problem is a multidimensional generalization of the first-order 
conditions from the simple model. For each effluent the marginal rule remains, set mar- 
ginal abatement cost equal to marginal damage. To write this problem compactly, define 
C*(q, A) = Y~i Ci(q i, ai) , where the summation is over the I firms. Let Q = ~ i  qi. 
Now the optimization problem is again 

max U ( Q )  - D * ( f ( A ) )  - C* (q ,  A ) ,  
qi,aij 

5 Ozone might be the exception that proves the rule, in that it cannot be modeled other than as the result of 
interactions of nitrogen oxides and ROG. 



264 G.E. Helfand et al. 

with one set of first-order conditions being that price equals marginal production cost 
for each firm's output qi, and the second set being 

-Cai: = D*' fai;. 

This again has the interpretation that marginal abatement cost equals the marginal value 
of damage. The marginal value of damage is now composed of two pieces: the contri- 
bution of effluent to ambient quality (f,i:), and the marginal contribution of ambient 
quality to damage (D*'). 

Setting a vector of taxes equal to D*:fai~, evaluated at the optimal quantity, for each 

a i will again lead to an optimal solution in a decentralized economy. Now, however, 
achieving the optimum requires a separate tax for each i, j combination, reflecting the 
marginal damage caused by an additional unit of a particular effluent from a particular 
polluter. We discuss the feasibility of taxing firms based upon ambient quality rather 
than effluent in the next section. 

4.3. Effluent transport and spatial heterogeneity in ambient quality 

In the above formulation, multiple firms contribute to one index of ambient environmen- 
tal quality. A further generalization of the damage function is implied by the recognition 
that ambient environmental quality is also subject to spatial heterogeneity. Consider a 
firm i emitting a single effluent a i . Now, use j to denote the place where the effluent is 
deposited and causes damage. The amount of effluent arriving in place j is given by the 
transport function Tij (ai). Assuming that damage in one place is due to the aggregate 
effluent arriving at that place, the damage caused in place j is Dj ( ~ i  rij (ai)) • If total 
damages can be considered the sum of damages at individual receptor sites, then the 
simple model modified for spatial heterogeneity is 

maxU(Q)-~--;~DJ(Zi 
J 

where a is a vector of effluent, indexed by firm, and C*(q, a) = ~ i  C i ( q  i, ai)" 
The first-order conditions for a maximum, assuming an interior solution, are again 

"price equals marginal production cost" and an expanded version of "marginal abate- 
ment cost equals marginal damage": 

Oai = Z Dj Tij(a i) Tji(ai). 
J 

The marginal damage now affects many locations, but only in the amount of the mar- 
ginal effluent transported to them. Again a tax based on marginal damage will produce 
an optimum, but now marginal damage is calculated as the sum of effects of one more 
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unit of  ai at each of  the receptor points. One tax will be needed for each of  the firms, and 
in general the tax will be at a different rate for each firm, because each firm's effluents 
reach the locations in different amounts. The calculation of  a different tax or standard 
for each source can be administratively challenging. Below we will examine the case 
where a single standard or tax is used even though many taxes are necessary for the 
first-best solution. 

4.4. Effluent disposal in multiple media 

Further complications can arise when a firm has a choice of  emitting its pollution 
into different media. The "multimedia problem" refers to the possibility that "abating" 
a pollutant merely involves transferring it to another medium rather than eliminating it. 
A method to address one environmental problem, such as reducing air pollution through 
the gasoline additive MBTE, can lead to other environmental problems, such as MBTE 
getting into water supplies. Another example is the disposal of  sludge from sewage treat- 
ment plants in landfills. These multimedia problems have typically not been addressed. 
Instead, pollutants are usually analyzed and regulated individually. 

In terms of  the simple model, a production process with residuals that can be dis- 
posed into different media can be represented by a cost function that includes two types 
of  effluent, a 1 and a 2, that cause damage in two different media, D 1 and D 2. If  one 
regulator is responsible for both media, then the regulation problem is just a multidi- 
mensional version of  the basic problem discussed earlier. The first-order conditions for 
an optimum imply that marginal cost of  abatement should equal marginal damage for 
each of the effluents. When each of  the two types of  pollution has a separate regulator, 
however, the problem is one of  common agency. For instance, a regulator responsible 
for air quality might require the addition of  MBTE to gasoline to reduce air pollution. 
If  MBTE ends up in groundwater, it is very hard to remove. A water regulator faced 
with the same choice would therefore presumably choose a different gasoline additive, 
ethanol, which pollutes air and not water. 

Dumas (1997, p. 160) considers these issues in a formal model as follows. The regu- 
lator of  the first medium solves the problem 

max U (q(a I , a2)) - D 1 (a 1) - C(q(a  l , a2), a 1 , a2). 
a l 

Note that the first regulators' objective function omits the damages of  pollution in the 
second medium. The regulator of  the second medium solves an analogous problem. If  
each regulator makes the Nash assumption that the other regulator's decision will not 
change as a function of  his own choice, then the first-order conditions are the same as 
those for a full first-best optimum. If, instead, the first regulator acts as a Stackelberg 
leader and has a first-mover advantage, then the first regulator is in a position to set a 
tougher standard - a lower a 1 - than he would in the first-best outcome and to force 
the second regulator to accept a greater a 2. Two conditions are necessary to have a sub- 
optimal outcome in this game: one regulator must be the leader, and the two regulators 
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cannot have identical objective functions. If both regulators use the full social objec- 
tive function, then the first-best optimum again obtains even with common agency in a 
Stackelberg game. 

Real outcomes may well be better approximated by the Stackelberg model. Regu- 
lation is expensive and time-consuming to make and revise. The regulatory process is 
characterized by concern for different media in different periods of time, leading to se- 
quential decisions. As long as regulatory action by the first agent is slow to change, the 
resulting sequence of equilibria will be suboptimal. 

4.5. Damage avoidance 

The link between ambient environmental quality and damage depends on an individ- 
ual's exposure to the pollutant. Exposure is influenced by many human choices, such as 
whether to exercise on a day with high ozone levels or to install a filter on a water tap. 
The effluent-producing firm is not necessarily the party that should take action to reduce 
damage. Sometimes consumers can avoid damage at a lower cost than firms can abate 
the flow of effluent. Shibata and Winrich (1983) argue that the ability of individuals to 
undertake defensive activities has the potential to complicate greatly any policy activ- 
ities involving pollution abatement. The ability of individuals to undertake defensive 
activities is likely to vary a great deal by pollutant, by medium, and by personal pref- 
erence, as suggested by such examples as people who buy filters for water taps or who 
choose to live in areas with lower pollution levels. Although individual opportunities for 
defensive behavior may be more available than many individuals think, the public good 
nature of pollution probably influences the likelihood that individuals actually under- 
take these activities. Courant and Porter (1981) show that individuals' expenditures on 
averting activities are in general not a good measure of willingness to pay for improved 
environmental quality. 

To model this behavior formally, though simplistically, assume that the consumer can 
make a damage-reducing effort that reduces his consumption of the consumer good. 
Let 0 be the quantity of consumption given up to reduce damages, so a social optimum 
results from solving the problem 

max U(q - O) - D ( a ,  O) - C ( q ,  a ) .  
q,a,O 

Here D is decreasing in effort 0. The new first-order condition, with respect to 0, is 
Uq = - D o .  In the special case D(a, O) = D(a - 0), Uq = - D o  = Da = -Ca:  the mar- 
ginal cost of damage prevention equals the marginal cost of abatement. 6 If the regulator 
chooses the optimal standard or price for a, then the firm will also choose the proper q, 
and the consumer will choose the proper 0. It can be shown that, when DaO < 0 and 

6 Shibata and Winrich (1983) noted that the equality was a special case and used a very different model from 
the one presented here. 
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Doo > 0 - as, for instance, when D is of  the form D ( a  - O) - dO/da  is positive: 7 a 
greater abili ty to undertake defensive activity implies a lower tax or a higher (i.e., more 
lax) effluent standard, due to the stronger consumer incentive to undertake defensive 
activities. This formulation is, however, only a special case. 

The optimal solution can be a comer  solution instead of  involving both defensive 
activities and abatement - either the consumer defends against pollution that is freely 
emitted, or the firm abates pollution and the consumer undertakes no defensive activity. 
Which of  these two local optima is the global  opt imum is an empirical  matter. At  the 
extreme, consumers might decide to leave the area in which the effluent is emitted if  
the polluter undertakes no abatement. The effect of  such an outcome is that marginal 
damages suddenly go from highly positive to zero. This issue is discussed again in 

Section 5.6 below. 

5. The objective function 

As discussed above, getting to zero pollution is typically not feasible, and it might be 
so costly that it is socially undesirable. At  the same time, as also discussed, unregulated 
pollution imposes damages that should not be ignored by those who generate the pol- 
lution. The optimization approach that has been presented so far in this chapter is one 
of  economic efficiency: effluent is abated until the marginal costs of  abatement equal 
the marginal benefits of  abatement (marginal damages avoided). The socially optimal 
level of  pollution is thus l ikely to be somewhere between zero pollution and unregulated 

pollution. 
This section examines various ways of  specifying the objective function for the pol- 

lution control problem, starting with some considerations related to implementation of  
the economic efficiency approach. While  economists focus on this approach, it is often 
deliberately not chosen for public pol icy-making in practice. 

5.1. M o n e t a r y  measures  o f  d a m a g e  

In the preceding sections, both damages and costs were implici t ly defined in utility 
terms, since the cost function was subtracted from the utility function. Actual  determi- 
nation of  the damages associated with pollution typically involves at least two steps. 
In the first step, the physical  effects of  pollution are identified, with reliance on the ap- 
propriate sciences (for instance, medicine and epidemiology for human health effects). 8 
The second step is to assign a monetary value to these damages. Putting damages into 

7 Let A be the second-order condition for the maximization of welfare over 0 and q with a fixed. This 
second-order condition is positive and the same as the determinant of the Jacobian matrix of partials from the 
first-order conditions p = Cq and D O - p = 0. The expression d0/da = [(pl _ Cqq)Da 0 _[_ plCqa]/Z ~ > O. 
8 The Handbook chapter on valuation of health risks by W. Kip Viscusi and Ted Gayer reviews methods for 
estimating the impacts of pollution on physical measures of health. 
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monetary units has the significant advantage that damages can then be compared di- 
rectly and commensurately to the costs of pollution control. As the theory discussed 
above indicates, direct comparison of marginal damages and marginal costs is neces- 
sary for identifying the optimal level of pollution control. 

At the same time, monetizing the damages associated with pollution is subject to a 
great deal of controversy associated with the technical, political, and moral problems of 
this approach. Valuation of nonmarket goods, such as protection of ecological functions 
and reductions in harm to human health, has received a great deal of attention from 
environmental economists (see the overview chapter by Bockstael and Freeman in this 
Handbook, and the subsequent chapters on specific methods by other authors), and some 
general principles have evolved for how to conduct these studies [e.g., National Oceanic 
and Atmospheric Administration (1993) on one particular method, contingent valua- 
tion)]. Yet, a number of concerns remain about how well specific valuation methods 
work [e.g., Diamond and Hausman (1994), again on the contingent valuation method]. 
Some question whether assigning price tags to nonmarket goods is an appropriate basis 
for public policy [Batie (1989)]. One concern is that the very act of assigning a dollar 
value to these goods cheapens them by making them substitutable with other goods. 

Economists' response is that society often makes tradeoffs involving protection of 
environmental goods, and that identifying monetary values for these goods makes the 
tradeoffs more systematic. Some alternatives to this approach are discussed in the fol- 
lowing sections. 

5.2. Health-based standards 

While, in principle, social welfare would be maximized if a benefit-cost approach were 
used in setting environmental standards, determining environmental quality through the 
use of benefit-cost analysis is, at best, controversial. Legislation in the U.S. for pollu- 
tion control often does not develop targets for ambient quality based on this approach. 
Indeed, in setting the National Ambient Air Quality Standards, the U.S. Clean Air Act 
does not specify consideration of economic tradeoffs. Instead, the U.S. Environmental 
Protection Agency (EPA) bases the standards on protection of public health. Other en- 
vironmental legislation as well bases targets on achievement of health-based standards. 
The use of a health-based standard is currently being argued before the U.S. Supreme 
Court in the case of proposed new air quality standards for ozone and particulate matter 
[American Trucking Associations, Inc., et al. v. United States Environmental Protection 
Agency]. If  there is no threshold level of pollution below which there are no effects - 
and there does not appear to be a threshold for ozone - then the health-based standard 
might require an ambient standard of zero ozone. 9 

A difficulty with the use of a health-based standard, then, is that it does not consider 
the feasibility of attaining that standard. It also leads to a different damage function. 

9 The standard proposed by the U.S. EPA was actually not zero. EPA argued that the health effects of 

pollution below its standard were not very high. 
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Typically, damages from pollution are due not just to health effects on people, but also to 
effects on other species, ecosystems, and commercial activities. For instance, ozone in- 
hibits crop growth and damages structures, in addition to affecting human health [Kim, 
Helfand and Howitt (1998)]. Let damages D be a function of human health h(a) and 
other effects e(a), where both health and other effects are determined by effluent levels: 
that is, D = D(h(a), e(a)). Then, marginal damages, Da, equal the sum, Dhha + Deea. 
Under the economic efficiency approach, these marginal damages are then set equal to 
marginal costs of abatement to find the optimal level of pollution a*, where a* solves 
Dhha -I- Deea = - C a .  

A health-based standard, in contrast, sets S = a h, where a h is the solution to 
Dhha = 0. With this formulation, it is easy to see that, unless Deea = -Ca at a = S, 
these approaches will lead to different optimal levels of pollution. If the other effects of 
pollution are large relative to the costs of abatement, then a health-based standard can 
lead to underregulation of pollution. Alternatively, if the costs of abatement exceed the 
other effects of pollution, then a health-based standard might permit too little pollution 
[e.g., Krupnick and Portney (1991)]. 

The inflexibility of health-based standards with respect to local conditions is one 
frequent criticism of the approach. Consider regions in a country, each of which is indi- 
vidually subject to the same health-based standard, S. Ambient quality in each region f 
is determined by the interaction of its effluent (a) and a region-specific variable (s) that 
reflects heterogeneous local conditions, with higher levels of s leading to lower ambient 
quality. The optimization problem for each region is 

m a x U ( q ) -  C(q,a) subjectto f ( a , s )  <~ S. 
q,a 

For regions where f < S, the constraint will not bind, and polluters will base their 
activities only on the condition that product price equals marginal production cost. For 
many of these regions, the unconstrained level of pollution is unlikely to be optimal; 
some level of pollution control may be efficient, although perhaps not as much as S. 
The uniform standard does not provide polluters with an incentive to reduce pollution 
below S. 

For regions where this constraint binds, the a that solves S = f (a ,  s) will be the 
chosen level of pollution, and q will be affected through the function q (a), discussed in 
Section 1. The solution to this problem for regions where effluent avoidance is difficult 
is to choose the least cost way to produce ambient quality S. This formulation leads 
to one set of regions just attaining the standard and another set, the regions with lower 
abatement costs, not being constrained and overachieving the standard. In the law and 
economics literature this is the problem of a "due care standard". The phenomenon 
of many of the agents choosing to just meet the standard was described by Diamond 
(1974). For many of these regions, marginal damages might be lower than the marginal 
costs associated with the standard; as a result, the standard may be too stringent for 
them. 
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This problem is subject to further generalization by adding a random element, most 
easily to the level of effluent, a. In that case the objective function takes the form 
of achieving the standard with given probability at minimum cost. For example, the 
weather is a random variable that determines how much of the effluent in agricultural 
runoff, such as fertilizer or pesticides, ends up in streams [Shortle and Dunn (1986), 
Segerson (1988)]. 

5.3. Cost-effectiveness: Least cost achievement o f  a policy target 

A health-based standard, or any standard for ambient quality, merely sets the target to be 
achieved without necessarily suggesting how to achieve the target. Baumol and Oates 
(1988, Chapter 11) suggest the approach of"efficiency without optimality", more com- 
monly known as cost-effectiveness [e.g., Kneese (1971)]. Here, the role of economic 
analysis begins after the target of a policy has been set. Regardless of whether the target 
is socially optimal, economic analysis can identify tools that can achieve it in the least 
costly way. 

This approach recognizes the political reality that factors other than maximizing 
net benefits to society contribute to environmental policy, as suggested by Arrow et 
al. (1996). Indeed, achieving any specified target at minimum cost is a prerequisite 
to achieving the social optimum; regulatory approaches that achieve cost-effectiveness 
also achieve efficiency if the target is optimal. This issue is discussed further in the 
context of different regulatory instruments for pollution control, in Section 6. 

5.4. Political goals 

All of the objective functions discussed so far have been based on a scientific method 
for determining the target to be attained: specifically, either benefit-cost analysis or 
health-based analysis. Environmental laws are not written in a vacuum, however, and 
the targets required by these laws are not implemented without external input and re- 
view. Those affected by a proposed environmental law are typically less concerned with 
its overall target than with its effects on themselves. This and the following section dis- 
cuss two approaches that explicitly consider the distributional effects of environmental 
policy. While in principle an efficient policy would be capable of achieving any feasi- 
ble distributional target through reallocation of net gains, in practice such reallocation 
rarely occurs. For that reason, distributional effects frequently have a significant impact 
on the shape of environmental policies. 

If  one group suffers disproportionately from a socially optimal policy, then that group 
has a strong incentive to work against it. Political processes are often affected by orga- 
nized protest [Peltzman (1976)]. As a result, policies based on benefit-cost analysis or 
any other "objective" process can be changed by the political process to reflect the influ- 
ence of groups affected by the policies. Political economy models explicitly recognize 
the influence of interest groups and model their efforts to gain advantages for them- 
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selves [see Chapter 8 (by Wallace Oates and Paul Portney) for a review of these models 
as applied to environmental policy-making]. 

One specific way to characterize political goals is to assume that politicians chose 
a position based both upon its popularity and upon the amount of campaign contribu- 
tions that the position will generate. Campaign contributions are used to increase the 
likelihood of maintaining office. In these circumstances, which closely approximate po- 
litical reality, politicians will often adopt positions that are not favored by the majority. 
It is not surprising that this process does not maximize net social benefits. On the other 
hand, if contributions to politicians are viewed as reflecting the intensity of preferences, 
then the political equilibrium can be viewed as a kind of market equilibrium, where the 
equilibrium balances the interests of political constituencies. The likelihood that this 
equilibrium matches the one that maximizes social welfare is small, however. 

Partly in response to these concerns, Arrow et al. (1996) advocate benefit-cost analy- 
sis for all major regulatory decisions. They argue that such an analysis can make better 
policies, by helping decision-makers understand better the consequences of their actions 
and by making explicit the gains and losses, as well as the gainers and losers, associated 
with a policy. At the same time, because of the uncertainties involved with quantifying 
many factors in the analysis and because other factors, such as distributional effects, 
can be important in the policy process, Arrow et al. acknowledge that decision-makers 
should consider additional factors when choosing a policy. 

5.5. Distribution and environmental justice 

Distributional effects of environmental policy can show up in other ways as well. In re- 
cent years, the accusation has been made that poor and minority groups disproportion- 
ately face environmental damages [e.g., Bryant and Mohai (1992)]. Public and political 
interest in this issue is strong, at least in the U.S. Indeed, it has been strong enough to 
lead the U.S. government to pay attention to the issue through the issuance of Executive 
Order 12898. While there is not one definition of "environmental justice" [Helfand and 
Peyton (1999)], the existence of disparities in exposure to pollution is frequently cited 
as evidence of injustice. 

The distributional consequences of environmental policy come most strongly to the 
fore when a facility with a noxious effluent is being sited. An aggregate measure, such as 
net social benefits, does not take into account the distributional effects of this decision. 
Benefit-cost analysts typically believe that all affected parties should be weighted ac- 
cording to their willingness to pay or willingness to accept, with distributional impacts 
handled in a separate analysis. Yet, it is easy enough to produce a formal model that 
includes distributional elements. Expand the number of effluents to two, at and a2, and 
the number of consumers to two, each of whom is affected by only one of the two efflu- 
ents. Similarly, let q I and q2 be the quantities consumed by each of the two consumers. 
The problem of finding a social optimum now is 

max U 1 (ql) + U 2 (q2) _ D 1 (al) - D 2 (a2) -- C (ql _1_ q2, al,  a2). 
a,q 
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The first-order conditions are again that price, which is now common to both consumers, 
equals marginal cost, and that marginal cost of abatement equals marginal damage 
averted for both types of consumers. 

Though simple, this model suggests that environmental disparities can result either 
from normal market forces or from social injustice. If the utility functions or the dam- 
age functions differ between the individuals, or if the cost of abating differs across the 
effluent streams, then the first-order conditions imply that the optimal levels of effluent 
exposure will be different between the two individuals. For example, there is indeed 
reason to expect the function D to differ for rich and poor individuals: if environmental 
quality is a normal good, then those with higher income will have a higher willingness 
to pay for pollution reduction. Scale economies in pollution control might also lead to 
disparities. For example, the economics of waste disposal might be such that only one 
of al and a2 will be nonzero in the efficient solution, because one large dump is less ex- 
pensive than two small dumps. Now the rules for marginal equality of damage between 
the two consumers will not hold. 

On the other hand, observed disparities might occur because damages to minority 
groups receive less weight in the policymaking process due to discrimination. The out- 
come could be very different if the social objective function weighted the poor more 
strongly than the rich. In the polar case in which the social objection function is the min- 
imum of (U ~ - D l , U 2 - D 2) and goods are distributed by the market, the allocation 
of effluent would be the only way to correct for differences in income. The rich would 
be allocated effluent until their utility net of damage was the same as that of the poor. 

5.6. Nonconvexities 

Most of the above discussion explicitly assumed a unique interior solution, reflecting 
a convex production set. In many cases, these assumptions are very reasonable. Kim, 
Helfand, and Howitt (1998) provide one empirical example. In other cases, however, 
the social production set might not, in fact, be convex. Indeed, Baumol and Bradford 
(1972) argue that nonconvexities in the production set are inevitable for a sufficiently 
strong externality: as mentioned in the discussion of averting behavior (Section 4.5), at 
some point the party suffering the harm from pollution will act to avoid the pollution 
altogether, either by moving away (people), by shutting down (firms), or by dying off 
(ecosystems). In all these cases, marginal costs of pollution go from a high positive 
number to zero. Nonconvexities can arise from other causes as well [Helfand and Rubin 
(1994)], including increasing returns to scale in production (as in the waste-disposal 
example two paragraphs above), convex utility functions, and decreasing marginal pol- 
lution damages. 

If the production set becomes nonconvex, the social optimum is more difficult to lo- 
cate, because the net social benefit curve of an activity might have multiple local max- 
ima and minima. In these cases, each possible local optimum, as well as each boundary 
point, needs to have its net benefits calculated so that the highest of these local optima 
can be identified. Obviously, this complicates pollution regulation. Is it less expensive 
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to control pollution from a source than it is to relocate all those suffering harm? Should 
pollution damages be concentrated in one area so that other areas can be left undam- 
aged? No general rule for the social optimum can be stated in these cases. 

While these cases might appear to be exceptions, there are likely to be a large number 
of situations where nonconvexities enter into an analysis. For instance, Repetto (1987) 
argues that nonconvexifies influence the choice of least-cost control strategy for ozone, 
a common urban pollutant. Ozone formation requires (relatively) fixed proportions of 
hydrocarbons and nitrogen oxides; increasing one precursor while holding the other 
constant results in diminishing increases in ozone, generating diminishing marginal 
damages. Whether nuclear waste should be concentrated at one place or handled in 
a more decentralized fashion depends on whether the social choice set is convex or not. 
Finally, as noted above, damages from a polluting facility could become large enough to 
lead to victims either dying or moving away; in either case, marginal damages suddenly 
go from a very high value to zero. In these cases of nonconvex social choice sets, the 
optimal level of pollution could be the unregulated level, zero, or some other amount. 

Even if a nonconvexity is present, however, the social production set could still be 
convex. For instance, in Repetto's case, although diminishing marginal damages imply 
that regulating either nitrogen oxides or hydrocarbons could be more efficient than reg- 
ulating both, the optimal solution can involve reduction of both precursors when costs 
are taken into consideration. In many cases, Banmol and Bradford's shutdown point 
will not be achieved. Thus, while nonconvexities can affect the nature of the calculation 
of the optimal level of pollution, they do not inevitably change the standard result that 
marginal benefits should equal marginal costs at an interior solution. 

5. 7. Dynamic considerations in pollution control 

Many pollutants, particularly those responsible for global warming, persist long after 
they have been emitted. These pollutants are called stock pollutants, and the theory 
of their control is necessarily cast in a dynamic setting, because present activity has 
both present and future consequences. Conrad examines optimal pollution strategies 
for a stock pollutant, using a simple linear and quadratic model. If  the level of the 
stock pollutant is increased by a constant fraction of the economy's output and naturally 
decaying at a given rate, the optimal policy is to have the maximum output and run 
up the amount of the stock pollutant until it reaches an optimal level, at which point 
output is curtailed and the pollutant stock is held constant. In a dynamic and stochastic 
version of the model, Conrad (1992) adds a result that an increase in the instantaneous 
variance of the uncertain environmental cost leads to a lower optimal steady state level 
of the pollutant. Falk and Mendelsohn (1993) specify a stock pollutant model closer to 
the static models of pollution discussed in the rest of this chapter: Damage is a function 
of the stock of pollution, and buildup of stock can be avoided by a cosily abatement 
process. The objective is to minimize the discounted value of the damage and abatement 
costs. Again, an optimal policy is to let the quantity of the stock pollutant increase in 
the beginning. The authors apply their model to global warming and come up with a 
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price for carbon emissions of  between $1 and $6/ton in the immediate future, and $4 
and $167/ton one hundred years hence. 

5.8. S u m m a r y  

This section has reviewed the source of  the objective function for identifying the so- 
cially optimal level of  pollution. Economists typically prefer to start with individual 
utility functions and aggregate them, via a social welfare function, to calculate net so- 
cial benefits. The damage function - the effects of  pollution on welfare - is frequently 
modeled as being additively separable from the remainder of the utility function. Eco- 
nomic efficiency is the natural rule that economists advocate for identifying the optimal 
level of pollution, because it leads to the greatest net benefits for society, which can be 
reaiiocated, through distributional policies, as society sees fit. In actual policies, how- 
ever, the legal target level of pollution is often determined by other objectives, such as 
health. The distributional effects of  the policies - either through adverse effects on rela- 
tively powerless groups or favors granted to relatively powerful groups - influence what 
might ideally be considered a scientific process. Understanding the political-economic 
forces that are rooted in distributional considerations provides insight into why ineffi- 
cient policies are often enacted. For more on this matter, see Chapter 8 (by Oates and 
Portney). 

Nonconvexities add complications even if environmental policy is set by trading off 
the benefits and costs of  environmental protection. In such cases, the benefits and costs 
at multiple local equilibria and boundary points must be compared in order to find the 
global optimum of the objective function. Finally, if pollutants persist over time, their 
management has a dynamic element that must be included in the decision over pollution 
levels. 

6. Alternative regulatory instruments 

So far this chapter has highlighted the use of  a Pigouvian tax to internalize pollution 
externalities. The important conclusion, which is a direct application of  the First Welfare 
Theorem, is that a tax, or more generally a set of  taxes, on effluent is sufficient for an 
efficient outcome. An economy with a single externality is an economy with one missing 
market. Because a Pigouvian tax equals the price that effluent would have if an effluent 
market existed, it causes the economy to behave exactly as if all markets were present. 
Therefore, with the optimal tax on pollution, the equilibrium is a Pareto optimum. If 
there are many effluents, each with a different contribution to damage, then, as we have 
seen, a tax for each effluent is needed to make the economy act as if it had complete 
markets. Similarly, if there are many time periods, then a tax is needed for each time 
period. 

This section describes other instruments to reduce effluent, and it compares their per- 
formance to that of  the tax. The ability of  these other instruments to achieve the Pareto 
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optimum does not follow as directly as for the tax, especially when they are applied to 
goods other than effluent. The instruments also have differing effects on firms' costs 
and profits and on the entry and exit of firms. 

The models in this section are based on an assumption of perfect information about 
the benefits and costs of abating pollution. Imperfect information, which has important 
impacts on instrument choice, is taken up in Section 7. 

6.1. Non-tax instruments applied to effluent 

As mentioned above, effluent taxes lead to Pareto-optimal outcomes. At the same time, 
they create substantial additional costs for polluters: not only must polluters pay for 
abatement, but they must also pay the tax on any units of effluent they continue to emit. 
Other instruments have been used to reduce pollution. Some achieve the same alloca- 
tional effects as effluent taxes but with different distributional consequences, and thus 
different long-run and general-equilibrium effects. Others lead to different allocations. 
The most common of these instruments are effluent and other standards ("command- 
and-control" instruments), abatement subsidies, and marketable effluent permits. 

6.1.1. Uniform effluent standards 

One possible way of regulating firms is to restrict each firm's effluent to a specified 
level A. This approach, typically referred to as a uniform effluent or emissions standard, 
provides a firm with no choice in its maximum level of effluent, although it does allow 
the firm to emit less than the standard. The problem for each firm is to maximize profits 
subject to the effluent constraint. With )~ denoting the Lagrangian multiplier on the 
pollution constraint, the maximization problem is 

m a x m i n U ( q  j )  - C ( q J , a  j )  + £J[A -aJ]. 
qJ ,aJ )~ 

Assuming an interior solution, the first-order conditions are: (i) marginal utility equals 
marginal production cost, and (ii) for each firm (j = 1 . . . . .  N firms), 

-C~j  = )~J, 

along with the constraint, a j ~ A. The Lagrangian multiplier, )~J, can be interpreted as 
the shadow value to the firm of being able to emit one more unit of pollution. Phrased 
another way, it is the reduction in the cost of abatement associated with a one-unit 
increase in allowable effluent. 

If --CaJ = ~ , J  ~-- O D/Oa j = O D/Oa ~ = )~k = _Ca k for all firms, then the conditions 
for social optimality are achieved. This condition requires, however, firstly that a mar- 
ginal unit of effluent has the same effect on damages regardless of which polluter emit- 
ted it, and secondly that all firms have the same marginal cost of abatement (the shadow 
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cost of  the constraint at A is the same for all firms). The first condition has been dis- 
cussed in the context of  spatial effects in Section 4.3; it holds for some global pollutants 
and for other pollutants at a local level. The second condition is even more difficult to 
achieve. In most cases, firms will differ in their abatement costs, due to differences in 
technologies, goods produced, and other factors. I f  marginal costs differ, then society 
can gain by reducing effluent from firms with low costs of  abatement and reallocat- 
ing that effluent to firms with higher marginal costs. A uniform effluent standard does 
not permit this reallocation. For this reason, uniform standards are unlikely to be cost- 
effective if firms are heterogeneous. 

The marginal cost of  production can be shown to be different for an effluent standard 
compared to a tax. When a firm pays an effluent charge of  t, its costs are 

C(q, t) = minC(q,  a) + ta. 
a 

The quantity of  effluent chosen is the conditional factor demand for effluent, a (q, t). It 
is reasonable to assume that a is increasing in q and decreasing in t. Thus, it is also 
possible to write C (q, t) = C (q, a(q, t) ) + ta(q, t). Taking the derivative with respect 
to q yields 

dC 
da -- Cq -}- (Ca + t)aq. 

If  this expression is evaluated at C(q, a(q, t)) using the first-order condition - C a  = t, 
the result is Cq(q, a(q, t)) = Cq(q, t): marginal costs under the tax and the effluent 
standard regimes are the same when the effluent standard a is allowed to vary as a 
function of  q. Of course, the effluent standard is typically assumed to be fixed; changes 
in q cannot lead to changes in a. I f  q changes while a is held constant, marginal costs 
will differ for a standard and a tax. For a given tax, t*, there is an optimal output q*, 
with a corresponding standard at a* = a(q*, t*). At this single point, the marginal cost 
curves with the standard, a*, and with the tax, t*, are identical. Therefore the quantities 
chosen by the firm are the same, and the firm's costs and profits differ only by the cost 
associated with the effluent tax, a't*.  

The output supply curves coincide only at this one point. We now show that for 
q < q* (respectively > q*), the polluter's supply curve is more steeply sloped with a 

tax standard than with a tax: (7  s tandard < ~tax (respectively > Cq ). To begin, consider mar- - - q  - - q  

ginal cost at two different prices, t* and to < t*, and any specific quantity, qll < q, .  Ct is 
the factor demand for effluent, and Ctq = Cqt is positive by the assumption that factor 
demand increases in output. This establishes that Cq (q~, t*) > Cq (q~, to). Since a(q, t) 
is assumed to be increasing in q, a(q I~, t*) < a*. Let to solve a(q ~f, to) = a*. (to < t* 
because a is decreasing in t.) Again using the equivalence of  taxes and subsidies, this 
time at q", to yields c~ax(q '~, to) = standard It , Cq (q , a ). This result, combined with the 

,-~standard ~ ¢t above, gives CqaX(q ~', t*) > t~q tq , a*). The marginal cost with a standard is less 
than the marginal cost with a tax, when effluent is a normal factor of production and the 
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quantity produced is less than the quantity where the tax and standard are equivalent. 
For q l / >  q . ,  the proof is similar, and the result is the opposite. The marginal cost with 
a standard is greater than with the tax. 

Since marginal cost is supply for the single price-taking firm, the standard and the tax 
result in the same outcome for an industry made up of  a fixed number of  price-taking 
firms. However, that result is not true either with entry of  new firms or with a shift in the 
demand curve for the final good with a fixed number of  firms. In either of  these cases, 
q will change for each firm, with different cost structures leading to different levels of  
q under a standard or a tax. 

6.1.2. Other standards 

It should be noted that the highly stylized version of  effluent standards presented in the 
previous section is not a good representation of  reality. First, as Helfand (1991) notes, 
pollution standards take many forms, including restrictions on effluent (as above), re- 
strictions on effluent per unit of  output (or per unit of  an input), restrictions on polluting 
inputs, or requirements for specific abatement technology ("technology standards"). For 
a given level of  total effluent from a single firm, an effluent standard is the most cost- 
effective among these, because it provides the most flexibility to the firm. 

Secondly, firms in different industries, and sometimes different firms within the same 
industry, are often subjected to different levels of  standards. In other words, A is not 
the same for all polluters. Kling (1994a), for instance, found very low potential gains 
(between 1 and 20 percent) from a marketable permit system for automobile pollu- 
tion, because the existing command-and-control regulatory system was not very cost- 
ineffective. In theory, if standards are individuated - that is, if polluters with different 
abatement costs have standards based on their characteristics - then they can achieve 
the socially optimal allocation of  effluent across polluter. This requires a great deal of 
information on the part of  the regulator, however [Griffin and Bromley (1982)]. 

6.1.3. Subsidies 

A subsidy is in many ways the mirror image of  a tax. Now, polluters receive a pay- 
ment of  s for each unit of  pollution they abate below a specified level S. S could be 
polluter-specific or general; we assume the latter here. The objective function for the 
firm becomes 

max pqJ - C j (q J, a j )  + s [ S  - aJ] ,  
qJ ,aJ 

with the first-order conditions being "price equals marginal production cost" and 

- C  j = s .  
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Again, if the per-unit subsidy is set equal to marginal damages (s = Daj), the marginal 
conditions for social optimality are achieved. The subsidy creates an opportunity cost, 
rather than an explicit cost, at the margin for the firm: the firm must decide whether to 
abate another unit of pollution and receive a subsidy payment, or to emit the unit and 
forgo the payment. At the margin, therefore, the subsidy produces the same pollution per 
firm as a tax. Of course, as will be discussed below, the total effects are quite different 
from those of a tax. 

6.1.4. Marketable permits 

A marketable permit scheme combines features of taxes, standards, and subsidies. In 
this scheme, which was originally discussed by Dales (1968) and Crocker (1966) and 
whose properties were analyzed by Montgomery (1972), the regulator makes a speci- 
fied number of effluent permits A* available to polluters. The initial allocation can be 
similar to the standard, by allowing polluters a specified amount of pollution, or the per- 
mits can be auctioned to polluters or allocated in other ways. Marketable permits differ 
from standards, however, in that polluters can buy and sell the permits. In some cases, 
consumers can also purchase permits and can choose to retire them if they wish. 

When a fixed number of permits is either given or auctioned to firms, the program is 
termed a "cap-and-trade" program, because the total effluent is "capped" by the number 
of permits made available. In contrast, an "effluent reduction credit" program does not 
explicitly cap the number of permits. Instead, if a firm abates more than it is required, 
then it may sell the excess "credits" to another polluter. While the two approaches are 
very similar in that a firm faces either an explicit cost (if it is considering buying a 
permit or credit) or an opportunity cost (if it is considering selling a permit or credit) of 
polluting, credit programs have raised concerns about whether actual or only "paper" 
reductions will be achieved, because they lack an explicit cap on total effluent. 

With a cap-and-trade program, the social maximization problem involves two pre- 
liminary steps. The first, the identification of the optimal level of pollution, has been 
discussed above. It fixes the aggregate level of permits, A*. The following problem 
does not require that A* be optimal, but if A* is not chosen optimally, then the solution 
is only cost-effective, not efficient. The second step is the initial allocation of permits to 
firms. The optimization problem is then 

maxmin~-~[pqY-CY(qJ, aY)]+)~[A*-~aJ]. 
qJ ,aJ )~ j J 

The first-order conditions are "price equals marginal production cost" and 

--Ca j = )~. 

The Lagrangian multiplier )~ is now the market-clearing permit price. Polluters with 
high marginal costs of abatement will purchase permits from those with low marginal 
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costs of abatement (who get paid per unit of abatement, as they would under a subsidy), 
just as they would pay the pollution tax. The price of a permit therefore serves the same 
function at the margin as the tax. For this reason, pollution taxes and marketable permits 
are often termed "market-based instruments".l° 

If  the number of permits A* is set optimally, then the permit price )~ equals marginal 
damages, and the conditions for optimality are achieved. In a cap-and-trade program 
with a suboptimal A*, the polluters still efficiently allocate effluent permits among 
themselves; thus, a cap-and-trade program will always produce the least cost way of 
meeting a given effluent cap A*. Because they are cost-minimizing without the need for 
extensive regulatory knowledge of polluters' cost structures, cap-and-trade programs 
are attractive for a regulator. 

Because a permit system is based on quantity, while a tax system is based on price, 
these instruments respond differently when market conditions change - due, for in- 
stance, to changing demand conditions, changing preferences, or inflation. A cap-and- 
trade permit system will not allow the level of pollution to change, though the market 
price for the permit will respond to changes in these conditions. In contrast, a tax will 
allow the level of pollution to change but will hold constant the price. Thus, if the de- 
mand for polluting goods increases over time, a permit system, keeping pollution levels 
fixed, might result in inefficiently low pollution levels; in contrast, a tax system might 
allow inefficiently high levels of pollution. The increased certainty of achieving a spec- 
ified emissions level under a permit system, considered by regulators one of its more 
desirable characteristics, may or may not be more efficient than the increased price cer- 
tainty (often appreciated by polluters) of a tax. The optimal approach for a regulator is 
to re-evaluate the levels of either of these instruments when conditions change. Because 
conditions constantly change, and because regulatory systems typically cannot respond 
quickly, a set level of either a tax or total effluent is likely to become inefficient over 
time. Understanding that these instruments respond differently to changing conditions 
might influence a regulator's choice of policy instrument. 

Marketable permits have also been discussed in a dynamic setting, where polluters 
can either save permits for the future (i.e., bank them) or borrow and pollute more 
now. Rubin (1996) finds that banking and borrowing lead to a least-cost solution for 
polluters. Kling and Rubin (1997), though, show that the private incentives for banking 
and borrowing will not necessarily lead to the socially optimal flows of pollutants, and 
they propose a modified trading scheme to correct this temporal misallocation. Leiby 
and Rubin (2001) extend the stock pollutant model to the case of bankable permits, 
which have been suggested as a tool to control buildup of greenhouse gases. They find 
the rate at which the banking mechanism should allow permits to be withdrawn at a later 
date for each permit deposited today. This rate of exchange and a total sum of permits 
are what is required for an efficient system. 

10 The term "market-based instruments" usually encompasses a range of instruments in addition to pollution 
taxes and marketable permits (e.g., taxes on polluting inputs). See Chapter 9 (by Robert Stavins). 
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6.1.5. Hybrid instruments 

To provide some additional flexibility to respond to uncertainty, some authors have sug- 
gested combinations of instruments. Roberts and Spence (1976) introduce a hybrid pol- 
icy of permits, subsidies and taxes when the regulator does not know the abatement 
costs of firms. If a firm abates more than the level of its permit, the firm gets a subsidy, 
and if a firm pollutes more than its permit, the firm pays a tax. They argue that permits 
can guard against very high levels of emissions, while subsidies can promote more pol- 
lution reduction if abatement costs are low. McKibbin and Wilcoxen (1997) argue that a 
permit and tax hybrid instrument for carbon dioxide emissions would be more flexible, 
encourage enforcement and monitoring, and be less stressful on world trade than just a 
emissions permit system. Pizer (1997) uses a global integrated climate economy model 
and concludes that a hybrid tax and permit device will perform marginally better than 
the optimal tax and far better than optimal permit system. Additionally, this scheme 
would allow policy makers to balance competing interests of revenue, equity, and po- 
litical feasibility. Multiple instruments thus provide, at least in theory, for additional 
opportunities to improve efficiency. 

In sum, in principle both permits and subsidies have the same ability to achieve an 
efficient allocation of pollution among a fixed set of polluters as does a tax. Clearly their 
distributional effects are different, however. Even when these regulatory approaches 
have the same marginal effects, they lead to very different flows of money among firms. 
The next section examines the implications of these differences. 

6.2. Distributional effects of instruments applied to effluent 

6.2.1. Effects on a firm's costs and profits 

These different instruments can be viewed as implicitly or explicitly assigning differ- 
ent initial allocations of rights to pollute. The effluent tax and the subsidy provide the 
extremes, with standards and freely allocated marketable permits as intermediate cases. 
Under the tax, a firm will abate its effluent as long as its marginal costs of abatement 
are less than the tax; once the marginal costs of abatement exceed the tax, it is cheaper 
for the firm to pay the tax than to abate. Thus, its total costs under this regime are its 
abatement costs plus the tax payment. In contrast, under the subsidy, the firm is paid not 
to pollute. It receives a payment for each unit of abatement; as long as that payment ex- 
ceeds the marginal costs of abatement, not only will the firm abate, but it will also earn 
positive amounts of money. The tax and the subsidy therefore differ quite substantially 
in terms of lump-sum payments. 

A standard, if set at the level of pollution that a firm will attain under a tax or sub- 
sidy, requires a firm to pay for abatement, but it requires no additional payments (unlike 
a tax) and provides no additional payments (unlike a subsidy). Unlike a tax, discharge of 
effluent up to A is free. Even though a standard has greater aggregate costs of abatement 
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than a tax across a set of  firms, polluters might actually earn greater profits with a stan- 
dard. Helfand and House (1995) provide an example of  this situation. Indeed, Buchanan 
and Tullock (1975) argue that a restriction on pollution per firm results in profits being 
higher than under a tax that would achieve the same level of  pollution. By restricting 
the level of output, the standard acts like a government-imposed cartel. For this rea- 
son, firms might be expected not only to prefer a standard to a tax, but also to prefer a 
standard to a situation of  no regulation. Maloney and McCormick (1982) provide some 
empirical evidence of  this phenomenon. 

A permit system can be considered to begin with a standard - the initial allocation of  
permits among firms - before buying and selling begin. Because firms will only buy or 
sell when it is advantageous for them to do so, marketable permits will reduce the total 
costs of  abatement relative to a uniform standard. If  the permits are granted to polluters 
at no cost, even firms that buy permits will still have costs no higher than they would 
have had under the tax, because they receive some effluent rights free of  charge. Firms 
that sell permits will end up earning more money than they would under the standard 
but less than they would under the subsidy, unless they receive as many permits as their 
unrestricted level of  effluent. In contrast, a system of auctioned permits behaves like a 
tax, since none of the permits are free of  charge. 

These significant distributional consequences may account, in the U.S., for the dom- 
inance of  standards and marketable permits in much of  the country's pollution policy, 
and for subsidies in the realm of  agriculturally-related environmental policy. Using these 
policies, instead of taxes, has lowered the costs of  abatement to polluters while provid- 
ing abatement to consumers. Providing gains to both parties makes these policies more 
politically feasible than using taxes that impose significant costs on polluters. The net 
gains are not as large as might be achieved via taxes with redistribution, but redistri- 
bution could be very difficult to achieve. Howe (1994) notes that pollution taxes are 
more commonly used in Europe, 11 but less to act as a disincentive to pollute than as 
a source of  funding to subsidize pollution abatement equipment. Chapter 8 (by Oates 
and Portuey) discusses further these and other issues related to the political economy of 
environmental policy. 

6.2.2. Effects on entry and exit o f  firms 

Because the different instruments imply different levels of  rents flowing to firms, they 
can be expected to affect the total number of  firms and thus the total amount of  pollution 
produced. The impact on entry of  new firms into an industry was first examined by 
Kneese (1971), who asserted that a subsidy for abatement and a tax on effluent could 
lead to the same results. Subsequently, Kneese and M~ler (1973) argued that a subsidy 
and a tax give the same result as long as potential entrants are subsidized in the same 

11 Chapter 9 (by Robert Stavins) reviews global experience with pollution taxes and other market-based 
instruments. 
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way as actual entrants, which removes the incentive to enter. In practice, of  course, 
subsidizing potential entrants is infeasible, since anyone can claim to be a potential 
entrant. 

M~ler (1974, p. 218) demonstrated that the average production cost for a typical 
polluter is lower under a standard than under a tax. The difference in average production 
costs under a tax and a standard is 

C(q, t*) C(q, a(q, t*)) a(q, t*)t* 

q q q 

Since lower costs imply entry, an industry regulated with a standard will have more 
firms and thus more effluent than one regulated with a tax. A standards-based approach 
requires two instruments - one to limit entry, and one to set the standard per firm - to 
achieve the optimum. A tax will achieve both conditions without the need for additional 
instruments. 

Spulber (1985) analyzed the effects of taxes, standards, marketable permits, and sub- 
sidies on entry and exit. Consistent with M~ler (1974), he found that taxes provide the 
conditions associated with the optimal number of  firms and the optimal aggregate level 
of  effluent. Auctioned permits provide the same effects. The other instruments lead to 
a greater number of  firms, because they assign more rights and thus more rents to the 
firms. Even if individual firms pollute the same amount under these instruments as under 
taxes or auctioned permits, the greater number of  firms results in an overall level of  pol- 
lution that is greater than the social optimum. Achieving the same aggregate pollution 
level would require more restrictive policies under these other instruments. 

Actual standards often differentiate between firms already in the industry and new en- 
trants, with new entrants being held to higher standards. The New Source Performance 
Standards for air pollution in the U.S. are a good example. This differentiation is typi- 
cally intended to reflect the fact that new sources of  pollution are likely to be designed 
with environmental protection in mind and are therefore likely to be able to achieve bet- 
ter environmental performance than existing sources, but it can also act as a barrier to 
entry. While these differentiated standards are unlikely to get entry/exit conditions right, 
they may partially address the issue of  standards encouraging entry relative to taxes. 

On the other hand, differentiated standards can create perverse incentives for reten- 
tion of  older facilities, which remain under the older, less stringent standards, when 
replacement of  these older facilities could have improved production methods and de- 
creased pollution. Ackerman and Hassler (1981) examined the requirement that new 
coal fired power plants install scrubbers, while older plants are not required to install this 
technology. The regulation makes new plants more expensive relative to older plants; 
as a result, they believe that the induced retention of  older, much more polluting plants 
could easily outweigh the pollution control benefits of  making new plants cleaner. Gru- 
enspecht (1982) notes the existence of a similar problem with automobile emissions 
standards. The possibility of reclassification to a new facility when a plant is upgraded 
provides a powerful incentive for firms to fail to upgrade their plants as new technol- 
ogy becomes available. For example, in a recent lawsuit against large coal-fired electric 
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plants, the EPA alleges that the plants engaged in so much technological change that 
they now qualify as new sources, subject to much more stringent pollution control re- 
quirements ("U.S. Sues 7 Utilities Over Air Pollution"). Hahn and Hester (1989) discuss 
a controversy over "shutdown credits" - allowing firms that go out of business to sell 
their emissions rights. While environmentalists criticized allowing shutdown credits for 
discouraging older plants from cleaning up, not allowing them could lead to older plants 
staying in business instead of being replaced by newer, less pollution-intensive facilities. 

6.3. Regulatory instruments applied to goods other than effluent 

The discussion of the damage function in Section 4 suggests that taxing effluent can be 
a complex matter. If  sources differ in their marginal effects on damages, or if different 
effluents are emitted, then socially optimal taxes need to be adjusted to reflect these dif- 
ferential impacts. Similar principles apply to subsidies and permits when damages vary 
by source or by effluent: different polluters will need to face differentiated instruments. 
Additional complexities can arise if the good being taxed is not effluent. The following 
discussion will examine the implications of imposing a tax on something other than 
effluent. 

6.3.1. Instruments applied to ambient quality 

Ambient quality, such as the concentration of pollution in the air or water at a particular 
monitoring point, is often easier to observe than effluent. It is also much more directly 
related to damages than measures of effluent, since ambient quality incorporates the 
effects of transport of effluent as well as meteorological, geographical, and other condi- 
tions that complicate the relationship between effluent and damages. 

Given that the intent of pollution policy is to lower damage, taxing firms based on 
ambient quality might therefore appear to be preferable to taxing effluent [Montgomery 
(1972)]. Difficulties arise with this approach, however, because ambient quality is pro- 
duced collectively by polluters. If one polluter reduced effluent, then all firms would 
receive a tax break. In this situation, abatement is analogous to a public good, and the 
tax scheme that solves the problem looks a great deal like mechanisms that solve the 
public goods problem. 

If each firm i (i = 1 . . . . .  N) is taxed t on some share s i of total damages, with other 
firms' damages assumed to be constant, then each firm will maximize its profits, given 
by: 

max pqi  _ C i (q i ,  a i) - -  t s  i D(a  1 . . . . .  aN) .  
q~ ,a ~ 

The first-order conditions are: (i) price equals marginal cost of production, and (ii) 

.OD 
- - C a i  = t s  I ---.7 

Oa z 
(i = 1 . . . . .  N firms). 
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The social optimum will be achieved as long as ts i ---- 1 - that is, as long as each firm 
is taxed as though it were fully responsible for damages, with the actions of  other firms 
taken as fixed. While this is technically a solution to the problem of controlling pollu- 
tion, it requires each firm to make a potentially very large payment, and it is therefore 
unlikely to be politically acceptable. If  the polluter is assigned only a fraction of  re- 
sponsibility for damages - that is, if ts i < 1 - then too little abatement will take place 
to achieve the optimal level of  ambient quality. 

It is possible to add lump-sum side payments to this mechanism to reduce the size 
of  the firms' tax payouts. For instance, Segerson (1988) proposes that firms be taxed if 
ambient water quality is worse than a specified target, but that they receive a subsidy 
for every unit that ambient water quality is better than that target. Her solution is remi- 
niscent of  the pivotal mechanism for public goods. On average, this mechanism should 
result in no net payments if the tax is set appropriately. 

6.3.2. Instruments applied to inputs 

Just as ambient quality is more easily observed than effluent in some cases, application 
of  inputs might also be more observable. Holterman (1976) and Griffin and Bromley 
(1982) have suggested that inputs could be the subject of  regulatory action instead of 
effluent when inputs are more easily monitored. This approach is more easily under- 
stood by modeling a firm's input choices directly, through the primal formulation, than 
by the cost-function approach. Here, as in Section 2.2, let qi (xi)  be firm i 's  output as 
a function of  its inputs, and let a i (x i) be its effluent. The firm's profit-maximization 
problem when faced with a vector of  input taxes, t i , on inputs j ---- 1 . . . . .  J ,  is 

max pqi  (x i) _ (w + t i )rx  i . 
X I 

The first-order conditions are 

Oqi 
P \  Ox~/---- w j  + t /  (i 1 . . . . .  N polluters; j ---- 1 . . . . .  J inputs). 

The social optimum will be achieved only if t / =  (OD/Oai)(Oai/Ox~).  Hence, an input 

should remain untaxed only if it has no effect on effluent - that is, only if  Oai/Ox~. 
0. If  an element of  x i abates pollution, rather than increases it, then the tax on that 
input should be negative (a subsidy) rather than positive. If  all inputs from all polluters 
influence effluent in positive or negative ways, then the optimum requires J .  N different 
taxes or subsidies. 

Input taxes should be uniform across firms only if use of  a given input by one firm 
has the same effect on marginal damages as use of  that input by another firm. Except by 
coincidence, this condition will arise if effluent from one polluter is a perfect substitute 
for effluent from other polluters from the standpoint of  pollution damages, and if use of  
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an input by one polluter leads to the same level of effluent as use of that input by other 
polluters. The first condition has previously been discussed in Section 4, in reference 
to the different spatial effects of pollution. The second condition refers to the pollution 
intensity of different sources' use of inputs. Because one polluter is likely to use an input 
in a different way than another, the marginal effects of input use on effluent levels are 
likely to vary by firm, and the second requirement for optimality is likely to be at least 
as difficult to achieve as the first. (Examples where the second condition holds include 
chlorofluorocarbons in refrigerants, which deplete stratospheric ozone, and the carbon 
content of fossil fuels, which contribute to the buildup of greenhouse gases [Helfand 
(1999)].) Thus, taxing inputs to achieve the social optimum will typically require a 
separate tax for each input that affects pollution from each firm. 

Fullerton and West (1999) examine the case where the effects of an emissions tax 
on cars can be achieved instead by taxing gasoline and engine size while subsidizing 
pollution control equipment. The efficient solution can only be achieved if a gasoline 
tax can be differentiated by the characteristics of the car. Fullerton and Wolverton (1999) 
show that a presumptive tax (on output, not effluent) combined with an environmental 
subsidy (for clean production) can also achieve the efficient solution and may actually 
be preferable because of greater ability to measure and enforce these policies, lower 
administrative costs, and possibly greater political appeal. 

6.3.3. Deposit-refund schemes for waste 

Municipal waste might appear to be equivalent to effluent in the models above, with the 
results for the various regulatory instruments carrying through. In fact, some incentive 
schemes for solid-waste management can lead to perverse incentives. 

Incentive schemes have been used most commonly to reduce the flow of solid waste 
by encouraging recycling. The use of deposits, payable upon the return of an item, is a 
common way to induce the public to choose an environmentally less destructive manner 
of disposal. Prime examples include deposits on bottles and automobile batteries, which 
regulatory authorities wish to see recycled rather than disposed in landfills or dumped 
randomly. Bohm (1981) provides the pure theory of deposit-refund systems and com- 
pares them to alternatives such as a tax on all beverage containers produced. Fullerton 
and Kinnaman (1995) explore the optimal policy and point out that a higher deposit 
results in both a higher percentage return and also a higher percentage of theft of recy- 
clable material. Fullerton and Kinnaman (1996) examine charging for garbage pickup. 
A higher price for garbage reduces landfilling, but it also increases illegal dumping. 
Thus, as will be discussed further below, the enforceability of a policy influences the 
optimal design of the policy. 

6.4. General-equilibrium effects of  pollution policies 

All the analysis presented above has been in a partial-equilibrium context. Implicit in 
the calculation of the optimal Pigouvian taxes has been an assumption that there are 
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no market distortions other than the environmental distortions these taxes address. Of 
course, that setting describes no known world inhabited by humans. As Lipsey and Lan- 
caster (1956-1957) have shown, information on other distortions in an economy should 
influence the way in which any one distortion is addressed. Otherwise, it is possible for 
the isolated correction of  one market failure to d e c r e a s e  social welfare. 

General-equilibrium analysis has relatively recently been applied to examine whether 
environmental policies that appear to be optimal in a partial-equilibrium context might 
in fact need to be adjusted in response to the existence of  other distortions. The chapter 
by Lars Bergman in this Handbook describes methods for conducting applied general- 
equilibrium analysis of environmental policies, and the chapter by Raymond Kopp and 
William Pizer compares partial- and general-equilibrium estimates of  the impacts of  en- 
vironmental regulations on production and abatement costs. Here, we highlight theoret- 
ical results related to the interactions between pollution control instruments, especially 
market-based instruments, and taxes on goods other than pollution or polluting inputs. 
The chapter by Markandya provides a more comprehensive review of  the literature on 
interactions between environmental and nonenvironmental policies. 

In a general-equilibrium setting, the level of  the optimal pollution tax depends on 
the levels of other taxes. As a result, the optimal general-equilibrium pollution tax is 
likely to differ from a partial-equilibrium Pigouvian tax that is used only to correct the 
pollution externality. 12 This is because a tax that is levied to reduce pollution has the 
added effect of  raising revenue. If  that revenue is used to reduce or replace other taxes, 
then there is the potential for a "double dividend": less pollution and less deadweight 
loss from other taxes. 

The taxing of  pollution has three effects on welfare. First, it decreases the production 
of the dirty good that creates the externality. Although an effluent tax can be viewed as 
just one of  many commodity taxes, unlike most taxes it increases efficiency through its 
allocational effects. Second, in what is called the "recycling effect", it raises revenue 
that can be used to lower other, more distortionary taxes. Third, it is itself a distorting 
tax, through its impacts on other markets. 

Bovenberg and de Mooij (1994) carry out an optimal tax exercise in a simple analyti- 
cal model that includes a clean good and a dirty good, a tax on income (labor), and a tax 
on the dirty good. They conclude that the optimal tax on the dirty good is less than the 
rate that would be used to correct the externality. Taxing income causes agents to work 
less and consume more leisure than they would in a first-best world. As a result, there 
is a marginal cost to raising public funds, which is likely to be greater than one. The 
optimal tax on the dirty good is shown to be the Pigouvian tax divided by the marginal 
cost of  raising public funds, so it is less than the Pigouvian tax. 

12 A formal analysis of this issue is provided by Diamond and Mirrlees's model of optimal taxation with a 
public good. Bovenberg and Goulder (1996) carry out the algebra for the specific case of a pollution tax, and 
they also provide some numerical estimates from a computable general-equilibrium model. Their estimates 
show that, in the presence of an income tax, the optimal tax rate is far less than the Pigouvian tax rate. 
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Fullerton (1997) reinterprets this conclusion. Because income in Bovenberg and de 
Mooij 's model is all from labor and is all spent on the clean and dirty good, the same 
budget constraint results whether labor is taxed at rate t or both goods are taxed at the 
rate (1 - t) -1 . That is, the tax on income is equivalent to a uniform tax on both goods. 
Viewed with that normalization, the total tax on the dirty good - the sum of the income 
tax expressed as the equivalent uniform tax on both goods and the additional tax on just 
the dirty good - is greater than the Pigouvian tax.13 

These double dividend models depend in part upon an assumption about preferences, 
specifically that the marginal rate of  substitution between labor (leisure) and consump- 
tion goods is not changed by the amount of pollution, as in the separable utility function 
in the models presented in this chapter. If  the marginal utility of  leisure is related to 
environmental quality, then the optimal general-equilibrium tax needs to reflect this 
relationship. If  pollution and leisure are complements, then taxing pollution reduces 
leisure (increases labor) and results in less distortion in the labor market. In this case, 
the optimal tax on the dirty good would be above the Pigouvian tax. Since the effects of  
pollution taxes on the labor-leisure choice have not been empirically investigated, it is 
not yet possible to conclude that the optimal pollution taxes in an economy with prior 
distortions should be lower than the Pigouvian level. 

Nevertheless, it is clear in this literature that, in a comparison between pollution taxes 
and equivalent pollution standards, taxes have a significant advantage. Both taxes and 
standards raise the price of  the dirty good by the same amount and so have the same 
pollution abatement and labor-leisure distorting effects. Only the tax has the revenue- 
recycling effect in its favor [Parry, Williams III and Goulder (1999)]. The tax generates 
government revenue, while a standard creates rents that the firms capture. 

7. Imperfect information 

In the simple model in Section 1, the optimal quantity of  pollution was determined by a 
straightforward maximization problem. That model implicitly assumed that the regula- 
tor knows the costs of  abating pollution and the damages associated with pollution. In 
fact, regulators rarely know any of  this information with certainty. Uncertainty associ- 
ated with the damages of  pollution contributes to skepticism toward a benefit-cost rule 
for determining optimal abatement levels, and it also contributes to the development 
of the other possible objective functions discussed in Section 4. Uncertainty associated 
with the costs of  abatement has contributed to economists '  preference for price-based 
instruments like effluent taxes over quantity-based instruments like effluent standards: 
polluters will reveal their marginal costs associated with a particular level of  abatement 
in response to the tax but not the standard. 

13 Because income is all from labor and is spent on the clean and dirty good, the same budget constraint 
results whether labor is taxed at rate t or both other goods are taxed at the rate (1 - t) -1 . 
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This section discusses the implications of imperfect information for environmental 
regulation. In particular, uncertainty about benefits and costs can affect the choice of 
price instruments vs. quantity instruments; the inability to link nonpoint pollution to 
specific sources compels the use of regulatory targets other than effluent; and polluters' 
awareness that regulators' monitoring and enforcement activities are imperfect affects 
compliance rates and has implications for the efficient design of those activities. 

7.1. Uncertainty about the benefits and costs o f  pollution control 

Weitzman (1974) and Adar and Griffin (1976) analyzed the effects of uncertainty about 
the aggregate marginal benefits and costs of pollution abatement on the choice of a 
price-based or a quantity-based regulatory instrument. 14 These analyses found that un- 

certainty in the marginal benefits of abatement (damages avoided) does not affect the 
choice of regulatory instrument, whereas uncertainty in marginal abatement costs can 
lead to either a price or a quantity instrument being more desirable, depending on the 
relative slopes of the marginal benefit and marginal cost curves. 

Weitzman's framework considers a regulator who does not entirely know the costs of 
the regulated firm. Suppressing for now issues associated with the goods (q) market, let 
C (a, e) be the firm's cost of abatement, where e is a parameter known to the firm but not 
to the regulator.15 The regulator is assumed to be able to measure the effluent stream and 
to enforce pollution standards or taxes. Weitzman's model also includes uncertainty in 
the damage function, D (a, 8), where 6 is a random variable whose distribution is known 
to the regulator. The problem is to determine the advantage of taxes over standards 16 in 
maximizing the expected value of - D  - C, which is equivalent to minimizing social 
costs. 17 

Weitzman proceeded by first finding the standard a* that maximized E [ - D  - C]. He 
then expanded D and C in a quadratic Taylor series about a*, so that Da and - C a  were 
linear in a and the uncertain elements served to shift the linear functions Da and - C a  
without changing their slopes. This approximation is shown in Figure 2. The horizontal 
axis of the figure has abatement increasing (effluent decreasing) in the x direction. Da is 
drawn as decreasing, because the marginal damage from pollution decreases with more 

14 In this context, a cap-and-trade marketable permit program is a quantity-based instrument, because it fixes 
the total quantity. 
15 The asymmetry in information can come about because the regulator cannot learn everything there is 
to know about the cost function or because the regulator does not think this knowledge is worth the cost of 
acquiring. A solution identical to the asymmetric information solution can also come about when the regulator 
is compelled to treat a class of firms alike, even if it knows they are not alike. 
I6 While the argument is phrased as referring to a standard, it is perhaps more accurate to consider it a 
marketable permit scheme with a fixed total level of effluent (abatement). Because most standards systems 
result in higher aggregate costs of abatement than incentive approaches, the abatement cost curve is likely to 
be the same under a tax and a permit scheme but different under a standard. 
17 Weitzman's paper is written in terms of a general planning problem. His notion of benefit is --D here. The 
diagrammatic exposition that follows is used in Adar and Griffin (1976) and in Stavins (1996). 
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Figure 2. Weitzman's prices vs. quantities. 

abatement (less pollution), while -Ca increases with the level of abatement. To keep 
the graph simple, we have assumed that 6 = 0 and that e takes on only two possible 
values, one positive and one negative. The marginal abatement cost curves have been 
drawn for each of  the two possible values of  e, along with the curve for its expected 
value of  zero. 

The intersection of  the curves at a* gives the expected optimal level of abatement. 
Because the unknown elements enter in an additive fashion and are assumed to have 
means of  zero, the expected optimal tax t* also occurs at the intersection of the marginal 
curves. I f  the actual value of  the firm's unknown parameter  is positive, then, in response 
to the tax, the firm will  set the marginal cost of  abatement equal to t* and abate at a +. 
This is too little, because marginal abatement cost with a positive E intersects marginal 
damage at a °. The deadweight  loss associated with abating at a + instead of  a ° is given 
by the vertically striped area in the diagram. In contrast, in response to a standard of  a* 
the firm will  abate too much (a* > a°) ,  leading to the horizontally striped deadweight 
loss. The advantage of a tax over a standard for an ~-positive firm is the amount by  
which the vertically striped area exceeds the horizontal striped area. 

The same calculation can be made for an e-negative firm. The probabil i ty-weighted 
average of  the two calculations gives the total advantage of  a tax over a standard. As the 
Da curve approaches the vertical, the difference between the optimal abatement level 
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and a* becomes small, implying that a standard is better than a tax when the marginal 
damages curve is steep. This comports with common sense: if one cares very much 
about getting the damages right, then getting the quantity of  abatement right is more 
socially valuable than giving the polluter flexibility in how it responds to the instrument. 
Indeed, this view suggests why the health-based approach focuses on standards rather 
than effluent charges. In contrast, if the marginal damage curve is shallowly sloped but 
the marginal cost curve for abatement is steep, then permitting price flexibility via a tax 
improves efficiency over a standard. 

Weitzman, along with the others who have used this framework, carried out this cal- 
culation algebraically. His most general expression for the benefit of  taxes over stan- 
dards is 

var(e) [ )  D" cor(e, 3)sd(3) 1 

Caa 2Caa sd(e) ] '  

where var denotes variance, cor denotes correlation, and sd denotes standard deviation. 
This formula indicates that variation in the marginal damage curve - 3  ~ 0 instead of 
3 = 0, as assumed for simplicity above - does not affect the choice of  a tax versus a 
standard as long as e and 8 are uncorrelated. When this correlation exists, however, the 
uncertainty in marginal benefits (sd(8)) does affect the choice. In particular, a positive 
correlation increases the likelihood that a quantity-based instrument is more efficient 
than a tax. Stavins (1996) showed that the correlation between damages and costs is in 
fact positive in many examples. 

Mendelsohn (1986) redefined Weitzman's analysis to consider heterogeneity of  bene- 
fits and costs instead of  uncertainty. In his model, the variation in marginal benefits does 
not directly influence the choice between a price instrument and a quantity instrument, 
but the variation in marginal costs and the covariance of marginal benefits and marginal 
costs do. This result illustrates that the Weitzman approach, although framed in terms 
of uncertainty, can be applied to other contexts. 

In theory, at least, there is an alternative to setting a single regulation, be it price or 
quantity, and allowing polluters to respond. Ellis (1992) noticed the possibility of  using 
mechanism design for pollution control.18 Instead of  a tax or standard, a regulator could 
allow the polluters to chose from a menu of  abatement standards and lump-sum subsi- 
dies. Under some circumstances, this mechanism will cause the truthful revelation of  
the firm's private information about costs and also lead to the first-best level of effluent. 

The preceding articles are premised on the assumptions that the objective of  pollution 
control is to maximize the expected surplus net of  expected costs and that all decisions 
are made before the state of  nature is known. In that case, expected surplus less costs is 
the correct measure. When financing for projects is state-contingent or some decisions 
can be made after the state of  nature is revealed, however, the objective function is 

18 Chapter 7 (by Sandeep Baliga and Eric Maskin) reviews the mechanism design literature from the stand- 
point of environmental regulation. 
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quite different. With state contingent funding - for instance, a consumer pays different 
amounts for a flood control project depending on the weather - the choice of funding 
mechanism contributes to the value of the project. Graham (1981) advocated measuring 
benefits under the optimal choice of funding mechanism, rather than the actual choice 
[see also Graham (1984), Mendelsohn and Strang (1984), and Smith (1987)]. 

With the ability to act after the state of nature is known, the optimal time to act is 
delayed [MacDonald and Segal (1986)], while the value of the action is increased over 
what it would be if the decision were made before the information were revealed. The 
value specifically attributable to the ability to act after information becomes known is 
termed quasi-option value [Arrow and Fisher (1974), Hanemann (1986)]. The Hand- 
book chapter by Anthony Fisher and Michael Hanemann reviews this and related con- 
cepts of risk and uncertainty used in environmental economics. The ability to change 
policy in response to new information can influence both the level of policy and the tim- 
ing of its implementation. For instance, if the expected costs and benefits, based upon 
current information, were slightly positive for hard-to-reverse actions to prevent global 
warming, then waiting for further information on the benefits and costs of control might 
be preferable to regulating immediately. 19 

Papers by Newell and Pizer (1998), Hoel and Karp (1998), and Karp and Zhang 
(1999) all contain generalizations of the Weitzman "prices versus quantities" framework 
to a dynamic setting. They maintain the quadratic objective and linear state equation 
setting of the previous models. The conclusions are, as in the prices versus quantities 
literature, that steeper marginal damage or flatter marginal abatement costs favor quotas. 
New to the dynamic setting is that a higher discount factor or a lower decay rate for 
the stock pollutant favors the use of quotas. Hoel and Karp, in reviewing these other 
papers, note that the conclusions are ordained by the linear quadratic framework with 
an additive uncertainty in the marginal abatement cost. Therefore, they investigate a 
model in which the slope of the marginal abatement cost is the random element. They 
then simulate their model with data for global warming and come to the conclusion that, 
just as in the additive model, taxes dominate quotas. 

In sum, if a regulator has incomplete information about the benefits and costs of 
pollution control, then the resulting uncertainty can influence the choice of optimal reg- 
ulatory instrument. While a standard provides more certainty over the level of damages, 
a tax provides more flexibility in abatement and thus lower costs. The relative slopes 
of the marginal damage and marginal cost curves, along with the correlation between 
the uncertainty in their positions, influence the choice of instrument. As noted above, 
this problem generalizes to situations where a uniform tax or standard must be applied 
in heterogeneous conditions [as in Mendelsohn (1986)] or to dynamic situations. Fi- 
nally, being able to change policy over time in response to new information increases 
the options available for policy and can thus increase welfare. 

19 See the Handbook chapter on the economics of cfimate change by Charles Kolstad and Michael Toman. 
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Z2. Control o f  nonpoint pollution sources 

Pollution control is commonly divided into the control of point and of nonpoint sources 
of pollution. This distinction is made on the basis of the possibility of monitoring ef- 
fluent. For point sources, effluent can be observed and linked directly to the polluter 
responsible for it. Nonpoint source pollution is characterized by an inability either to 
observe the effluent - for instance, when it enters a river through subsurface flows 

- or to link the effluent directly to a source - for instance, when subsurface drains 
collect runoff from farms in addition to the one on which the drains are located. The 
point/nonpoint distinction fundamentally depends on the cost of obtaining informa- 
tion. 

The ability to regulate in the manner assumed so far in the chapter is greatly lim- 
ited when information is available only on, e.g., average effluent by source. Some 
of the proposals for nonpoint source pollution focus on regulating observable goods, 
including inputs and ambient quality. As discussed above, optimal regulation based 
on inputs requires tremendous information about individual polluters, in particular 
the effect of using one more unit of each input by each polluter. With N polluters 
each using some subset of M inputs, optimal regulation might entail N • M taxes 
or standards [Griffin and Bromley (1982)]. In a case study of two inputs on two 
soil types, however, Helfand and House (1995) found that a uniform input regula- 
tion (either a tax or a standard) was not very inefficient if it was chosen carefully. 
Segerson (1988) identified a tax/subsidy scheme targeted toward ambient water qual- 
ity that could achieve efficient abatement. It required the same penalty for all pol- 
luters, regardless of the marginal damages each caused, because of the public bad 
characteristics of pollution (being a relatively clean polluter would provide no ad- 
vantage unless ambient quality improved sufficiently). The simplicity of the measure, 
while desirable from an administrative standpoint, could also make the measure dif- 
ficult to implement politically, given the equal penalization of big and small pol- 
luters. 

A regulator is obviously at an informational disadvantage relative to the non- 
point polluter, who knows more about its behavior. Incentive-compatible mecha- 
nisms can be designed to encourage polluters to reveal polluting behavior. Wu and 
Babcock (1996) suggest a "green payments" scheme that provides polluters (farm- 
ers, in their model) with that incentive. Subsidies are necessary in their model be- 
cause participation is voluntary, and the payments must increase with the level 
of restriction imposed. Farmers who declare that they have more productive land 
must receive lower payments but must be allowed to use more of the polluting 
inputs than those who claim less productive land, to avoid moral hazard. While 
the scheme is not as efficient as a pollution tax, the inability to implement a 
pollution tax in this context necessarily forces consideration of second-best ap- 
proaches. 
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7.3. Imperfect monitoring and enforcement 

Monitoring is rarely perfect even for pollution from point sources, 2° because it is costly 
to regulators. As a result, firms do not always comply with environmental requirements. 
Given that it is reasonable to assume that polluters know more about their behavior than 
regulators, it is also reasonable to expect that polluters might at times choose to violate 
an environmental policy in order to reduce costs, under the assumption either that they 
are unlikely to be caught or that the penalty will not be severe if they are caught. 

Becket (1968) provides an early, static enforcement model. The model examines the 
implications of penalties and probabilities of detection on violations. It assumes that 
higher penalties and higher probabilities of detection both decrease the likelihood of 
violations. This model does not capture the realities of environmental enforcement very 
well, however. Harrington (1988) points out three common observations in the empirical 
literature. First, regulators consider pollution sources to be in compliance most of the 
time. Second, they monitor firms infrequently. Finally, when regulators find violations, 
they rarely impose monetary fines or penalties. A goal of the environmental enforcement 
literature has been to explain these phenomena. 

Harrington (1988) presents a game-theoretic model to explain regulators' behavior. 
His enforcement model is a repeated game with restricted penalties and binary com- 
pliance. He shows that a regulator can maximize steady-state compliance by using a 
state-dependent enforcement plan. The regulator puts firms into two groups: firms that 
complied in the previous period (group one), and firms that were not in compliance in 
the previous period (group two). Group one firms are not penalized if they are found in 
violation, while firms in group two receive the maximum penalty. This state-dependent 
enforcement system provides the regulator with "penalty leverage" over firms in group 
two. The benefit of compliance for a group two firm is two-fold: not being penalized in 
the current period, and the leniency that results from being moved into group one in the 
next period. In state-independent enforcement models, this penalty leverage does not 
exist. 

Several studies have expanded Harrington's model and offered different explanations 
of the enforcement situation. Raymond (1999) adds asymmetric information about com- 
pliance costs to Harrington's model. He shows that additional assumptions must be 
made for Harrington's model to hold when compliance costs differ among firms and are 
unknown to the regulator. He shows that, if the number of firms with high compliance 
costs is large, then the zero penalty for group one firms will induce some high-cost vi- 
olators in both groups to switch to being compliers in the second group. If  instead the 
number of firms with low compliance costs is large, then, unless the group one penalty 
is set at the maximum, some firms will shift from complying in both groups to cheating 
in group one and complying in group two. Raymond's model is thus consistent with the 
empirical literature if many firms have high compliance costs. 

20 The ability to monitor sulfur dioxide emissions continuously has contributed to the success of the mar- 
ketable permit program for this pollutant in the U.S. [Schmalensee et al. (1998)]. 
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Heyes and Rickman (1999) explain the empirical evidence by using a slightly dif- 
ferent model than Harrington's. In their model, the regulator enforces multiple rules on 
the same firm. They show that the regulator can increase compliance by some firms by 
allowing violations without penalties for some regulations in exchange for compliance 
with other regulations. They call this "regulatory dealing". They find that citizen suits 
brought against noncompliant firms have an ambiguous impact on regulatory dealing: 
the suits reduce the potential "bribe" that the regulator must offer to induce compliance, 
but they also reduce the number of firms that will increase violation. 

As an alternative or a supplement to monitoring by the regulator, many environmental 
policies require self-reporting, including the U.S. Clean Air and Clean Water Acts. Ma- 
lik (1993) explores these self-reporting requirements. He uses a principle-agent frame- 
work and compares the optimal regulatory policies with and without self-reporting. He 
finds that, with self-reporting, firms can be monitored less often, but they must be pun- 
ished more frequently when they are caught violating. He finds that self-reporting am- 
biguously affects the social costs of enforcement, depending on the cost and accuracy of 
monitoring and the cost and magnitude of penalties. Self-reporting is more likely to re- 
duce the social costs of enforcement when monitoring accuracy is low or the maximum 
penalty is low. 

Extending both Harrington's and Malik's models, Livernois and McKenna (1999) 
show that self-reporting requirements can enable a regulator to obtain higher compli- 
ance rates with lower penalties. Lowering the penalty reduces the number of firms that 
comply, but it increases the number of firms that report truthfully. The firms who truth- 
fully report violations can then be ordered to comply. Depending on the number of high- 
and low-cost compliance firms, setting the penalty to zero can minimize the cost of en- 
forcing a given level of pollution when the cost of switching between compliance and 
violation is high. 

Enforcement issues are further reviewed in Heyes (2000). The general finding, consis- 
tent with the results reported above, is that the careful design of monitoring procedures 
and penalties can reduce the costs associated with those activities while still leading to 
high levels of compliance. 

8. Non-regulatory strategies 

The correction of externalities as discussed so far in this chapter has focused on the 
government intervening in private markets through such regulatory approaches as taxes, 
permits, and standards. If the government operates with objectives other than maximiz- 
ing social welfare [Peltzman (1976)], however, then there is no guarantee that govern- 
ment intervention will achieve the social optimum. Moreover, the second-best argu- 
ments of Lipsey and Lancaster (1956-1957) and the "double dividend" literature sug- 
gest that government interventions might decrease social welfare even if the govern- 
ment's objective is to improve welfare. It is therefore useful to consider other possible 
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avenues for achieving environmental protection. Two possibilities include voluntary en- 
vironmental compfiance programs and the use of courts. 

8.1. Voluntary programs 

The premise underlying environmental economic analysis is that pollution occurs be- 
cause polluting is less costly than not polluting. If  that premise is true, then it is hard to 
imagine that polluters will change their behavior in the absence of legal requirements 
to do so. In recent years, however, evidence has emerged that businesses sometimes 
exceed legal requirements in their environmental performance. Some empirical studies 
have investigated the prevalence of such behavior, and a variety of hypotheses have been 
developed to explain it. 

Empirical studies of voluntary overcompliance are relatively recent and gradually 
growing in number, and they are driving the theoretical discussions. Some papers, such 
as Arora and Cason (1995), examine the choice of firms to participate in government- 
sponsored voluntary overcompliance programs, such as the 33/50 Program sponsored 
by the U.S. Environmental Protection Agency. They find that firms with large levels of 
toxic emissions are more likely to participate in this program. They consider this result 
a hopeful sign, since those firms have the greatest potential for reductions in emissions. 

Other papers, such as Hamilton (1995), Konar and Cohen (1997), and Khanna, 
Quimio and Bojilova (1998), look at the effect of publicizing information on firms' 
emissions. The Toxics Release Inventory (TRI) in the United States provides informa- 
tion on the emissions of a large list of toxic substances by each source over a specified 
size. These papers all examine the effects of the release of this information on firms' 
stock market performance. Hamilton found that release of TRI information reduced 
high-polluting firms' stock market values. Konar and Cohen found that firms that expe- 
rienced a strong stock market decline after the release of TRI data subsequently reduced 
their emissions more than other firms. Khanna, Quimio and Bojilova (1998) found that, 
in response to stock market losses due to TRI information, firms reduced their on-site 
emissions by transferring the waste to other facilities (off-site transfers). The net effect 
was little reduction in total waste, although off-site transfers were likely to be for safer 
recycling or treatment. 

Lyon and Maxwell (1999) offer several reasons for firms voluntarily undertaking en- 
vironmental protection beyond their requirements. First, firms might be able to cut costs 
by improving their environmental performance. Porter and van der Linde (1995) argue 
that pollution is a signal that firms are inefficient, because it indicates that polluters are 
not getting the greatest output from their production practices. They suggest that firms 
have ample opportunities to improve their environmental performance and to improve 
their profitability at the same time, and they argue that firms who do not take advantage 
of these opportunities will be driven out of business by firms that do. Palmer, Oates and 
Portney (1995) dispute this theory, arguing that businesses are in fact very smart about 
their resource allocations. 
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Second, firms might benefit from the favorable public image that being "greener" 
provides. In some cases businesses might find a marketing advantage: if consumers are 
willing to pay a premium for goods produced in more environmentally sensitive ways, 
then there is likely to be a profitable niche for greener businesses. 

Third, firms might be playing a strategic game with regulators. In Segerson and 
Miceli's (1998) view, firms undertake voluntary effluent reductions to avoid the im- 
position of mandatory controls, which are presumed to be more costly for a given level 
of abatement. Wu and Babcock (1999) add the possibility that the regulator might pro- 
vide a positive incentive to cooperate, such as the provision of technical expertise in 
pollution reduction. When the regulator provides such a service at a lower cost than the 
firm can, then the firm has further reason to join a voluntary agreement. 

Fourth and finally, firms might be playing a strategic game with their competitors, 
using overcompliance as a strategic tool. For instance, suppose a firm develops a new 
technology to achieve higher environmental standards. Even if that technology is more 
expensive than existing ones, it might confer on the early innovator an advantage over 
other firms if it becomes the basis of a regulatory requirement. This hypothesis is an 
example of Salop and Scheffman's (1983) argument that an action, even if costly, can 
benefit a firm if it makes the firm's competitors even worse off. 

Voluntary environmental performance is a tantalizing notion. For a variety of reasons, 
some firms appear to be doing on their own what, in the past, they would have done only 
under threat of law. Indeed, as noted, one reason for voluntary action might be the fear 
of more stringent regulation. Firms' actions can perhaps be considered experiments. 
After many years of actively opposing many environmental requirements with limited 
success, some businesses appear to be wondering if there are entrepreneurial opportuni- 
ties to be found in being green. While some anecdotal evidence indicates that firms have 
increased profits through improvements in environmental performance, other anecdotes 
suggest that these "win-win" opportunities are limited [Lyon and Maxwell (1999)]. On 
balance, the evidence at this point does not support the notion that polluters will consis- 
tently reduce their effluent without government regulations and programs to encourage 
this behavior. 

8.2. Using courts to enforce rights 

As described in Section 3.2, Coase argued that defining rights for environmental goods 
might be sufficient for achieving pollution abatement without environmental regulation. 
As long as all parties recognize and honor the initial allocation of rights and can negoti- 
ate, and as long as the costs of negotiation are smaller than the gains from negotiation, 
then negotiations should yield the social optimum. No government role should be nec- 
essary other than defining and enforcing rights; in particular, courts would be needed to 
enforce property rights if disputes arose. 

The list of qualifications above suggests the problems with this approach. As de- 
scribed in Section 3, the receivers of pollution are usually consumers of a public bad, 
which is nonrival in consumption; what one receives, all receive. In this case, negotia- 
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tions among effluent receivers will not achieve an efficient allocation among receivers: 
some will want lower pollution levels than others and will be willing to pay, but the 
fact that pollution is nonrival will prevent that outcome from occurring. Similarly, if a 
receiver pays a polluter for additional abatement, all receivers will benefit equally. This 
nonrivalry in consumption explains why free trade in a public bad will not achieve the 
social optimum. 

Additionally, it becomes very difficult for negotiations to occur without significant 
costs, either among recipients of pollution or between recipients and polhiters, because 
of the large numbers of people involved. When it is costly to conduct the negotiations 
or to enforce a fight, Coase himself points out that the initial allocation of fights can 
influence the overall efficiency of the system. Farrell (1987) notes that even costless 
negotiation is unlikely to achieve the social optimum because of gaming by participants. 
The easiest case to analyze is one in which: (i) the costs of changing the allocation of 
pollution are greater than the maximum area between the two marginal payoff curves, 
(ii) property rights can be assigned with only very crude instruments (e.g., the property 
rights all go either to agent 1 or agent 2), and (iii) reassignment (but not negotiation) 
is costly. Under these assumptions, the initial allocation influences the welfare loss. If 
the deadweight loss from assignment to agent 1 is much less than that of assignment 
to agent 2, then the socially efficient outcome is to permit pollution rather than to ban 
pollution. 

A less crude instrument is the assignment of liability. If  a polluting firm were liable 
for the damages from pollution, it would pollute until the marginal costs of abatement 
exceed the marginal damages it imposes on others, and it would pay compensation for 
the damage resulting from that amount of effluent. This solution requires well-defined 
rights and low-cost enforcement of those rights. For most environmental goods, fights 
are not well defined and cannot be well defined, due to the problem of nonrival bads. 
Enforcement, typically via the courts, is rarely costless and is not even certain, due to 
imperfections in the legal system [Shavell (1984)]. 

Additional problems can arise due to the combination of nonconvexities and bank- 
ruptcy. The Coasean solution relies on the desirability, to both parties, of negotiating to 
the optimum. In the case of a nonconvexity (see Section 5.6), the optimal solution might 
be at a corner-  zero pollution or the unregulated, maximum amount -  instead of an inte- 
rior solution. Assume that zero pollution is optimal and that the victim of the pollution 
has an unambiguous fight to a clean environment. Suppose also that the polluter can 
declare bankruptcy if marginal costs become too high. This last assumption makes the 
firm "judgment proof ' ,  because its assets are worth less than the damages for which it 
is liable. In that case, rather than negotiate, the firm might choose to pollute as much as 
it likes; when the victim of the pollution seeks compensation for damages, it could de- 
clare bankruptcy, leaving a legacy of pollution without recompense. Bankruptcy allows 
the firm to avoid paying the full consequences of its actions, and so pollution exceeds 
the social optimum. Increasing the level of liability can, in some situations, decrease 
the effort of a judgment-proof firm to reduce damages [Pitchford (1995)], for example, 
when the firm is financed by debt and liability is increased for the lender. 
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9. Conclusion 

Environmental economics theory grows out of the analysis of the failure of private mar- 
kets to provide efficient amounts of environmental goods. As a result, it pays much at- 
tention to ways that governments can improve welfare by intervening in markets. Many 
of the regulatory approaches proposed in the environmental economics literature seek to 
correct market failures by creating markets where they did not previously exist (e.g., by 
using taxes to stand in for missing prices), thus simulating the effects of markets. These 
market-based approaches are often discussed without differentiation as clearly superior 
to standards. Their advantages are well-known and strongly advocated. They all cre- 
ate incentives for firms to abate without either mandating a specific abatement method 
or allocating firm-specific amounts of abatement. By leaving this flexibility, they all 
permit achievement of an aggregate pollution target at lower aggregate cost than a uni- 
form standard (i.e., they are more cost-effective). Nevertheless, different market-based 
instruments do differ from each other in ways that influence both partial-equilibrium 
and general-equilibrium outcomes. Moreover, standards are frequently not as poorly 
designed as the economics literature suggests. 

One of the prerequisites for well-functioning markets is the explicit creation and al- 
location of property rights. Markets have failed for environmental goods because of the 
inability, in most cases, to define rights, due to the nonrival or nonexclusive nature of 
the goods. Pollution regulations, whether market-based or command-and-control, im- 
plicitly define rights and thus have significant distributional consequences. They affect 
polluters' profits and thus entry/exit in a regulated industry. While distribution can there- 
fore affect efficiency, its political effects are probably more important, by influencing 
the acceptability and feasibility of regulatory programs. Distribution influences the pol- 
itics of instrument choice and might even influence the target level of pollution. Models 
that focus only on the short-term allocational effects of regulatory instruments might 
not explain either longer run efficiency impacts or the political process. 

Relying on firms to reduce pollution voluntarily or, following the Coase Theorem, 
through negotiations to allocate pollution rights are two approaches that do not require 
explicit government regulatory programs. The former requires the existence of ways 
for businesses to improve both environmental performance and profits, while the latter 
requires explicit definitions of rights and a legal system to enforce those rights. While 
both are applicable in some circumstances, neither can likely serve as an adequate sub- 
stitute for government programs, because the assumptions required to make them work 
do not hold very broadly. 

For the most part, this chapter has reviewed the effects of different pollution policies 
in a context where markets are otherwise functioning well. The requirements for infer- 
ring conclusions about global efficiency from this scenario of limited market failure are, 
in fact, very steep: as Lipsey and Lancaster point out, imperfections in one market can 
cause correction of a market failure in another sector to make society worse off. Indeed, 
the double dividend literature has emphasized that, through their impacts on flows of 
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government  funds and relative prices, pol lu t ion control  ins t ruments  inf luence and are 

inf luenced by  the existence of  other taxes. 

Because  of the number ,  variety, and in terconnectedness  of  env i ronmenta l  problems,  
second-best  problems and other pol icy spillovers must  be considered a l ikely possibility. 
For  instance,  regulat ion of  one pol lu t ion  medium,  such as water, might  lead to increased 
pol lut ion in another  med ium,  such as land or air; or, regulat ing one toxic substance 

might  lead to subst i tut ion toward an unregula ted  but  possibly  worse toxic substance.  
These concerns  suggest that regulat ing at a very aggregate level, such as pol lut ion dam-  
ages, might  be  preferable to regulat ing at a lower level, such as effluent or pol lut ing 

inputs. On the other hand,  the feasibil i ty and enforceabi l i ty  of regulat ing at these lower 
levels is often much  higher. Des ign  of env i ronmenta l  pol icy mus t  consider  tradeoffs 

among  the various moni to r ing  and enforcement  difficulties involved in implementa t ion .  
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Abstract 

We argue that when externalities such as pollution are nonexcludable, agents must be 
compelled to participate in a "mechanism" to ensure a Pareto-efficient outcome. We 
survey some of the main findings of the mechanism-design (implementation-theory) 
literature - such as the Nash implementation theorem, the Gibbard-Satterthwaite the- 
orem, the Vickrey-Clarke-Groves mechanism, and the Arrow/d'Aspremont-Gerard- 
Varet mechanism - and consider their implications for the environment, in particular 
the reduction of aggregate emissions of pollution. We consider the cases of both com- 
plete and incomplete information. 
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JEL classification: D6, D7, H4, Q2, Q3 



Ch. 7: Mechanism Design for the Environment 307 

1. Introduction 

Economists are accustomed to letting the "market" solve resource-allocation problems. 
The primary theoretical justification for this laissez-faire position is the "first funda- 
mental theorem of welfare economics" [see Debreu (1957)], which establishes that, 
provided all goods are priced, a competitive equilibrium is Pareto efficient. Implicit in 
the "all-goods-priced" hypothesis, however, is the assumption that there are no signifi- 
cant externalities; an externality, after all, can be thought of  as an unpriced commodity. 

Once externalities are admitted, the first welfare theorem no longer applies. Thus, 
a school of  thought dating back to Pigou (1932), if not earlier, calls for government- 
imposed "mechanisms" (e.g., taxes on pollution) as a way of redressing the market 
failure. 1 

In opposition to the Pigouvian school, however, proponents of  the Coase Theorem 
[Coase (1960)] argue that, even in the presence of  externalities, economic agents should 
still be able to ensure a Pareto-efficient outcome without government intervention pro- 
vided that there are no constraints on their ability to bargain and contract. The argument 
is straightforward: if a prospective allocation is inefficient, agents will have the incen- 
tive to bargain their way to a Pareto improvement. Thus, even if markets themselves 
fail, Coasians hold that there is still a case for laissez-faire. 

The Coasian position depends, however, on the requirement that any externality 
present be exc ludab le  in the sense that the agent giving rise to it has control over who is 
and who is not affected by it. A pure public good, which, once created, will be enjoyed 
by everybody, constitutes the classic example of  a nonexclndable externality. 2 

To see what goes wrong with nonexcludable externalities, consider pollution. For 
many sorts of  pollution, particularly that of the atmosphere or sea, it is fairly accurate 
to say that a polluter cannot choose to pollute one group of  agents rather then another, 
that is, pollution can be thought of  as a pure public bad and hence pollution reduction 
as a public good. 

Now imagine that there is a set of  communities that all emit pollution and are ad- 
versely affected by these emissions. Suppose, however, that reducing pollution emission 
is costly to a community (say, because it entails curtailing or modifying the community 's  
normal activities). It is clear that if communities act entirely on their own, there will be 
too little pollution reduction, since a community shares the benefit of  its reduction with 
the other communities but must bear the full cost alone. A Coasian might hope, how- 
ever, that if communities came together to negotiate a pollution-reduction agreement 
- in which each community agrees to undertake some reduction in exchange for other 
communities'  promises to do the same - a Pareto-efficient reduction might be attainable. 
The problem is, however, that any given community (let us call it "C") will calculate 

1 For more on Pigouvian taxes and other regulatory responses to pollution externalities, see Chapter 6 (by 
Gloria Helfand, Peter Berck, and Tim Maull). 
2 For more on the theory of externalities and public goods, see Chapter 3 (by David Starrett). 
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that i f  all the other communities negotiate an agreement, it is better off not participating. 
By staying out, C can enjoy the full benefits of  the negotiated reduction (this is where 
the nonexcludibil i ty assumption is crucial) without incurring any of  the cost. Presum- 
ably, the agreed reduction will be somewhat smaller than had C participated (since the 
benefits are being shared among only N - 1 rather then N participants). However, this 
difference is l ikely to be small relative to the considerable saving to C from not bearing 
any reduction costs (we formafize this argument in Section 2 below). 3 

Hence, it will pay community C to free-ride on the others'  agreement. But since this 
is true for every community, there will end up being no pollution-reduction agreement at 
all, i.e., the only reduction undertaken will be on an individual basis. We conclude that, 
in the case of  nonexcludable public goods, even a diehard Coasian should agree that 
outside intervention is needed to achieve optimality. The government - or some other 
coercive authority - must  be called on to impose a method for determining pollution 
reduction. We call such a method a mechanism (or game form). Devising a suitable 
mechanism may, however, be complicated by the fact that the authority might not know 
critical parameters of  the problem (e.g., the potential benefits that different communit ies 
enjoy from pollution reduction). 

Because environmental issues often entail nonexcludable externalities, the theory of  
mechanism design (sometimes called "implementation theory") is particularly pertinent 
to the economics of  the environment. In this short survey, we review some of  the major 
concepts, ideas, and findings of  the mechanism-design literature and their relevance for 
the environment. 

We necessarily focus on only a few topics from a vast field. Those interested in going 
further into the literature are referred to the following other surveys and textbooks: 
Corchon (1996), Fudenberg and Tirole (1991, Chapter 7), Groves and Ledyard (1987), 
Jackson (2001a, 2001b), Laffont and Mart imort  (2002), Maskin (1985), Maskin and 
Sj6str6m (2001), Moore (1992), Myerson (1991, Chapters 6 and 10), Palfrey (1992, 
2OOl). 

2. The model 

There are N players or agents, indexed by j ~ { 1, 2, . . . ,  N}, and a set of  social choices 

(or social decisions) Y with generic element y. Agents have preferences over the social 

3 Implicit in this argument is the assumption that the other communities cannot, in effect, coerce community 
C's participation by threatening, say, to refrain from negotiating any agreement at all if C fails to participate. 
What we have in mind is the idea that any such threat would not be credible, i.e., it would not actually be 
carried out if push came to shove. Also implicit is the presumption that community C will not be offered 
especially favorable terms in order to persuade it to join. But notice that if communities anticipated getting 
especially attractive offers by staying out of agreements, then they would all have the incentive to drag their 
heels about negotiating such agreements and so the same conclusion about the inadequacy of relying on 
negotiated settlements would obtain. For further discussion of these points see Maskin (1994) and Baliga and 
Maskin (2002). 



Ch. 7: Mechanism Design for the Environment 309 

choices, and these depend on their preference parameters or types. Agent  j of  type 
Oj e 6)j has a utility function Uj (y, O j)  (the interpretation of  agent j as a firm is one 
possibility, in which case Uj is firm j ' s  profit function). Let  0 ----- (01 . . . . .  ON) ~ 0 =- 
I - IN10i  be the preference profile or state. A choice y is (ex-post) Pareto-efficient for 
preference profile 0 if  there exists no other decision y '  such that, for all i = 1 . . . . .  N,  

Ui(y',  Oi) ) Ui(y, Oi) 

with strict inequality for some i. A social choice function (or decision rule) f is a rule 
that prescribes an appropriate social choice for each state, i.e., a mapping f : 69 --+ Y. 
We say that f is efficient if  f (O)  is Pareto efficient in each state 0. 

We illustrate this set-up with an example based on the discussion of  pollution in 
the Introduction. Suppose that N communit ies (labelled i = 1 . . . . .  N)  would like to 
reduce their aggregate emission of  pollution. Suppose that the gross benefit to com- 
munity j of  a pollution reduction r is Oj ~ where Oj C [a, b], and that the cost per 

unit of reduction is 1. If  rj is the reduction of pollution by community j ,  r = ~ N  l ri, 

and tj is a monetary transfer to community  j ,  then an social choice y takes the form 

y ---= (rl . . . . .  rN,  tl . . . . .  tN), and 

Uj(y ,  Oj) = Oj~/7 - rj q- tj. 

We will assume that there is no net source of  funds for the N agents, and so for 
feasibility it must  be the case that 

N 

Z t  i <~ 0. 
i=1 

The stronger requirement of  balance entails that 

N 

y ~  ti = 0 .  
i=1 

To see why Coasian bargaining will not lead to Pareto-efficient pollution reduction, 
observe first that because preferences are quasi-linear, any efficient social choice func- 
tion that does not entail infinite transfers (either positive or negative) to some communi-  
ties must implici t ly place equal weight on all communities.  Hence, the Pareto-efficient 
reduction r* (01 . . . . .  ON) will maximize 

Oi -- r, 
'4=1 l 
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and so 

r*(Oi . . . . .  On) : (~" ~"--'0i'2 (1) 
4 

However, if there is no reduction agreement, community j will choose rj = r]* (O j )  

to maximize O j v/r  j -¢- ~ i # j ri ( Oi ) -- r j . Thus, if none of  the Oi ' s are equal, we have 

r~] * (O j )  = , if Oj is maximal in {01 . . . . .  On }, 

O, otherwise, 

and so the total reduction is 

N 2 Oj 
r**(01, . , O n ) = E r  i (Oi) j 4 • .  ** = max - - .  

i=1 

(2) 

Note the sharp contrast between (1) and (2). In particular, if all the 0 i 'S are in a small 
neighborhood of  z, then (1) reduces approximately to nZz2/4,  whereas (2) becomes 
z2/4 .  In other words, the optimum reduction differs from the reduction that will actually 
occur by a factor n 2. 

Now, suppose that the communities attempt to negotiate the Pareto-efficient reduc- 
tion (1) by, say, agreeing to share the costs in proportion to their benefits. That is, com- 

N munity j will pay a cost equal to Oj ~ i = 1 0 i / 4 ,  so that its net payoff  is 

Oj(ENl Oi ) Oj(EN=l Oi) 
Oj - 4 - 4 

(3) 

If  instead, however, Community j stands back and lets the others undertake the negoti- 
ation and costs, it will enjoy a pollution reduction of  

r*(O_j)  -- (Y'~.i#j Oi) 2 

4 

and, hence, realize a net payoff of  

o: (E i : j  oi) 
(4) 

But provided that 

E Oi > O j ,  (5)  

i# j  
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(4) exceeds (3), and so community j does better to free-ride on the others '  agreement. 

Furthermore, as we have assumed that all the Oi's are distinct, notice that (5) must 
hold for some j ,  and so a Pareto-efficient agreement is not possible. Indeed, the same 
argument shows that any agreement involving two or more communit ies is vulnerable 
to free-tiding. Thus, despite the possibil i ty of  negotiation, pollution reduction turns out 
to be no greater than in the case where negotiation is ruled out. 

We conclude that some sort of  government intervention is called for. Probably the 
simplest intervention is for the government to impose a vector of  quotas (ql , .  •., qN), 
where for each j ,  community j is required to reduce pollution by at least the amount qj. 

If  qj = Oj (~N_ 10i )/4, then the resulting outcome will be Pareto efficient. 
Another familiar kind of  intervention is for the government to set a vector of subsidies 

(Sl . . . . .  Su), where, for each j ,  community j is paid sj for each unit by which it reduces 
pollution (actually this is not quite complete: to finance the subsidies - and thereby 
ensure feasibili ty - each community must also be taxed some fixed amount). I f  sj = 

1 - O j / ~ N  10i, then the outcome induced by the subsidies will  be Pareto efficient. 
Notice that both these solutions rely on the assumption that the state is verifiable 

to the government. 4 But the more interesting - and typical ly harder - case is the one 
in which the preference profile is not verifiable. In that case, there are two particular 
information environments that have been most intensely studied: first, the preference 
profile could, although unobservable to the government, be observable to all the agents 
(complete information); or, second, each agent j could observe only his own preference 
parameter  Oj (incomplete information). In either case, the government typically "elicits" 
the true state by having the agents play a game or mechanism. 

Formally, a mechanism is a pair (M, g) where Mi is agent i ' s  message space, 
N M M ----- I'-[i=l i is the product of  the individual message spaces with generic element 

m, g : M --+ Y is an outcome function, and g(m) ~ Y is the social choice. 
Returning to our pollution example,  we note that if  each community j observes only 

its own type O j, the government  might have the community "announce" its type so 

that Mj = @j. As a function of  the profile of  their announcements ~,5 the government 
chooses the reduction levels and transfers: 

g(O) = (rl (0) . . . . .  rN(O), tl (0) . . . . .  tN(O) ). 

To predict  the outcome of  the mechanism, we must invoke an equil ibrium concept. 
Because which equil ibrium concept is appropriate depends on the information environ- 
ment, we study the complete and incomplete information settings separately. 

4 They also depend on the assumption that each community's reduction is verifiable. If only a noisy signal 
of a reduction is verifiable, then there is said to be moral hazard. However, we will assume throughout that 
the social choice is indeed verifiable so that the issue of moral hazard does not arise. 
5 We write the profile of announced parameters as 0, to distinguish it from the actual parameters 0. 
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3. Complete information 

We begin with complete information. This is the case in which all agents observe the 
preference profile (the state) 0 but it is unverifiable to the mechanism-imposing author- 
ity. It is most likely to be a good approximation when the agents all know one another 
well, but the authority is a comparative outsider. 

Let S be a equilibrium concept such as Nash equilibrium, subgame perfect equilib- 
rium, etc. Let Os(M, g, O) be the set of  equilibrium outcomes of  mechanism (M, g) in 
state 0. 

A social choice function f is implemented by the mechanism (M, g) in the solution 
concept S if Os(M, g, O) = f(O) for all 0 E O. In that case, we say f is implementable 
in S. Notice that, in every state, we require that all the equilibrium outcomes be optimal 
(we will say more about this below). 

3.1. Nash implementation 

Suppose first that S is Nash equilibrium. A message profile m is a Nash equilibrium in 
state 0 if 

Ui(y(m),Oi) Ui(y(ml,m i),Oi) 

for all i = 1 . . . . .  N, and all m I ~ Mi where m-i is the profile of  messages 
(ml  . . . . .  m i -  l , m i  + l . . . . .  r a N )  tha t  exc ludes  m i  . 

We note that it is easy to ensure that at least one equilibrium outcome coincides with 
what the social choice function prescribes if there are three or more agents (N ~> 3): let 
all agents announce a state simultaneously. If  N - 1 or more agree and announce the 
same state 0, then let g(0) = f ( 0 ) ;  define the outcome arbitrarily if fewer than N - 1 
agents agree. Notice that, if 0 is the true state, it is an equilibrium for every agent to 
announce 0 = 0, leading to the outcome f(O), since a unilateral deviation by any single 
agent will not change the outcome. However, it is equally well an equilibrium for agents 
to unanimously announce any other state (and there are many nonunanimous equilibria 
as well). Hence, uniqueness of  the equilibrium outcome is a valuable property of an 
implementing mechanism. 

To ensure that it is possible to construct such a mechanism, we require the social 
choice function to satisfy monotonicity. A social choice function f is monotonic if for 
any 0, q~ 6 0  and y = f(O) such that y # f(qS), there exists an agent i and outcome y/ 
such that Ui (y, Oi) >~ Ui ( j ,  Oi) but Ui (y', qSi) > Ui (y, 4)i). That is, a social choice func- 
tion is monotonic if whenever there is an outcome y that is optimal in one state 0 but not 
in another ~b, there exists an agent i and an outcome yr such that agent i strictly prefers 
y~ to y in state q~ but weakly prefers y to y~ in state 0. This is a form of "preference 
reversal". 

The other condition on social choice functions we will impose to guarantee imple- 
mentability is no veto power. A social choice function f satisfies no veto power if 
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whenever agent i, state 0 and outcome y are such that Uj (y, O j)  ~ Uj ( j ,  O j )  for all 
agents j # i and all y / 6  y, then y = f(O).  That is, if in state 0, N - 1 or more agents 
agree that the best possible outcome is y, then y is prescribed by f in state 0. Notice that 
in our pollution example, there is no alternative that any agent thinks is best: an agent 
would always prefer a bigger monetary transfer. Hence, no veto power is automatically 
satisfied. 

THEOREM 1 [Maskin (1999)]. I f  a social choice function is impIementable in Nash 
equilibrium, then it is monotonic. I f  N >~ 3, a social choice function that satisfies 
monotonicity and no veto power is Nash implementable. 

PROOF. Necessity: Suppose f is Nash implementable using the mechanism (M, g). 
Suppose m is a Nash equilibrium of (M, g) in state 0, where f (O) = y. Then, g(m) = y. 
But, if f (O) # f(qb), m cannot be a Nash equilibrium in state ~b. Therefore, there must 
exist an agent i with a message m I and an outcome y / =  g(m~, m - i )  such that 

U i ( j ,  el)i) = Ui(g(ml, m- i ) ,  q~i) > Ui(g(m), Oi) = Ui(y, dpi). 

But because m is a Nash equilibrium in state 0, agent i must be willing to send the 
/ in state 0. Hence, message mi rather than m i 

Ui(y, Oi) >/Ui (yl, Oi), 

implying that f is monotonic. 
Sufficiency: See Maskin (1999). [] 

It is not hard to verify that in out pollution example, the efficient social choice func- 
tion f (O) = (rl (0) . . . . .  rN (0), tl (0) . . . . .  tN (0)), where, for all j ,  

Oj E N 1 0 i  
rj (0) -- 4 (6) 

and 

t j  (o)  = o, (7) 

is monotonic and hence Nash implementable. To see this, choose 0 and 0/, and let y = 
(rl . . . . .  rN, tl . . . . .  tN) = f(O).  Then, from (6) and (7), rj = Oj Y~N 1 0i/4 and tj = 0 
for all j .  For concreteness, suppose that, for some j ,  Oj < 0~. Note that 

oj EL ,  oi oj E L i  oi 
Uj (y, O j) -- 2 4 (8) 
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z / Choose y! = (r~ . . . . .  r N, t 1 . . . . .  t~ ) such that, 

}--jr' i = Oi , 

i=1 \ i = 1  / 

N 0 O: ~i=l  i I 

r j  = r j  - -  4 ' 

and 
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(9) 

(lO) 

N 
: -Oj ~-.i=l Oi (11) 

t j - -  2 

From (6)-(11), we have 

U j ( y ,  Oj) = Uj(y ,  Oj). 

z ~-~N r I N r But because Oj > Oj and z-.i=1 i > ~,i=l i we have 

Uj(y ' ,O})  > Uj(y ,O}) ,  

as monotonicity requires. 
Here is an alternative but equivalent definition of  monotonicity: a social choice func- 

tion is monotonic if, for any 0, ¢,  and y = f (O)  such that 

U i ( y ,  Oi) ) U i ( y ,  Oi) U i ( y , ~ ) i )  ) U i ( y ,  dpi) f o r  al l  i ,  

we have y = f (¢). This rendition of  monotonicity says that when the outcome that was 
optimal in state 0 goes up in everyone's preference ordering when the state becomes ¢, 
then it must remain socially optimal. Although this may seem like a reasonable property, 
monotonicity can be quite a restrictive condition: 

THEOREM 2 [Muller and Satterthwaite (1977)]. Suppose that 69 consists o f  all strict 
preference orderings on the social choice space Y. Then, any social choice function that 
is monotonic and has a range including at least three choices is dictatorial (i.e., there 
exists an agent i* such that in all states agent i* 's favorite outcome is chosen). 6 

6 Monotonicity is a good deal less restrictive if one considers implementation of social choice correspon- 
dences rather than functions [see Maskin (1999)]. 
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3.2. Other notions of  implementation 

One way to relax monotonicity is to invoke refinements of Nash equilibrium, which 
make it easier to knock out unwanted equilibria while retaining optimal ones. Let us, in 
particular, explore the concept of  subgame perfect equilibrium and the use of  sequential 
mechanisms, i.e., mechanisms in which agents send messages one at a time. We main- 
tain the assumption that the preference profile is common knowledge among the agents 
but is unverifiable by an outside party. Therefore, we consider mechanisms of perfect 
information and (this is the subgame perfection requirement) strategies that constitute a 
Nash equilibrium at any point in the game. 

Rather than stating general theorems, we focus immediately on our pollution exam- 
ple. For simplicity, restrict attention to the case of  two communities (N ---- 2). We shall 
argue that any social choice function in this setting is implementable in subgame perfect 
equilibrium using a sequential mechanism. 

We note first that, for i = 1, 2 and any Oi, O: ~ (a, b) there exist (r]  (Oi, Oi:), r2O (Oi, O:i ), 
t° (Oi, 0:)) and (r~° (Oi, 0:), r~° (Oi, 0:), t°° (Oi, 0:)) such that 

and 

Oi~r;(Oi,O;) + r~(Oi,O:) - r°(Oi,O:) + t°(Oi,O:) 

> Oi~/r;°(Oi,O:) + r~°(Oi,O:)- r°°(Oi,O:) + t°°(Oi,O:) (12) 

o:],;°(oi,o;) + - r°°(Oi,O:) + t°°(Oi,O:) 

> O:v/rf(Oi,O:) + - r°(O,,O:) + :(0,,03. (13) 

Formulas (12) and (13) constitute a preference reversal condition. The condition says 
that for any two types Oi and 0: we can find choices (r;, r°2, t°~i: and (r~ °, r2OO, tioo) such 
that the former is preferred to the latter under Oi and the latter is preferred to the former 
under 0:. 

In view of preference reversal, we can use the following mechanism to implement a 
given social choice function f :  

Stage 1. 

Stage 1.1. Agent 1 announces a type 51. 
Stage 1.2. Agent 2 can agree, in which case we go to Stage 2, or disagree by an- 

nouncing some 0:1 7 ~ 51, in which case we go to Stage 1.3. 
Stage 1.3. Agent 1 is fined some large amount p* and then chooses between 

(r~(gl, ^' 01), r2(01,o ^ 01),^: tlO(51,0~)) and (r~°(01, ~ ) ,  r2OO(01, ^ 01), ^' t 1°°(01, ^ 01)). ^: If  he 
chooses the former, agent 2 is also fined p*; if  he chooses the latter, agent 2 re- 
ceives p*. The mechanism stops here. 
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Stage 2. This is the same as Stage 1.2 except the roles are reversed: agent 2 an- 
nounces 32, and agent 1 can either agree or disagree. If he agrees, we go to Stage 3; If 
he disagrees, then agent 2 is fined p* and must choose between (r 1° (82, 82),I r2O (02, 82),t 

o ^ ^ ,  t o  ^ ^ ,  r O(32, ^ ,  t o  ^ t 2 (02, 0~)). If he chooses the former, agent 1 t 2 (02, 82)) and (r 1 (02, 02), 02), 
is also fined p*; if he chooses the latter, agent 1 receives p*. 

Stage 3. If 31 and 02 have been announced, the outcome f(31,32) is implemented. 

We claim that, in state (81,02), there is a unique subgame perfect equilibrium of 
this mechanism, in which agent 1 truthfully announces 01 = 01 and agent 2 truthfully 

^ ^ 

announces 02 = 02, so that the equilibrium outcome is f(01,02).  To see this, note that in 
Stage 2, agent 1 has the incentive to disagree with any untruthful announcement 02 7 ~ 02 
by setting 0~ = 02. This is because agent 1 forecasts that, by definition of (r~(02, 82), 

r~(32, 02), t~(32, 02)) and (r~°(32, 02), r 2°°(02, ^ 02), t2oo(02, ^ 02)) and from (13), agent 2 
will choose the latter, and so 1 will collect the large sum p*. By contrast, agent 1 will 
not disagree if 02 is truthful - i.e., 02  : 02  -- because otherwise (regardless of what 3£ 

he announces) (12) implies that agent 2 will choose (r~(02, 82), ^' r~(02, 02), ^' t~(O2, 3~)), 
thereby requiring 1 to pay a large fine himself. But this, in turn, means that agent 2 
will announce truthfully because by doing so he can avoid the large fine that would be 
entailed by l 's  disagreeing. Similarly, agent 1 will be truthful in Stage 1, and agent 2 will 
disagree if and only if 1 is untruthful. Because both agents are truthful in equilibrium, 
the desired outcome f (01,02) results in Stage 3. 

Herein we have examined only one simple example of implementation in a refinement 
of Nash equilibrium. For more thorough treatments, see the surveys by Moore (1992), 
Palfrey (2001), or Maskin and Sj6str6m (2001). 

4. Incomplete information 

We next turn to incomplete information. This is the case in which agent i observes only 
his own type 8i. 

4.1. Dominant strategies 

A mechanism (M, g) that has the property that each agent has a dominant strategy - 
a strategy that is optimal regardless of the other agents' behavior - is clearly attractive 
since it means that an agent can determine his optimal message without having to calcu- 
late those of other agents, a calculation may be particularly complex under incomplete 
information. 

Formally, a strategy/zi for agent i is mapping from his type space Oi to his message 
s p a c e  Mi.  A strategy, Ixi : Oi -+ Mi , is dominant for type Oi if: 

Ui(g(l£i(Oi),m-i),Oi) ~ U i (g (ml ,m- i ) , S i  ) 
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for all m~ c Mi, m- i  E M -  i . A strategy profile/2 = (/21 . . . . .  /2N) is a dominant strategy 
equilibrium if, for all i and Oi, tzi (Oi) is dominant for Oi. 

A social choice function f is implemented in dominant strategy equilibrium by 
the mechanism (M, g) if there exists a dominant strategy equilibrium /2 for which 
g(/2(O)) = f(O) for all 0 ~ ( 9 7  

Of course, implementation in dominant strategy equilibrium is a demanding require- 
ment, and so perhaps not surprisingly it is difficult to attain in general: 

THEOREM 3 [Gibbard (1973) and Satterthwaite (1975)]. Suppose that (9 consists of  
all strict preference orderings. Then, any social choice function that is implementable 
in dominant-strategy equilibrium and whose range includes at least three choices is 
dictatorial. 

PROOF. Suppose that f is implementable in dominant-strategy equilibrium and that the 
hypotheses of  the theorem hold. Consider 0, 0 ~ 6 0  such that f (O) = y and, for all i, 

Ui (y, Oi) ) Ui (Y ,  Oi) implies Ui (y, 0;) >~ Ui (y', 0;) (14) 

for all J .  By assumption, there exists a mechanism (M, g) with a dominant-strategy 
equilibrium/2 such that g(/2(O)) = y. We claim that 

g(/2(O')) = y. (15) 

To see why (15) holds, suppose that 

g(/21 (0~),/z2(02) . . . . .  /2N(ON) ) # g(/2(O)) = y. 

Then 

Ul (g(/21(O~), /22(02) . . . . .  /2N(ON)), Oj) > Ul (y, Oj), (16) 

a contradiction of  the assumption that/21 (01) is dominant for 01. Hence, 

g(/21 (0~),/22(02) . . . . .  /2N(ON) ) = y 

after all. Continuing iteratively, we obtain 

g(/21 (0~),/22(0£), #3(03) . . . . .  /2N(ON)) = y, 

7 Notice that, unlike with implementation in Nash equilibrium, we require only that some dominant strategy 
equilibrium outcome coincide with f(O), rather then that there be a unique equilibrium outcome. However, 
multiple equilibria are not typically a serious problem with dominant strategies. In particular, when prefer- 
ences are strict (i.e., indifference is ruled out), the dominant-strategy equilibrium outcome is, indeed, unique. 
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and 

g(#(O')) = y. (17) 

But (17) implies that f(O I) = y. We conclude that f is monotonic, and so Theorem 2 
implies that it is dictatorial. [] 

In contrast to the pessimism of Theorem 3, Vickrey (1961) and, more generally, 
Clarke (1971) and Groves (1973) have shown that much more positive results are ob- 
tainable when agents' preferences are quasi-linear. Specifically, suppose that we wish 
to implement a social choice function f(O) = (rl (0) . . . . .  rN(O), tl (0) . . . . .  tN(O)) en- 
tailing Pareto-efficient pollution reduction, i.e., such that 

N 

E ri (0) = r*(O), 
i = 1  

(18) 

where r*(O) solves 

N 

r*(O) = argmax E 0 i ~  - r. 
i = 1  

(19) 

If community j is not allocated any transfer by the mechanism, then j solves 

m a x O j J E r i  + r j - r ,  
V i ¢ J  

(20) 

which clearly does not result in the total reduction being r*(O). To bring the maximands 
of individual communities and overall society into line, we shall give community j a 
transfer equal to the sum of the other communities' payoffs (net of transfers): 

iCj 
(21) 

where rj(.) is an arbitrary function of O_j. A mechanism in which each agent j an- 

nounces 0j and the outcome is (rl (3) . . . . .  rN (0) ,  tl (3) . . . . .  tN(O)) where @1 (') . . . . .  
rN(')) satisfies (18) and (19), and (tl(.) . . . . .  tN(')) satisfies (21), is called a Groves 
scheme [see Groves (1973)]. 

We claim that, in a Groves scheme, community j ' s  telling the truth (announcing 
Oj = O j) is dominant for Oj for all j and all O i. Observe that in such a mechanism, com- 

munity j ' s  overall payoff if it tells the truth and the other communities announce 0_j 
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is 

O#r*IO,,O ,t--rtO,,O ,t+ 2(O&tO,,O ,t 
iTLj 

= (0, + 0 , /+  ,t 
i@j / 

But from (19), 

(O,+ZOi)#r*tO,,O ,l r*lO,,O ,l+ ,tO ,t 
i¢j 

ivkj 

(22) 

for all r ' .  In particular, (22) holds when r r = r*(Oj, O_j), which then implies that taking 

Oj = Oj is dominant as claimed. 
Thus, with one proviso, a Groves scheme succeeds in implementing the Pareto- 

efficient pollution reduction. The proviso is that we have not yet ensured that the transfer 
functions (21) are feasible. One way of ensuring feasibility is to take 

~j(0_j) =-ma~(0,47-r) 
i # j  

for all j .  
Then, community j ' s  transfer becomes 

(23) 

When transfers take the form (23), a Groves scheme is called a pivotal mechanism or 
a Vickrey-Clarke-Groves mechanism. Notice that the transfer (23) is always (weakly) 
negative, ensuring feasibility. 

The logic underlying (23) is straightforward. If  community j ' s  announcement has no 
effect on the social choice, the community pays nothing. However, if it does change 
this choice (i.e., it is "pivotal"), j pays the corresponding loss imposed on the rest of 
society. Although the pivotal mechanism is feasible, it is not balanced, i.e., the transfers 
do not sum to zero. Indeed, as shown by Green and Laffont (1979), no Groves scheme 
is balanced. Furthermore, arguments due to Green and Laffont (1977) imply that in a 
slightly more general version of our pollution example, Groves schemes are essentially 
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the only mechanisms that implement social choice functions with Pareto-efficient pol- 
lution reductions. This motivates the search for balanced mechanisms that invoke a less 
demanding notion of implementation than in dominant-strategy equilibrium, a question 
we turn to in the next subsection. 

We have been assuming that each community j ' s  payoff depends directly only on its 
own preference parameter Oj. Radner and Williams (1988) extend the analysis to the 
case when j ' s  payoff may depend on the entire profile 0. We have also been concen- 
trating on the case of Pareto-efficient social choice functions (or at least social choice 
functions for which the pollution reduction is Pareto-efficient); Dasgupta, Hammond 
and Maskin (1980) examine dominant-strategy implementation of more general social 
choice functions. 

4.2. Bayesian equilibrium 

Dominant-strategy equilibrium requires that each agent be willing to use his equilib- 
rium strategy whatever the behavior of the other agents. Bayesian equilibrium requires 
only that each agent be willing to use his equilibrium strategy when he expects other 
agents to do the same. A couple of points are worth noting here. First, because agents' 
equilibrium strategies depend on their types but, given the incomplete information, an 
agent does not know others' types, we must specify his beliefs about these types to com- 
plete the description of the model. Second, if a social choice function is implementable 
in dominant-strategy equilibrium, then it is certainly implementable in Bayesian equi- 
librium, so by moving to the latter concept, we are weakening the notion of implemen- 
tation. 

We assume that agents' types are independently distributed; the density and distri- 
bution functions for agent i of type Oi ~ [a, b] are pi (Oi) and Pi (Oi), respectively. We 
suppose that these distributions are common knowledge amongst the agents. Hence, 
the c.d.f, for agent i 's beliefs over the types of the other agents is given by/7, (O-i) ---- 
[lj:~ Pj (o:). 

There are two critical conditions that a social choice function must satisfy to en- 
sure that it is implementable in Bayesian equilibrium [see Postlewaite and Schmei- 
dler (1986), Palfrey and Srivastava (1987) and Jackson (1991)]. The first is Bayesian 
incentive-compatibility. A social choice function f is Bayesian incentive compatible 
(BIC) if 

Eo i[Ui(f(Oi,O-i),Oi)] >~ Eo_i[Ui(f(O:,O-i),Oi)] 

for all i, and Oi, O[ ~ Oi, where 

Eo_,[Vi(f(Oi, O_i), 0,)] = f ,  Vi(f(Oi, O-i), Oi)dFi(O-i). 
d fN - i  

The second condition is the incomplete-information counterpart to monotonicity. For 
this purpose, we define a deception for agent j to be a function a j  : Oj --> Oj. A decep- 



Ch. 7." Mechanism Design for the Environment 321 

tion a is a profile a = (oq . . . . .  OLN). A social choice function f is Bayesian monotonic 
if  for all deceptions c~ such that f o a # f there exist j and a function y : 6~_j ---, Y 
such that 

EUj(f(Oj, O_j), Oj) >~ EUj(y(O_j), Oj) 

for all Oj E (~)j, and 

evj(:( . (oS,o_j)) ,oS) < ev:(r ( ._: (o_j ) ) ,o  5) 

! for some Oj E (~)j. 

Jackson (1991) shows that in quasi-linear settings, such as our pollution example, 
BIC and Bayesian monotonicity are not only necessary but sufficient for a social choice 
function to be implementable in Bayesian equilibrium. 

Let us return to our pollution example. We noted in the previous subsection that a 
social choice function entailing Pareto-efficient pollution reduction (i.e., reduction sat- 
isfying (18) and (19)) cannot be implemented in dominant-strategy equilibrium if it is 
balanced. However, this negative conclusion no longer holds with Bayesian implemen- 
tation. 

To see this, consider a pollution reduction profile (r~ (0) . . . . .  r~v (0)) that is Pareto- 

efficient (i. e., ~ N ~ r o (0) = r* (0), where r * (-) satisfies (19) ). Consider the mechanism 

in which each agent j announces 0j and the outcome is (r~ (0) . . . . .  r~v (0), t] (0) . . . . .  

t~v(0)), where t](O) satisfies 

= fo ,t ,, 

1 
N - 1  Z Z(Xk~/r*(~i'X-i) --rk(Oi'x-i)) dvi(x-i)" 

i:~j i k~-i 

(24) 

Notice that the first term (integral) on the right-hand side of  (24) is just the expectation 
of the sum in (21). Furthermore the other terms in (24) do not depend on 0j. Hence, this 
mechanism can be thought of  as an "expected Groves scheme". It was first proposed by 
Arrow (1979) and d' Aspremont and G6rard-Varet (1979). 

The terms after the first integral in (24) are present to ensure balance. If  all com- 
munities tell the truth (we verify below that the social choice function satisfies BIC 
f(O) ---- (r~(O), . .  o ^ .. ., r N (0), t~ ( O ), ., t~v (0))), then observe that 

j = l  "= J i ~ j  
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N 

1 ~-~.~,.fo ~--~(Olc~/r*(Oi,O-i)-r~(Oi,O-i))dFi(O-i) N - 1  
j = l  i ~ j  -~ k ¢ i  

N 

=.i~l J Z(Oi~/r*(Oj'O-j)-r°(Oj'O-j))dFj(O-J)icj 

-- ~1"= fo i Z(Oi~/r*(Oj'O-J)icj -r°(Oj'O-j))dFj(O j) 

= 0 ,  

as desired. 
To see that BIC holds (so that truth-telling is an equilibrium) note that if f(O) = 

(r~ (O) ..... r~(O), t~ (O) ..... t~v(O) ), then, for all j, O j, 0~, and O_j, 

Eo j[Uj(f(O},O_j),Oj)] 

_[ ( _ , =Eoj oj ~*(o',,o j ) -  °(oj,o_j)] 
= 

-k-Eo jZ(Oiv/r*(O},O-j)-r°(O},O-j))l, 
iCj 

(25) 

where the last line of the right-hand side of (25) corresponds to the first term of 
t ° t j (O j, O_j) as given by the right-hand side of (24), but with all but the first term omitted 

(since the other terms on the right-hand side of (24) do not depend on 0~. and hence do 
not affect incentive compatibility for community j) .  But the last line o f  the right-hand 
side of (25) can be rewritten as 

N 

O o J, 1 (26) 

By definition of r*(O), the square-bracketed expression in (26) is maximized when 
O} = Oj. Hence from (25) and (26), we have 

eo ,[vj(j(o5, o_j), oj)] .< eo ,[vj(s(oj, 0_i), oj)], 

as required for BIC. 
One can readily show that f also satisfies Bayesian monotonicity (but we will re- 

frain from doing so here). Hence, we conclude that it is implemented by the Groves 
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mechanism (actually, it turns out that the equilibrium outcome of the expected Groves 
mechanism is not unique, so, without modification, that mechanism does not actually 
implement f ) .  Thus relaxing the notion of implementability from dominant-strategy 
to Bayesian equilibrium permits the implementation of balanced social choice func- 
tions. On the downside, however, note that the very construction of the expected Groves 
mechanism requires common knowledge of the distribution of 0. 
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Abstract 

This chapter provides a review and assessment of the extensive literature on the polit- 
ical determination of environmental regulation. A promising theoretical literature has 
emerged relatively recently that provides models of the political interaction of gov- 
ernment with various interest groups in the setting of environmental standards and the 
choice of regulatory instruments. A large empirical literature supports such models, 
finding evidence of the influence of interest groups but also evidence that net social 
benefits are often an important determinant of environmental policy choices. A later 
section of the paper takes up the issue of environmental federalism and the large and 
growing theoretical literature that addresses the so-called competitive "race to the bot- 
tom" as various jurisdictions attempt to use environmental policy as an instrument of 
economic competition. The evidence on all this is sparse, although some recent work 
in the U.S. is unable to find any support for the race-to-the-bottom hypothesis. The pa- 
per concludes with a brief look at the evolution of environmental policy and finds that 
economics has come to play a growing role both in the setting of standards for environ- 
mental quality and in the design of regulatory measures. There seems to be a discernible 
trend toward more efficient decision-making for environmental protection. 

Keywords 

political economy, interest groups, environmental taxes, tradeable permits, 
command-and-control policies, environmental federalism 

JEL classification: Q2, H4, H7 
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The term "political economy" has a long and rich history. In its earliest manifesta- 
tions, it meant essentially economics; indeed the two terms were basically synonyms in 
the nineteenth and early twentieth centuries [Groenewegen (1987)]. However, as "eco- 
nomics" came to denote the discipline, the term "political economy" has come to take 
on a variety of  shades of  meaning. It is now, in fact, a rather elusive term that typically 
refers to the study of  the collective or political processes through which public economic 
decisions are made. 

For our purposes in this essay, we shall settle for this admittedly broad and somewhat 
vague definition. Our concern here is with the determinants of  actual decisions on envi- 
ronmental programs. Environmental economics (as the other chapters in this Handbook 
reveal) has much to say about the design of  efficient and effective policy measures for 
protection of  the environment. But when we turn to actual policy, we find, often to our 
dismay, that existing measures or institutions do not stack up at all well in terms of  these 
guidelines. How are we to understand such "political failure"? 

In this chapter, we shall explore the various political, or collective choice, facets of  
environmental policy-making. Our treatment will focus on the political economy of do- 
mestic environmental policy, for there is another chapter by Scott Barrett in this Hand- 
book that takes up the issue of  international environmental agreements. In addition, our 
study is more or less limited to the experience of  countries with elected governments - 
in particular, the United States and the nations of  Western Europe. Both existing theory 
and more rigorous empirical work tend to relate to these countries.l 

We begin the chapter with a few preliminary and general observations on the various 
theoretical and empirical approaches that have been employed to study regulatory be- 
havior. Our sense is that certain of  them are more directly relevant to understanding the 
determination of  environmental policy than others. More specifically, a framework in 
which various interest groups vie with one another in a political setting seems to us the 
most promising approach to a positive theory of  environmental regulation. In Section 3 
we review the fairly extensive theoretical literature that sets forth this approach. This 
body of  work draws heavily on the recent work on the positive theory of  international 
trade, which has developed models of  competing interest groups that seek to restrict 
trade in ways that promote their own interests. The parallels to the determination of 
environmental policy are straightforward. 

The chapter then turns to a survey of  the wide-ranging empirical work on the political 
economy of environmental regulation. This body of  research encompasses a vast array 
of  studies that range from largely qualitative, case studies to more formal and rigorous 
econometric investigations. These studies provide support for the view that not only 
specific interest groups influence environmental measures, but that (at least in some 
cases) the social benefits and costs also play a role in determining outcomes. 

1 For a useful study of the political economy of environmental policy in the developing world, see World 
Bank (2000). David Wheeler and his colleagues at the World Bank provide numerous insights into the com- 
plex interaction between economic development and environmental protection with important implications 
for the design of environmental policies. 
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Section 5 moves on to a description and assessment of  the now vast and rich litera- 
ture on environmental federalism. The issue of  the respective roles of various levels of  
government is a contentious issue on both sides of  the Atlantic. Our sense is that the 
"race-to-the bot tom" arguments that are the basis for current pressures for the harmo- 
nization (or centralization) of  environmental policies across jurisdict ional  boundaries 
are not so compell ing as some argue. There are important responsibili t ies for govern- 
ments at all levels in the design and implementation of  environmental programs. And 
it is important to get these "functions" aligned properly in the vertical structure of  pub- 
lic decision-making.  We conclude the chapter with some reflections on trends in the 
political economy of  environmental decision-making - most notably on the encourag- 
ing tendency in recent years to give more weight to economic analysis in the design of  
environmental policy. 

1. On theories of regulation: Some preliminaries 

There are a number of  distinct approaches to understanding regulatory activity. The 
traditional neoclassical and normative approach sees regulatory measures as one means 
for correcting allocative distortions in a market  system. In the case of environmental 
policy, the standard theory of  externalities provides a basic explanation for tendencies 
in a market  economy toward excessive levels of pollution. From this approach follows a 
clearcut prescription for correction of this distortion: the internalization of  the external 
costs through either a system of  taxes on polluting activities equal to marginal social 
damage or a system of  tradable emission permits that restricts aggregate pollution to 
the efficient level and, at the same time, guides abatement activities into a least-cost 
pattern. 2 

But this is the normative theory of  environmental regulation. It emerges from an 
analytical exercise involving the maximizat ion of social welfare. As such, it presumes 
implici t ly an enlightened public sector that designs and implements social programs 
for environmental protection with the sole objective of promoting the well-being of  the 
polity as a whole (i.e., some weighted average of individual utilities). This, we know, is 
not how social policies typically come into being, which leads to the search for positive 
models  that can describe the actual determination of  social policy. 

One such conceptual construct is the widely employed median-voter  model. In this 
framework, social choices that are made directly by voters or through their elected rep- 
resentatives reflect the median of the most preferred outcomes of  the individuals in the 

2 Alternatively, we may see such public intervention in terms of its capacity to reduce the "transactions 
costs" associated with achieving an efficient outcome. See, for example, Zerbe, Jr., and MeCurdy (1999). 
As Coase (1960) has shown us, there may well be cases where voluntary negotiations among a small group 
of affected parties can effectively resolve an externality with no need for public regulatory measures. Or, if 
the transactions costs are sufficiently low and the link between cause and effect sufficiently clear, a well- 
functioning tort system that makes polluters liable for the costs they impose on society can constitute an 
efficient system of pollution control. 
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relevant social group. 3 One familiar and popular  adaption [Downs (1957)] extends the 

model  to a setting of  two political parties in which competi t ion for votes among these 
parties leads to outcomes that converge on the preferred outcome of the median-voter. 
Moreover,  as Bergstrom (1979) has shown, under certain conditions, the median-voter  
outcome will satisfy the first-order conditions for Pareto-efficiency. This is of  particular 
interest, since it provides us with a case where the actual outcome of  a plausible process 
of  poli t ical  decision-making satisfies the conditions from our normative model  for effi- 
cient social choice. One cannot push this too far, for the Bergstrom conditions for such 
a coincidence of  outcomes are admittedly restrictive; moreover, there are many realistic 
complications (such as a mult i-dimensional  pol icy space) that create serious problems 
for the model. But in its defense, it has had some success in explaining a substantial 
range of  social choice outcomes. 4 

Let  us note one obvious predict ion of  our normative and median-voter  models. Since 
environmental externalities can involve significant social damages and economic distor- 
tions, one would expect policies to emerge to restrict polluting activities - as has been 
the case in most places. In other words, and at this most simple level, the predictions of  
models  that lead to efficient (or "quasi-efficient") outcomes find some support in real- 
world outcomes. But again, we must not push too hard on this. When we ask the harder 
questions concerning the stringency of  these programs and the choice of  policy instru- 
ments, things quickly become more complex and less clear. But it is worthwhile to note 
at the outset that our basic normative framework (linked to a positive model  through 
something like the median-voter  model)  does have some, if limited, explanatory power. 

There are other theories of  social choice and, in particular, of  regulation that are 
potential ly important here. A major (and radical) attempt to provide a positive theory 
of  regulation originated with Stigler (1971) with subsequent development by Peltzman 
(1976) and others. This approach sees regulation not as a means to promote the gen- 
eral welfare by mitigating efficiency losses from market failure, but rather as a form 
of  wealth transfers. In Stigler 's  view, "regulation is acquired by the industry and is 
designed and operated primari ly for its benefit" [Stigler (1971, p. 3)]. This so-called 
"capture theory" of  regulation sees regulated industries, not as the victims of  regulatory 
measures, but rather as their beneficiary. Measures enacted by "captured" agencies may 
take the form, for example, of  direct monetary subsidies or, alternatively, of  less direct 
assistance in the form of  barriers to entry into the regulated industry. 

3 Black (1948) is the source for the first modem treatment of the median-voter theorem. See Mueller (1989) 
for an excellent survey of the more recent literature on the median-voter model. 
4 One such application involves the use of the model to provide a framework for the estimation of demand 
functions for local public goods [Borcherding and Deacon (1972), Bergstrom and Goodman (1973 )]. Assum- 
ing that the outcome in each community represents a point on the demand curve of tile median voter, this 
literature has generated plausible econometric estimates of the demand functions for a number of different 
public services provided by local governments. For surveys that explain this application and describe the 
findings, see Rubinfeld (1987) and Oates (1996). 
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While the capture theory may describe some classes of  regulatory activity reasonably 
well, it does not seem to us that it is very successful as a positive theory of  environ- 
mental policy. As we have suggested, environmental measures come about largely as a 
result of the real or perceived social damages that are borne quite widely across the so- 
cial spectrum from polluting activities. A theory that relates regulation directly to social 
welfare maximization thus does not seem too far off the mark. Environmental measures 
typically impose costs - sometimes quite significant costs-on the sources of  polluting 
activities. For this reason, it seems misleading at best to describe environmental mea- 
sures as instigated by regulatees - that is by polluting industries. We surely find certain 
cases (which we will examine later) where such measures have been manipulated into 
a form that provides specific benefits to at least some regulatees, but to argue that en- 
vironmental policy has its basic impetus in the designs of polluting industries seems 
misplaced. 5 

A more attractive model of environmental regulatory choice is one in which vari- 
ous interest groups vie with one another through a political process to determine the 
extent and form of environmental policies. The problem with this approach, as Stigler 
observed, is that such a view can lead to the position that a regulatory outcome "defies 
rational explanation", being the result of  "an imponderable, a constantly and unpre- 
dictably shifting mixture of  forces of the most diverse nature" [Stigler (1971, p. 3)]. 

Fortunately, as Becker (1983) showed in his seminal paper, things are not this in- 
tractable. In fact, it is not even the case that such political processes lead invariably to 
distorted, inefficient outcomes. Becker's analysis finds that competition among interest 
groups for political influence can have some important efficiency-enhancing proper- 
ties. Moreover, some recent work on interest group politics pushes this farther; in the 
Becker spirit, this work finds that such processes lead to political equilibria that can 
be economically efficient. Aidt (1998), for example, lays out an interesting model in 
which competition among interest groups leads to an efficient internalization of  detri- 
mental externalities. In Aidt 's model (which we shall examine in more detail later), 
government pursues its own goals, seeking a mixture of  political contributions and so- 
cial welfare. So long as the interest groups represent the interests of  their constituencies 
faithfully, their contributions induce public decision-makers both to select efficient lev- 
els of  externality-generating activities and to employ efficient regulatory instruments. 
Such models at least remind us that the outcomes from the political interplay of  diverse 
interest groups need not be inherently distortionary, although fully efficient outcomes 
are admittedly special cases. 

It seems to us that approaches that explicitly recognize this interaction of  different 
interest groups are the most promising for an understanding of  environmental policy. 
The stage upon which the environmental policy process plays itself out is typically one 

5 Interestingly, however, it has been argued that the Clean Air Amendments in 1970 in the United States 
resulted from pressures from industry for federal standards as a means for inhibiting states from setting yet 
more stringent (and nonuniform) standards! See Elliott, Ackerman and MiUian (1985). 
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in which environmental advocacy groups and potentially regulated parties (which can 
include corporations, other levels of government, and even individuals) push their cases, 
and where regulators may even bring to bear basic measures of social costs and benefits. 

In this process, it seems clear that institutions matter. Environmentalists, business 
trade organizations, and other interest groups interact first in the determination of en- 
vironmental legislation. But this is not the end of the story. The implementation of 
such legislation by environmental agencies provides another arena in which divergent 
interests must be reconciled in the actual design, administration, and enforcement of 
policy. Through the selective enforcement of specific environmental measures, regula- 
tory agencies may either weaken the measures or expand their scope and effectiveness. 
Some statutes actually allow the regulator to negotiate with the source to determine 
the form and extent of compliance. Finally, key decisions often end up in the hands of 
the judiciary, as the courts interpret the intent of legislation and the faithfulness of its 
implementation by administrative agencies. The analysis of the political economy of en- 
vironmental policy must thus encompass the institutional setting in which the interplay 
of interest groups takes place. 

2. On the empirical study of the political economy of environmental regulation: 
A few more preliminaries 

To assess the role of different interests in the determination of policy measures, one can 
look in a relatively informal, historical way at various policy decisions through qualita- 
tive case studies. Such studies abound in the literature - and frequently provide valuable 
insights into the political economy of particular environmental programs. Ackerman 
and Hassler (1981), for example, provide a penetrating account of the evolution of the 
Clean Air Act in the United States with particular attention to the crucial role played 
by coal interests. More recently, Leveque (1996) has assembled a series of case studies 
in Europe that describe different dimensions of the environmental policy process in the 
emerging European Union. At the same time, there are available somewhat more formal 
approaches that allow us to make statistical inferences about the groups or issues that 
figured significantly in the policy-making process. And these have been widely used in 
the environmental literature to shed light on how environmental decisions have, in fact, 
been made. 

One such approach examines the "revealed preferences" of the regulatory agency. 
McFadden (1975, 1976) set forth such a method in which the actual decisions of a 
public agency can be used to infer the criteria that gave rise to these choices. Making 
use of a multinomial logit model, the approach essentially selects statistically a set of 
decision rules that can explain the observed choices. As an application, McFadden used 
the model to explore the determinants of freeway planning decisions by the California 
Division of Highways. 

More generally, one can posit a relationship between a class of decisions regarding, 
say, the regulation of a set of industries or pollutants, as the dependent variable and 
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as explanatory variables the behavior (e.g., contributions, lobbying activities, testifying 
before regulatory bodies) of  various interest groups, along with other factors such as 
the toxicity of  the pollutants and the cost of  controlling them. With the needed data, we 
can then estimate econometrically the impact of  each of  these determinants on a series 
of environmental decisions. As we shall see, this general approach has been used quite 
effectively for the study of  a variety of  environmental programs - it has allowed us to 
explore ex post who has "called the tune" for various kinds of  environmental measures. 

An alternative approach involves the examination of  voting behavior. Some studies, 
for example, look at the voting records of  individual legislators and then relate these 
records back to the characteristics of  the politicians themselves or their constituencies. 
In other cases, environmental measures have been determined by direct vote in a refer- 
endum; under this form of decision-making, we can look directly at the pattern of  votes 
across precincts and relate these patterns to the characteristics of  the voters to find out 
what effectively determined the outcomes. Thus, we find in the sections that follow a 
number of  different approaches to uncovering the role of  various interest groups and 
decision-making procedures in the setting of  enviromental policy. 

3. Toward a positive theory of environmental regulation 6 

3.1. The early literature 

As we suggested earlier, the most promising approach to understanding the actual form 
and stringency of  environmental measures appears to us to be one which tries to under- 
stand how various interest groups interact in a specified political setting with environ- 
mental policies as the outcome. This general approach has its roots in some early pieces 
that sought to explain why existing environmental policies had taken an inefficient and 
inferior form rather than the kinds of  measures suggested by economic analysis. 

In one of these early papers, Buchanan and Tullock (1975), drawing on basic mod- 
els of the firm, showed that emissions standards (or, more precisely, quotas on polluting 
outputs) would generally be preferred to effluent taxes by firms themselves, where these 
measures take a form that effectively limits entry. In such a setting, environmental reg- 
ulations can produce a cartel-type outcome with increased profits for existing firms. 
For example, it is easy to see that environmental measures that prescribe more strin- 
gent standards for new, than for existing, plants (as is often the case since retrofitting 
can be quite expensive) may be welcomed by industrial interests as a newly created 
barrier-to-entry into the polluting industry. 

6 There is now a substantial literature addressing the political economy of environmental regulation, some, 
but not all, of which we shall draw on explicitly in our treatment. For five useful books on this issue, see 
Magat, Krupnick and Harrington (1986), Congleton (1996), Dijkstra (1999), Svendsen (1998), and Wallart 
(1999). 
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This general line of  analysis was pursued in some subsequent papers. Dewees (1983), 
for example, laid out very nicely a systematic treatment of how various policy in- 
struments affected the well-being both of  industrial interests (including shareholders) 
and workers in the affected industries. Dewees confirmed and extended the findings of  
Buchanan and Tullock; he showed, for example, that industrial interest groups could 
well prefer systems of  marketable emissions permits to effluent standards i f  the permits 
were distributed free of  charge to existing sources. 7 

This general line of  analysis thus examined the implications of  different policy instru- 
ments for the welfare of  various interest groups, and in this effort generated a number 
of  insights into just why we would expect to find opposition in certain quarters to ef- 
ficient and effective policy measures. It is straightforward, for example, to show that a 
system of pollution taxes (or tradeable permits distributed by an initial auction) is likely 
to prove more costly to polluting industries than a less efficient assignment of  emissions 
quotas - or even the required adoption of  a specified control technology. The point here 
is that under a system of taxes (or auctioned tradeable permits) polluting firms must 
bear not only the costs of  their pollution control activities, but, in addition, must pay 
taxes on (or buy permits for) their remaining discharges. And some empirical studies 
have suggested that even where a command-and-control (CAC) program produces a 
quite inefficient pattern of  abatement efforts, the extra control costs may be dwarfed, in 
comparison, by the taxes that must be paid under a regime of  pollution levies [e.g., Se- 
skin, Anderson and Reid (1983)]. In consequence, it should not be surprising to find that 
industrial interests have often shown little enthusiasm for the systems of  environmental 
taxes championed by economists. 8 

These first-generation studies of  positive theories of  environmental policy thus sought 
to explain how various policy measures affected the different interest groups. But they 
did not take the next step of  actually predicting outcomes. It is one thing to show that 
policy measure A will be favored by interest group B, but it is much more complicated 
to show how this measure will be received by the various interest groups (some of  which 
may support it and others not) and then how this will play out in a process of  interaction 
among these groups to produce a policy outcome Hahn (1990). 

3.2. The theory o f  interest groups and environmental outcomes 

The second generation of  work on the positive theory of  environmental regulation has 
taken up this challenging issue. The basic approach involves setting out a public-choice 

7 For another extension of the Buchanan-Tullock analysis, see Leidy and Hoekman (1996) who treat the 
issue in the context of an open economy and find further reasons for various interest groups to prefer direct 
regulation to emissions taxes. 
8 Opposition from industrial (and other) interests in the early days of environmental legislation also had its 
source in a failure to understand and appreciate the virtues of a market-based system. In the case of the U.S., 
for example, Kelman (1981) found that in the late 1970s hardly anyone in the policy-making community 
could even explain clearly the rationale for incentive-based environmental measures ! 
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or political setting in which competing interest groups, taking the form of lobby groups, 
provide support in one form or another (often monetary support for their preferred can- 
didate), and then, making use of game-theoretic analytical techniques, characterizing 
outcomes under differing conditions. Such models can, for example, provide an ex- 
plicit rationale for the choice of command-and-control instruments over more efficient 
incentive-based measures under certain specified circumstances. 

This body of work draws heavily on recent research into the positive theory of inter- 
national t rade-  research that seeks to explain the introduction of tariffs and other imped- 
iments to free trade through the political interplay of various interest groups [Hillman 
(1989), Grossman and Helpman (1994)]. 9 It is useful, following Grossman and Help- 
man (1994), to distinguish between two strands in this literature. The first envisions the 
political setting as one of political competition between opposing candidates (or par- 
ties). The competing candidates announce the policy measures that they will introduce 
if elected, and then organized interest groups make their decisions concerning which 
candidate to support [e.g., Hillman and Upsprung (1992)]. 

The second approach to the study of endogenous policy determination involves a set- 
ting in which an incumbent government seeks to maximize its political support through 
the choice of policy measures. Under this "political support" type of model, the vari- 
ous interest or lobby groups offer contributions, and the government determines policy 
so as to maximize the fikelihood of being re-elected. This typically involves the maxi- 
mization of an objective function that includes as arguments both the general welfare of 
the electorate and the contributions from the various interest groups [e.g., Aidt (1998)]. 
Under this latter approach involving the so-called "common agency model of politics", 
one of the intriguing findings (mentioned earlier) is that if all agents have their interests 
represented accurately by an interest group, then the political equilibrium is socially ef- 
ficient. All external effects become effectively internalized through the political process 
with the result that the policy-maker chooses both the efficient policy instrument and 
the efficient level of regulation; in the case of environmental policy, this is a Pigouvian 
tax. 

To get a better sense of these quite striking results, it may prove helpful to treat all 
this a bit more formally. We shall follow Aidt (1998) here; his formulation builds on 
Grossman and Helpman (1994). In Aidt's model, the government's objective function 
encompasses both social welfare goals and political contributions: 

G ( p , q , t e ) = O W ( p , q , t e ) +  ~_~Ci(p,q, te), (:) 

9 The seminal paper by Grossman and Helpman (1994) on tariff policies provides the foundation for much 
of this work on environmental regulation. The fundamental contribution of this paper is to show that the 
political support for various policy measures has its source in well-defined preferences of individuals that 
manifest themselves in a political process that can be described in an explicit, precise manner with a resulting 
equilibrium policy outcome. 
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where  W is a Benthami te  social welfare funct ion,  69 is a weight ing parameter,  and C i is 
the contr ibut ion f rom interest  group i. 1° The variables p ,  q, and t e represent  producer  
prices, consumer  prices, and emiss ions  taxes, respectively. Each ci t izen is a general is t  
consumer ,  a shareholder in one industry  (product),  and is adversely affected by  pol lu t ing 
emiss ions  associated with production.  

Aidt  l imits the gove rnmen t  to on ly  two pol icy inst ruments :  taxes on emiss ions  and 
product  taxes/subsidies.  The gove rnmen t  can use these ins t ruments  both to control  emis-  
sions and to redistr ibute income.  Each ci t izen receives an equal  l ump-sum share of  the 
tax revenue  collected. 

In the Aidt  model ,  each interest  group represents all those cit izens that hold shares 
of  a part icular  industry. However,  rather than s imply focusing on increasing the profit 
earned by  the industry,  the interest  group fai thfully represents all of  its member s '  inter- 
ests. Thus,  the interest  group is concerned  with each of  the elements  affecting its mem-  
bers '  welfare. The objective funct ion for each interest  group, W i (p, q, te), is thus the 
sum of  its member s '  utility. Fo l lowing  Grossman  and He lpman  (1994), it can be shown 
that the opt imal  contr ibut ion for each interest  group is equal  to its objective funct ion 
minus  a constant,  K i : 

C i ( p , q , t  e) = W i ( p , q , t  e) - K i. (2) 

With  this in place, the insight  of  concern  here, namely  the existence of  an efficient 
lobbying  outcome,  fol lows in a straightforward manner . l l  I f  all N industr ies are repre- 
sented by  an interest  group (and because each ci t izen holds shares of  only  one industry),  
then all ci t izens are represented by  an interest  group. In this case, the government ' s  ob- 
ject ive funct ion  collapses to: 

G ( p , q , t  e) = ( 0  + 1 ) W ( p , q , t  e) - Z Ki (3) 

and the opt imal  tax levels for the gove rnmen t  are the same as those for the social welfare 
funct ion:  product  taxes that equal  zero and emiss ions  taxes that equal  margina l  social 
damage.  12 

10 We note here that Aidt's model (like many others in this literature) treats government as a single unit by 
characterizing it in terms of a single, well-defined objective function. This effectively abstracts from some 
of the richness of a more realistic setting involving both legislative and bureaucratic activities in the public 
sector and its multilevel structure. 
11 Note that Equation (2) implies that in the vicinity of the equilibrium, the lobby group is willing to con- 
tribute its full value of the incremental change in the activity. Lobbies thus reveal their mae preferences in the 
neighborhood of the equilibrium. The constant term reflects the division of the rent between the lobby and the 
government. See Grossman and Helpman (1994) for a careful explication of this point. 
12 Distortions in both the emissions taxes and product taxes/subsidies typically arise when not all industries 
are represented by a lobby group. In this more realistic setting, Aidt finds another interesting result. If only 
some interest groups contribute to campaigns, marginal damages continue to enter only the argument for the 
optimal (from the government's perspective) emissions taxes. For an interesting application of this framework 
to pollution taxes in an open-economy setting, see Fredriksson (1997). 
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Deviations from efficient outcomes in this framework result from the failure of  lobby 
groups to emerge to represent certain interests. Aidt  does not examine the formation 
of  interest groups, He simply takes their existence as given and assumes that they have 
overcome the free-rider and associated challenges that confront the organization of  these 
groups. However, the basic theory of  public goods leads us, in fact, to expect such fail- 
ures in organization. In his classic work, Olson (1965) laid out a theory of  special in- 
terest groups in which he explored the conditions under which effective lobby groups 
were l ikely to emerge. As Olson taught us, the basic free-rider problem limits the ca- 
pacity for individuals with common interests to organize to obtain a collective benefit. 
Powerful lobbies are typically those that perform some function in addition to providing 
purely collective goods: they provide direct services to their members  or have various 
tools of  "coercion" at their disposal to enforce membership on those who benefit from 
their activities. So it comes as no surprise to find that certain interest groups - business 
trade associations, for example, that encompass relatively small and fairly homogeneous 
groups - are able to organize and represent their collective interests effectively, as com- 
pared to larger and more diffuse groups like consumers. Thus, it is easy to see how 
inefficient pol icy outcomes can emerge as a result of  incomplete representation through 
interest groups.13 

In fact, from this perspective what does seem surprising is the extent to which en- 
vironmental  advocacy groups have mobil ized their constituencies so effectively. The 
benefits from programs to improve air quality on a national scale, for example,  would 
appear to represent an Olsonian "large-group" case, where it would be extremely diffi- 
cult to organize environmental interests. But in seeming contradiction to the prediction 
of  the theory, environmental groups have proved to be a very powerful force in the 
policy arena. In the case of air quality management  in the United States, for example, 
the efforts of these groups were clearly very important in obtaining at least some stan- 
dards that appear to be more stringent than the economical ly efficient ones. Likewise 
in Europe, a variety of  environmental groups have had great influence on measures for 
environmental protection. In several northern European countries, green interest groups 
have formed their own political parties and have become part of  a governing majority.14 

3.3. The range and interaction o f  environmental interest groups 

The issue of  interest groups is a complicated one in the context of environmental policy. 
At  the level of pure theory, one can finesse this issue with a very general framework 

13 Boyer and Laffont (1999) take a somewhat different theoretical approach in which inefficient environ- 
mental choices are not the result of incomplete representation. In their framework, inefficient constitutional 
"constraints" on policy instruments arise from the fimitations that these constraints impose on the capacity of 
politicians to distribute rents. 
14 More generally, Ostrom (1990, 2000) and others have enriched our understanding of organizing behavior, 
most notably with a wide range of empirical studies that find numerous instances where individuals, in fact, 
eschew free-rider opportunities and voluntarily band together for purposes of mutual advantage. 
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that includes n interest (or lobby) groups, each of which contributes money or other 
efforts to influence policy decisions. In more concrete applications, we find in some 
simple models cases of two opposing groups: environmental advocacy organizations in 
opposition to trade associations representing business interests. But the interplay of in- 
terests is often much more complex than this; in some instances, the same individuals 
may find that they wear different hats in that they may be part of several different in- 
terest groups. Moreover, there may exist a substantial number of groups with a stake 
in the choice of policy instruments and their level of stringency: environmental orga- 
nizations, business interests, labor unions, administrative and trial lawyers, government 
agencies themselves, as well as the general public. For example, in one applied study 
of forest-service decision-making, Martin et al. (1996) identified seven separate interest 
groups who had a stake in oil and gas leasing on federal lands: the oil company seeking 
the leases, local environmental organizations, the local tourist industry, the local tim- 
ber industry, local retail/wholesale merchants, local government units, and the federal 
government (Forest Service). In any particular application (and we shall examine sev- 
eral in the empirical section of our survey), the identification and characterization of the 
relevant interest groups is an essential and challenging part of the analysis. 

The actual choice of regulatory instruments is thus an outcome of a process of inter- 
action between policy-makers and the various interest groups that bring pressure to bear 
on these decisions. In a recent and intriguing approach to characterizing this process, 
Keohane, Revesz and Stavins (1998) have suggested that we envision a "political mar- 
ket" in which various interest groups provide a demand for environmental measures and 
where legislators, offering levels of support for various competing policy instruments, 
constitute the supply side of the market. In this framework, the legislative outcome (i.e., 
the choice of policy instrument) is determined by an equilibrium between the aggregated 
demands of the interest groups and the aggregate political-support supply function of 
the legislators. The "political currency" in this market encompasses not only monetary 
contributions but other forms of support for the legislator's re-election. 

While the recent and more formal theoretical work on the political economy of en- 
vironmental policy is impressive and promising, it would seem to be subject to certain 
limitations. The formal models typically treat government as a monolithic entity in the 
sense that they characterize "the" public decision-maker in terms of a single objective 
function. One might interpret this objective function as somehow representing the col- 
lection of public-sector "interests", but this is not fully satisfactory. As we have noted, 
the process that generates environmental outcomes is typically a complex and rich one 
that involves not only legislation, but administrative implementation at the bureaucratic 
level (often a complicated process in itself), and sometimes judicial review. It is hard 
to see how strictly formal modelling can ever capture the full range of this complexity. 
This most assuredly does not imply that these theoretical exercises are without value; 
we have already noted some of the important insights that they have provided. Rather 
it should remind us that case studies of particular environmental programs must go be- 
yond the basic theory to consider the course of the regulatory program through the maze 
of the institutional structure that produces the ultimate outcome. 
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As a transition to the next section on empirical  studies, it will  be useful here to sum- 
marize in more concrete form some of the important insights that the existing positive 
theory of  environmental regulation has provided into policy choices. As we noted ear- 
lier, a primary motivation for this literature has been the observed divergence of  actual 
environmental pol icy from the efficient measures suggested by economic theory. And 
this has been done largely by showing that less efficient (so-called "command-and-  
control") instruments can, in quite realistic circumstances, be more beneficial to certain 
important interest groups than more efficient, incentive-based policy measures. 15 

1. As we have discussed, certain kinds of  command-and-control  policies can provide 
effective barriers-to-entry. It is, in fact, quite possible for such measures to raise the 
profits of  existing firms above those that would exist in the absence of  any environmental 
measures )  6 But even where this is not the case, it is l ikely that relatively inefficient 
control measures will be less costly to the polluting firm than a system of  effluent taxes 
involving both control costs and tax payments (or a system of  tradeable permits where 
firms must purchase permits to validate their residual waste discharges). 

2. Environmental  organizations may also look unfavorably on certain incentive-based 
instruments. 17 Many environmentalists object to such instruments on philosophical  
grounds, espousing the view that pollution taxes or systems of  tradeable emission per- 
mits (TEP) involve "putting the environment up for sale" and are, for this reason, im- 
moral and unacceptable. Environmental  organizations must thus be careful about alien- 
ating their members by supporting such policy measures)  8 Moreover, environmental 
groups may have serious reservations about such policy instruments in practice. If, for 
example, the environmental authority sets too low a tax rate, then the environmental 
objective will  not be realized. And it may not be an easy matter to raise tax rates where 
needed. 

3. The literature has also clarified some important differences among various 
incentive-based instruments. In the United States, some environmentalists, for example, 
have shown much more interest in quantity instruments (systems of  tradeable permits) 
than in price instruments (pollution taxes). They have found that a pol icy instrument 
which explicit ly limits levels of  polluting activities can more reliably achieve environ- 
mental goals than a price instrument the response to which is uncertain. And  taking this 
a step further, polluting industries have been more receptive to such quantity instruments 
i f  the permits are allocated initially free of  charge (through some kind of grandfathering 

15 See Keohane, Revesz and Stavins (1998) for an extended treatment of the various ways in which different 
policy instruments are likely to affect the weffare of the basic interest groups involved in environmental policy- 
making. Schneider and Volkert (1999) describe why various interest groups are likely to oppose incentive- 
based policy measures (and environmental policies in general!). 
16 Maloney and McCormick (1982) show the precise conditions under which regulation will increase profits. 
17 See Keohane, Revesz and Stavins (1998) for a good treatment of this. 
18 In the United States, Environmental Defense (formerly the Environmental Defense Fund or EDF) provides 
an interesting counter-example in which an environmental organization has actively supported a trading sys- 
tem for airborne sulfur emissions and other pollutants as well. Other advocacy groups have begun to follow 
the lead of Environmental Defense. See [Keohane, Revesz and Stavins (1998, p. 354)]. 
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scheme) rather than auctioned off. In this case, rather than having to purchase permits to 
validate emissions, the firms receive without cost a valuable asset that can be used either 
to validate their own emissions or can be sold for a profit. Systems of  tradeable permits 
with a free initial distribution can thus achieve support from various interest groups that 
may not be forthcoming for other forms of  incentive-based instruments. 19 

4. Empirical studies of the political economy of environmental protection 

There is a wide array of  empirical work that explores the actual determination of  envi- 
ronmental standards in different places and at different times. It is impossible to charac- 
terize this work in any very simple way, but one theme does emerge in nearly all these 
studies - namely, that actual environmental measures bear the imprint in various ways 
of  the interest groups that have taken part in the debate and design of  these measures. 
Even where, for example, very stringent policies have been adopted in response to en- 
vironmental concerns, there are typically provisions in the legislation (or subsequent 
implementing regulations) to accommodate the particular interests of  those who must 
bear the costs. To take one broad case, Ekins and Speck (1999), in their comprehensive 
survey of  the use of  environmental taxes in Europe, find that in nearly all the European 
nations, the implementation of  such taxes includes a wide array of  significant exemp- 
tions and tax relief for particular sectors - often to allay concerns about the adverse 
effects of  the taxes on competitiveness. 

The first environmental application of the formal revealed preference approach was 
that of  Magat, Krupnick, and Harrington (1986). They analyzed the technologies that 
a very diverse set of  industries were required to install by the U.S. Environmental Pro- 
tection Agency to control emissions of  two water pollutants: "total suspended solids" 
(TSS) and "bio-chemical oxygen demand" (BOD). This work was prompted by the ob- 
servation that in some industries (or sub-categories within an industry), some firms were 
required to spend a great deal per unit of  BOD or TSS removed, while others were asked 
to spend much less. Among many other things in this comprehensive study, the analyses 
suggested that the EPA - at least in its standard setting for TSS and BOD - gave very 
little weight to economic efficiency and appeared not to be influenced by either industry 
participation in the rule-making process or by the number of  plants that might be shut 
down as a result of  the control requirements. What did appear to matter was the strength 
of  the trade association that represented the affected industries and also the profitability 
of  the industries. 

As we saw in the preceding section on positive theories of  environmental regulation, 
a number of  recent contributions envision an objective function for the policy-maker 

19 However, as recent theoretical work has made clear, the failure of such systems to raise revenues that can 
be used to reduce other taxes can seriously undermine their efficiency properties. This issue has arisen in the 
so-called "double-dividend" debate. See, for example, Parry and Oates (2000). 
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(or legislator) that consists of  a weighted average of  two kinds of arguments: the con- 
tributions of  the various interest groups a n d  a term reflecting the general social welfare. 
In this regard, it is interesting to find in several recent empirical studies that measures of 
social welfare have a significant impact on regulatory outcomes as well as variables in- 
dicating the influence of  specific interest groups. For example, in an econometric study 
of  pesticide regulation in the United States, Cropper et al. (1992) found that the proba- 
bility that the U.S. EPA disallowed the continued use of a particular ingredient used in 
pesticides depended significantly on the estimated benefits and costs of  such a restric- 
tion; more specifically, both the economic benefits of  the ingredient to producers and 
the degree of health risk it posed were significant determinants of  EPA decisions. The 
explanatory power of the model increased markedly with the addition of  some interest 
group variables (representing business and environmental groups), suggesting that both 
net social value and interest group pressures mattered in decisions concerning discon- 
tinuing the use of  particular ingredients, a° 

On a quite different issue, Hoagland and Farrow (1996) likewise found that the plan- 
ning decisions made by the U.S. Secretary of  the Interior concerning the sale of  leases 
for offshore gas and oil drilling depended not only on political variables, but also on 
the estimated net social value attached to the various sites. And, in a third case, Hird 
(1990), in a study of  Superfund expenditures to clean up hazardous waste sites in the 
United States, found that the chief determinant of  the pace and funding of  cleanup at 
particular sites was the site's hazard ranking - a measure of  its public health risk, with 
only more modest influence from interested legislators. Such studies thus provide some 
support for the view that many environmental policy decisions represent a kind of  amal- 
gam of group interests a n d  general social welfare maximization. 

In certain of  the theoretical political-support models that we have examined, the for- 
mulation is one in which policy decisions depend significantly on financial contribu- 
tions from interest groups. There is some evidence to support this view in studies of  
environmental policies. Coates (1996), for example, examined the impact of campaign 
contributions on the voting behavior of  members of  the U.S. House of  Representatives 
on a set of  amendments to wilderness-designation legislation for federal lands in Cal- 
ifornia and Oregon. Such legislation effectively protects these lands from commercial 
development so that the issue is essentially one of jobs versus wilderness protection. 
Coates' estimation of  a series of  probit equations suggests that campaign contributions 
had some effect on legislators' positions and voting patterns on the issue. There are 
some tricky issues of  interpretation here, however. As Stratmann (1991) has pointed 
out, contributions may have the purpose of  helping the re-election of  a candidate whose 
position coincides with that of  the contributor or they may have the intent of  changing 
the position of  a legislator with a view opposing that of  the contributor. At any rate, 

20 Nadai (1996) provides a more descriptive history of pesticide regulation in the European Union. He finds 
that various interest groups have been deeply engaged in the evolution of EU policy measures. This is a "case 
where interest groups have clearly influenced the final content of a regulation" [Nadai (1996, p. 71)]. There is 
no explicit investigation here of the importance of net social value in the decision process. 



Ch. 8: The Political Economy of Environmental Policy 341 

Coates finds that contributions had their intended effect, although these effects were not 
sufficiently large to alter the overall outcome. 

Interest groups can also form along regional lines. And there is some evidence to 
suggest that support for certain environmental measures has, to some extent, reflected 
the economic self-interest of specific regions. Two studies in the U.S., for example, have 
found that provisions in the Clean Air Act that were especially costly in rapidly growing 
areas received disproportionate support from areas that stood to lose economic activity 
to these areas. Crandall (1983) found evidence in Congressional voting patterns that 
reflected much stronger support in northern jurisdictions for measures that placed more 
stringent control requirements on new sources and that limited the growth in pollution 
in relatively clean areas; such measures resulted in relatively higher control costs in the 
more rapidly growing southern and western areas in the U.S. Pashigian (1985) likewise 
found some support for the "locational competition hypothesis". His analysis suggests 
(like that of Crandall) that the policy of limiting incremental pollution in clean areas 
(known as the "prevention of significant deterioration") derived significant support from 
those regions that would gain a competitive advantage from the measure. 

Finally, we note that our treatment has been wholly in the context of democratic 
systems where interest groups can express their preferences through various political 
processes. The setting is obviously quite different in more autocratic systems. Con- 
gleton (1992) has, in fact, found that this is an important distinction for purposes of 
environmental management. He suggests that we should expect more stringent environ- 
mental regulations in democratic than in authoritarian regimes, and his findings support 
this proposition. More specifically, his estimates indicate that democratic countries were 
much more likely to support stringent limitations on CFC emissions under the Montreal 
Protocol and actually to reduce emissions of CFC gases. Likewise, Murdoch and San- 
dler (1997) find that the extent of political and civil freedoms had a positive impact on 
reductions in CFC emissions in the late 1980s. Political systems clearly influence the 
extent of environmental protection. 

5. Environmental federalism 

5.1. The assignment of environmental management to different levels of government 

As we have discussed, institutional structure is of central importance in the process of 
environmental decision-making. One key dimension of this structure is the vertical di- 
vision of policy-making responsibilities among the different levels of government. This 
brings us to the issue of the respective roles in theory and in practice of central and de- 
centralized public agencies, both in the design and the implementation of environmental 
measures. 21 

21 For three volumes containing collections of useful papers on environmental policy-making in a federal 
system, see Braden, Folmer and Ulen (1996), Braden and Proost (1997), and Proost and Braden (1998). They 
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Here again, there is a body  of  normat ive  theory from which to derive some basic  pre- 
cepts. Wi th in  the field of  publ ic  economics ,  the subfield of  "fiscal federal ism" addresses 
this set of  issues, in part icular the distr ibution of  funct ions  among  levels of  government  
[for example,  see Oates (1999)]. The term "fiscal" here is undu ly  restrictive; in  fact, 
the so-called principles of  fiscal federal ism extend to regulatory matters as well. F rom 
a normat ive  perspective, the issue here is one of  a l igning specific responsibi l i t ies  and 

regulatory ins t ruments  with the different levels of government  so as best  to achieve our 
social objectives. 

The basic idea that runs through this li terature is that the responsibi l i ty  for providing 
a part icular  service should be placed with the smallest  jur isdic t ion whose boundar ies  
encompass  the various benefits and  costs associated with the provis ion of  the service. 22 
By structuring dec is ion-making  in this way, the levels of  publ ic  services can be tailored 
to the specific c i rcumstances  - the tastes of residents,  the costs of product ion,  and other 
pecul iar  local condi t ions  - of  each jurisdict ion.  It is straightforward to show that the 
pattern of outputs that emerges from al lowing efficient decentral ized choice in this way 
increases social benefits relative to a central ized solut ion that imposes  more  un i fo rm 
levels of  outputs across all jurisdict ions.  23 

This "pr inciple"  thus establishes a general  presumpt ion  in favor of  decentral ized de- 
cisions where  the benefits and costs are l imited pr imari ly  to a part icular jur isdic t ion or 
locality. Moreover,  this general  prescript ion has received widespread acceptance. In Eu- 

rope, the case for decentral izat ion is k n o w n  as the "principle  of  subsidiari ty";  as such, 
it is explici t ly integrated into the Maastrict  Treaty for European  Union .  24 In  the U.S., it 

is recognized more  col loquial ly  as an aversion to the "one size fits all" approach. 
F rom this perspective, we can envis ion a system of  envi ronmenta l  po l icy-making  in 

which the central  government  sets standards and oversees measures  to address explicit ly 
nat ional  pol lut ion problems and intervenes in cases where  (like acid rain) pol lut ing 
activities in one jur isdic t ion impose  substantial  damages  elsewhere. In  addition, the 

include both theoretical and empirical studies, several of which compare experiences in the U.S. and Western 
Europe with multi-level environmental management. 
22 In a more realistic sense, it would probably be better to say that responsibility should be placed with 
the smallest jurisdiction that spatially encompasses the lion's share of the benefits and costs. There are nearly 
always some small benefits and costs that will escape over jurisdictional boundaries because of people passing 
through or perhaps even some existence values that accrue elsewhere. If these are large, of course, then a more 
encompassing presence in environmental decision-making is called for. 
23 For a formal treatment of this proposition (known as the "Decentralization Theorem") see Oates (1972, 
Chapter 2, and 1997). 
24 The principle of subsidiarity is broadly based and basically states that the responsibility for addressing a 
particular public issue should rest with the lowest level of government capable of handling the problem. More 
explicitly, the Maastricht Treaty in 1992 allows action at the Union level "only and insofar as the objectives 
of the proposed action cannot be sufficiently achieved by the Member States and can, therefore, by reason of 
the scale or effects of the proposed action, be better achieved by the Community" (E.C. Treaty, Art. 3B). It 
is interesting that the intellectual source of the principle of subsidiarity is Papal social teaching; Pius XI held 
it to be morally wrong "... to assign to a larger and higher society what can be performed successfully by 
smaller and lower communities" [(quote taken from Inman and Rubinfeld (1998, p. 545)]. 
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central government would provide basic support for research and the dissemination of  
information on environmental problems, since these are activities that benefit everyone. 
At the same time, decentralized levels of  government would set their own standards and 
establish their own programs for managing those dimensions of environmental quality 
that are primarily contained within their own boundaries (for instance, the standards that 
a local landfill might have to meet). 

5.2. The issue o f  a "race to the bottom" 

This basic view of  environmental federalism has, however, been the subject of  a funda- 
mental challenge, both at the theoretical and policy levels. The source of  this challenge 
is the claim that "local" officials, in their eagerness to encourage new business invest- 
ment and economic growth, will set excessively lax environmental standards to hold 
down the costs of  pollution control for existing and prospective firms. The result will be 
a "race to the bottom" with inefficiently high levels of  polluting activities. 

This turns out to be a quite complicated, as well as contentious, issue. There has 
emerged a large theoretical literature that explores interjurisdictional competition and 
its welfare implications. 25 It has two sides. It is not difficult, on the one hand, to de- 
scribe a world in which competition among governments for new business investment 
is welfare-enhancing, where it leads to Pareto-efficient choices involving, among other 
things, levels of  local environmental quality. Oates and Schwab (1988, 1991, 1996) 
have constructed a series of  such models in which local jurisdictions compete for mo- 
bile firms both to increase levels of  wage income and to enlarge the local tax base. These 
models generate a set of  "invisible-hand" outcomes in which such competition induces 
local decision-makers to select efficient levels of  local outputs (including environmental 
quality). 

These models are, however, quite demanding in terms of  some essential conditions: 
governments are small in the sense of  being price takers in a large capital market and 
not engaging in strategic behavior in response to the policy choices of  other competing 
governments; they have access to the full range of  policy instruments they need for 
efficient fiscal and regulatory decisions; and public outputs are wholly self-contained 
- they have no external effects on other jurisdictions. Within such a setting, it is not 
difficult to construct a quite rich model in which governments compete with one another 
for mobile firms making use of  expenditure, tax, and environmental policy instruments, 
and where the outcome for all these policy measures is Pareto-efficient. Competition in 
such a framework is efficiency-enhancing; in a kind of  analogue to the case of  perfect 
competition in the private sector, it guides public decisions into efficient outcomes. 

On the other hand, if any of  these conditions are relaxed (often in quite realistic 
ways), the efficiency properties of  these models of  interjurisdictional competition can be 

25 Wilson (1996, 1999) provides two excellent surveys and assessments of this literature. The former paper 
(1996) focuses explicitly on the race-to-the-bottom issue in environmental management. In a recent book, 
Wellisch (2000) presents a thorough and rigorous review of the fiscal competition literature. 
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compromised. Governments may not, for example, have access to the tax and regulatory 
instruments they need for efficient public management. An important line of work in 
the fiscal competition literature examines the case where "local" governments can tax 
only mobile capital so that all public services must be financed by a tax on local firms 
[Zodrow and Mieszkowski (1986), Wilson (1986), Wildasin (1989)1. In this setting, a 
kind of fiscal externality arises in that local officials do not take into account the impact 
that their policy decisions have on tax bases in other jurisdictions. The typical outcome 
in such models is one in which public services are underprovided. Distortions can also 
occur where governments are large in the sense of having an impact on the price of 
capital - or where they behave in strategic ways in the setting of policy parameters. 

Of direct relevance here is a public-choice setting in which public agencies have their 
own set of objectives, including such things as budget maximization. If local officials 
seek to enlarge the size of the public sector, it is straightforward to show that they will 
tend to set overly lax environmental measures in order to attract more capital and enlarge 
the local tax base [Oates and Schwab (1988)]. More generally, there exists a large and 
rich literature, much of it drawing on game-theoretic models, that explores these issues 
and describes the sorts of allocative distortions that competition can generate in a variety 
of settings [Wellisch (2000)]. 

The theory of environmental federalism thus leaves us in an uneasy position. While 
there are clearly ways in which economic competition among governments can encour- 
age good fiscal and environmental decisions, there are also circumstances where things 
can go awry. And the important issue here is really one of magnitude: how large are 
the kinds of distortions that this literature describes? If  they represent only small de- 
viations from efficient outcomes, they may not be of much consequence. The problem 
is that we have little evidence on this. There is plenty of evidence that governments 
actively engage in various forms of economic competition. But this really does not ad- 
dress the issue. Such competition may, as we have discussed, be healthy in the sense 
of encouraging good public decisions. Thus, the discovery that governments introduce 
policy measures to influence industrial location really does not tell us much about any 
distortions that may be present or their magnitude [Courant 1994)]. 

5.3. Environmental federalism in practice: Some evidence 

When we look at the actual practice of environmental decision-making, we find that it 
has often tended to be quite centralized. In the United States, for example, the Clean 
Air Act Amendments of 1970, one of the cornerstones of federal legislation emerging 
from the environmental movement of the 1960s, directs the central government [more 
precisely, the Environmental Protection Agency (EPA)] to set uniform standards for 
air quality - standards that must be met (or exceeded) in every part of the country. 
Moreover, these standards (in the form of maximum allowable pollutant concentrations) 
are to be set so as to protect the health of the most sensitive residents with little regard 
to their cost or other mitigating circumstances. In addition, Congress itself established 
tailpipe emissions standards that were to apply uniformly to all new vehicles sold in 
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the U.S. (with the exception of  California, which was granted the right to set more 
stringent standards). In contrast, it is interesting that two years later, the U.S. Congress 
introduced sweeping measures for water quality management  that call for the states 
to set their own standards for water quality. But, at the same time, Congress directed 
the EPA to issue technology-based discharge standards for all publ ic ly-owned sewage- 
treatment plants and for virtually all industrial sources of  water pollution. There is thus 
a real ambivalence that runs through U.S. environmental federalism. 

Likewise, the emerging European Union is struggling with the extent to which envi- 
ronmental  measures should be harmonized across Europe and the extent to which such 
decisions should remain with the member  states [Leveque (1996), Pfander (1996)]. As 
we mentioned, there is a general recognit ion of  the principle of  subsidiarity, but various 
types of  arguments have convinced many that Union-wide standards are needed to ad- 
dress a range of  environmental problems. In particular, there has been support in Europe 
for harmonization for purposes of  encouraging the development of  a common market. 
This makes some sense for the case of  product  standards. Without such standards, one 
member  state may exclude products of  others if  they do not meet its own health, safety, 
and environmental standards. From this perspective, a harmonized set of  standards can 
facilitate the free movement  of  goods and services within Europe. This case is, however, 
much less compell ing for so-called process standards that relate to the conditions under 
which products are manufactured. The need for setting uniform standards for ambient 
environmental quality or uniform emissions standards at the European Union level is 
much less clear. In fact, proponents of  such measures in Europe, like their counterparts 
on the other side of  the Atlantic, have relied heavily on "race-to-the-bottom" arguments. 

The Council  of  the European Union has extensive powers for environmental gov- 
ernance. It is authorized to issue "directives" to the member  states on environmental 
matters, and, according to Article 189 of  the Maastricht Treaty, such directives "shall 
be binding, as to the result to be achieved, upon each Member  State to which it is ad- 
dressed, but shall leave to the national authorities the choice of  form and methods". The 
Treaty thus gives the Union the power to command the member  states to meet centrally 
defined standards for environmental quality. 26 However, the Council ' s  decisions still re- 
quire de facto unanimity so that its powers are, in fact, quite circumscribed. 27 Moreover,  
there is evidence that the member  states have not always complied with these directives; 
the problem of  enforcement remains a basic concern. 

In terms of  existing policy, there seems to be a good deal  of  confusion on both sides 
of  the Atlantic. The degree of  decentralization of  environmental management  differs 
significantly for various pollutants, often with little justification in terms of  any appar- 
ent principles. Moreover,  in Europe, attempts to centralize standard-setting have been 
frequently undercut by the reluctance of  member  states to comply with the directives. 

26 This structure bears some similarity to the Clean Air Act in the United States, where the EPA sets the air- 
quality standards to be attained, and the states are then directed to develop plans to reach these standards. For 
an excellent comparison of environmental federalism in Europe and the United States, see Pfander (1996). 
27 Braden and Proost (1996) describe and assess this issue in the context of a comparison of policies in 
Europe and in the U.S. for controlling tropospheric ozone. 



346 W.E. Oates and P.R. Portney 

Environmental  federalism thus remains a highly contentious issue, both in terms of 
theory and practice. The case for centralization relies heavily on the adverse effects of  
competi t ion with a resulting race to the bottom. But does such a "race" really exist.9 The 
support for an affirmative answer to this question is largely anecdotal; to our knowledge,  
there is little systematic evidence in its support. 

On the other side, there is some, if  admittedly limited, evidence suggesting that there 
is no widespread race to the bottom. If  there were fierce and distorting economic com- 
petition, we might expect to find few instances in which decentralized jurisdictions in- 
troduce environmental measures that are more stringent than the centrally determined 
standards. Yet in the United States at least, we find plenty of  instances where states have 
introduced regulations for the control, for example,  of  pesticides and hazardous wastes 
that go well beyond federal requirements. The one instance where the states have not 
gone beyond federal standards relates to the ambient air quality standards under the 
Clean Air  Act. But our sense of  this case is that the legislation calls for such stringent 
measures (standards so tough that there are no adverse health effects from air pollution 
i r respec t ive  of the costs of  control) that few would want anything tougher. 28 

Using another approach, three recent studies in the U.S. have examined the impact on 
environmental outcomes of  the devolution of  responsibilit ies during the Reagan years 
for certain aspects of environmental management.  Although this covers an admittedly 
short t ime span, it is interesting that none of  the three studies finds any evidence of  a 
race to the bottom. List and Gerking (2000), using state-level data, have estimated a 
fixed-effects model  that looks at both levels of  environmental quality and abatement 
expenditures. They find no evidence of  any deterioration in environmental quality or 
decline in abatement efforts; on the contrary, they find some instances of  improvements 
leading them to conclude that " . . .  in this instance, the race to the bot tom did not appear 
to materialize". In another assessment of  the experience in the Reagan era, Mil l imet  
(2000) has studied airborne emissions of  sulfur dioxide and industry spending on pol- 
lution abatement. He finds that actual emissions were lower and abatement spending 
higher than forecast by his model, suggesting a race to the top rather than the reverse. 
Finally, Fredriksson and Mil l imet  (2002) likewise find little impact of  Reagan devolu- 
tion on environmental policy; their results, in fact, provide evidence for a strategic race 
to the top among U.S. states. 29 

28 In this context, Goklany (1999) provides a provocative account of the history of air quality management 
in the U.S. in which he documents the sometimes quite extensive and effective measures introduced by state 
and local governments prior to federal intervention with the Clean Air Act Amendments of 1970. 
29 In another piece that extends the Grossman and Helpman (1994) model of competing interest groups, 
Fredriksson and Gaston (2000) find that, in a model where capital is perfectly mobile across domestic juris- 
dictions but immobile internationally, centralized and decentralized environmental management yield iden- 
tical environmental regulations. In their model, the stringency of environmental measures is independent of 
institutional structure. This interesting result emerges from an internalization of the social costs of emissions 
through differing efforts (i.e., campaign contributions) of capital owners, environmentalists, and labor under 
the two regimes. The authors suggest that EU recycling policies support this result in that the cenu-alization 
of these measures neither increased nor decreased their sla'ingency, but represented a rough average of the 
policies in member countries [Paul (1994/95)]. 



Ch. 8: The Political Economy of Environmental Policy 347 

The efficiency gains from environmental measures that are tailored to local circum- 
stances may be quite substantial. In one study, Dinan, Cropper and Portney (1999) have 
examined the case of drinking water standards in the United States. This is an interest- 
ing case for two reasons. First, the purity of local drinking water (with the exception of 
a couple of contaminants) is mainly of interest to local users; any adverse effects mani- 
fest themselves only after prolonged exposure. We can thus reasonably characterize this 
as a local public good. Second, there exist large economies of scale in the treatment 
of drinking water such that the costs of additional purification per household can be 
much higher in smaller, than in larger, jurisdictions. The Safe Water Drinking Act of 
1974 instructed the U.S. EPA to set national standards for drinking water. But as the au- 
thors find, a set of uniform national standards can be quite inefficient. They examine the 
case of a particular class of contaminants, a class of radionuclides known as "adjusted 
gross alpha emitters". And they find that the quite stringent EPA standard can be jus- 
tified on benefit-cost grounds for only the very largest districts where the costs can be 
shared among several hundred thousand households. For smaller districts, the standard 
has (often quite large) negative benefits. 

There remains, in our view, a strong case for "localized" environmental management 
where the benefits and costs of such measures are themselves localized. The potential 
efficiency gains may be large; moreover, there is little evidence of a destructive "race- 
to-the-bottom" in environmental regulation. 3° At the same time, we stress that there 
remains a crucial role for central government. In addition to addressing "national" pol- 
lution problems (where emissions spillover across jurisdictional boundaries), a central 
environmental agency can provide essential information and research support. We can 
envision a system of environmental management in which a very active central agency 
not only supports research into environmental issues, but offers guidance to "local" au- 
thorities in the form of recommended standards and levels of treatment that effectively 
lay out the menu of choices available to local decision-makers. In such a setting, local 
agencies could then select the parameters for environmental programs that best suit their 
local constituencies. 

6. Conc luding  observations on some recent trends 

In concluding our survey of the political economy of environmental policy, we want to 
call attention to the quite striking and fascinating evolution of environmental manage- 
ment over the past few decades - and, in particular, to the role that economics plays in 
the design of new policy measures. In the early days of the environmental movement 
in the 1960s and early 1970s, there existed a strong disposition toward command-and- 
control approaches to regulation. Under these approaches, environmental agencies set 
standards with little regard to their economic implications and then issued directives 

30 For an excellent review and critical assessment of this issue, see Revesz (2001). 
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to polluters limiting their levels of  waste emissions and often specifying the control 
technology. The economic prescriptions for the setting of  standards by balancing ben- 
efits and costs at the margin and for the use of incentive-based policy instruments to 
achieve these standards were largely ignored on both sides of  the Atlantic. But things 
have changed in some quite dramatic ways. 

First, new procedures have been introduced requiring the systematic measurement 
and sometimes consideration of  the benefits and costs associated with policy measures. 
Pearce (1998) provides a careful description of the evolution of environmental appraisal 
procedures in the European Union. The Fifth Environmental Action Plan, promulgated 
in 1992 by the European Community calls explicitly for " . . .  the development of mean- 
ingful cost/benefit analysis methodologies and guidelines in respect of  policy measures 
and actions which impinge on the environment and natural resource stock" [Pearce 
(1998, p. 490)]. Pearce finds that "Since the early 1990s formal appraisal procedures 
have improved and are applied more widely" [Pearce (1998, p. 498)]. 

Likewise, in the United States, various Presidential Executive Orders have called for 
benefit-cost analyses of  all major environmental regulations. 31 The most widely pub- 
licized of  these was Reagan's Executive Order 12291 in 1981 which required not only 
that benefit-cost studies be carried out for all major regulatory programs but that, to the 
extent permitted by law, regulations be undertaken only if the benefits exceed the costs. 
The U.S. EPA has been making benefit-cost studies of environmental regulations since 
the mid-1970s, but has been limited in applying them to actual decisions by various 
statutes. We can do no more than note that in key parts of  various environmental laws in 
the U.S., regulators are prohibited from even considering costs in setting ambient stan- 
dards, while under other statutes, they are almost required to strike a balance between 
benefits and costs in standard setting There is little consistency here. As Morgenstern 
(1997) puts it, "Various statutes forbid, inhibit, tolerate, allow, invite, or require the use 
of  economic analysis in environmental decisionmaking" [Morgenstern (1997, p. 20)]. 

Second, there has been increased interest in, and some use of, incentive-based policy 
instruments for the attainment of  environmental standards. 3e The economic prescrip- 
tions for policy measures that were essentially ignored in the early days of environ- 
mental legislation are getting a much wider hearing in the current policy arena and are 
actually appearing in practice. The use of  taxes to discourage polluting activities and 
the introduction of  systems of tradeable emissions allowances are now more than just 
ideas appearing in textbooks on the subject. 

What accounts for these modifications in the direction of  environmental policy? This 
is not an easy question to answer. 33 To some extent, the deficiencies associated with 

31 Hahn (1998) provides a concise and insightful history and assessment of the U.S. experience with benefit- 
cost analyses of environmental and other forms of regulation in the U.S. 
32 For an excellent treatment of this issue, see Chapter 9 (by Stavins). Hahn (1989) provides an insightful 
history of the early efforts in the U.S. and Europe to introduce incentive-based policy instruments for envi- 
ronmental protection. 
33 Oates (2000) tries to answer this question in the context of the United States. It is clear in retrospect that 
some serendipitous events helped set the process in motion. 
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command-and-control techniques have become more apparent over time, and the result- 
ing dissatisfaction has stimulated the search for alternatives. In this context, the grow- 
ing number of economists who have turned their attention to environmental issues have 
played an important role both in educating policy-makers and in taking a more active 
role in the design and implementation of feasible policy measures. As we move farther 
down the path of environmental protection, we are finding that yet tighter controls on 
polluting activities are becoming increasingly expensive. And this puts a higher pre- 
mium on finding efficient means for regulating them. But more generally, the last two 
decades have been a period of renewed "faith in market forces" [Kay (1988)] in which 
perceived "government failures" have ushered in a setting in the Western world that is 
much more receptive to market-based forms of regulation. 

An intriguing anomaly in this process of evolution is the rather different paths taken 
on the two sides of the Atlantic. In Europe, the tendency has been to turn to environ- 
mental taxes to provide incentives for reducing pollution. 34 In contrast, regulators in 
the United States have adopted systems of tradeable emissions allowances to control 
airborne emissions of sulfur dioxide, as well as some other air pollutants and other 
forms of damaging emissions. 35 The reasons for this divergence in the choice of pol- 
icy instruments is not altogether clear. But it does seem to represent to some extent the 
rather extreme aversion to new forms of taxation in the United States and perhaps some 
historical accidents as well [Hahn (1989), Oates (2000)]. 36 

At any rate, the atmosphere for environmental regulation has changed quite dramati- 
cally. There is now attention given to incentive-based policy measures in many countries 
around the world. Indeed, there is even serious consideration being given to systems 
of tradeable allowances on a global scale to address the problem of climate change 
[Hahn and Stavins (1995)]. The various interest groups have found that there are ways 
in which incentive-based policy instruments can be constructed and implemented that 
make them suitable for their support (especially when their cost-minimizing properties 
can be used to fight for a more stringent standard than would be politically possible 

34 For useful treatments of the European experience with environmental taxes, see Brannlund and Gren 
(1999) on the Scandinavian countries, Smith (1995) on Britain and Germany, and Dijkstra (1999) on the 
Netherlands. The papers in Bluffstone and Larson (1997) provide an extensive description and analysis of the 
use of taxes and charges for pollution in the transition economies of Eastern Europe. 
35 Tietenberg (1985) provides a careful description and assessment of the U.S. Emissions Trading Program, 
a program that evolved in interesting ways to facilitate the trading of emissions allowances within air quality 
control regions. More recently, Ellerman et al. (2000) have described and analyzed the U.S. experience with 
sulfur allowance trading on a national scale to address the acid-rain problem. A smoothly functioning and 
efficient market has developed for the trading of sulfur allowances. 

36 There are some exceptions. The U.S. did introduce at the federal level a tax on CFC's; in addition, there 
is some use at state and local levels of unit charges on municipal solid waste and peak-period tolls on some 
freeways. Wallart (1999, p. 104) suggests interestingly that this difference in approaches may be in part a cul- 
tural phenomenon. He notes the impact in America of the Coasian perspective which suggests that distortions 
from externalities result from the non-existence of markets. In contrast, in Europe, the Pigouvian tradition is 
the predominant one with its focus of the malfunctioning of markets in the presence of externalities and the 
need for corrective taxes. 
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under a command-and-control approach). In addition, as we saw in several empirical 
studies, the relevant benefits and costs of  environmental measures are by no means 
without their influence on policy decisions; with the accumulating experience with 
environmental programs, there seems to be a discernible trend toward more efficient 
decision-making for environmental protection. 
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Abstract 

Environmental policies typically combine the identification of  a goal with some means 
to achieve that goal. This chapter focuses exclusively on the second component,  the 
means - the "instruments" - of environmental policy, and considers, in particular, 
experience around the world with the relatively new breed of  economic-incentive or 
market-based policy instruments. I define these instruments broadly, and consider them 
within four categories: charge systems; tradable permits; market friction reductions; 
and government subsidy reductions. Within charge systems, I consider effluent charges, 
deposit-refund systems, user charges, insurance premium taxes, sales taxes, administra- 
tive charges, and tax differentiation. Within tradeable permit  systems, I consider both 
credit programs and cap-and-trade systems. Under the heading of  reducing market  fric- 
tions, I examine market  creation, l iabili ty rules, and information programs. Finally, 
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under reducing government subsidies, I review a number of specific examples from 
around the world. By defining market-based instruments broadly, I cast a large net for 
this review of applications. As a consequence, the review is extensive. But this should 
not leave the impression that market-based instruments have replaced, or have come 
anywhere close to replacing, the conventional, command-and-control approach to en- 
vironmental protection. Further, even where these approaches have been used in their 
purest form and with some success, such as in the case of tradeable-permit systems in 
the United States, they have not always performed as anticipated. In the final part of the 
chapter, I ask what lessons can be learned from our experiences. In particular, I consider 
normative lessons for design and implementation, analysis of prospective and adopted 
systems, and identification of new applications. 

Keywords 

marked-based policies, economic-incentive instruments, pollution taxes, tradeable 
permits, deposit-refund systems 

J E L  classification: H23, H41, K32, Q25, Q28 
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1. What  are market-based policy instruments? 

Environmental  policies typically combine the identification of a goal (either general or 
specific) with some means to achieve that goal. In practice, these two components are 
often l inked within the political process. This chapter focuses exclusively on the second 
component,  the means - the "instruments" - of  environmental policy, and considers, 
in particular, experience around the world with the relatively new breed of  economic- 
incentive or market-based policy instruments.l  

1.1. Definition 

Market-based instruments are regulations that encourage behavior through market  sig- 
nals rather than through explicit  directives regarding pollution control levels or meth- 
ods. 2 These policy instruments, such as tradable permits or pollution charges, are often 
described as "harnessing market  forces ''3 because if  they are well designed and imple- 
mented, they encourage firms (and/or individuals) to undertake pollution control efforts 
that are in their own interests and that collectively meet pol icy goals. 

By way of  contrast, conventional approaches to regulating the environment are often 
referred to as "command-and-control"  regulations, since they allow relatively little flex- 
ibility in the means of achieving goals. Such regulations tend to force firms to take on 
similar shares of  the pollution-control burden, regardless of  the cost, 4 Command-and-  
control regulations do this by setting uniform standards for firms, the most prevalent of 
which are technology- and performance-based standards. Technology-based standards 
specify the method, and sometimes the actual equipment, that firms must use to comply 
with a particular regulation. A performance standard sets a uniform control target for 
firms, while allowing some latitude in how this target is met. 

Holding all firms to the same target can be expensive and, in some circumstances, 
counterproductive. While  standards may effectively limit emissions of  pollutants, they 
typical ly exact relatively high costs in the process, by forcing some firms to resort to 
unduly expensive means of  controlling pollution. Because the costs of  controlling emis- 
sions may vary greatly among firms, and even among sources within the same firm, 

1 There is considerable overlap between environmental and natural resource policies. This chapter focuses 
on market-based policy instruments in the environmental realm, chiefly those that reduce concentrations of 
pollution, as opposed to those that achieve various goals of natural resource management. This means, for 
example, that tradeable development rights [Field and Conrad (1975), Bellandi and Hennigan (1980), Mills 
(1980)] are not reviewed, nor are tradeable permit systems used to govern the allocation of fishing rights 
[Batstone and Sharp (1999)1. 
2 This section of the chapter draws, in part, on: Hockenstein, Stavins and Whitehead (1997); and Stavins 
(2O0O). 
3 See: OECD (1989, 1991, 1998a), Stavins (1988, 1991), and U.S. Envirmurlental Protection Agency (1991). 
Another strain of literature - a known as "free market environmentalism" - focuses on the role of private 
property rights in achieving environmental protection [Anderson and Leal (1991 )]. 
4 But various command-and-control standards do this in different ways [Helfand (1991)]. 
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the appropriate technology in one situation may not be appropriate (cost-effective) in 
another. Thus, control costs can vary enormously due to a firm's production design, 
physical  configuration, age of  its assets, or other factors. One survey of  eight empir- 
ical studies of  air pollution control found that the ratio of  actual, aggregate costs of  
the conventional, command-and-control  approach to the aggregate costs of  least-cost 
benchmarks ranged from 1.07 for sulfate emissions in the Los Angeles  area to 22.0 for 
hydrocarbon emissions at all domestic DuPont plants [Tietenberg (1985)]. 5 

Furthermore, command-and-control  regulations tend to freeze the development of  
technologies that might otherwise result in greater levels of  control. 6 Little or no finan- 
cial incentive exists for businesses to exceed their control targets, and both technology- 
based and performance-based standards discourage adoption of  new technologies. 
A business that adopts a new technology may be "rewarded" by being held to a higher 
standard of  performance and not given the opportunity to benefit financially from its 
investment, except to the extent that its competitors have even more difficulty reaching 
the new standard. 

1.2. Characteristics o f  market-based policy instruments 

In theory, if  properly designed and implemented,  market-based instruments allow any 
desired level of  pollution cleanup to be realized at the lowest overall  cost to society, 
by providing incentives for the greatest reductions in pollution by those firms that can 
achieve these reductions most cheaply. 7 Rather than equalizing pollution levels among 
firms (as with uniform emission standards), market-based instruments equalize the in- 
cremental  amount that firms spend to reduce pollution - their marginal cost [Mont- 
gomery (1972), Baumol  and Oates (1988), Tietenberg (1995)]. Command-and-control  
approaches could - in theory - achieve this cost-effective solution, but this would re- 
quire that different standards be set for each pollut ion source, and, consequently, that 
pol icy makers obtain detailed information about the compliance costs each firm faces. 
Such information is simply not available to government. By contrast, market-based in- 
struments provide for a cost-effective allocation of  the pollution control burden among 
sources without requiring the government to have this information. 

In contrast to command-and-control  regulations, market-based instruments have the 
potential to provide powerful  incentives for companies to adopt cheaper and better 

5 One should not make too much of these numbers, since actual, command-and-control ins~uments are 
being compared with theoretical benchmarks of cost-effectiveness, i.e., what a perfectly functioning market- 
based instnnnent would achieve in theory. A fair comparison among policy instruments would involve either 
idealized versions of both market-based systems and fikely alternatives; or realistic versions of both [Hahn 
and Stavins (1992)]. 
6 For more on technological change and the environment, see Chapter 11 (by Adam Jaffe, Richard Newell, 
and Robert Stavins). 
7 Under certain circumstances, substituting a market-based instrument for a command-and-control instru- 
ment can lower environmental quality, because command-and-control standards tend to lead to over-control 
[Oates, Portney and McGartland (1989)]. 
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pollution-control technologies. This is because with market-based instruments, particu- 
larly emission taxes, it always pays firms to clean up a bit more if a sufficiently low-cost 
method (technology or process) of doing so can be identified and adopted [Downing and 
White (1986), Malueg (1989), Milliman and Prince (1989), Jaffe and Stavins (1995), 
and Jung, Krutilla and Boyd (1996)]. 

Most environmental policy instruments, whether conventional or market-based, can 
be directed to one of a range of  "levels" of  regulatory intervention: inputs (for example, 
a tax on the leaded content of  gasoline); emissions (following the same example, a tax 
on emissions); ambient concentrations; exposure (whether human or ecological); and 
risk or damages. In general, administrative costs increase as one moves further along 
this set of points of  regulatory intervention, but it is also the case that the instrument is 
more clearly addressing what is presumably the real problem. 

One important characteristic of  individual pollution problems that will affect the iden- 
tification of  the optimal point of  regulatory intervention is the degree of mixing of  the 
pollutant in the receiving body (airshed, watershed, or ground). At one extreme, uni- 
formly mixed pollution problems (in their purest form, global commons problems such 
as stratospheric ozone depletion and global climate change) can be efficiently addressed 
through input or emissions interventions. At the other extreme, it would be problematic 
to address a highly non-uniformly mixed pollution problem through such an approach; 
instead, an intervention that focused on ambient concentrations, at a minimum, would 
be preferable. 

Most applications of market-based instruments have been at the input or emission 
point of  regulatory intervention, although a few have focused on ambient concentra- 
tions. Much the same can be said of nearly all conventional, command-and-control pol- 
icy instruments in the environmental realm. 

1.3. Categories of market-based instruments 

I consider market-based instruments within four major categories: pollution charges; 
tradable permits; market friction reductions; and government subsidy reductions 
[OECD (1994a, 1994b, 1994c, 1994d)]. 8 

Pollution charge systems assess a fee or tax on the amount of  pollution that a firm or 
source generates [Pigou (1920)]. Consequently, it is worthwhile for the firm to reduce 
emissions to the point where its marginal abatement cost is equal to the tax rate. A chal- 
lenge with charge systems is identifying the appropriate tax rate. Ideally, it should be 

8 A significant recent trend in environmental policy has been the increased use of voluntary programs for 
the purpose of achieving various environmental objectives. Because voluntary actions can offer firms rewards 
such as public recognition, some observers have characterized these voluntary programs as incentive-based 
instruments for environmental protection. Having already cast an exceptionally large net for this review of 
experience, I do not include this approach to environmental management in my review of market-based in- 
struments. For a review of the use of voluntary initiatives in the United States, see: U.S. Environmental 
Protection Agency (2001). 
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set equal to the marginal benefits of cleanup at the efficient level of cleanup, but policy 
makers are more likely to think in terms of a desired level of cleanup, and they do not 
know beforehand how firms will respond to a given level of taxation. A special case 
of pollution charges is a deposit-refund system, where consumers pay a surcharge when 
purchasing potentially polluting products, and receive a refund when returning the prod- 
uct to an approved center, whether for recycling or for disposal [Bohm (1981), Menell 
(1990)]. 9 

Tradable permits can achieve the same cost-minimizing allocation of the control bur- 
den as a charge system, while avoiding the problem of uncertain responses by firms.l° 
Under a tradable permit system, an allowable overall level of pollution is established 
and allocated among firms in the form of permits.ll Firms that keep their emission lev- 
els below their allotted level may sell their surplus permits to other firms or use them to 
offset excess emissions in other parts of their facilities. 

Market friction reductions can also serve as market-based policy instruments. In such 
cases, substantial gains can be made in environmental protection simply by reducing 
existing frictions in market activity. Three types of market friction reductions stand out: 
(1) market creation for inputs/outputs associated with environmental quality, as with 
measures that facilitate the voluntary exchange of water rights and thus promote more 
efficient allocation and use of scarce water supplies; (2) liability rules that encourage 
firms to consider the potential environmental damages of their decisions; and (3) infor- 
mation programs, such as energy-efficiency product labeling requirements. 

Government subsidy reductions are the fourth category of market-based instruments. 
Subsidies, of course, are the mirror image of taxes and, in theory, can provide incentives 
to address environmental problems. 12 In practice, however, many subsidies promote 
economically inefficient and environmentally unsound practices. 

9 A deposit-refund system can also be viewed as a special case of a "performance bond". 
10 Thirty years ago, Crocker (1966) and Dales (1968) independently developed the idea of using transferable 
discharge permits to allocate the pollution-control burden among sources. Montgomery (1972) provided the 
first rigorous proof that such a system could provide a cost-effective policy instrument. A sizeable literature 
has followed, much of it stemming from Hahn and Noll (1982). Early surveys were provided by Tietenberg 
(1980, 1985). Much of the literature may be traced to Coase's (1960) treatment of negotiated solutions to 
externality problems. 
11 Allocation can be through free distribution (often characterized as "grandfathering") or through sale, in- 
cluding by auction. The program described above is a "cap-and-trade" program, but some programs operate 
as "credit programs", where permits or credits are assigned only when a source reduces emissions below what 
is required by existing, source-specific limits, 
12 In many countries, subsidies have been advocated (and sometimes implemented) as means of improving 
environmental quality. Although such subsidies could, in theory, advance environmental quality [see, for ex- 
ample, Jaffe and Stavins (1995)], it is also true that subsidies, in general, have important and well-known 
disadvantages relatives to taxes [Baumol and Oates (1988)]. They are not considered as a distinct category 
of market-based instruments in this chapter. Although the prevalence of subsidies intended to improve envi- 
ronmental quality is not very great in developed market economies, they are more common in transition and, 
to a lesser extent, developing economies [Zylicz (2000)]. Most environmental funds in transition economies, 
however, fail to select efficient projects or calculate efficient subsidies [Anderson and Zylicz (1999), Peszko 
and Zylicz (1998)]. 



362 R.N. Stavins 

1.4. Scope of the Chapter 

This chapter focuses on market-based policy instruments in the environmental realm, 
chiefly those that reduce concentrations of pollution, as opposed to those that operate 
in the natural resources realm and achieve various goals of resource management. This 
means, for example, that tradeable development rights, wetlands mitigation banking, 
and tradeable permit systems used to govern the allocation of fishing rights are not 
reviewed in this chapter. 13 

Sections 2-5 review experiences around the world with the four major categories of 
market-based instruments for environmental protection: charge systems; tradeable per- 
mit systems; market-friction reductions; and government subsidy reductions. Section 6 
examines lessons that can be learned from these experiences. 

Although much of the chapter is descriptive in nature, normative analysis of the im- 
plementation of market-based instruments is surveyed in those cases in which evidence 
is available. That normative analysis focuses on the criteria of static and dynamic cost- 
effectiveness; little or no attention is given to efficiency per se. In other words, in this 
chapter, the targets of respective environmental policies are taken as given, and are not 
subjected to economic analyses. 

Despite the chapter's expressed purpose of reviewing and providing some under- 
standing about experiences with market-based instruments, virtually no attention is 
given to the important set of positive political economy questions that are raised by 
the increasing use of these instruments, such as the following. Why was there so lit- 
fie use of market-based instruments, relative to command-and-control instruments, over 
the 30-year period of major environmental regulation that began in 1970, despite the 
apparent advantages in many situations of the former? Why has the political attention 
given to market-based environmental policy instruments increased dramatically in re- 
cent years? Such questions of the positive political economy of instrument choice are, 
for the most part, ignored, not because they are without interest, but because they are 
addressed in Chapter 8 (by Wallace Oates and Paul Portney). 

2. Charge systems 

The conventional wisdom is that European environmental policy has made limited use 
of pollution taxes, while this approach has been totally ignored in the United States. 
This is not strictly correct, particularly if one defines charge systems broadly, in which 
case a significant number of applications around the world can be identified. 

13 The distinction between environmental and natural resource policies is somewhat arbitrary. Some policy 
instruments which are seen to bridge the environmental and natural resource realm, such as removing barriers 
to water markets, are considered. 
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For purposes of  this review, I identify seven categories of  charge systems, but it 
should be noted at the outset that the categories are neither precisely defined nor mum- 
ally exclusive. Hence, the assignment of  individual policy instruments to one or another 
category inevitably involves judgement, if not an arbitrary element. Nevertheless, this 
set of  categories may help readers navigate what would otherwise be a single, very long 
list of  applications. I divide the categories of  charges into two primary sets: those for 
which behavioral impacts are central to their design, implementation, and performance; 
and those for which anticipated behavioral impacts are secondary. 

Within the first set, I distinguish among three categories of  charge systems. First, 
effluent charges are those instruments which are closest to the textbook concept of  a 
Pigouvian tax (Section 2.1). Second, deposit-refundsystems are a special case of  Pigou- 
vian taxes in which front-end charges (such as those on some beverage containers) are 
combined with refunds payable when particular behavior (such as returning an empty 
container to an approved outlet) is carried out (Section 2.2). Third, tax differentiation 
refers to tax cuts, credits, and subsidies for environmentally desirable behavior (Sec- 
tion 2.7). 

The second set of  charge systems, those for which behavioral impacts appear to be 
a secondary consideration, includes four categories of  instruments. First, user charges 
provide a mechanism whereby the direct beneficiaries of  environmental services finance 
its provision (Section 2.3). Second, insurance premium taxes are levied on particular 
groups or sectors to finance insurance pools against potential risks associated with the 
production or use of  the taxed product (Section 2.4). Third, sales taxes are levied on the 
sales or value-added of  specific goods and services in the name of  environmental protec- 
tion (Section 2.5). Fourth and finally, administrative charges are used to raise revenues 
to help cover the administrative costs of environmental programs (Section 2.6). 14 

2.1. Effluent charges 

Most applications of  charge systems probably have not had the incentive effects typ- 
ically associated with a Pigouvian tax, either because of  the structure of  the systems 
or because of  the low levels at which charges have been set. Nevertheless, a limited 
number of  these systems may have affected behavior. 

Within the category of  effluent charges, which comes closest to what most economists 
think of  as a pollution tax, member countries of  the Organization of  Economic Coopera- 
tion and Development (OECD) other than the United States have led the way [Blackman 
and Harrington (1999)]. 15 Selected effluent charges are summarized in Table 1, where 

14 For useful surveys of the use of environmentally related taxes in OECD countries, see: OECD (1993d, 
1995d, 2001). 
15 Effluent charges have been used more extensively in Europe than in the United States, although - as 
indicated in the text - it is not clear that the levels have been sufficient to affect behavior in significant ways. 
For a discussion of the economics and politics surrounding taxation of sulfur dioxide, nitrous oxide, and 
carbon dioxide in the Scandinavian nations, the Netherlands, France, and Germany, see: Cansier and Krumm 
(1998) and OECD (1993a, 1995a). 
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Table 1 
Effluent fees 

Regulated 
substance Country Rate Use of revenues 

CO Czech Republic a $22/ton permitted; $33/ton above 
Estonia b $0.27/ton permitted; $1.36/ton above 

Lithuania c $1.75/ton 

Poland d $22/ton 

Russia e $0.02/ton permitted; $0.09/ton above 

Slovakia f $20/ton 

CO 2 Denmark $42/m 3, diesel, kerosene, gas oil General budget 

SO2 

Finland 

Netherlands 

Norway 

Sweden 

Bulgariag 

$38/ton, coal 
$17/ton, LPG 
$0.03/m 3, natural gas 
$0.02/kWh, electricity 
$38/m 3, leaded and unleaded gasoline 
$43/m 3, diesel and kerosene 
$39/ton, coal 
$0.02/m 3, natural gas 
$0.0034).006/kWh, electricity 
$45/m 3, gas oil and kerosene 
$54/11l 3, LPG 
$0.05/m 3, natural gas 
$0.02/kWh, electricity 
$59/m 3, mineral oil 
$59/ton, coal 
$0.11/m 3 natural gas (only applied to 
offshore oil and gas activities) 
$106/m 3 leaded and unleaded gasoline 
$131/m 3 diesel, kerosene, gas oil 
$127/ton LPG 
$135/m 3 heavy fuel oil 
$114/ton coal 
$0.03/m 3 natural gas 
$0.02/kWh electricity 

$0.02/kg 

Czech Republic a 
Denmark 

Estonia b 

$30/ton permitted; $45/ton above 
All fuels, electricity taxed in 
proportion to resulting SO2 emissions, 
$1.60/kg of SO 2 
$2/ton permitted; $95/ton above 

State Environmental Fund 
Estonian Environmental Funds 
national (50%); county (50%) 
Municipal environmental funds 
(70%); General budget (30%) 
National, regional mad municipal 
environmental funds 
National and regional 
environmental funds 
Slovak Environmental Fund 

General budget 

Corporate and income tax relief 

General budget 

General budget 

National environmental fund 
(70%) and polluter's municipality 
(30%) 
State Environmental Fund 
General budget 

Estonian Environmental Funds 
national (50%); county (50%) 
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Table 1 
(Continued) 

Regulated 
substance Country Rate Use of revenues 

SO 2 Finland $30/m 3 of diesel or gas oil 
France h $32/ton of direct emissions 

NO~ 

Hungary i $2.40/ton 

Italy 

Japan 

Lithuania c 

NorwayJ 

Poland d 

Russia e 

Slovakia f 
Spain - Galicia 

Sweden 

Bulgariag 

Czech Republic a 
Estonia b 

France 

Hungary i 

Italy 

Lithuania i 

$62/ton of direct emissions 

n.a. 

$46/ton 

Fuels taxed in proportion to resulting 
SO 2 emissions, $0.01 per liter of fuel 
per 0.25% sulfur content 
$83/ton 

$1.22/ton permitted; $6.10/ton above 

$33/ton 
Industrial energy products taxed on 
sum of SO 2 and NOx emissions; rate is 
$35/ton, emissions between 1,001 and 
50,000 tons; $39/ton above 50,000 
tons 
Liquid fuels $3.33/m 3 for each 0.1% by 
weight of sulfur content; coal and other 
solid or gaseous fuels $3.70/m 3 

$0.05/kg 

$30/ton permitted; $45/ton above 
$4/ton permitted; $216/ton above 

$27/ton, based on direct measurement 
of emissions 
$4/ton 

$123/ton of direct emissions 

$67/ton 

General budget 
Pollution reduction (75%); 
research (25%) 
Central Environmental Protection 
Fund (70%); local government 
budgets (30%) 
Reduction of environmental 
impacts 
Compensation of individuals with 
chronic breathing problems 
attributable to pollution 
Municipal environmental funds 
(70%); general budget (30%) 
General budget 

National, regional and municipal 
environmental funds 
National and regional 
environmental funds 
Slovak Environmental Fund 
Regional budget 

General budget 

National environmental fund 
(70%) and polluter's municipality 
(30%) 
State Environmental Fund 
Estonian Environmental Funds 
national (50%); county (50%) 
Pollution reduction (75%); 
research (25%) 
Central Environmental Protection 
Fund (70%); local government 
budgets (30%) 
Reduction of environmental 
impacts 
Municipal environmental funds 
(70%); General budget (30%) 
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Table 1 
(Continued) 

Regulated 
substance Country Rate Use of revenues 

NOx Poland d $83/ton National, regional and municipal 
environmental funds 

Russia e $1.02/ton permitted; $5.08/ton above National and regional 
environmental funds 

Slovakia f $27/ton Slovak Environmental Fund 
Sweden Combustion and incineration plants Redistributed to payees (plants) in 

pay $5/kg of NOx proportion to energy produced 

Combined Latvia k $1.65 to $440/ton, depending on National, regional and local 
industrial air emissions hazard class general budgets 
emissions 

China Varies with pollutants, including SO2, 
H2S, NOx, HC1, CO, H2SO 4, Pb, Hg, 
dust 

BOD load Bulgaria $0.11/kg 

Colombia 

Estonia b 

Lithuania c 

Malaysia 

Philippines 

Poland d 

South Korea 1 

Bulgaria g 

Colombia 

Estonia b 

Lithuania c 

TSS 

Rio Negro basin only, rate n.a. 

BODs$77/ton permitted; $386/ton 
above 
BOD7575/ton 

BOD from palm oil industry; current 
rates n.a. 
BOD in Laguna de Bay watershed, 
rates n.a. 

BOD55172 to $1,722/ton, depending 
on source 
n.a. 

$0.04/kg 

Rio Negro basin only, rate n.a. 

$39/ton permitted; $386/ton above 

$15/ton 

Grants, low-interest pollution 
control loans (80%); local 
monitoring and administration 
(20%) 

National environmental fund 
(70%); polluter's municipality 
(30%) 
Wastewater treatment plants 
(50%); industrial clean technology 
equipment (30%); research, 
administration (20%) 
Estonian Environmental Funds 
national (50%); county (50%) 
Municipal environmental funds 
(70%); General budget (30%) 
n.a. 

Water quality management, 
monitoring and enforcement (80%); 
local government budgets (20%) 
National, regional and municipal 
environmental funds 
n.a. 

National environmental fund 
(70%); polluter's municipality 
(30%) 
Wastewater treatment plants 
(50%); industrial clean technology 
equipment (30%); research, 
administration (20%) 
Estonian Environmental Funds 
national (50%); county (50%) 
Municipal environmental funds 
(70%); General budget (30%) 
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Table 1 
(Continued) 

367 

Regulated 
substance Country Rate Use of revenues 

TSS Poland d $74/ton 

South Korea 1 n.a. 

Combined China Varies with pollutants 
industrial 
water 
emissions 

F r a n c e  In 

Germany n 
Latvia k 

Varies by river basin 
$42 per "pollution unit" 
$1.65 to $27,600/ton, depending on 
effluent hazard class 
Varies by flow and load 
Varies by effluent load and quantity 
(not quality) of receiving waters 

Nitrogen and Denmark N $3.10/kg; P $17.30/kg General budget 
phosphorous discharged to surface waters 

N $65/ton permitted; $320/ton above 
P $115/ton permitted; $580/ton above 
discharged to surface water, ground 
water or soil 
N $75/ton; P $260/ton 

Netherlands 
Slovakia f 

Estonia b 

Lithuania c 

Landfill, Denmark ° $53/ton, landfill waste 
incinerator or $41/ton, incinerator waste 
hazardous $393/ton, hazardous waste 
waste 

Estonia b 

National, regional and municipal 
environmental funds 
n . a .  

Grants, low-interest pollution 
control loans (80%); local 
monitoring and administration 
(20%) 
Water pollution control 
Water quality management 
National, regional and local 
general budgets 
Water quality policy 
Slovak Environmental Fund 

Estonian Environmental Funds 
national (50%); county (50%) 

Municipal environmental funds 
(70%); General budget (30%) 

General budget 

$0.06 to $54/ton permitted; $0.32 to 
$27,000/ton above for waste dumping 
or burying, depending on hazard class 

Finland $18/ton, landfill waste n.a. 
Latvia k $0.14/m 3, non-toxic waste disposal National, regional and local 

$0.83/m 3, toxic waste disposal general budgets 
$28/m 3, highly toxic waste disposal 
$16/ton, landfill waste 
$34/ton, combustible waste disposed 
of in landfill 
$1.60 to $21.50/ton waste disposal, 
depending on hazard class 
landfill tax, $17/ton on "active" waste; 
$3/ton on inert waste 

Estonian Environmental Funds 
national (50%); county (50%) 

Netherlands General budget 

Poland d 

United Kingdom 

National, regional and municipal 
environmental funds 
General budget 

Note: CO is carbon monoxide, SO2 is sulfur dioxide, and NOx is nitrogen oxide; BOD is an acronym for 
biological oxygen demand and TSS is an acronym for total suspended solids. BOD load is the total amount 
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Table 1 
(Continued) 

of oxygen that a given amount of effluent will use in biochemical oxidation, during a period of tkree 
days at a temperature of 30°C (86°F). Conversion of all currencies to $US made using U.S. Federal Re- 
serve historical bilateral exchange rates for December of the year in which data were gathered, available at 
http://www.bog.frb.fed.us/releases/H 10/hist 

aCharges from medium and large industrial enterprises in the Czech Republic go to the State Environ- 
mental Fund, while charges from small enterprises become part of municipal government budgets. The 
Czech Republic has established effluent fees for 90 air and 5 water pollutants, though only a few are listed 
here. 
bin Estonia, exceeding a permit is not illegal, so long as an enterprise is able to pay the additional effluent 
fee. Estonia has established effluent fees for 139 air and 8 water pollutants, though only a few are listed here. 
CLithuania assesses fines on all air and water pollutants, but rates are available only for those listed 
here. 
dpoland's effluent charges are divided among national, regional and municipal environmental funds in spec- 
ified percentages that vary by substance. For example, NOx charges are divided between the national (90%) 
and municipal (10%) funds, while most other air emissions are divided among the national (36%), regional 
(54%) and municipal (10%) funds. Poland assesses fees on 62 air and 6 water pollutants, though only a few 
are listed here. 
eRussia assesses fees on more than 100 air and more than 100 water pollutants, though only a few are listed 
here. 
fSlovakia assesses fees on 123 air and five water pollutants, though only a few are listed here. 
gBulgaria assesses fees on 16 air and 27 water pollutants, though only a few are listed here. 
hFrance taxes sulfur hydrogen and hydrochloric acid emissions at the same rate as sulfur dioxide. 
iHungary's air emissions fines vary according to height of emissions and the factor by which permitted lev- 
els are exceeded. The charges listed here are "base fines", or those assessed when actual emissions exceed 
permitted levels by a factor of 1.00-2.00. Hungary has established fines for 150 air and 32 water pollutants, 
though only a few are listed here. 

JGasoline and fuels with sulfur content less than 0.05% (includes most auto diesel used in Norway) are 
excluded from Norway's SO 2 tax. 

kLatvia assesses fees on seven air and ten water pollutants, though only a few are listed here. 
1South Korea's effluent fees are assessed on emissions exceeding 30 percent of maximum allowable limit; 
penalty fees, assessed on emissions above the allowable maximum, equal the expense of treating actual vol- 
ume of emitted pollutants. South Korea assesses fees on 10 air pollutants and 15 water pollutants, though only 
two are listed here. 
rain 1993, rates ranged from $16/kg of suspended solids in the Loire-Bretagne river basin to $446/kg of 
soluble salts in the Seine-Normandie basin. See Cadiou and Duc (1994). 
nIn Germany, water pollution units are determined by flow and load; the per unit charge can be reduced by 
pollution control equipment investment. 
°Average rate; Danish waste disposal charge depends on type of waste. 

Sources: Speck (1998); Gornaja et al. (1997); Brunenieks, Kozlovska and Larson (1997); Sem6niene, Bluff- 
stone and (~ekanavi6ius (1997); Yang, Cao and Wang (1998); Kozeltsev and Markandya (1997); Stepanek 
(1997); Morris, Tiderenczl and Kovfics (1997); Anderson and Fiedor (1997); Owen, Myjavec and Jassikova 
(1997); Matev and Nivov (1997); Wuppertal Institute (1996); OECD (1997c); World Bank (1997a, 1997b); 
Panayotou (1998); and World Bank (1999). 
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I distinguish among ten areas of application: carbon monoxide (CO), carbon dioxide 
(CO2), sulfur dioxide (SO2), nitrogen oxides (NOx), combined industrial air pollutants, 
biological oxygen demand (BOD) load, total suspended solids (TSS), combined indus- 
trial water emissions, nitrogen and phosphorous, and landfill, incinerator, and hazardous 
waste discharges. 

Several European countries have moved to implement pollution taxes within the 
framework of ecological or "green tax reform", which seeks a systematic shift of the 
tax burden away from labor and/or capital and toward the use of environmental re- 
sources. As of 1997, environmental taxes in Sweden, Denmark, and Finland were part 
of a framework green tax reform [Ekins (1999)]. 

2.1.1. Effluent charges in Western Europe 

Seven OECD countries in western Europe have implemented emissions fees to reduce 
air pollution, but most of the fees are assessed on input proxies, possibly because of 
monitoring and enforcement costs [Speck (1998)]. Although the effects of direct emis- 
sions charges will differ from those of input taxes, both are considered here, following 
the practice of the OECD (1994a). 16 

As of 1999, six OECD nations levied carbon taxes: Denmark, Finland, Italy, the 
Netherlands, Norway, and Sweden. Finland's carbon tax, the world's first, was intro- 
duced in 1990 [Haugland (1993)]. Italy's carbon tax is a revenue-generating mechanism, 
part of a broad-ranging attempt to use indirect taxation to compensate for weaknesses in 
the direct taxation system [Schlegelmilch (1998)]. Carbon taxes in Denmark, Norway, 
and Sweden are intended to have an incentive effect, in addition to a revenue-generating 
effect, but it has been difficult to determine the actual impacts of these policies [Black- 
man and Harrington (1999)]. 

Claims have been made that the Swedish and Norwegian taxes have reduced car- 
bon emissions [Bohlin (1998), Larsen and Nesbakken (1997)], but in all the Nordic 
countries, except Finland, a variety of tax exemptions have made effective carbon tax 
rates significantly lower than nominal rates, thereby increasing skepticism regarding the 
efficacy of these policies. For example, Sweden's manufacturing tax exemptions and re- 
ductions result in effective CO2 tax rates ranging from 19 to 44 percent of nominal rates 
[Ekins and Speck (1999)]. Danish industry has obtained tax relief on process energy, 
and power stations are exempt from coal taxes. Norway taxes only 60 percent of do- 
mestic CO2 emissions, and only 25 percent of SO2 emissions, when exemptions and 
reductions are taken into account [Ekins and Speck (1999)]. 

Norway, Sweden, France, Denmark, Italy, and the Spanish autonomous region of 
Galicia tax sulfur emissions or the sulfur content of fuels. The Swedish tax seems to 
have reduced sulfur emissions [L6vgren (1994)], not surprising given that it is very 
high by international standards [OECD (1996)]. Indeed, Sweden met its national sulfur 

16 See also: O'Connor (1994). 
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emissions targets well ahead of schedule through fuel-switching and emission reduc- 
tions that have been attributed to the tax [World Bank (1997b)]. 

France, Italy, Sweden, and Galicia tax nitrogen oxide emissions, but only the Swedish 
tax has reduced emissions [Blackman and Harrington (1999)]. Energy plants in Sweden 
with production of 25 GWh or more pay $5/kg on NOx emissions. The tax is revenue- 
neutral, with payees (plants) receiving rebates in proportion to energy output. 17 In the 
first two years of the program, total emissions from monitored plants fell by 40 percent 
[Blackman and Harrington (1999)], attributed to the emissions fee system [L6vgren 
(1994), Sterner and Hoglund (1998)], but only about 3 percent of Sweden's domestic 
NOx emissions are taxed under the program [Ekins and Speck (1998)]. 

Effluent charges have also been used in western Europe for water pollution. Since 
1970, the Netherlands has assessed effluent fees on heavy metals discharges from 
large enterprises, and organic discharges from urban and farm households, and small, 
medium, and large enterprises. The Dutch charges were originally earmarked to finance 
construction of wastewater treatment facilities, but the high cost of facilities resulted 
in very high charges, in some cases equal to marginal abatement costs at high lev- 
els of cleanup [World Bank (2000)]. By 1990, the charges had reduced total organic 
discharges by one-half, and industrial organic emissions by 75 percent [World Bank 
(2000)]. Germany also levies wastewater effluent charges, with revenues earmarked 
for water pollution control programs [OECD (1993b)]. France has a system of water 
pollution charges, the revenues from which are reinvested in water infrastructure and 
pollution control [Cadiou and Duc (1994), OECD (1997b)]. 

2.1.2. Effluent charges in the transition economies 

Some transition economies in Central and Eastern Europe and the former Soviet re- 
publics may view air and water pollution charges as means of efficient restructuring 
of their environmental management and regulatory systems [Bluffstone and Larson 
(1997)]. In other cases, effluent charge systems were introduced well before the be- 
ginnings of the economic transitions in the late 1980's: the former Czechoslovakia in- 
troduced charges in the 1960's; Bulgaria, Hungary, and Poland in the 1970's, and parts 
of the former Soviet Union in the 1980's [Vincent and Farrow (1997)]. 

Although effluent fees have been implemented throughout the region, Poland is the 
only country in which the fees may have reduced emissions. Poland restructured its 
emissions fee system for airborne pollutants in 1991, increasing fees dramatically to 
twenty times their levels under Communist rule [Anderson and Fiedor (1997)], so that 
Polish effluent fees are now among the highest in the world. Typically, the Polish fees 
include a "normal fee" levied on emissions below the regulatory standard, and a penalty 
fee for emissions thereafter. 18 While fees have been nominally calculated from ambient 

17 The program's administrative costs, less than 1 percent of tax revenues, are deducted before the re- 
distribution. 
18 This is one of an exceptionally small number of non-linear effluent charges. See discussion in Section 6.3. 
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air quality guidelines and marginal abatement costs, they have been heavily influenced 
by political factors and revenue requirements [Anderson and Fiedor (1997)]. Fee rev- 
enues - on the order of $450 to $500 million annually - flow to national and regional 
environmental funds. 

In other parts of the region, air and water effluent charges have been ineffective for 
a number of reasons: (1) legislated charges have been significantly eroded by the high 
inflation that has accompanied economic transition; (2) charges typically have been 
set below marginal abatement costs [Morris, Tiderenczl and Kovfics (1997), Stepanek 
(1997), Zylicz (1996)]; (3) pollution limits - the point above which emissions are 
charged at a penalty rate - are typically set too high to influence firm behavior [Brune- 
nieks, Kozlovska and Larson (1997)]; (4) tax rates are often the result of implicit or ex- 
plicit negotiation between industries and state or regional governments [Gornaja et al. 
(1997), Kozeltsev and Markandya (1997)]; (5) many countries set upper bounds on pol- 
lution charge liabilities; (6) unprofitable enterprises are often exempted [Kozeltsev and 
Markandya (1997), Owen, Myjavec and Jassikova (1997)]; and (7) regulatory systems 
are insufficient to support adequate monitoring and enforcement [Gornaja et al. (1997), 
Kozeltsev and Markandya (1997), Morris, Tiderenczl and Kovfics (1997), Bluffstone 
and Larson (1997)]. While pollution charges rarely induce abatement in Eastern Europe 
and the former Soviet republics, they do raise revenue for environmental projects, and 
some argue that they are contributing to the establishment and acceptance of a "polluter 
pays principle" [Bluffstone and Larson (1997)]. 

2.1.3. Effluent charges in other countries 19 

A number of other countries have utilized effluent charges, albeit typically at levels too 
low to induce behavioral changes. For example, China assesses levies on 29 pollutants 
in wastewater, 13 industrial waste gases, and various forms of industrial solid and ra- 
dioactive waste [World Bank (1997b)]. Regulated substances include SO2, NOx, CO, 
hydrogen sulfide, dust, mercury, and lead [Yang, Cao and Wang (1998)]. Plants pay 
a fee for emissions greater than the regulatory standard for each substance, but when 
more than one pollutant exceeds the standard, plants pay only for the single pollutant 
which will result in the largest fee. Firms that pay penalty charges, rather than reduc- 
ing emissions, face a five percent annual charge increase beginning in the third year of 
noncompliance. 

Chinese pollution fees are often lower than the marginal cost of abatement. For exam- 
ple, the World Bank estimates that SO2 emission charges in Zhengzhou would have to 
be increased more than fiftyfold to equalize marginal abatement costs and marginal so- 
cial damages [World Bank (2000)]. Of the fees collected, 80 percent are used for grants 

19 The closest that any charge system in the United States comes to operating as a Pigouvian tax may be the 
unit-charge approach to financing municipal solid waste collection, where households (and businesses) are 
charged the incremental costs of collection and disposal. I discuss these later within the category of "user 
charges" for municipal environmental services. 
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and low-interest loans for pollution control projects, and the remaining 20 percent are 

dedicated to local administration and monitoring activities [World Bank (1997a)]. These 

effluent charges appear to have helped reduce both water and air pollution intensity dur- 

ing the period of rapid industrial growth in China since 1979. Each 1 percent increase 

in the water pollution levy has reduced the intensity of organic water pollution by 0.8 

percent; each 1 percent rise in the air pollution levy has reduced the pollution intensity 

of industrial air emissions by 0.4 percent [Wang and Wheeler (1996, 1999)]. The efflu- 

ent fees are also a major source of revenue for environmental projects [Sterner (1999), 

World Bank (2000)]. In 1995, pollution levies were applied to 368,200 Chinese enter- 

prises and raised about $460 million, or 0.6 percent of national income [Wang and Lu 

(1998)]. Of the fees collected, 80 percent are used for grants and low-interest loans for 

pollution control projects, and the remaining 20 percent refund local administration and 

monitoring activities [World Bank (1997 a)]. 
Malaysia was one of the first countries to use effluent charges, having introduced 

effluent fees, paired with licensing, to control pollution from the palm oil industry as 

early as 1978 [World Bank (1997b)]. The Philippines instituted environmental fees for 
wastewater discharge from industrial sources in 1997 [World Bank (1997b)], although 

the program is active in only one area of the country, Laguna Lake. BOD discharges 

from affected plants dropped 88 percent between 1997 and 1999 [World Bank (2000)]. 

South Korea imposes charges for emissions in excess of regulatory limits on ten air 

pollutants and fifteen water pollutants [OECD (1997c)], and Japan assesses a minor 

charge on industrial SO2 emissions [Wuppertal Institute (1996)]. 

Colombia implemented a pilot program of water effluent charges after experiencing 

no success in pollution reduction with command and control regulations. Industrial pol- 

luters pay effluent fees based on BOD and TSS [World Bank (1999)]. Although emis- 

sion decreases have been recorded since the program came into existence, it is difficult 

to separate the effect of the charges from that of voluntary agreements [World Bank 

(1999)]. The municipality of Quito, Ecuador has implemented a water effluent charge 

system [Huber, Ruitenbeek and Ser6a da Motta (1998)], whereby enterprises discharg- 

ing above national standards for organic content and TSS pay a per-unit charge equal to 

the cost of municipal treatment. In addition, Quito assesses fines on mobile air pollution 

sources, including cars, trucks, and buses in an effort to reduce air pollution in the city's 

central historical district. The fines are set above the cost of installing low-emissions 
technology or obtaining a tune-up. Mexico created a system of water effluent fees in 

1991 in order to regulate BOD and TSS from municipal and industrial sources. Most 

municipalities and a large proportion of industrial dischargers do not pay the fees [Ser6a 

da Motta (1998)]. Penalties for non-compliance were established in 1997, but no study 
has shown whether enforcement has been sufficient to induce abatement, or payment of 

fees and penalties. 
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2.2. Deposit-refund systems 

Policies intended to reflect the social costs of waste disposal (such as waste-end fees, 
discussed in Section 2.3.2) can have the effect of increasing the experienced cost of 
legal disposal, and thereby providing unintended incentives for improper (illegal) dis- 
posal. For waste that poses significant health or ecological impacts, ex post clean up 
is frequently an especially unattractive option. For these waste products, the preven- 
tion of improper disposal is particularly important. One alternative might seem to be a 
front-end tax on waste precursors, since such a tax would give manufacturers incentives 
to find safer substitutes and to recover and recycle taxed materials. But substitutes may 
not be available at reasonable costs, and once wastes are generated, incentives that affect 
choices of disposal methods are unaffected. 

This dilemma can be resolved with a front-end charge (deposit) combined with a 
refund payable when quantities of the substance in question are turned in for recycling 
or (proper) disposal. In principle, for economic efficiency, the size of the deposit should 
be set equal to the marginal social cost of the product being disposed of illegally (at 
the efficient level of return) minus the real welfare costs of the program's operation, 
assuming that these costs are proportional to the quantity of returns. As the product 
changes hands in the production and consumption process (through wholesalers and 
distributors to consumers), the purchaser of the product pays a deposit to the seller. 
Deposit-refund systems are most likely to be appropriate when the incidence and the 
consequences of improper disposal are great [Bohm (1981), Russell (1988), Macauley, 
Bowes and Palmer (1992)]. 

The major applications of this approach in the United States have been in the form 
of ten state-level "bottle bills" for beverage containers (Table 2). A brief examination 
of these systems provides some insights into the merits and the limitations of the ap- 
proach. In most programs, consumers pay a deposit at the time of purchase which can 
be recovered by returning the empty container to a redemption center. Typically, the 
deposit is the same regardless of the type of container. 

In some respects, these bills seem to have accomplished their objectives; in Michi- 
gan, for example, the return rate of containers one year after the program was imple- 
mented was 95 percent [Porter (1983)]; and in Oregon, littering was reduced and long- 
run savings in waste management costs were achieved [U.S. General Accounting Office 
(1990)]. But by charging the same amount for each type of container material, these 
programs do not encourage consumers to choose containers with the lowest product 
life-cycle costs (including those of disposal). 

Analysis of the effectiveness, let alone the cost-effectiveness or efficiency, of bever- 
age container deposit-refund systems has been limited. The few rigorous studies that 
have been carried out of the benefits and costs of bottle bills have found that social de- 
sirability depends critically on the value of the time it takes consumers to return empty 
containers and the willingness to pay for reduced litter [Porter (1978)]. By requiring 
consumers to separate containers and deliver them to redemption centers, deposit-refund 
systems can foster net welfare losses, rather than gains. 
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Table 2 
Deposit-refund systems 

R.N. Stavins 

Regulated products Country Jurisdiction / Size of deposit or description 

Specified beverage 
containers 

Australia 
Austria 
Barbados 
Belgium 
Bolivia 
Brazil 
Canada 

Chile 
Colombia 
Czech Republic 
Denmark 
Ecuador 
Finland 
Iceland 
Jamaica 
Japan a 
Mexico 
Netherlands 
Norway 
Sri Lanka 
Sweden 
Switzerland 
Taiwan b 
United States c 

Venezuela 
Auto batteries United States 

Mexico 

Scrap autos Sweden 

Small chemical containers Denmark 

Tires South Korea 

Plastic shopping bags Italy 

Packaging waste France 
Germany 

Flourescent fight bulbs Austria 

Refrigerators Austria 

South Australia / 3¢ (aluminum cans) to 13¢ (glass bottles) 
National / 40¢ (reusable plastic bottles) 
Local / glass containers 
National / beer, soft drink containers 
Local / glass and plastic containers 
Regional / glass and aluminum containers 
Newfoundland / 4¢ deposit, 2¢ return; Nova Scotia / 7¢ 
deposit, full return on refillables, 4¢ return on non- 
refillables; Quebec / 4¢ ; British Columbia, Alberta, Yukon 
! deposit n.a. (specified containers) 
Local / glass and plastic containers 
Local / glass containers 
National / 9 to 15¢ (glass bottles); 15 to 30¢ (PET bottles) 
National / 18¢ to 70¢ (glass bottles) 
Local / glass containers 
National / 9¢ (small bottle); 46¢ (liter bottle); 18¢ (can) 
National / various containers 
Local / glass containers 
National / $2.40 per case (glass bottles) 
Local / glass containers 
National / up to 28¢ (glass bottles); 50¢ (PET bottles) 
National / glass and PET bottles, up to 28¢ 
National / 7¢ (glass bottle) 
National / 33¢ (glass bottles); 8¢ (cans); 60¢ (PET bottles) 
National / various containers; operated by private sector 
National / 8¢ (PET bottles) 
Connecticut, Delaware, Iowa, Maine, Massachusetts, New 
York / 5¢ ; Vermont / 5¢ & 15¢ ; Oregon / 3¢ & 5¢ ; Michigan 
/ 5¢ & 10¢ ; California / 2.5¢ & 5¢ 
Local / glass containers 
Arizona, Connecticut, Idaho, Minnesota, New York, Rhode 
Island, Washington, Wisconsin / $5.00; Michigan / $6.00; 
Arkansas, Maine / $10.00 
Old battery must be returned to purchase new battery 

National / $160 deposit paid on new car purchase; $185 
returned when consumer renders old car being replaced 

National 

National / 5¢ to 50¢, depending on size 

National / 5¢ per bag 

National ! Eco-emballages; operated by private sector 
National / Duales System; operated by private sector 
National / $1.20 per bulb 

National / $10-$100 
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Table 2 
(Continued) 

Note: Conversion of all currencies to $US made using U.S. Federal Reserve historical bilateral ex- 
change rates for December of the year in which data were gathered, available at http://www.bog.frb. 
fed.us/releases/H 10/hist. 

a Japan's deposit fee for glass bottles includes approximately 60¢ for the bottles, and 80¢ for the case or 
container. 
bTaiwan's deposit-refund system for PET bottles pays 8¢ to consumers bringing bottles to collection loca- 
tions, and 2¢ for collectors bringing bottles to recycling centers. 
COregon's rate for refillables is 3¢. Califontia's deposit for containers smaller than 24 oz. is 2.5¢, and 5¢ for 
containers 24 oz. and larger. 

Sources: U.S. Envh'onmental Protection Agency (1992); OECD (1993a, 1993c, 1995a, 1995b, 1997a, 1998b, 
1998e, 1999a, 1999b); Hnber, RuJtenbeek and Serra da Motta (1998); Steele (1999); and Rhee (1994). 

Deposit-refund systems are most l ikely to be appropriate where: (1) the objective is 
one of  reducing il legal disposal, as opposed to such objectives as general reductions 
in the waste stream or increased recycling; and (2) there is a significant asymmetry 
between ex  a n t e  (legal) and e x  p o s t  (illegal or post-littering) clean-up costs. For  these 
reasons, deposit  refund systems may be among the best  pol icy options to address dis- 
posal problems associated with containerizable hazardous waste, such as lead in motor 
vehicle batteries [Sigman (1995)]. 

As a means of  reducing the quantity of  lead entering unsecured landfills and other 
potentially sensitive sites, several U.S. states have enacted deposit-refund programs for 
lead acid motor vehicle batteries (Table 2). 20 Under  these systems, a deposit  is col- 
lected when manufacturers sell batteries to distributors, retailers, or original equipment 
manufacturers; likewise, retailers collect deposits from consumers at the time of  battery 
purchase. Consumers can collect their deposits by returning their used batteries to re- 
demption centers; these redemption centers, in turn, redeem their deposits from battery 
manufacturers. The programs are largely self-enforcing, since participants have incen- 
tives to collect deposits on new batteries and obtain refunds on used ones, but a potential 
problem inherent in the approach is an increase in incentives for battery theft. A deposit  
of  $5-$10 per battery, however, appears to be small enough to avoid much of  the theft 
problem, but large enough to encourage a substantial level of  return. 

Glass container deposit-refund systems are widely used in other OECD coun- 
tries, including Australia, Austria, Belgium, Canada, Denmark, Finland, Iceland, the 
Netherlands, Norway, Portugal, Sweden, Germany, Sri Lanka, and Switzerland [OECD 
(1993a)]. Non-glass systems include a plastic shopping bag deposit-refund system in 
Italy, and a small chemicals  container system in Denmark. In addition, Austr ia 's  deposit- 
refund system includes fluorescent light bulbs and refrigerators [OECD (1995a)], and 

20 Minnesota was the first state to implement deposit refund legislation for car batteries in 1988. By 1991, 
there were ten states with such legislation: Arizona, Arkansas, Connecticut, Idaho, Maine, Michigan, Min- 
nesota, New York, Rhode Island, and Washington. Deposits range from $5 to $10. 
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since 1975, Sweden has maintained a deposit-refund system to encourage proper dis- 
posal of  old vehicles. 21 

Japan's  beer bottle deposit-refund system involves a levy paid by  wholesale dealers, 
retail shops, and consumers, and refunded at each distribution stage upon bottle collec- 
tion. Mexico requires the return of  car batteries for deposit  refund at the wholesale level 
[Huber, Ruitenbeek and Ser6a da Motta (1998)]. Taiwan has a deposit-refund system for 
polyethylene terephthalate (PET) soft drink bottles [World Bank (1997b)]; South Korea 
for beverage containers, tires, batteries, and lubricants [OECD (1997c)]; and the Czech 
Republic for glass and polyethylene bottles [OECD (1999a)1. Voluntary deposit-refund 
systems for glass containers have been instituted in Barbados, Bolivia, Brazil, Chile, 
Colombia,  Ecuador, Jamaica, Mexico and Venezuela [Huber, Ruitenbeek and Ser6a da 
Motta  (1998)]. 

2.3. User charges 

Environmental  user charges are typical ly structured to require those who directly ben- 
efit from a specific environmental service to finance its provision. Thus, I define user 
charges as those designed to fund environmentally related services, in contrast with ef- 
fluent charges which I previously defined as those intended to influence behavior. In 
many cases, the distinction between this category of  charge mechanism and effluent 
charges (or true Pigouvian taxes) is clear. But the distinction is somewhat clouded in 
the case of those charges that combine the following characteristics: they are directly 
related to pollutant emission levels (Pigouvian in principle); set too low to influence 
behavior (not Pigouvian in practice); and have their revenues earmarked for the provi- 
sion of  closely related environmental services. I consider three sub-categories of  user 
charges: transportation; municipal  services; and product disposal (Table 3). 22 

2.3.1. Transportation 

Motor-vehicle fuels are heavily taxed in many parts of  the world, including European 
nations, but the income from these taxes typically flows to general revenues. 23 Although 
the levels of such taxes in the United States are set relatively low, they fall more clearly 
within the user charge category, because revenues are dedicated exclusively to highway 
construction and maintenance (and now mass transit). 24 Likewise, revenues from U.S. 

21 Over the period of the program's existence, however, inflation has eroded the deposit in real terms so that 
it is currently less than 10 percent of its original value [Bohm (1999)]. 
22 A considerable number of user charges are for parks and recreation, but these fall within the natural re- 
source area and so are considered to be outside of the scope of this chapter. For a discussion of the history of 
recreation fees on U.S. public lands, see: Reiling and Kotchen (1996). 
23 Exceptions include Austria, Kenya, New Zealand, the United States, and Switzerland, where motor fuel tax 
revenues are partially or fully dedicated to road construction and other public transportation projects [Ayoo 
and Jama (1999); Speck (1998)]. 
24 In addition, Federal taxes on automobile and truck tires flow to the U.S. Highway Trust Fund. 
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Table 3 
User charges 

377 

Country Item taxed Rate Use of revenues 

Austria Motor fuels Varies by fuel type Public transport investments 
Annual vehicle use (kW-24) .  $0.47/month, plus Partially earmarked for 

20% for cars without public transport subsidies 
catalytic converter 

Natural gas $0.05/m 3 Partially earmarked for 
Electricity $0.009/kWh energy-saving measures and 

public transport 
Landfill waste disposal Contaminated site cleanup 

Landfill and incinerator waste National environmental 
Hazardous waste expenditure 
Batteries a Regional environmental 
Disposable beverage containers a expenditure 
Disposable razors 
Disposable cameras a 
Packaging of solvents a 
Packaging of glue a 
Packaging of inks a 
Packaging of pesticides a 
Surplus manure 

Belgium 

Denmark Batteries 

Tires 

Finland Tires 

France 

Italy 

Kenya 

Netherlands 

Lubricant oils and greases 
Hazardous waste 
Nuclear power generation 

Lubricant oils, oil products 

Conventional waste 
Industrial and hazardous waste 

Automobile use of bridges to 
islands 
Use of inland waterways 

Lubricant oils 

Gasoline 
Diesel 

Surplus manure 

$5 to $9/ton 

$4 to $26/ton 
$11 to $87/ton 
$0.58/battery 
$0.44/container 
$0.29/razor 
$8.73/camera 
$0.15/5 liters 
$0.73/10 liters 
$0.73/2.5 liters 
$0.73/5 liters 
Based on kg of phosphate 
and nitrogen 

NiCd $0.94 to $5.66 
Lead $1.89 to $3.77 
$1.26/tire (new or used) 
$0.63/tire made of recycled 
material 

$2.50 to $50/tire 

$0.05&g 
$336/ton 
$2.40 to $3.20/MWh 

$27/ton 

$7.20/ton, landfill disposal 
$7.20/ton, treated; 
$14.40/ton, stored 
$3.58/vehicle c 

Varies 

$0.03/kg 

$34/m 3 
$17/m 3 

$0.13 to $0.26/kg d 

Funds manme transport and 
disposal 

Funds collection and 
recycling of old batteries 
Funds tire collection and 
recycling 

Funds tire recovery and 
recycfing b 
Funds treatment of oil wastes 
Funds waste processing 
Funds waste processing 

Funds collection, recycling 
of used oil and oil products 
Funds research, treatment 
and equipment for 
contaminated site cleanup 
Funds protection of island 
environments 
Finances inland waterways 
authority 

Funds collection, reuse and 
dumping costs 

Finances road maintenance 

Funds manure transport, 
storage and processing 
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Country Item taxed Rate Use of revenues 

South Korea Toxic substance containers 1¢/container over 500 ml Funds waste disposal 
Cosmetics containers 0.2¢ to 0.7¢/container 
Batteries 0.2¢/battery (all types) 
Anti-freeze containers 2¢/container 
Flourescent light bulbs 0.6¢/bulb 
Chewing gum 0.25% of sale price 
Disposable diapers 0.1¢ /diaper 
Commercial operations and n.a. Finances Korea National 
tourism within national parks Park Authority (40%) 

Spain Pollutant spills into coastal Varies with content and Funds spill cleanup and sea 
waters quantity of spill quality improvement 

Sweden Fertilizers $0.22/kg N for N > 2%; Finances environmental 

Tires 

Batteries 

Switzerland Motorway use (cars and macks) 
Leaded gasoline 
Unleaded gasoline 
Diesel fuel 

United Motor fuels 
States Annual use of heavy vehicles 

Trucks and trailers (excise tax) 
Auto and truck tires 

Noncommercial motorboat fuels 
Inland waterways fuels 

Non-highway recreational fuels 
and small-engine motor fuels 

$3.70/g Cd for Cd > 5 g/ton improvements in agriculture 
of phosphorous 
$1.50, automobiles; Finances recovery and 
$37, trucks; $9.30 tractors recycling of used tires e 
Lead, $4.90; NiCd, $5.70 Covers used battery 
Alkaline and HgO, $2.80 collection and disposal costs 

Varies by weight, distance Finances road construction 
$588/m 3 and other road-related 
$529/m 3 expenditures 
$552/m 3 

$. 183/gal 
$100-$500/vehicle 
12% 
$0.15/lb (> 40 lbs) 
$4.50 + $0.30/1b (> 70 lbs) 
$10.50 + $0.50/1b (> 90 lbs) 
$0.183/gal 
$0.233/gal 

$0.183/gal gasoline 
$0.243/gal diesel 

Sport fishing equipment 10% 
(outboard motors, 3%) 

Bows and arrows 11% 
Firearms and ammunition 10% 

Highway Trust Fund/ 
Mass Transit Account 

Aquatic Resource Trust Fund 
Inland Waterways Trust 
Fund 
National Recreational Trails 
Trust Fund and Wetlands 
Account of Aquatic 
Resources Trust Fund 
Sport Fishing Restoration 
Account of Aquatic 
Resources Trust Fund 
Federal Aid to Wildlife 
Program 

Note: Conversion of all currencies to $US made using U.S. Federal Reserve historical bilateral ex- 
change rates for December of the year in which data were gathered, available at http://www.bog.frb.fed.us/ 
releases/H10/hist. 
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Table 3 
(Continued) 

aBelgium exempts these products from the tax when organized deposit-refund or collection system exists and 
minimum recycling or collection targets are achieved. 

bFinland's tire recycling is managed by a private company. Rates are lower for tires made of recycled materi- 
als. 
CMaximum rate. 
dThe Netherlands' manure charge is based on amount of manure produced per hectare: $.13/kg for amounts 
between 125 and 200 kg/ha; double that amount for amounts greater than 200 kg/ha. 
eIn Sweden, manufacturers, importers and sellers of tires are required to ensure that used tires are reused, 
recycled, or disposed of in an environmentally friendly manner. 

Source: Barthold (1994); Speck (1998); OECD (1997a); Ayoo and Jama (1999); and Rhee (1994). 

noncommercial motor boat fuels are turned over to an Aquatic Resource Trust Fund; 
revenues from an inland waterways fuels tax are dedicated to the Inland Waterways 
Trust Fund; revenues from non-highway recreational fuels and small-engine motor fuels 
taxes are turned over to recreational trusts; and excise taxes on trucks, sport fishing and 
hunting equipment, and fishing and hunting licenses are similarly dedicated to specific, 
closely related uses (Table 3). 

In European countries, airline traffic taxes are frequently used to finance noise pollu- 
tion abatement. Aircraft landing charges in Belgium, France, Germany, the Netherlands, 
and Switzerland resemble Pigouvian taxes, as they relate the charge level to noise levels 
[McMorran and Nellor (1994)], and in Germany, France, Italy, the Netherlands, Swe- 
den, and Switzerland, revenues from aircraft landing taxes are used to finance noise 
abatement programs [Speck (1998)]. 

In the late 1970s, Singapore implemented a comprehensive traffic management pro- 
gram. In order to drive a vehicle through the city center at peak travel periods, drivers 
must purchase monthly licences [Panayotou (1998), Sterner (1999)]. In Seoul, South 
Korea, drivers pay congestion surcharges for vehicles carrying fewer than three passen- 
gers through particular tunnels [OECD (1997c)]. The Norwegian cities of Oslo, Bergen, 
and Trondheim charge vehicles for entry into the urban core, but the fees are not dif- 
ferentiated by time of day and have had little incentive effect [Ekins (1999)]. Milan, 
Italy has introduced a peak-period licensing program which has been credited with a 50 
percent reduction in traffic in the urban center [Ekins (1999)]. 

2.3.2. Municipal environmental services 

The closest that any charge system in the United States comes to operating as a Pigou- 
vian tax may be the unit-charge approach to financing municipal solid waste collec- 
tion, where households (and businesses) are charged the incremental costs of collection 
and disposal. So called "pay-as-you-throw" policies, where users pay in proportion to 
the volume of their waste, are now used in well over 4,000 communities in 42 states, 
reaching an estimated 10 percent of the U.S. population [U.S. Environmental Protec- 
tion Agency (2001)]. This collective experience provides evidence that unit charges 
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Motta (1998)1, 
required water 
but 90 percent 
to implement. 

have been somewhat successful in reducing the volume of household waste generated 
[Efaw and Lanen (1979), McFarland (1972), Skumatz (1990), Stevens (1978), Wertz 
(1976), Lave and Gruenspecht (1991), Repetto et al. (1992), Jenkins (1993), Fullerton 
and Kinnaman (1996), Miranda et al. (1994)]. 25 

Like many U.S. cities, Switzerland has instituted a pay-as-you-throw system for solid 
waste disposal, in which ratepayers pay per bag. The system finances waste disposal and 
seeks to encourage lower volume. The evidence indicates that the volume of  municipal  
solid waste has indeed decreased as a result of  the program, but increased il legal disposal  
may be part of the explanation [OECD (1998e)]. In New Zealand, as many as 25 per- 
cent of  communities employ volume-based charges for municipal  solid waste collection 
[New Zealand Ministry for the Environment (1997)]. Similarly, Bolivia, Venezuela, Ja- 
maica, and Barbados have adopted volume-based fees for solid waste collection [Huber, 
Ruitenbeek and Ser6a da Motta (1998)]. 

More broadly, there is significant movement  in many developing countries and tran- 
sition economies toward cost-recovery (full-cost) pricing of environmental services, 
such as electric power, solid waste collection, drinking water, and wastewater treat- 
ment. 26 Full-cost  pricing for municipal  environmental services is becoming increas- 
ingly common in Latin America  and the Caribbean [Huber, Ruitenbeek and Ser6a da 

but major problems persist. Since 1993, for example, Colombian law has 
charges to incorporate the cost of  service and environmental damages,  
of  Colombia ' s  regional governments have declared the law too difficult 

The pace of progress in the transition economies of  Eastern Europe and the former 
Soviet Union is somewhat faster. Decentralization of  public services and the lifting 
of restrictions on tariff increases has reduced municipal  reliance on state transfers for 
environmental services. Between 1989 and 1995, for example,  the Hungarian central 
government 's  subsidy of  public water supplies decreased from 100 percent to 30 percent 
[World Bank (1997b)]. Drinking water services in cities such as Budapest, Prague, and 
Zagreb have been privatized, bringing tariffs from minimal  levels to ones sufficient to 
support full operating, and in some cases, capital cost recovery [World Bank (1997b), 
OECD (1999a)1. 

25 Volume-based pricing can provide incentives, however, for citizens to compact their waste prior to disposal, 
so that reductions in quantity of waste (measured by weight, for example) may be significantly less than 
volume reductions. Also, as the costs of legal disposal increase, incentives for improper (illegal) disposal also 
increase. Hence, waste-end fees designed to cover the costs of disposal, such as unit curbside charges, can 
lead to increased incidence of illegal dumping [Fullerton and Kinnanaan (1995)]. 
26 While the text focuses on progress in environmental service cost-recovery in developing and transition 
economies, this is not to imply that economically rational tariffs fully characterize conditions in industrial- 
ized nations. For example, water metering is not used in many urban areas in Canada, and many Canadian 
municipal water and wastewater charges are not related to actual volumes consumed or produced [OECD 
(1995b)]. Likewise, Japan raises less than five percent of the cost of municipal waste collection, treatment, 
and disposal through user charges [OECD (1994a)]. 
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2.3.3. Product disposal 

Product taxes are used in many European countries to reduce the volume of materi- 
als in the waste stream. Where the size of such product taxes is insufficient to induce 
behavioral response, and revenues are used to cover disposal costs, the taxes can be 
considered user charges. In those cases in which product tax revenues go into general 
funds, I consider them sales taxes (see Section 2.5 below); product taxes that induce 
significant behavioral impact are rightly considered pollution taxes. 

Thus, the classification of product taxes as user charges is complicated. For exam- 
ple, four EU member states (Belgium, Denmark, Italy, and Sweden) tax batteries. No 
attempts to measure the behavioral impacts associated with these taxes have been re- 
ported. The battery taxes in both Sweden and Denmark are earmarked to cover battery 
collection and recycling costs, and so these could be considered user charges, provided 
the taxes do not significantly influence battery purchases. Belgium's battery tax rev- 
enues are earmarked for environmental purposes. Italy's battery tax is differentiated 
according to lead content, but revenues go into general funds and are not used for envi- 
ronmental purposes. 

Tire taxes in Denmark, Finland and Sweden can be considered user charges, as rev- 
enues are earmarked for tire collection and recycling, and there appear to be no be- 
havioral impacts. France, Finland, and Italy levy lubricant oil taxes, the revenues from 
which cover disposal expenses. Surplus manure charges in Belgium and the Nether- 
lands might also be considered user charges, as revenues are earmarked for transport, 
storage, and processing. Finland levies nuclear waste management charges that are ear- 
marked for waste processing [Speck (1998)]. Finally, South Korea imposes waste dis- 
posal charges on containers from insecticides and toxic substances, and on butane gas, 
cosmetics, confectionery packaging, batteries, and antifreeze [OECD (1997c)]. 

2.4. Insurance premium taxes 

In a relatively small number of countries, taxes are levied on industries or groups to fund 
insurance pools against potential environmental risks associated with the production or 
use of taxed products (Table 4). Such taxes can have the effect of encouraging firms 
to internalize environmental risks in their decision making, but, in practice, these taxes 
have frequently not been targeted at respective risk-creating activities. In the United 
States, for example, to support the Oil Spill Liability Trust Fund, all petroleum products 
are taxed, regardless of how they are transported, possibly creating small incentives to 
use less petroleum, but not to use safer ships or other means of transport. The fund can 
be used to meet unrecovered claims from oil spills. 

An excise tax on specified hazardous chemicals is used to fund (partially) the clean- 
up of hazardous waste sites through the Superfund program in the United States. The tax 
functions as an insurance premium to the extent that funds are used for future clean-ups 
[Barthold (1994)]. The Leaking Underground Storage Trust Fund, established in 1987, 
is replenished through taxes on all petroleum fuels. Finally, the Black Lung Disability 
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Table 4 
Insurance premium taxes 

R.N. Stavins 

Country 

First 
enacted/ 

Item/Action taxed modified Rate Use of revenues 

Belgium 

Finland 

United States 

Ionizing radiation 1994 n.a. Fund for Risks of Nuclear 
Accidents 

Oil imports 1970s $0.43/ton a Oil Pollution 
Compensation Fund 

Chemical production 1980/1986 $0.22 to $4.88/ton Superfund (CERCLA) 
Petroleum 1980/1986 $0.097/barrel crude 
production 
Corporate income 1986 0,12% b 
Petroleum and 1989/1990 $0.05/ban-el Oil Spill Liability Trust 
petroleum products Fund 
Petroleum-based 1986/1990 Leaking Underground 
fuels, except propane (expired $0.001/gal Storage Trust Fund 

1995) 
Coal production $1.10/ton Black Lung Disability 

1977/1987 underground Trust Fund 
$0.55/ton surface 

Surface coal mining 1977 Varies with Repayment of performance 
and reclamation specific case bonds 

Note: Conversion of all currencies to $US made using U.S. Federal Reserve historical bilateral ex- 
change rates for December of the year in which data were gathered, available at http://www.bog.frb.fed.us/ 
releases/H 10/hist 

aRate is twice as high for tankers without double hulls. 
bRate is 0.12% of "alternative minimum taxable income" that exceeds $2 million. 

Sources: Batthold (1994); Speck (1998); and OECD (1997a). 

Trust Fund was established in 1954 to pay miners who became sick and unable to work 
because of  prolonged exposure to coal dust in mines. Since 1977, it has been financed 
by excise taxes on coal from underground and surface mines. 

Finland maintains an Oil Pollution Compensation Fund, financed by an oil import  
fee, to cover spill preparedness, clean-up, and damages [OECD (1997a)]. Since 1989, 
Sweden has had a compulsory insurance system to compensate for damages when pol- 
luters cannot be identified [OECD (1996)], managed by private insurance companies 
and financed by 10,000 "operators of dangerous facilities". France requires operators of  
quarries and waste storage facilities to post  financial guarantees protecting the public 
from potential non-payment  of  mitigation expenses [OECD (1997b)], and Belgium re- 
quires insurance for waste import  and export, and for the operation of oil storage yards. 
Spain requires pollution l iabili ty insurance of  companies handling hazardous waste in 
the chemical  industry [OECD (1997d)], and operators of  waste and tire disposal  sites 
in the Canadian province of  Quebec deposit  a required financial guarantee and take 
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out mandatory environmental liability insurance to cover disposal costs and potential 
damage costs [OECD (1995b)]. Similarly, in the United States, under the 1977 Surface 
Mining Control and Reclamation Act, the purchase of  performance bonds 27 are required 
before surface coal mining and reclamation permits are issued. 

2.5. Sales taxes 

Nations around the world have levied sales and value-added taxes, frequently in the 
name of  environmental protection, on diverse goods and services, including motor fu- 
els, other energy products, new automobiles, pesticides, fertilizers, chlorinated solvents, 
volatile organic compounds, lubricating oils, non-refillable containers, ozone-depleting 
substances, and new tires (Table 5). I focus on four categories of  such taxes: motor fuels; 
ozone-depleting chemicals; agricultural inputs; and product taxes. 

2.5.1. Motor fuels 

All EU member states tax motor fuels to raise revenues for general funds. Rates are 
typically differentiated for leaded and unleaded gasoline, diesel fuel, light heating fuels, 
and heavy fuel oil, indicating that these taxes may also have environmental functions. 
Motor fuel taxes in European countries also include value-added taxes, ranging from 
12 percent (Luxembourg) to 25 percent (Denmark and Sweden). In Mexico, the fuel 
tax includes a special surcharge in Mexico City, the revenues from which are used to 
fund gas station modifications to reduce volatile organic compound emissions [OECD 
(1998d)]. 

2.5.2. Ozone-depleting chemicals 

It has been argued that only two U.S. national sales taxes have affected behavior in the 
manner of  a Pigouvian tax: the "gas guzzler tax" on new cars, discussed later, and the 
excise tax on ozone-depleting chemicals [Barthold (1994)], although it is far from clear 
that the chloroflourocarbon (CFC) tax actually affected business decisions (Table 5). 
To meet international obligations established under the Montreal Protocol to limit the 
release of  chemicals that deplete stratospheric ozone, the Federal government set up a 
tradable permit system (discussed below in Section 3.2.1) and levied an excise tax on 
specific CFCs in 1989. Producers are required to have adequate allowances, and users 
pay a fee (set proportional to a chemical-specific ozone depleting factor). There is con- 
siderable debate regarding which mechanism should be credited with the successful 
reduction in the use of  these substances [Hahn and McGartland (1989), U.S. Congress 

27 Although I consider performance bonds under the heading of insurance premium taxes, this instrument 
can also he considered be the generic form of a deposit-refund system, since the amounts deposited with a 
performance bond can be refunded only when the affected firm fulfills particular obligations. 
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Table 5 
Sales and value-added taxes 

R.N. Stavins 

Item/Action Use of 
taxed Country Rates revenues 

Motor fuel, Austria a Gas oil: heating, $81/m 3 ; industrial, $332/m 3 General budget 
other energy Belgium b Gasoline: leaded, $648/m3; unleaded, $580lm 3 General budget 
products Gas oi1: heating, $6/m3; industrial, $22/m 3 
(excise taxes) 

Motor fuels, 
other energy 
products 
(VAT) 

China Gasoline: $3.44/m 3 General budget 
Diesel oil: $1.72/m 3 

Denmark c Gasoline: leaded, $632/m3; unleaded, $530/m 3 General budget 
Gas oil: heating, $267/m3; industrial, $267/m 3 

Finland d Gasoline: leaded, $709/m 3 ; unleaded, $620/m 3 General budget 
Gas oil: heating and industrial, $22/m 3 

France e Gasoline: leaded, $737/m3; unleaded, $688/m 3 General budget 
Gas oil: heating and industrial, $91/m 3 

Germany f Gasoline: leaded, $648/m3; unleaded, $588/m 3 General budget 
Gas oil: heating and industrial, $48/m 3 

Greeceg Gasoline: leaded, $454/m3; unleaded, $397/m 3 General budget 
Gas oil: heating, $150/m3; industrial, $275/m 3 

Ireland h Gasoline: leaded, $242/m3; unleaded, $198/m 3 General budget 
Gas oil: heating and industrial, $25/m 3 

Italy i Gasoline: leaded, $672/m3; unleaded, $618/m 3 General budget 
Gas oil: heating, $452/m3; industrial, $136/m 3 

Kenya Gasoline: premium, $100/m3; regular, $194/me; diesel, General budget 
$98/m 3 

LuxembourgJ Gasoline: leaded, $426/m3; unleaded, $371/m 3 General budget 
Gas oil: heating, $6/m3; industrial, $20/m 3 

Netherlands k Gasoline: leaded, $732/m 3 ; unleaded, $656/m 3 General budget 
Gas oil: heating and industrial, $55/m 3 
Uranium-235, $17/g used in nuclear power generation 

Norway 1 Gasoline: leaded, $575/m 3 ; unleaded, $542/m 3 General budget 
Portugal m Gasoline: leaded, $591/m3; unleaded, $555/m 3 General budget 

Gas oil: heating, $117/m 3 ; industrial, $324/m 3 
Spain n Gasoline: leaded, $465/m 3 ; unleaded, $427/m 3 General budget 

Gas oil: heating and industrial, $91/m 3 
Sweden ° Gasoline: leaded, $527/m3 ; unleaded, $446/m 3 General budget 

Gas oil: heating and industrial, $92/m 3 
United KingdomP Gasoline: leaded, $819/m3; unleaded, $731/m 3 General budget 

Gas oil: heating and industrial, $49/m 3 
Austria 20% General budget 
Belgium 21%; except coal and other solid fuels (12%) General budget 
Denmark 25% General budget 
Finland 22% General budget 
France 20.6%; 5.5% on fixed charge portion of utility bills General budget 
Germany 16 % General budget 
Greece 18%; natural gas and coal are exempt General budget 
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Table 5 
(Continued) 

385 

Item/Action Use of 
taxed Country Rates revenues 

New 
automobiles 

Pesticides 

Fertilizers 

Chlorinated 
solvents 

VOC 

Lubricant 
oils 

Non- 
refillable 
containers 

Ireland 21% motor fuels; 12.5% other energy products; fuels 
for public transport are exempt 
19%, except coal (9%) and electricity (10%) 
$34/m 3 industrial diesel and fuel oil; $52/m 3 LPG 
15% motor fuels, except unleaded gasoline (12%); 
12% gas oil, kerosene and coal; 6% LPG 
17.5% 
23% 
17% motor fuels and kerosene; 
12% electricity; 5% natural gas 
16% 
25% 
6.5% 
17.5%, except domestic heating fuels (5%) 

[(fuel consumption per 100 km - 3 liters) - 2% of net 
price]; electric cars are exempt 

Belgium $73-$5,800/vehicle, based on engine power 
China Sedans, cross-country vehicles and minibuses: 3% to 

8%, depending on cylinder volume 
France Varies with engine power 
Germany $21 -$30 
Greece Varies with cubic capacity; vehicles with anti-pollution 

technology subject to reduced rate 
Ireland 13.3%-28%, depending on cubic capacity 
Italy $91-$236, depending on type and size of vehicle 
Netherlands Varies with vehicle type, weight, and fuel type 
Norway Varies with weight, horsepower and piston displacement 
Portugal $1.47-$12 per 100 cc 
Spain 7% of sale price 
United States $1,000-$7,700/auto exceeding fuel efficiency 

maxima 

Belgium $.06/g of specified contents 
Denmark 3%-37% of retail price, varies by toxicity 
Finland 2.5% of total annual sales 

Sweden $0.16/kg nitrogen; $0.30/kg phosphorous 

Denmark $0.31/kg of tetrachlorethylene, trichloroethylene, and 
dichloromethane 

Switzerland $0.73/kg 

Denmark $0.28/liter 
Sweden $0.14/liter 

Finland $0.80/liter 
Sweden $0.04-$0.42/container 

Italy 
Kenya 
Luxembourg 

Netherlands 
Norway 
Portugal 

Spain 
Sweden 
Switzerland 
United Kingdom 

Austria 

General budget 

General budget 
General budget 
General budget 

General budget 
General budget 
General budget 

General budget 
General budget 
General budget 
General budget 

General budget 

General budget 
General budget 

Regional budget 
General budget 
General budget 

General budget 
General budget 
General budget 
General budget 
General budget 
General budget 
U.S. Treasury 

General budget 
General budget 
General budget 

General budget 

General budget 

General budget 

General budget 
General budget 

General budget 
General budget 
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Table 5 
(Continued) 

R.N. Stavins 

Item/Action Use of 
taxed Country Rates revenues 

Ozone- Australia $1,225/ton CFCs; $55/ton methyl bromide General budget 
depleting Denmark $4.70/kg CFCs or halons General budget 
substances 

United States $4.35/pound U.S. Treasury 

New tires United Sates $0.15-$0.50/pound U.S. Treasury 

Note: VAT is an acronym for value-added tax, and VOC is an acronym for volatile organic compounds. 
Conversion of all currencies to $US made using U,S. Federal Reserve historical bilateral exchange rates for 
December of the year in which data were gathered, available at http://www.bog.frb.fed.us/releases/H10/hist. 
aAustria also assesses excise taxes on heavy fuel oil, LPG and kerosene, at varying rates. Gas oil for cogen- 
eration is taxed at the same rate as domestic heating oil. Austria's motor fuel excise taxes are excluded here 
because revenues are used for public transport expenses and can therefore be considered user charges. See 
Table 3. 
bBelgium also assesses excise taxes on diesel, LPG and kerosene, at varying rates. In addition to excise taxes, 
most motor fuels and other energy products are subject to an energy tax of $10 to $15/m 3 , the revenues from 
which are earmarked for a social security fund. 
CDenmark also assesses excise taxes on heavy fuel oil, LPG, kerosene, coal, natural gas, and electricity, at 
varying rates. Partial rebates are available for gas stations with vapor recovery systems. 

dFinland also assesses excise taxes on diesel and kerosene, at varying rates. 
eFrance also assesses excise taxes on diesel, LPG, kerosene and heavy fuel oil, at varying rates. 
fGerrnany also assesses excise taxes on diesel, LPG, kerosene and heavy fuel oil, at varying rates. 
gGreece also assesses excise taxes on diesel, LPG, kerosene and heavy fuel oil, at varying rates. 
hlreland also assesses excise taxes on diesel, LPG, kerosene and heavy fuel oil, at varying rates. 
iItaly also assesses excise taxes on diesel, LPG, kerosene, heavy fuel oil, natural gas and electricity, at varying 
rates. 
JLuxembourg also assesses excise taxes on diesel, LPG, kerosene and heavy fuel oil, at varying rates. 
kThe Netherlands also assesses excise taxes on diesel, LPG, kerosene and heavy fuel oil, at varying rates. All 
fuels are also subject to a general energy tax, which ranges from $13/m 3 for leaded mad unleaded gasoline to 
$18/m 3 for LPG. 
1Norway also assesses excise taxes on diesel and electricity, at varying rates, although manufacturing enter- 
prises are exempt from the tax on electricity. 
mportugal also assesses excise taxes on diesel, LPG, kerosene, heavy fuel oil and electricity, at varying rates. 
nSpaln also assesses excise taxes on diesel, LPG, kerosene and heavy fuel oil, at varying rates. 
°Sweden also assesses excise taxes on diesel, LPG, kerosene, heavy fuel oil, coal, natural gas and electricity, 
at varying rates. 
PThe United Kingdom also assesses excise taxes on diesel, LPG, kerosene and heavy fuel oil, at varying rates. 

Sources: Ayoo and Jama (1999); Barthold (1994); Zou and Yuan (1998); Speck (1998); and OECD (1997a, 
1998b). 

( 1 9 8 9 ) ,  U . S .  C o n g r e s s ,  O f f i c e  o f  T e c h n o l o g y  A s s e s s m e n t  ( 1 9 9 5 ) ,  C o o k  ( 1 9 9 6 ) ] .  D e n -  

m a r k  a n d  A u s t r a l i a  a l s o  t a x  o z o n e - d e p l e t i n g  c h e m i c a l s  ( O D C s ) ,  a n d  t h e  D a n i s h  O D C  

t a x  s e e m s  to  h a v e  a f f e c t e d  u s e  [ B l a c k m a n  a n d  H a r r i n g t o n  ( 1 9 9 9 ) ] .  
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2.5.3. Agricultural inputs 

Several states in the United States impose taxes on fertilizers and pesticides, but at levels 
below those required to affect behavior significantly. The taxes generate revenues that 
are used to finance environmental programs [Morandi (1992), International Institute 
for Sustainable Development (1995)]. Likewise, Sweden imposes sales taxes on agro- 
chemicals, including commercial fertilizers (containing nitrogen and phosphorous) and 
pesticides [OECD (1996)]. There is evidence that the Swedish taxes have reduced nitro- 
gen use by 10 percent and total pesticide use by 35 percent [Ekins and Speck (1998)]. 
Denmark and Finland also tax pesticides [Speck (1998), OECD (1999b)]. 

2.5.4. Product taxes 

The U.S. Energy Tax Act of  1978 established a "gas guzzler" tax on the sale of new 
vehicles that fail to meet statutory fuel efficiency levels, set at 22.5 miles per gallon. 
The tax ranges from $1,000 to $7,700 per vehicle, based on fuel efficiency; but the 
tax does not depend on actual performance or on mileage driven. The tax is intended 
to discourage the production and purchase of  fuel inefficient vehicles [U.S. Congress 
(1978)], but it applies to a relatively small set of  luxury cars, and so has had limited 
effects. 28 

In the European Union, disposable products as diverse as cameras, light bulbs, and 
razors are taxed, in addition to disposable containers and packaging. Denmark's  carrier 
bag tax, differentiated so that plastic bags are more expensive than paper (though both 
are taxed), is an example of  such a sales tax; revenues go to the general budget. Bel- 
gium's disposable camera, disposable razor, and beverage container taxes are earmarked 
for general environmental purposes ]Speck (1998)]. 

2.6. Administrative charges 

These charges raise revenues to help cover the administrative costs of  environmental 
programs (Table 6); the charges are not intended to change behavior. For example, un- 
der the National Pollution Discharge Elimination System of the U.S. Clean Water Act, 
charges by individual states for discharge permits are based in some states on the quan- 
tity and type of  pollutant discharged. Likewise, the Clean Air Act Amendments of 1990 
allow states to tax regulated air pollutants to recover administrative costs of  state pro- 
grams, and allow areas in extreme non-compliance to charge higher rates. Under this 
structure, the South Coast Air Quality Management District (SCAQMD) in Los An- 
geles has the highest permit fees in the country [U.S. Congress, Office of  Technology 
Assessment (1995)]. 

28 Light trucks, which include "sport utility vehicles", are fully exempt from the tax [Bradsher (1997)]. On- 
tario, Canada has a gas-guzzler tax combined with a rebate for fuel-efficient vehicles, but because the coverage 
of the tax is very limited and the rates are very low, the overall effect is negligible [Haites (1999)]. 
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Table 6 
Administrative charges 

R.N, Stavins 

First 
enacted] 

Country Item/Action taxed Modified Rate Use of revenues 

Australia Ozone-depleting n.a. $6,100 administration fee, 
substances $1,200 license fee 

Finland Pesticides n.a. $990 one-time registration 
charge (new pesticides) 

France Use of inland n.a. Varies by waterway and 
waterways type of craft 

Malaysia Palm oil industrial 1978 $2.54 annually per 
effluent discharges enterprise 

Sweden Pesticides 1984 Inspection charge, 
plus 15.5% of wholesale price 

United Water pollutant 1992 $840 one-time application 
Kingdom discharges charge, annual charge 

$650 per pollution unit 

United States Water pollutant 1972 Varies by substance 
discharges 

Criteria air pollutants 1 9 9 0  Varies by implementing 
state 

Covers cost of licensing 
and administration 

Covers cost of registration 

Earmarked for financing of 
inland waterways authority 

Covers license-processing 
costs 

Finances administrative 
costs of biocide registry 

Finances national water 
discharge licensing policy 

State administrative cost of 
National Pollution 
Discharge Elimination 
System, Clean Water Act 
State administrative cost of 
state clean air programs 
under Clean Air Act 

Note: Conversion of all currencies to $US made using U.S. Federal Reserve historical bilateral ex- 
change rates for December of the year in which data were gathered, available at http://www.bog.frb. 
fed.us/releases/Ill 0/hist 

Sources: U.S. Congress, Office of Technology Assessment (1995); Speck (1998); and World Bank (1997b). 

Sweden has implemented  registration charges for pesticides and other chemicals,  as 
well  as a CFC charge, which pays for inspect ions [OECD (1996)]. Be lg ium levies li- 
censing charges on  pesticides, radioactive materials,  and hazardous waste import  and 
export, which cover inspect ion and control costs [OECD (1998c)]. A n n u a l  charges for 
pesticide use increase with pesticide toxicity, and hazardous material  l icense fees are 
based on an index that accounts  for fire, explosion,  and toxicity risks. A pesticide reg- 
istration charge has also been  implemented  in F in land  [Speck (1998)]. Malays ia  uses 
a l icensing system to reduce effluents f rom the palm oil industry. Firms pay a non-  
refundable  annual  l icense processing fee that is reduced for mil ls  that develop pol lut ion-  

reducing technologies  [World Bank  (1997b)].  But  the effluent fee should not  be given 
excessive credit for Malays ia ' s  significant reduct ions in water pol lutant  emiss ions  [Vin- 
cent  and Al i  (1997)]. Canada  recovers part or all of  its regulatory costs in some sectors 
through permit  fees [OECD (1995b)]. 
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2.7. Tax differentiation 

I use the phrase, "tax differentiation", to refer to credits, tax cuts, and subsidies for 
environmentally desirable behavior (Table 7). These serve as implicit taxes on environ- 
mentally undesirable behavior. 

A number of U.S. national and state taxes have been implemented in attempts to en- 
courage the use of renewable energy sources, implicitly taking into account externalities 
associated with fossil fuel energy generation and use. Under the Energy Policy Act of 
1992, for example, electricity produced from wind and biomass fuels received a 1.5 cent 
per kWh credit, and solar and geothermal investments received up to a 10 percent tax 
credit. Although economists' natural response to energy-related externalities is to ad- 
vise that fuels or energy use be taxed, there is econometric evidence that energy-efficient 
technology adoption subsidies may be more effective - in some circumstances - than 
proportional energy taxes [Jaffe and Stavins (1995)]. In other programs, from 1979 to 
1985, employers could provide implicit subsidies to employees for certain commuting 
expenses, such as free van pools and mass transit passes on a tax-free basis. Likewise, 
subsidies from utilities to households for energy conservation investments have been 
excludable from individual income taxes. 

European countries have used tax differentiation to reduce vehicle-related emissions 
by encouraging the switch from leaded to unleaded gasoline (as did New Zealand) and 
by encouraging clean car sales [Panayotou (1998)]. The drastic reduction in the market 
share of leaded gasoline in Europe between 1985 and 1995 can be attributed, in part, 
to the tax differentiation of leaded and unleaded gasoline, and to the tax preferences 
afforded vehicles with catalytic converters, which require unleaded gasoline [Ekins and 
Speck (1998)]. 

Many European countries assess differentiated taxes and fees on vehicles according 
to cylinder capacity, age, fuel efficiency, and other environmentally relevant grounds 
]Speck (1998)]. Iceland has differentiated import levies to promote smaller, more fuel 
efficient cars [OECD (1993c)]. Spain granted rebates on purchases of new cars during 
1994 and 1995, provided that old cars were removed from use, a program subsequently 
replaced by a differential vehicle registration tax [OECD (1997d)]. Austria offers tax in- 
centives for environmental investment enterprises, household energy saving measures, 
low-noise vehicles, catalytic converters, and electric cars [OECD (1995a)]; and Ger- 
many, Sweden, and the Netherlands report significant changes in consumer behavior 
due to vehicle-related tax differentiation [Panayotou (1998)]. Mexico has reduced its 
sales tax on new cars and raised fees on older vehicles in an attempt to reduce emis- 
sions. A number of other countries have implemented differentiated motor vehicle taxes 
to discourage vehicle use and fuel consumption, including C6te d'Ivoire (Ivory Coast), 
Kenya, Australia, Japan, Russia, Italy, Portugal, and Argentina [McMorran and Nellor 
(1994)]. 

Subsidized credit and tax or tariff relief for environmentally desirable investments are 
common in Latin America and the Caribbean [Huber, Ruitenbeek and Ser6a da Motta 
(1998)]. Since 1995, an Argentinian tax exemption has encouraged the switch from 
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Table 7 
Tax differentiation 

Item/Action 
taxed Country Provision and differentiated rate 

Motor fuels 
excise tax 
reductions and 
exemptions a 

Motor fuels VAT 
reductions and 
exemptions a 

Income tax 
credits and 
deductions 

Belgium 

Denmark 

Norway 
United States 

United Kingdom 

Austria 
Belgium 
Denmark 
Finland 
France 
Germany 
Greece 
Ireland 
Italy 
Luxembourg 
Netherlands 
Portugal 
Spain 
Sweden 

Australia 
Austria 

Belgium 
Colombia 
Denmark 
Ireland 

Netherlands 
Russia 
Spain 

United States 

Tax exemptions for motor fuels used in development of environmentally 
friendly products, rail carriage of passengers and goods 
Tax rebate of $0.005/liter for gas stations with vapor recovery, full 
exemption for public transport 
Exemption for use of vapor recovery unit 
Reduced rates for natural gas ($0.07/gal); methanol ($0.06/gal); 
and ethanol ($0.054/gal) 
Reduction of $33/m 3 for diesel with low sulfur content 

Reduced rate for public transport services (10%) 
Reduced rate for public transport services (6%) 
Exemption for public transport services 
Reduced rate for public transport services (6%) 
Reduced rate for public transport services (5.5%) 
Reduced rate for urban public transport (7%) 
Reduced rate for public transport (8%) 
Exemption for public transport 
Reduced rate for public transport (10%); urban bus/rail transit exempt 
Reduced rate for public transport (3%) 
Reduced rate for public transport (6%) 
Reduced rate for public transport (5%) 
Reduced rate for public transport (7%) 
Reduced rate for public transport (12%) 

Deductions for prevention of land degradation 
Deductions for household energy saving measures, purchase of low- 
noise trucks (double normal capital deduction); exemption for 
industrial/commercial environmental investments 
Increased deductions for green investments, energy-saving devices 
Credits and deductions for reforestation activities 
Deductions for environmental improvement equipment on small farms 
Deductions for investments in renewable energy (maximum 50% of 
capital expenditure, investment must be held five years) 
Credit (4052%) for specified corporate energy investments 
Credit (100%) for environmental protection equipment investments 
Deductions (maximum 10% of investment) for investments in 
environmental protection 
Alcohol fuels: methanol ($0.60/gal) and ethanol ($0.54/gal) 
Business energy: solar (10%) and geothermal (10%) 
Non-conventional fuels: $3.00/Btu-barrel equivalent of oil 
Wind production (1.5¢/kWh) 
Biomass production (1.5¢/kWh) 
Electric automobiles (10% credit) 
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Table 7 
(Continued) 

Item/Action 
taxed Country Provision and differentiated rate 

Other income Australia 
tax provisions 

Sales tax and 
VAT provisions 

Barbados 

Brazil 
Colombia 
Ecuador 
Finland 

France 

Germany 
Hungary 
Japan 

Kenya 

Netherlands 
Switzerland 
Tanzania 

United States 

Venezuela 

Australia 

Brazil 
Colombia 
Denmark 
Germany 
Hungary 
Portugal 

Sweden 

United Kingdom 

Accelerated depreciation for water conservation and capital expenditure 
on environmental impact studies 
Income tax rebate for water conservation and solar energy equipment in 
the tourism sector 
Income tax rebates for adoption of clean technology 
Income tax rebates for industrial pollution abatement investments 
Income tax relief for investments in mercury recovery in mining 
Accelerated depreciation (maximum 25% of purchase price for four 
years) for environmental investments 
Accelerated depreciation: 100% in first year for specified energy- 
saving equipment; lesser percentages for industrial water pollution, air 
pollution and noise reduction technologies 
Accelerated depreciation for pollution reduction equipment 
Reduced rate for manufacturers of environmental products 
Capital allowance for solar energy, pollution prevention and recycling 
equipment; reduced rate for specified facilities for air, water and noise 
abatement, asbestos emission reduction, oil desulfttrization and waste 
recycling 
Capital expenditure for preventing soil erosion or planting permanent 
crops treated as current expense 
Accelerated depreciation for specified environmental technologies 
Accelerated depreciation for energy-saving and solar energy investments 
Capital expenditure for prevention of soil erosion treated as current 
expenditure 
Van Pools: tax-free employer provided benefits 
Mass transit passes 
Utility rebates: exclusion of subsidies from utilities for energy 
conservation measures 
Income tax relief for industrial pollution abatement investments 

Sales tax exemption for recycled paper, solar power equipment and 
conversion of engines to LPG or natural gas 
VAT rebates for adoption of clean technology 
VAT rebates for industrial pollution abatement investments 
Energy-saving light bulbs exempt from sales tax 
Reduced energy product excise tax (50%) for hydroelectricity 
Reduced VAT rate for cars with catalytic converters 
Reduced energy VAT rate of 5% for equipment related to solar or 
geothermal energy, and for generation of energy from waste 
Energy VAT reduction for cogeneration plants (50%), exemption for 
electricity generated by wind power 
Reduced VAT rate of 5% on installation of household energy-saving 
equipment 
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Table 7 
(Continued) 

Item/Action 
taxed Country Provision and differentiated rate 

Tax exempt United States Interest exempt from Federal taxation: mass transit, sewage treatment, 
private activity solid waste disposal, water treatment, high speed rail 
bonds 

Note: Conversion of all currencies to $US made using U.S. Federal Reserve historical bilateral ex- 
change rates for December of the year in which data were gathered, available at http://www.bog.frb.fed. 
us/releases/H 10/hist. 
aFor full motor fuels excise tax and VAT rates in each country, see Table 5. For full rates in the United States 
and Austria, in which motor fuels taxes are used to finance road investments, see Table 3. 

Sources: Barthold (1994); Speck (1998); McMorran and Nellor (1994); and Huber, Ruitenbeek and Ser6a da 
Motta (1998). 

diesel and gasoline-powered vehicles to those that use compressed natural gas. Brazil  
and Colombia offer subsidies for industrial pollution abatement investments, as well as 
income tax and value-added tax rebates for clean technology adoption. Ecuador offers 
subsidies and tax relief for mining sector mercury recovery investments. Jamaica offers 
tax and tariff rel ief  for pollution abatement investments. Mexico offers subsidies for 
industrial pollution abatement investments, and a set of  pollution control equipment is 
exempt from import  taxation. Venezuela offers tax and tariff rel ief  for industrial abate- 
ment  investments. However, weak enforcement and sporadic monitoring of  investments 
have minimized the effects of  these policies World Bank (1997b)]. 

Many countries include environmentally-friendly provisions within their corporate 
tax systems [McMorran and Nellor (1994)]. South Korea offers tax deductions for com- 
panies involved in environmental conservation, and for investments in anti-pollution 
facilities and waste recycling [OECD (1997c)]. Japan offers a capital allowance for so- 
lar energy equipment, and Germany offers accelerated depreciation for energy-saving 

and pollution-reducing equipment. 

3. Tradeable permit systems 

It is well  known that over the past decade tradeable permit  systems have been adopted 
for pollution control with increasing frequency in the United States [U.S. Environmental  
Protection Agency (1992), Tietenberg (1997b)], but it is also true that this market-based 
environmental instrument has begun to be applied in a number of  other countries as well. 
World wide, these programs are of  two basic types: credit programs and cap-and-trade 
systems. Under credit programs, credits are assigned (created) when a source reduces 
emissions below the level required by existing, source-specific limits; these credits can 
enable the same or another firm to meet its control target. Under a cap-and-trade system, 
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an allowable overall level of pollution is established and allocated among firms in the 
form of permits, which can be freely exchanged among sources. In theory, the allocation 
can be carried out through free distribution or through sale (for example, auction) by the 
government. 

3.1. Credit programs 

There have been several significant applications of the credit program model: the U,S. 
Environmental Protection Agency's (EPA's) Emissions Trading Program (including a 
variety of state-level credit programs); the phasedown of leaded gasoline in the United 
States; U.S. heavy duty motor vehicle engine emissions trading; water quality permit 
trading; and two Canadian pilot programs (Table 8). 29 Activities implemented jointly 
(AIJ) under the United Nations Framework Convention on Climate Change (FCCC) are 
included in Section 3.1.6, even though they are pilot projects and do not generate credits 
toward greenhouse gas (GHG) commitments for investing nations and firms. There is, as 
yet, no international agreement in force to provide a framework for international GHG 
emissions credit programs. 

3.1.1. EPA's emissions trading program 

Beginning in 1974, EPA experimented with "emissions trading" as part of the Clean 
Air Act's program for improving local air quality through the control of volatile organic 
compounds (VOCs), CO, SO2, particulates, and NOx. Firms that reduced emissions 
below the level required by law received "credits" usable against higher emissions else- 
where. Companies could employ the concepts of "netting" or "bubbles" to trade emis- 
sions reductions among sources within the firm, so long as total, combined emissions 
did not exceed an aggregate limit [Tietenberg (1985), Hahn (1989), Foster and Hahn 
(1995)]. By the mid- 1980s, EPA had approved more than 50 bubbles, and states had au- 
thorized many more under EPA's framework rules. Estimated compliance cost savings 
from these bubble programs exceeded $430 million [Korb (1998)]. 

The "offset" program, which began in 1977, goes further in allowing finns to trade 
emission credits. Firms wishing to establish new sources in areas that are not in com- 
pliance with ambient standards must offset their new emissions by reducing existing 
emissions. This can be accomplished through internal sources or through agreements 
with other firms. Finally, under the "banking" program, firms may store earned emis- 
sion credits for future use. Banking allows for either future internal expansion or the 
sale of credits to other firms. 

EPA codified these programs in its Emissions Trading Program in 1986, but the pro- 
grams have not been widely used. States are not required to use the programs, and 

29 Also, California has used a vehicle retirement program that operates much like a credit system to reduce 
mobile-source air emissions by removing the oldest and most polluting vehicles from the road [Kling (1994), 
Alberini, Harrington and McConnell (1995), Tietenberg (1997b)]. 
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Table 8 
Tradeable permit systems 

R.N. Stavins 

Country Program Traded commodity Period of Environmental and 
operation economic effects 

Canada ODS CFCs and methyl chloroform 1993-1996 Low trading volume, except 
Allowance HCFCs 1996-present among large methyl bromide 
Trading Methyl bromide 1995-present allowance holders 
PERT NOx, VOCs, CO, CO 2, SO2 1996-present Pilot program 
GERT CO 2 1997-present Pilot program 

Chile Santiago Air Total suspended particulates 1995-present Low trading volume; decrease in 
Emissions emission rights trading among emissions since 1997 not 
Trading stationary sources definitively tied to TP system 

European ODS Quota ODS production quotas under 1991-1994 More rapid phaseout of ODS 
Union Trading Montreal Protocol 

Singapore ODS Permit Permits for use and 1991-present Increase in permit prices; 
Trading distribution of ODS environmental benefits unknown 

United Emissions Criteria air pollutants under 1974-present Performance unaffected; savings 
States Trading the Clean Air Act = $5-$12 billion 

Program 
Leaded Rights for lead in gasoline 1982-1987 More rapid phaseout of leaded 
Gasoline among refineries gasoline; $250 m annual savings 
Phasedown 
Water Point-nonpoint sources of 1984-1986 No trading occurred, because 
Quality nitrogen and phosphorous ambient standards not binding 
Trading 
CFC Trades Production rights for some 1987-present Environmental targets achieved 
for Ozone CFCs, based on depletion ahead of schedule; effect of TP 
Protection potential system unclear 
Heavy Duty Averaging, banking, and 1992-present Standards achieved; cost savings 
Engine trading of credits for NOx and unknown 
Trading particulate emissions 
Acid Rain SO2 emission reduction 1995-present SO2 reductions achieved ahead 
Reduction credits; mainly among electric of schedule; savings of $1 

utilities billion/year 
RECLAIM SO 2 and NOx emissions 1994-present Unknown as of 2000 
Program among stationary sources 
N.E. Ozone Primarily NOx emissions by 1999-present 
Transport large stationary sources 

Unknown as of 2000 

Sources: Hahn and Hester (1989a); Hahn (1989); Schmalensee et al. (1998); Montero and S~nchez (1999); 
Klaassen (1999); and Haites (1996). "TP" refers to tradeable permits; "ODS" - ozone-depleting substances; 
"CFCs" - chlorofluorocarbons. 

unce r t a in t i e s  abou t  the i r  fu tu re  course  m a y  h a v e  m a d e  f i rms r e luc t an t  to pa r t i c ipa te  

[Li rof f  (1986)] .  Never the less ,  c o m p a n i e s  such  as A r m c o ,  DuPon t ,  U S X ,  and  3 M  h a v e  

t r aded  e m i s s i o n s  credits ,  and  a m a r k e t  for  t ransfers  has  l ong  s ince  d e v e l o p e d  [Ma in  

(1988)] .  E v e n  this  l imi ted  degree  o f  pa r t i c ipa t ion  in EPA's  t rad ing  p r o g r a m s  m a y  h a v e  



Ch. 9: Market-Based Environmental Policy Instruments 395 

saved between $5 billion and $12 billion over the life of the programs [Hahn and Hester 
(1989b)]. 

State-level emissions credit programs authorized under the U.S. EPA framework in- 
clude ones operating in California, Colorado, Georgia, Illinois, Louisiana, and New 
York. In California, sources that exceed VOC standards for one product can offset 
excess emissions through over-compliance in other products. Since 1996, Colorado 
has allowed sources to generate emission reduction credits by reducing production or 
changing processes and materials. Mobile sources can generate credits by scrapping 
high-emission vehicles and replacing them with cleaner ones, by fuel switching, or by 
trip reduction [Bryner (1999)]. In Telluride, Colorado, residents must turn in two exist- 
ing wood-burning stove or fireplace permits for every new permit. 

Georgia allows vehicle fleet operators to earn credits for vehicles that over-comply 
with Federal clean-fueled fleet regulations, and to bank and trade credits. Illinois insti- 
tuted a program in 1993 that purchases and scraps pre-1980 automobiles. The program 
allows "allotment trading units" to be earned by scrapping vehicles (after tailpipe emis- 
sions and fuel evaporation have been measured). The trading units can be purchased by 
stationary sources operating in areas that violate Federal air quality standards. Station- 
ary sources in Louisiana, within areas with current or past ozone pollution problems, 
can obtain NOx and VOC allowances by scrapping old vehicles purchased from mo- 
torists at fair market value [Bryner (1999)]. New York's New Source Review Offset 
Program allows new sources to offset emissions with credits generated by all types of 
emission reductions, including shutdowns of old facilities. 

3.1.2. Lead  trading 

The purpose of the U.S. lead trading program, developed in the 1980s, was to allow 
gasoline refiners greater flexibility in meeting emission standards at a time when the 
lead-content of gasoline was reduced to 10 percent of its previous level. In 1982, EPA 
authorized inter-refinery trading of lead credits, a major purpose of which was to lessen 
the financial burden on smaller refineries, which were believed to have significantly 
higher compliance costs. If refiners produced gasoline with a lower lead content than 
was required, they earned lead credits. Unlike a cap-and-trade program, there was no 
explicit allocation of permits, but to the degree that firms' production levels were corre- 
lated over time, the system implicitly awarded property rights on the basis of historical 
levels of gasoline production [Hahn (1989)]. 

In 1985, EPA initiated a program allowing refineries to bank lead credits, and subse- 
quently firms made extensive use of this option. In each year of the program, more than 
60 percent of the lead added to gasoline was associated with traded lead credits [Hahn 
and Hester (1989a)], until the program was terminated at the end of 1987, when the lead 
phasedown was completed. 3° 

30 Under the banking provisions of the program, excess reductions made in 1985 could be banked until the 
end of 1987, thereby providing an incentive for early reductions to help meet the lower limits that existed 
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The lead program was clearly successful in meeting its environmental targets, al- 
though it may have produced some (temporary) geographic shifts in use patterns [An- 
derson, Hofmann and Rusin (1990)]. Although the benefits of  the trading scheme are 
more difficult to assess, the level of  trading activity and the rate at which refiners re- 
duced their production of leaded gasoline suggest that the program was relatively cost- 
effective [Kerr and Mar6 (1997), Nichols (1997)]. The high level of  trading between 
firms far surpassed levels observed in earlier environmental markets. 3! EPA estimated 
savings from the lead trading program of approximately 20 percent over alternative pro- 
grams that did not provide for lead banking, a cost savings of  about $250 million per 
year [U.S. Environmental Protection Agency, Office of  Policy Analysis (1985)]. The 
program provided measurable incentives for cost-saving technology diffusion [Kerr and 
Newell (2000)]. 

3.1.3. Heavy duty motor vehicle engine emission trading 

For nearly a decade, the U.S. Environmental Protection Agency (EPA) has allowed av- 
eraging, banking, and trading of  credits for NOx and particulate emissions reductions 
among eleven heavy-duty truck and bus engine manufacturers. EPA introduced these 
provisions to facilitate compliance with stricter emissions standards [Haites (1997)]. 
Emissions reduced below the "standard rate" can be credited to offset emissions for 
other engines manufactured by the same firm in the same year (averaging), banked to 
offset emissions for other engines manufactured by the same firm in a future year (bank- 
ing), or sold to another firm to offset emissions for engines manufactured in the same or 
a future year (trading). 32 

Manufacturers appear to have used averaging more often than banking, and banking 
tends to be most common immediately prior to changes in standards; the first inter-firm 
credit trade occurred in 1997 [Haites (1997)]. EPA has created similar programs for 
manufacturers of  non-road diesel engines, including ones for agricultural and construc- 
tion equipment, locomotive engines, and certain classes of  marine engines. 

3.1.4. Water quality permit trading 

In contrast with air quality programs, the United States has had very limited experience 
with tradable permit systems for controlling water pollution. Several experimental, pi- 
lot, and new programs are described here. 

during the later years of the phasedown. The official completion of the phasedown occurred on January 1, 
1996, when lead was banned as a fuel additive [Kerr and Newell (2000)]. 
31 The program did experience some relatively minor implementation difficulties related to imported leaded 
fuel. It is not clear that a comparable command-and-control approach would have done better in terms of 
environmental quality [U,S. General Accounting Office (1986)]. 
32 Credits cannot be used to offset emissions above a "maximum rate". 
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Nonpoint sources, particularly agricultural and urban runoff, may constitute the ma- 
jor, remaining American water pollution problem [Peskin (1986)]. An "experimental 
program" to protect water quality in Colorado demonstrated how tradable permits could 
be used to reduce nonpoint-source water pollution. Dillon Reservoir is the major source 
of water for the city of Denver. Nitrogen and phosphorus loading threatened to turn the 
reservoir eutrophic, despite the fact that point sources from surrounding communities 
were controlled to best-available technology standards [U.S. Environmental Protection 
Agency, Office of Policy Analysis (1984)]. Rapid population growth in Denver, and 
the resulting increase in urban surface water runoff, further aggravated the problem. 
In response, state policy makers developed a point-nonpoint-source control program to 
reduce phosphorus flows, mainly from nonpoint urban and agricultural sources. The 
program was implemented in 1984 [Kashmanian (1986)]; it allowed publicly owned 
sewage treatment works to finance the control of nonpoint sources in lieu of upgrading 
their own treated effluents to drinking water standards [Hahn (1989)]. 

EPA estimated that the plan could save over $1 million per year [Hahn and Hester 
(1989a)], due to differences in the marginal costs of control between nonpoint sources 
and the sewage treatment facilities. However, very limited trading occurred under the 
program, for a variety of reasons, including: implementation of other regulations that 
reduced non-point source run off; lower than expected cost for installation of additional 
treatment facilities; and relatively high regional precipitation that diluted concentrations 
in the reservoir. 

Other states have implemented statewide and local trading programs. In 1981, Wis- 
consin introduced a discharge trading program to control biological oxygen demand 
(BOD) on a 45-mile section of the Fox River, which contains the heaviest concentration 
of paper mills in the world [Svendsen (1998)]. Participants included 15 paper mills and 
six municipal wastewater treatment plants, but trading activity has been almost nonex- 
istent (one trade), due in part to the fact that paper mills have met permit limits by 
introducing less water-intensive technologies and recycled wastewater into production 
processes, rather than trading [Svendsen (1998)]. North Carolina introduced a nitrogen 
and phosphorous trading system in the Tar-Pamlico River basin in 1989 to control nu- 
trient discharge [OECD (1999c)]. The trading association covers a dozen sewage treat- 
ment plants and one industrial discharger. Membership is voluntary, but dischargers that 
choose not to join are subject to standard individual pollution permits. Members of the 
trading association can either reduce nutrients internally, trade within the group, or pay 
a fee of US$56/kg, revenues from which go toward non-point source reductions. Over- 
all discharge of nutrients into the basin was reduced 28 percent between 1989 and 1999, 
despite an 18 percent increase in average effluent discharge. 

Formal rule making for a water quality trading program in Michigan began in Janu- 
ary, 2000. The program allows voluntary nutrient trading among and between point and 
nonpoint sources, consistent with the Clean Water Act and other Federal regulations. 
A two-year demonstration project for the statewide program, focusing on phosphorous 
in the Kalamazoo River watershed, was to be completed in June, 2000 [State of Michi- 
gan, Department of Environmental Quality (2000)]. The Minnesota Pollution Control 
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Agency has allowed a producer of malt for brewing to meet the provisions of its Na- 
tional Pollution Discharge Elimination System (NPDES) permit through point-nonpoint 
water quality trading. The firm, which discharges in the Minnesota River basin, off- 
sets its discharges by paying upstream uonpoint sources to reduce phosphorous dis- 
charges, in part by purchasing land easements [Minnesota Pollution Control Agency 
(1997)]. 

Overall, by 2001, the U.S. Environmental Protection Agency was actively involved 
in the development or implementation of 35 effluent trading projects in California, 
Colorado, Connecticut, the District of Columbia, Florida, Iowa, Idaho, Massachusetts, 
Maryland, Michigan, Minnesota, North Carolina, New Jersey, Nevada, New York, Ohio, 
Pennsylvania, Virginia, and Wisconsin [U.S. Environmental Protection Agency (2001)]. 

3.1.5. Two Canadian pilot programs: PERT  and GERT 

Canada's Pilot Emission Reduction Trading (PERT) and Greenhouse Gas Emission Re- 
duction Trading (GERT) projects are pilot credit programs. Since 1996, PERT has fa- 
cilitated the voluntary registry of emission reduction credits in Ontario for industrial 
emissions reduction greater than required by regulations or voluntary commitments. 33 
Ownership of registered credits can be contractually transferred between parties. The 
initial focus was NOx and VOC emissions, but in 1997, the program was expanded to 
include CO2, SO2, and CO. 

Through 1997, PERT registered 14,000 tons of NOx, 6,000 tons of SO2, and more 
than 1 million tons of CO2 credits. The volume of registered credits has grown, and 
there have been a number of purchases of reduction credits. For example, in 1997, 
the Hartford (Connecticut) Steam Company purchased NOx reduction credits created 
by Ontario Hydro and Detroit Edison Company to meet requirements of the Con- 
necticut Department of Environmental Protection [Pilot Emissions Reduction Trading 
(1999)]. 

The GERT pilot project began in 1997 and was scheduled to end in December 1999. 
The project applies to six Canadian provinces: Alberta, British Columbia, Manitoba, 
Nova Scotia, Saskatchewan, and Quebec. The program's administrators review projects 
and evaluate trades. Government partners, such as provincial and federal environmen- 
tal agencies, are included. These partners reserve the fight to restrict emissions reduc- 
tions considered under the pilot. GERT reviews only matched trades, i.e., those with 
both a buyer and a seller, one of which must be Canadian. Five matched applications 
were reported through June 1999 [Greenhouse Gas Emissions Trading Pilot Program 
(1999)]. The Canadian government counts GERT-recognized trades against any subse- 
quent emission commitments [Sonneborn (1999)]. 

33 PERT reviews but does not approve credits as they are registered. This "buyer beware" approach differs 
from that of GERT. 
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3.1.6. Activities implemented joint ly  under the Framework Convention on Climate 

Change 

Following the 1992 "Earth Summit" in Rio de Janeiro, Brazil, countries that had ratified 
the Framework Convention on Climate Change (FCCC) met in Berlin in 1995 for the 
first Conference of the Parties (COP 1). There they decided to establish a pilot phase for 
"activities implemented jointly" (AIJ), whereby industrialized nations or firms within 
those nations can finance projects in other countries to reduce net emissions of green- 
house gases and thereby attempt to (partially or fully) meet their own greenhouse gas 
(GHG) "commitments".34 

A number of countries have established national AIJ programs, including Japan, Nor- 
way, Sweden, Switzerland, and the United States. For example, the U.S. Initiative on 
Joint Implementation (USIJI), established in 1993, approved 22 projects through 1997, 
17 of which were in Latin American countries, including Costa Rica, Honduras, Belize, 
Bolivia, Mexico, Nicaragua, and Panama [Panayotou (1998)]. Land use and energy ap- 
pear to be the most common sectors for such programs [World Bank (1997b)]. 

Specific examples of AIJ projects include: a Norway-Mexico co-financing arrange- 
ment for a lighting project in Guadalajara and Monterrey, with additional funding from 
the World Bank's Global Environmental Facility; and a project switching a district heat- 
ing plant in Decin, Czech Republic from coal to natural gas, with financing from several 
U.S. electric utilities [Dudek and Wiener (1996)]. According to one source, 133 AIJ 
projects had been accepted, approved, and endorsed by designated national authorities 
for the host and investing countries by September, 1999 [Jepma (1999)]. Limiting at- 
tention to those AH projects that had been approved by international authorities under 
the FCCC by mid- 1999, the 94 projects included: 62 from the public sector and 32 from 
private firms; with project lives of one to sixty years; involving CO2-equivalent reduc- 
tions of 13 tons to 57 million tons; and average investments of approximately $6 million 
[Woerdman and Van der Gaast (1999), Dixon (1999)]. 

These projects cannot really be characterized as true emission credit programs, be- 
cause the projects are - by definition - pilot programs for which the investing firm or 
nation receives no actual credit. Furthermore, the likely efficacy of implemented, non- 
pilot versions of such programs is in doubt due to the fact that they would rely upon 
hypothetical baselines, i.e., what host nations would have done - in terms of emissions 
- in the absence of respective investment projects. Nevertheless, AIJ merits mention 
because it may be a precursor of future attempts to use emission credit and/or cap-and- 
trade programs for global climate change, whether under the Kyoto Protocol or some 
other future international agreement. 35 

34 Developing nations, such as Costa Rica, have also established AIJ programs. In any event, this should be 
distinguished from the more recent use of the phrase "joint implementation", which refers to prospective use 
of project-level credits among industrialized countries, each of which has targets under the Kyoto Protocol. 
35 For more on the economics of climate change, see the chapter by Charles Kolstad and Michael Toman in 
this Handbook. 
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3.2. Cap-and-trade programs 

When economists, other scholars, and policy-makers reflect on experiences with 
market-based instruments for environmental protection, they typically highlight sev- 
eral prominent cap-and-trade systems employed in the United States. A complete list is 
somewhat longer: CFC trading under the Montreal Protocol to protect the ozone layer; 
SO2 allowance trading under the U.S. Clean Air Act Amendments of 1990; NOx trad- 
ing, initiated in 1999 to control regional smog in the eastern United States; the Regional 
Clean Air Markets (RECLAIM) program in the Los Angeles area; the use of auctioned 
bus licenses and particulates trading in Chile; and other quantity instruments of various 
degrees of flexibility and cost-effectiveness. 

3.2.1. CFC trading 

A market in tradable permits was used in the United States to help comply with the 
Montreal Protocol, an international agreement aimed at slowing the rate of stratospheric 
ozone depletion. The Protocol called for reductions in the use of CFCs and halons, 
the primary chemical groups thought to lead to ozone depletion. 36 The market places 
limitations on both the production and consumption of CFCs by issuing allowances 
that limit these activities. The Montreal Protocol recognizes the fact that different types 
of CFCs are likely to have different effects on ozone depletion, and so each CFC is 
assigned a different weight on the basis of its depletion potential. If a firm wishes to 
produce a given amount of CFC, it must have an allowance to do so, calculated on this 
basis [Hahn and McGartland (1989)]. 

Through mid-1991, there were 34 participants in the market and 80 trades [Feldman 
(1991)]. However, the overall efficiency of the market is difficult to determine, because 
no studies were conducted to estimate cost savings. The timetable for the phaseout of 
CFCs was subsequently accelerated, and a tax on CFCs was introduced, principally as 
a "windfall-profits tax" to prevent private industry from retaining scarcity rents created 
by the quantity restrictions [Merrill and Rousso (1990)]. The tax may have become 
the binding (effective) instrument. Nevertheless, low transaction costs associated with 
trading in the CFC market suggest that the system was relatively cost-effective. 

In similar fashion, production quotas for ozone-depleting substances (ODS) were 
transferred within and among European Union (EU) countries between 1991 and 1994, 
until production was nearly phased out. During that period, there were 19 transfers (all 
but two of which were intrafirm), accounting for 13 percent of the EU's allowable ODS 
production. 

Singapore has operated a tradeable permit system for ODS since 1991. The govern- 
ment records ODS requirements and bid prices for registered end-users and distributors, 

36 The Montreal Protocol called for a 50 percent reduction in the production of particular CFCs from 1986 
levels by 1998. In addition, the Protocol froze halon production and consumption at 1986 levels beginning in 
1992. 
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and total national ODS consumption (based on the Montreal Protocol) is distributed to 
registered firms by auction and free allocation. Firms can trade their allocations. Auc- 
tion rents, captured by the government, have been used to subsidize recycling services 
and environmentally-friendly technologies [Annex I Expert Group on the United Na- 
tions Framework Convention on Climate Change (1997)]. Likewise, New Zealand im- 
plemented a CFC import permit system in 1986, whereby CFC permits are distributed 
by the Ministry of Commerce (based on the Montreal Protocol), and trading is allowed 
among permit holders. 

Canada has also experimented with cap-and-trade systems for ozone-depleting sub- 
stances since 1993. A system of tradeable permits for CFCs and methylchloroform op- 
erated from 1993 to 1996, when production and import of these substances ceased. 
Producers and importers received allowances for use of CFCs and methylchloroform 
equivalent to consumption in the base year and were permitted to transfer part or all of 
their allowances with the approval of the federal government. There were only a very 
small number of transfers of allowances during the three years of market operation, 
however [Haites (1996)]. 

Canada first distributed tradeable allowances for methylbromide in 1995. Due to con- 
cerns about the small number of importers (five), allowances were distributed directly to 
Canada's 133 users of methylbromide. Use and trading of allowances was active among 
large allowance holders. In addition, Canada has operated an HCFC allowance system 
since 1996, distributing consumption permits for its maximum allowable use under the 
Montreal Protocol, but no HCFC transfers were recorded through 1999. 

3.2.2. S02 allowance trading system 

The most important application ever made of a market-based instrument for environ- 
mental protection is arguably the tradable permit system in the United States that reg- 
ulates SO2 emissions, the primary precursor of acid rain. This system, which was es- 
tablished under Title IV of the U.S. Clean Air Act Amendments of 1990, is intended 
to reduce sulfur dioxide and nitrogen oxide emissions by 10 million tons and 2 mil- 
lion tons, respectively, from 1980 levels. 37 The first phase of sulfur dioxide emissions 
reductions was started in 1995, with a second phase of reduction initiated in the year 
2000. 

In Phase I, individual emissions limits were assigned to the 263 most SO2-emissions 
intensive generating units at 110 plants operated by 61 electric utilities, and located 
largely at coal-fired power plants east of the Mississippi River. After January 1, 1995, 
these utilities could emit sulfur dioxide only if they had adequate allowances to cover 
their emissions. 38 During Phase I, the EPA allocated each affected unit, on an annual 

37 For a description of the legislation, see: Ferrall (1991). 
38 Under specified conditions, utilities that had installed coal scrubbers to reduce emissions could receive 
two-year extensions of the Phase I deadline plus additional allowances. 
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basis, a specified number of allowances related to its share of heat input during the 
baseline period (1985-1987), plus bonus allowances available under a variety of special 
provisions. 39 Cost-effectiveness is promoted by permitting allowance holders to transfer 
their permits among one another and bank them for later use. 

Under Phase II of the program, beginning January 1, 2000, almost all electric power 
generating units were brought within the system. Certain units are exempted to compen- 
sate for potential restrictions on growth and to reward units that are already unusually 
clean. If trading permits represent the carrot of the system, its stick is a penalty of 
$2,000 per ton of emissions that exceed any year's allowances (and a requirement that 
such excesses be offset the following year). 

A robust market of bilateral SO2 permit trading has emerged, resulting in cost sav- 
ings on the order of $1 billion annually, compared with the costs under some command- 
and-control regulatory alternatives [Carlson et al. (2000)]. Although the program had 
low levels of trading in its early years [Burtraw (1996)], trading levels increased sig- 
nificantly over time [Schmalensee et al. (1998), Stavins (1998), Burtraw and Mansur 
(1999), Ellerman et al. (2000)]. 

Concerns were expressed early on that state regulatory authorities would hamper trad- 
ing in order to protect their domestic coal industries, and some research indicates that 
state public utility commission cost-recovery rules have provided poor guidance for 
compliance activities [Rose (1997), Bohi (1994)]. Other analysis suggests that this has 
not been a major problem [Bailey (1996)]. Similarly, in contrast to early assertions 
that the structure of EPA's small permit auction market would cause problems [Cason 
(1995)], the evidence now indicates that this has had little or no effect on the vastly 
more important bilateral trading market [Joskow, Schmalensee and Bailey (1998)]. 

The allowance trading program has apparently had exceptionally positive welfare ef- 
fects, with benefits being as much as six times greater than costs [Burtraw et al. (1998)]. 
The large benefits of the program are due mainly to the positive human health impacts of 
decreased local SO2 and particulate concentrations, not to the ecological impacts of re- 
duced long-distance transport of acid deposition. This contrasts with what was assumed 
and understood at the time of the program's enactment in 1990. 

Ever since the program's initiation, downwind states, in particular, New York, have 
been somewhat skeptical about the effects of the trading scheme. This skepticism was 
translated into specific legislation passed by the New York State legislature and signed 
by the Governor in May of 2000. The legislation, which is subject to court challenge 
because of its implicit barrier to interstate commerce, would prevent electric utilities 
in New York State from selling surplus allowances to sources in upwind states, such 
as Ohio [Hernandez (2000)]. This legislation was driven by concern that the emissions 

39 Utilities that installed scrubbers receive bonus allowances for early clean up. Also, specified utilities in 
Ohio, Indiana, and Illinois received extra allowances during both phases of the program. All of these exlxa 
allowances were essentially compensation intended to benefit Midwestern plants that rely on high-sulfur coal. 
On the political origins of this aspect of the program, see: Joskow and Schmalensee (1998). 
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trading program was failing to curb acid deposition in the Adirondacks in northern New 
York State [Dao (2000)]. 

The empirical evidence indicates that New York's concern is essentially misplaced. 
The first question is whether acid deposition has increased in New York State. If the 
baseline for comparison is the absence of the Clean Air Act Amendments of 1990, then 
clearly acid deposition is less now than it would have been otherwise. If the baseline 
for comparison is the original allocation of permits under the 1990 law, but with no 
subsequent trading, then acid deposition in New York State is approximately unchanged 
(slightly increased, but within error bounds). But, such comparisons ignore the fact, as 
emphasized above, that the greatest benefits of the program have been with regard to 
human health impacts of localized pollution. When such effects are also considered, it 
becomes clear that the welfare effects of allowance trading on New York State, using 
either baseline, have been positive and significant [Burtraw and Mansnr (1999), Swift 
(2000)]. Thus, the pending New York State ban on upwind trading would increase in- 
state emissions, increase ambient concentrations of SO2 and particulates, and hence 
have net negative welfare effects on the State. 

3.2.3. RECLAIM program 

The South Coast Air Quality Management District, which is responsible for controlling 
emissions in a four-county area of southern California, launched a tradable permit pro- 
gram in January, 1994, to reduce nitrogen oxide and sulfur dioxide emissions in the Los 
Angeles area. 4° One prospective analysis predicted 42 percent cost savings, amounting 
to $58 million annually [Anderson (1997)]. As of June 1996, 353 participants in this 
Regional Clean Air Incentives Market program, had traded more than 100,000 tons of 
NOx and SO2 emissions, at a value of over $10 million [Brotzman (1996)]. One par- 
ticularly interesting aspect of the trading program is its zonal nature, whereby trades 
are not permitted from downwind to upwind sources. In this way, this geographically- 
differentiated emissions trading program represents one step toward an ambient trading 
program. 

3.2.4. Ozone transport region NOx budget program in the Northeast 

Under U.S. Environmental Protection Agency guidance, twelve Northeastern states and 
the District of Columbia implemented a regional NOx cap-and-trade system in 1999 
to reduce compliance costs associated with the Ozone Transport Commission (OTC) 
regulations of the 1990 Amendments to the Clean Air Act. 41 Required reductions are 
based on targets established by the OTC, which require reduction in emissions by large 

40 For a detailed case study of the evolution of the use of economic incentives in the SCAQMD, see [National 
Academy of Public Administration (1994, Chapter 2)]. Also see: Thompson (1997) and Harrison (1999). 
41 Seven OTC states have also implemented state-level NOx trading programs: New Jersey, Connecticut, 
Delaware, New York, Massachusetts, New Hampshire and Maine [Solomon (1999, Section 3.2.5)]. 
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stationary sources. The program, known as the Northeast Ozone Transport Region, in- 
cludes three geographic zones. 42 Emissions restrictions from 1999-2003 are to be 35 
percent of  1990 emissions in the Inner Zone, and 45 percent in the Outer Zone. After 
2003, Inner and Outer Zone sources must reduce to 25 percent of  1990 emissions, and 
Northern Zone sources to 45 percent [Farrell, Carter and Raufer (1999)]. 

EPA distributes NOx allowances to each state, and states then allocate allowances to 
sources in their jurisdictions. Each source receives allowances equal to its restricted per- 
centage of  1990 emissions, and sources must turn in one allowance for each ton of  NOx 
emitted over the ozone season. Sources may buy, sell, and bank allowances. Potential 
compliance cost savings of  40-47  percent have been estimated for the period 1999- 
2003, compared to a base case of  continued command-and-control  regulation without 
trading or banking [Farrell, Carter and Raufer (1999)1. 

NOx emissions trading may be complicated by existing command-and-control  reg- 
ulations on many sources, the seasonal nature of  ozone formation, and the fact that 
problems tend to result from a few high-ozone episodes and are not continuous [Far- 
rell, Carter and Ranfer (1999)]. The potential for "wrong-way" trades, which would 
trade emissions reductions near the coastal or northern boundary (downwind of  a non- 
attainment area) for reductions to the south or west (upwind), may also complicate the 
system [Farrell, Carter and Ranfer (1999)]. 

3.2.5. State-level NOx and VOC emissions trading programs 

Many of  the states within the Northeast Ozone Transport Region have established in- 
state trading programs that coordinate with the regional system in order to meet their 
statewide caps. Delaware implemented trading and banking of  NOx and VOCs among 
mobile  and stationary sources in 1996, with all credits discounted by 10 percent. Credits 
can be retroactive for reductions as early as 1991, and trading can include sources out- 
side Delaware within the NOTR. Maine instituted a trading program for NOx and VOCs 
among stationary sources in 1998. Credits generated within another New England state 
require a 15 percent "surcharge" - an in-state source needing a 100-ton credit must  pur- 
chase 115 tons from an out-of-state source. Credits generated within a state outside of 
New England, but within the NOTR, require a 100 percent surcharge [Bryner (1999)]. 
New Jersey created the Open Market  Emissions Trading program in 1996, which autho- 
rizes trading of  emissions reductions for NOx and VOCs. Credits are discounted by  10 
percent, and may be purchased from other states in the NOTR. 

NOx emissions trading and banking for stationary and mobile  sources in Connecti-  
cut began in 1995. Mobile  source emissions are discounted 10 percent, and emissions 
during the summer ozone season cannot be offset by credits generated at other times 

42 The Inner Zone includes the Atlantic coast from Northern Virginia to New Hampshire, to varying distances 
inland. The Outer Zone is adjacent to the Inner Zone, from western Maryland through most of New York State. 
The Northern Zone includes northern New York and New Hampshire, and all of Vermont and Maine. 
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of the year [Bryner (1999)]. Massachusetts' program, which covers NOx, VOCs, and 
CO, began in 1994. Sources of credits include more stringent controls, source reduction, 
fuel switching, energy conservation, fleet conversion, lawn and garden equipment trade- 
in, vehicle scrapping, and ride sharing [Bryner (1999)]. New Hampshire's Emissions 
Reduction Credits Trading Program allows stationary and mobile sources to generate 
credits for NOx, VOC, and CO emissions reductions. Credits cannot be banked, and 
credits from facility shutdowns cannot be traded. Pennsylvania operates the NOx Al- 
lowance Requirements Program, a mandatory cap-and-trade program that covers fossil- 
fuel-powered electric generating plants during the summer ozone season. Allowances 
are allocated each summer, and other types of sources may voluntarily opt in. 

While not within the NOTR, Michigan and Illinois also have established NOx emis- 
sions trading programs. The Michigan Department of Environmental Quality began a 
trading program in 1996 which allows emissions averaging (bubbling) and emissions 
reduction credit trading for most stationary and mobile sources and for all criteria pol- 
lutants other than ozone (03). Although the U.S. EPA has yet to approve Michigan's 
program, by mid-1998, 25,000 NOx credits and 500 VOC credits were registered with 
the state [Solomon and Gorman (1998), Solomon (1999)]. The area around Chicago 
in northeast Illinois began a five-month summer season VOC cap-and-trade system 
in 2000. The program is mandatory for a set of large stationary sources that account 
for 26 percent of regional emissions. 

3.2.6. Gasoline constituent and Tier2 emission standard trading 

The U.S. Clean Air Act Amendments of 1990 imposed more stringent mobile source 
emissions standards through two routes - requiring automobile manufacturers to reduce 
tailpipe emissions on new models, and requiring refineries to develop and market refor- 
mulated fuels. In 1992, the U.S. Environmental Protection Agency established a trading 
program for oxygenates in gasoline (to reduce emissions of carbon monoxide during 
the winter months). Although the trading program could - in theory - increase cost- 
effectiveness, virtually none of the affected jurisdictions chose to develop trading rules, 
citing monitoring costs, and the one area that did develop rules experienced no trading. 

In 2000, EPA promulgated new standards for NOx emissions from motor vehicles 
and for the sulfur content of gasoline. Vehicle manufacturers are permitted to average 
their NOx emissions to comply with a corporate average standard, much like under the 
Corporate Average Fuel Economy Standards, discussed below. In this case, however, 
trading (and banking) with other manufacturers is also allowed. Similarly, beginning in 
2004, refiners and importers must satisfy corporate average gasoline standards on sulfur 
content. Both banking and inter-refinery trade are to be allowed. 

3.2.7. Chilean bus licenses 

Since 1991, Chile has had an auctioning system in place for bus licenses to ad- 
dress congestion-related pollution in Santiago [Huber, Ruitenbeek and Ser6a da Motta 
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(1998)]. Deregulation of Santiago's urban public bus system in the late 1970s had re- 
sulted in a significant expansion of the system [Hartje, Gauer and Urquiza (1994)], with 
congestion thereby increasing traffic-related emissions. In 1991, the Chilean Ministry 
of Transportation began auctioning access rights to buses and taxis in congested areas. 
Congestion has apparently been reduced by these measures, with emissions reduced 
proportionately, although actual emission reductions have not been measured [Panay- 
otou (1998)]. Although the system has characteristics of a cap-and-trade system for 
vehicle congestion, it is not a cap-and-trade system for emissions control per  se, be- 
cause in order to bid for a license, a bus must first comply with the prevailing uniform 
emissions standard (indeed, through specified technology). 

3.2.8. Chilean TSP tradeable permits 

Chile also has implemented a tradeable permit system for total suspended particulates 
(TSP) from stationary sources in the Santiago area. Initial allocations were based on 
1992 emissions, and new sources must offset all incremental emissions. Trading began 
in 1995. Emissions have decreased, due to the introduction of natural gas as an alter- 
native fuel, but the volume of emissions trading has been low [Montero and Sfinchez 
(1999)]. Regulatory uncertainty, high transaction costs (especially with respect to a 
lengthy and uncertain approval process), inadequate enforcement, and market concen- 
tration may be par ty  to blame for the low trading volume. An unexpected benefit of 
the Chilean TSP system was that the offer of free (and potentially valuable) tradeable 
permits provided a significant incentive to incumbent polluters to identify themselves 
and report their emissions, in order to claim their permits. Prior to the program's ex- 
istence, the government authorities had a very limited inventory of sources and emis- 
sions. 

3.2.9. Other flexible quantity-based instruments 

Limited regulatory flexibility has been introduced within the context of several conven- 
tional quantity-based instruments in various countries, representing - in some cases - 
movements toward the use of tradeable permit approaches. For this reason, I review in 
this section such flexible quantity-based instruments. 

The U.S. Energy Policy and Conservation Act of 1975 established a program of Cor- 
porate Average Fuel Economy (CAFE) standards for automobiles and light trucks. The 
standards require manufacturers to meet a minimum sales-weighted average fuel effi- 
ciency for their fleet of cars sold in the United States. A penalty is charged per car sold 
per unit of average fuel efficiency below the standard. The program operates like an 
internal-firm tradeable permit system or "bubble" scheme, since manufacturers can un- 
dertake efficiency improvements wherever they are cheapest within their fleets. Firms 
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that do better than the standard can "bank" their surpluses and - in some cases - are 
permitted to borrow against their future rights. 43 

In an effort to increase flexibility, the U.S. EPA allows air toxics averaging within 

individual facil i t ies when firms are seeking compliance with the 1990 Clean Air Act 
Amendments. Likewise, EPA permits the use of "bubbling" of water effluent from iron 
and steel plants under the U.S. Clean Water Act, but imposes tight constraints on its use 
[U. S. Environmental Protection Agency (2001)]. 

European national authorities have increased flexibility under a number of exist- 
ing national and EU emissions standards to create limited quota and trading arrange- 
ments, although none have involved inter-firm financial transfers [Klaassen and Nentjes 
(1997)]. For example, in Denmark, the Ministry of Environment fixes annual emis- 
sions ceilings in the power generation industry as a whole, and leaves allocation of 
the annual ceilings to the country's two power plant consortia. From 1991 to 1997, the 
United Kingdom allowed intra-firm trading of SO2 allowances among large combus- 
tion plants, as part of its plan for compliance with the EU's Large Combustion Plant 
Directive, aimed at acid rain control. Inter-firm trading was not allowed, and in the 
power sector, only part of a firm's annual emissions limitation was tradable [Sorrell 
(1999), Pototschnig (1994)]. In the Netherlands, electric power producers face emis- 
sion standards for SO2 and NOx, but can comply through cost-sharing arrangements, 
whereby plants with higher abatement costs are compensated. The system has resulted 
in intra-firm trading, with estimated savings of $245 million [Klaassen and Nentjes 
(1997)]. 

In Germany, the transfer of emission reduction obligations among firms in air qual- 
ity non-attainment areas is allowed. Since 1974, firms have been allowed to locate new 
plants in non-attainment areas, provided they replace existing plants in the same area, 
and the "replaced" plant need not be owned by the same firm. Since 1983, existing 
plant renovations can also be used to offset new plant emissions in non-attainment ar- 
eas [Klaassen and Nentjes (1997)]. The cost savings associated with these rules have 
been very limited, however [Sch~er (1994)]. Germany began a pilot project on tradable 
permits for VOC emissions among small vehicle refinishing shops in 1998 [Sch~'er 
(1999)]. 

From 1991 to 1992, an experimental program was carried out in Chorz6w, one of 
Poland's most polluted municipalities [Zylicz (1999)]. Although emissions trading was 
not recognized by Polish law at the project's start, the Chorz6w pilot project allowed 
the city's steel mill and power plant to negotiate collective emissions reductions for 
particulates, sulfur dioxide, carbon monoxide, and hydrocarbons. 

43 For reviews of the literature on CAFE standards, with particular attention to the program's costs relative 
to "equivalent" gasoline taxes, see Crandall et al. (1986) and Goldberg (1997). Light trucks, which are de- 
fined by the Federal government to include "sport utility vehicles", face significantly weaker CAFE standards 
[Bradsher (1997)]. 
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4. Reducing market frictions 

In some situations, environmental protection can be fostered by reducing or eliminating 
frictions in market activity. I consider three types of such market friction reductions: 
(1) market creation for inputs/outputs associated with environmental quality, as with 
measures that facilitate the voluntary exchange of water rights and thus promote more 
efficient allocation and use of  scarce water supplies; (2) liability rules that encourage 
firms to consider the potential environmental damages of  their decisions; and (3) infor- 
mation programs, such as energy-efficiency product labeling requirements. 

4.1. Market creation for inputs~outputs associated with environmental quality 

Two examples of  using market creation as an instrument of  environmental policy stand 
out: measures that facilitate the voluntary exchange of  water rights and thus promote 
more efficient allocation and use of  scarce water supplies; and particular policies that 
facilitate the restructuring of electricity generation and transmission. 

First, the western United States has long been plagued by inefficient use and alloca- 
tion of  its scarce water supplies, largely because users do not have incentives to take 
actions consistent with economic and environmental values. For more than a decade, 
economists have noted that Federal and state water policies have been aggravating, not 
abating, these problems [Anderson (1983), Frederick (1986), E1-Ashry and Gibbons 
(1986), Wahl (1989)]. As recently as 1990, in the Central Valley of  California, farm- 
ers were paying as little as $10 for water to irrigate an acre of  cotton, while just a few 
hundred miles away in Los Angeles, local authorities were paying up to $600 for the 
same quantity of  water. This dramatic disparity provided evidence that increasing urban 
demands for water could be met at relatively low cost to agriculture or the environ- 
ment (i.e., without constructing new, environmentally-disruptive dams and reservoirs). 
Subsequent reforms allowed markets in water to develop, so that voluntary exchanges 
could take place. For example, an agreement was reached to transfer 100,000 acre-feet 
of water per year from the farmers of  the Imperial Irrigation District (II13) in southern 
California to the Metropolitan Water District (MWD) in the Los Angeles area. 44 Sub- 
sequently, policy reforms spread throughout the west, and transactions soon emerged 
elsewhere in California, and in Colorado, New Mexico, Arizona, Nevada, and Utah 
[MacDonnell (1990)]. 

In Colorado, water-rights trading has continued to develop [OECD (1997e)]. Water 
rights holders in one district, the Colorado River Basin, send, on average, 5 to 15 ap- 
plications per month for water transfers to the district's Water Court, which reviews 

44 In March of 1983, the Environmental Defense Fund (EDF) published a proposal calling for MWD to 
finance the modernization of IID's water system in exchange for use of conserved water [Stavins (1983)]. 
In November, 1988, after five years of negotiation, the two water giants agreed on a $230 million water 
conservation and transfer arrangement, much like EDF's original proposal to trade conservation investments 
for water [Morris (1988)]. 
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all transfers. Prices depend on the characteristics of  the region and the particular wa- 
ter right: rights near Grand Junction trade for approximately $0.06 per cubic meter, 
while rights near rapidly-developing Summit City trade for $65 per cubic meter [OECD 
(1997e)]. Quantities traded range from 300 to 54,000 cubic meters per year. The Col- 
orado market includes 22,000 water rights located in 11,000 diversion structures. All 
public and private parties, including government agencies, are treated alike in proposed 
transfer evaluations. For example, the state government must purchase rights to promote 
ecological uses, like wetlands and in-stream flows. 

In February, 2000, Azurix, formerly a division of  Enron Corporation, launched an In- 
ternet exchange for buying, selling, storing and transporting water in the western U.S., 
but it is too early to assess whether or how this system will enhance water market activ- 
ity [Azurix (2000)]. 45 In Chile, water rights trading was reintroduced in 1981, having 
existed from the 1920s through the 1960s, but prohibited in 1969 when water became 
state property [Huber, Ruitenbeek and Ser6a da Motta (1998)]. Transactions are rela- 
tively rare, however. Australia has permitted water trading in parts of  the country since 
1982 [OECD (1998b)]. 

A second example of  "market creation" is the worldwide revolution in electricity re- 
structuring that is motivated by economic concerns 46 but possibly bringing significant 
environmental impacts. For many years, utilities in the United States - closely overseen 
by state public utility commissions (PUCs) - have provided electricity within exclusive 
service areas. The utilities were granted these monopoly markets and guaranteed a rate 
of return on their investments, conditional upon their setting reasonable rates and meet- 
ing various social objectives, such as universal access. The Energy Policy Act of  1992 
allowed independent electricity generating companies to sell power directly to utilities, 
and in 1996, the Federal Energy Regulatory Commission (FERC) required utilities with 
transmission lines to transmit power for other parties at reasonable rates. The purpose 
of  these regulatory changes was to encourage competition at the wholesale (electricity 
generation) level, but many states moved to facilitate competition at the retail level as 
well, so that consumers can contract directly for their electricity supplies. Legislation 
has been introduced in the U.S. Congress to establish guidelines for retail competition 
throughout the nation [Kriz (1996)]. 

These changes have environmental implications. First, as electricity prices fall in the 
new competitive environment, electricity consumption is expected to increase. This 
might be expected to increase pollutant emissions, but to whatever degree electricity 
substitutes for other, more polluting forms of  energy, the overall effect may be environ- 
mentally beneficial. Second, deregulation will unquestionably make it easier for new 

45 The exchange is located at http://www.water2water.com 
46 The primary arguments for res~ucturing are: (1) the electricity industry is no longer a natural monopoly, 
since small generation technologies are now competitive with large centralized production; (2) consumers will 
benefit from buying cheaper electricity from more efficient producers, who currently face significant barriers 
to entry; and (3) the old system with cost-of-service pricing provides poor incentives for utilities to reduce 
costs [Brennan et al. (1996)]. 
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firms and sources to enter markets. Since new power  plants tend to be both more  ef- 
ficient and less pol lut ing (relying more  on  natural  gas), envi ronmenta l  impacts  may  
decrease. 47 Third,  more  flexible and robust  markets for electricity can be expected to 
increase the effectiveness of  various market-based incentives for pol lut ion control,  such 
as the 8 0 2  al lowance trading system. 48 

4.2. Liability rules 

Liabil i ty  rules can have the effect of  providing strong incent ives for firms to consider  
the potential  env i ronmenta l  damages  of  their decisions.  49 In theory, a l iabil i ty rule can 
be cost effective as a pol icy instrument ,  because technologies  or practices are not  spec- 

ified. For  example,  taxing hazardous materials  or their disposal  creates incent ives  for 
firms to reduce their use of  those materials,  but  does not provide overall  incent ives  for 
firm to reduce societal risks f rom those materials.  A n  appropriately des igned l iabil i ty 
rule can do jus t  that [Revesz (1997)]. On the other hand,  t ransact ion costs associated 

with l i t igation may  make l iabil i ty rules appropriate only  for acute hazards. It is in these 
situations, in fact, that this approach has been  most  f requent ly  employed,  part icularly in  
the case of  l iabil i ty for toxic waste sites and for the spill of  hazardous materials.  

The U.S. Comprehens ive  Env i ronmenta l  Response,  Compensat ion ,  and Liabi l i ty  Act  

(CERCLA)  of  1980 established retroactive l iabil i ty for companies  that are found  re- 
sponsible  for the existence of  a site requir ing c lean up. 5° Governments  can collect  

c leanup costs and damages  from waste producers,  waste transporters,  handlers,  and cur- 
rent  and past owners  and operators of  a site. 51 Similarly,  the Oil  Pol lut ion Act  makes 

firms l iable for c leanup costs, natural  resource damages,  and third party damages  caused 
by  oil spills onto surface waters; and the Clean Water Act  makes responsible  parties li- 
able for c leanup costs for spills of  hazardous substances.  

47 There is considerable debate on this point, since - in the short run - more electricity may be generated 
from old surplus capacity coal plants in the Midwest, increasing pollutant emissions. In any event, in the long 
run, competition will encourage a more rapid turnover of the capital stock [Pahner and Burtraw (1997)]. 
48 Environmental advocates, however, are very concerned that state PUCs will have much less influence than 
previously over the industry. In the past, PUCs encouraged "demand side management" and supported the 
use of renewable forms of electricity generation through the investment approval process or by requiring 
full-cost pricing for generation. Several policies have been proposed to provide these functions in the new, 
more competitive environment: for example, a system of tradable "renewable energy credits", wherein each 
generator would need to hold credits for a certain percentage of their generation; and a tax on the transmission 
of electricity, used to subsidize renewable generation. 
49 These incentives are frequently neither simple nor direct, because firms and individuals may choose to 
reduce their exposure to liability by taking out insurance. In this regard, see the earlier discussion in this 
chapter of "Insurance Premium Taxes". 
50 Retroactive liability provisions can of course provide incentive effects only for future actions which might 
be subject to liability rules. 
51 For economic analyses of the Superfund program, see, for example: Hamilton (1993), Gupta, Van Houtven 
and Cropper (1996), and Hamilton and Viseusi (1999). 
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The Nordic countries have strict environmental l iabili ty rules. Sweden has held pol- 
luters strictly liable for full damage compensat ion since 1986 [OECD (1996)]; and Nor- 
way and Finland enforce strict l iabili ty for environmental damage [OECD (1997a)]. 
Germany, Belgium, France, and the Netherlands enforce strict l iabili ty for a variety of  
polluting activities [OECD (1995c, 1997b, 1998c)]. In the emerging market  economies 
of  central and eastern Europe, environmental  l iabili ty rules have played particularly im- 
portant roles in the process of  economic transition [Panayotou, Bluffstone and Balaban 
(1994)]. 

Among developing countries, the nation of  Trinidad and Tobago has established a 
voluntary policy of  full compensat ion for environmental  damages,  but has not legis- 
lated mandatory l iabil i ty [Huber, Ruitenbeek and S e r t a  da Motta  (1998)]. Mexico has 
established strict l iabili ty of  parties who degrade the environment [OECD (1998d)], but 
in Latin American and Caribbean countries, as in many developing nations, lack of  re- 
sources among executive and judiciary institutions makes enforcement of  these policies 
relatively uncommon. 

4.3. Information programs 

Since well-functioning markets depend, in part, on the existence of  well- informed pro- 
ducers and consumers, information programs can - in theory - help foster market- 
oriented solutions to environmental problems. 52 

4.3.1. Product labeling requirements 

One approach to government improving the set of  information available to consumers 
is a product  labeling requirement (Table 9). The U.S. Energy Policy and Conservation 
Act  of  1975 specifies that certain appliances and equipment (including air condition- 
ers, washing machines, and water heaters) carry labels with information on products '  
energy efficiency and estimated annual energy costs [U.S. Congress, Office of  Technol- 
ogy Assessment  (1992)]. More recently, EPA and the U.S. Department of  Energy (DOE) 
developed the Energy Star program, in which energy efficient products can display an 
Energy Star label. The label does not provide specific information on the product, but 
signals to consumers that the product is, in general, "energy efficient". This program is  

52 For a comprehensive review of information programs and their apparent efficacy, see: Tietenberg (1997a). 
For an overview of international experience with "eco-labels", see: Morris and Scarlett (1996). A number of 
studies have measured statistically significant reactions of stock values to positive and negative environmental 
news in the U.S. and Canadian markets [Muoghalu, Robison and Glascock (1990), Lanoie and Laplante 
(1994), Klassen and McLaughlin (1996), Hamilton (1995), Laplante, Lanoie and Roy (1997)]. Recent work at 
the World Bank indicates that the same may be true in developing countries [Dasgupta, Laplante and Mmningi 
(1997)]. The International Standards Organization's (ISO) latest benchmark, ISO 14001, was issued in draft 
form in 1996 and includes new standards for environmental management systems. In order to obtain ISO 
14001 certification, firms must commit to environmental performance targets, among other things. More than 
8,000 plants worldwide had obtained certification through 1999 [World Bank (2000)]. 
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Table 9 
Information programs 

Country Information program Year of implementation 

Australia 
Canada 
China 
EU Members 
Nordic Countries 
France 
Germany 
Hungary 
Indonesia 

Japan 
Philippines 
Sweden 
Taiwan 
Thailand 
United States 

Energy Efficiency Labeling late 1980s 
Environmental Choice Label n.a. 
National Environmental Protection Agency Labeling 1994 
EU Eco-Label 1993 
Nordic Swan Label 1989 
NF Environment Label n.a. 
Blue Eco-Angel Label 1977 
Eco-Label 1995 
PROPER industrial environmental performance labeling 1995 
Tropical hardwood labeling n.a. 
Eco-mark 1989 
Eco-watch industrial environmental performance labeling 1997 
Good Environmental Choices Label 1990 
Green Mark 1993 
Thai Green Label 1994 
Energy Efficiency Product Labeling 1975 
NJ Hazardous Chemical Emissions 1984 
Toxic Release Inventory 1986 
CA Hazardous Chemical Emissions 1987 
CA Proposition 65 1988 
Energy Star 1993 

Sources: World Bank (1997a, 1997b); TerraChoice Environmental Services Inc. (1999); China Council Work- 
ing Group on Trade and Environment (1996); European Union (1999); OECD (1997b); Federal Republic of 
Germany (1998); Sterner (1999); and Thailand Environment Institute (1999). 

much broader  in its coverage than the appliance labeling program; by 1997, over 13,000 
product models carried the Energy Star label [U.S. Department of  State (1997)]. There 
has been little economic analysis of the efficacy of such programs, but l imited econo- 
metric evidence suggests that product labeling (specifically appliance efficiency labels) 
can have significant impacts on efficiency improvements,  essentially by making con- 
sumers (and therefore producers) more sensitive to energy price changes [Newell, Jaffe 
and Stavins (1999)]. 

The European Union established an "Eco-label" in 1993; it was initially intended to 
replace proliferating (and possibly trade-restricting) national labels in Europe, but the 
European Parliament voted in 1998 to continue to allow national labels. By 1999, the 
Eco-label  had been applied to 200 products, including detergents, light bulbs, linens and 
t-shirts, appliances, paper, mattresses, and paints. 

The EU Eco-label  has not supplanted older and more extensive European national 
systems. The German "Eco-Angel"  label program, the world 's  first, began in 1977. 
More than 4,200 products in dozens of sectors have received the label, including almost 
600 foreign products. Hungary 's  eco-label,  introduced in 1995, borrows its issuance 
guidelines from the German Eco-Angel  program. The Nordic Swan has been applied in 
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Norway, Sweden, Finland, and Iceland since 1989, and now covers 1,000 products. The 
market share of eco-labeled laundry detergents in Sweden increased from zero in 1990 
to 80 percent by 1997, but analysts see no major improvement in environmental quality 
as a result of the switch to eco-labeled detergents [Sterner (1999)]. The French "NF 
Environnement" label has been granted for paint products and garbage bags [OECD 
(1997b)], and Spain's environmental label, administered by a private, non-profit organi- 
zation, has been applied to ten classes of consumer products. The Czech Republic uses 
eco-labels on the basis of product life cycle analysis tests (paid for by applicants), and 
has issued 262 labels in 21 chiefly industrial product categories [OECD (1999a)]. 

Canada awards an "environmental choice" label on licensed products including appli- 
ances, automotive products, cleansers, office products, paints, paper products, printing 
services, plastic products, film, and other items. The program, operated in the private 
sector through an exclusive license agreement, has granted labels to 1,400 products. En- 
vironmental labeling programs also exist in several Asian nations, including: Japan (ini- 
tiated in 1989); Taiwan (1993); China (1994); Thailand (1994); and Indonesia (1997). 
Australian energy efficiency labels include technical information on energy consump- 
tion and a simple rating system [World Bank (1997b)]. 

4.3.2. Reporting requirements 

A second type of government information program is a reporting requirement. The first 
such program was New Jersey's Community Right-to-Know Act, established in the 
United States in 1984. Two years later, a similar program was established at the national 
level. The U.S. Toxics Release Inventory (TRI), initiated under the Emergency Planning 
and Community Right-to-Know Act (EPCRA), requires firms to report to local emer- 
gency planning agencies information on use, storage, and release of hazardous chemi- 
cals. Such information reporting serves compliance and enforcement purposes, but may 
also increase public awareness of firms' actions, which may be linked with environmen- 
tal risks. 53 This public scrutiny can encourage firms to alter their behavior, although the 
evidence is mixed [U.S. General Accounting Office (1992), Hamilton (1995), Singh 
(1995), Bui and Mayer (1997), Konar and Cohen (1997), Ananathanarayanan (1998), 
and Hamilton and Viscusi (1999)]. In 1989, the Commonwealth of Massachusetts in- 
stituted its Toxics Use Reduction Act, which is similar to EPCRA, but includes several 
additional business categories (SIC codes). 

The Safe Drinking Water Act and Toxic Enforcement Act were adopted in Califor- 
nia as a ballot initiative ("Proposition 65") in 1986. The law covers consumer products 
and facility discharges, and requires firms to provide a "clear and reasonable warning" 
if they expose populations to certain chemicals. A year later, California enacted its Air 

53 A non-governmental advocacy group, Environmental Defense (formerly the Environmental Defense 
Fund), has established an Internet site that provides TRI information in an accessible form: http://www. 
scorecard.org/ 
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Toxics Hot Spots Information and Assessment Act, which sets up an emissions reporting 
system to track emissions of over 700 toxic substances. The law requires the identifica- 
tion and assessment of localized risks of air contaminants and provides information to 
the public about the possible impact of those emissions on public health. 

One other U.S. example of environmental reporting requirements is provided by the 
Drinking Water Consumer Confidence Reports required by EPA since 1999. Under this 
program, all suppliers of drinking water in the United States must provide households 
with information on the quality of their drinking water, including specified information 
regarding water sources and actual and potential contamination. 

Indonesia introduced the Program for Pollution Control, Evaluation and Rating with 
the help of the World Bank (1997b) in 1995. Plants are assigned ratings based on envi- 
ronmental performance, and plants with the lowest ratings were notified privately and 
given six months to improve performance, after which information was released to the 
public. The administrative costs of the program have been kept at relatively low lev- 
els [Tietenberg and Wheeler (1998)] - on the order of $1 per day per plant - for 187 
plants over the first 18 months, and the process resulted in a 40 percent reduction in 
BOD emissions. The Philippines has instituted EcoWatch, a similar system of public 
disclosure of plant environmental performance, with rating results announced in the 
news media [World Bank (1997b)]. Mexico and Colombia are launching information 
programs based on Indonesia's system [Tietenberg and Wheeler (1998)]. 

The Scandinavian countries have focused considerable attention on environmental 
information dissemination [OECD (1996, 1997a)]. The Swedish national environmen- 
tal regulatory agency regularly produces and circulates information to educators, public 
authorities, environmental managers, business leaders, and the general public [OECD 
(1996)], and the Danish Ministry of the Environment and Energy publishes annual en- 
vironmental indicators [OECD (1999b)]. In addition, Belgium has developed regional 
pollution release and transfer registers that are available to the public, and Austria issues 
a comprehensive set of environmental data every three years [OECD (1995a, 1998c)]. 
But, other than the U.S. and Indonesian studies cited above, there have been no analyses 
of the effectiveness (or complete costs) of these various policy instruments. 

5. Reducing government subsidies 

A final category of market-based instruments is government subsidy reduction. Since 
subsidies are the mirror image of taxes, they can - in theory - provide incentives to 
address environmental problems. But, in practice, a variety of subsidies are believed to 
promote economically inefficient and environmentally unsound practices, despite the 
fact that governments frequently have implemented these subsidies in order to achieve 
specific goals, such as support of infant industries or income redistribution. Thus, in this 
section, I consider cases in which direct or indirect subsidies with adverse environmen- 
tal impacts have been reduced or eliminated (or in which serious consideration has been 
given to doing so). 



Ch. 9: Market-Based Environmental Policy Instruments 415 

According to the World Bank (1997b), subsidies to energy, road transportation, water 
use, and agriculture in developing and transition economies totaled over $240 billion 
per year in the 1990s, representing a substantial reduction over the 1980s. A significant 
increase in energy prices toward efficient levels in transition economies is one important 
change underlying this trend. A second factor has been reduced protection of inefficient 
(and ecologically harmful) domestic industries, as a result of greater acceptance of free 
trade [Fischer and Toman (1998)]. 

China has reduced energy subsidies drastically since the mid 1980s [World Bank 
(1997b)]. For example, subsidy rates for coal, which fueled more than 70 percent of 
China's energy production as of 1994, fell from 61 percent in 1984 to 11 percent in 
1995. Through development of private coal mining and removal of price controls, nearly 
80 percent of China's coal was sold at unsubsidized international prices by 1995. Many 
state-owned enterprises, however, face soft-budget constraints, and so higher energy 
prices have not necessarily led to efficiency improvements, since these firms are insu- 
lated from market forces by the central government [Fisher-Vanden (1999)]. 

Bangladesh and Indonesia have reduced pesticide and fertilizer subsidies signifi- 
cantly. In the late 1970s, fertilizer subsidies accounted for fully four percent of the 
national budget of Bangladesh [World Bank (1997b)]; the government began reducing 
subsidies in 1978, and completely deregulated retail fertilizer prices in 1983. Direct sub- 
sidies for pesticides in Indonesia, which in the early 1980s were as high as 85 percent, 
were phased out in 1986-1989 [World Bank (1997b)]; domestic pesticide production 
was reduced by one-half between 1985 and 1990, and imports fell to one-third the level 
of the mid- 1980s. 

Ecuador has completely phased out subsidies on agricultural inputs (pesticide and 
fertilizer), fuel oil, and motor fuels, with the exception of diesel [Huber, Ruitenbeek 
and Serta da Motta (1998)]. Likewise, India, Mexico, South Africa, Saudi Arabia, 
Brazil, and Jamaica cut fuel subsidies significantly in the mid- 1990s [Fischer and Toman 
(1998), Huber, Ruitenbeek and Serta da Motta (1998)]. In 1985, New Zealand's re- 
moval of agricultural subsidies apparently led to significant abandonment of marginal 
lands and consequent reductions in land degradation [New Zealand Ministry for the 
Environment (1997)]. 

Despite these trends, significant subsidies (of environmental consequence) are com- 
mon in many parts of the world, particularly on energy production and use. For exam- 
ple, many EU countries, including Germany, the United Kingdom, Spain, and France, 
continue to subsidize coal production [Ekins and Speck (1999)]. But assessing the mag- 
nitude, let alone the effects, of these subsidies is difficult, a point that is illustrated by the 
case of the United States. Because of concerns about global climate change, increased 
attention has been given to Federal subsidies and other programs that promote the use 
of fossil fuels. An EPA study indicates that eliminating these subsidies would have a 
significant effect on reducing carbon dioxide (CO2) emissions [Shelby et al. (1997)]. 
The Federal government is involved in the energy sector through the tax system and 
through a range of individual agency programs. One study indicates that these activities 
together cost the government $17 billion annually [Alliance to Save Energy (1993)]. 
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A substantial share of  these U.S. subsidies and programs were enacted during the "oil 
crises" to encourage the development of  domestic energy sources and reduce reliance on 
imported petroleum. They favor energy supply over energy efficiency. 54 Although there 
is an economic argument for government policies that encourage new technologies that 
have particularly high risk or long term payoffs, mature and conventional technologies 
currently receive nearly 90 percent of  the subsidies. Furthermore, within fossil fuels, 
the most environmentally benign fuel - natural gas - receives only about 20 percent of  
the subsidies. On the other hand, it should also be recognized that Federal  user charges 
(Table 3) and insurance premium taxes (Table 4) include significant levies on fossil 
fuels, and that Federal  tax differentiation has tended to favor renewable energy sources 
and non-conventional fossil fuels (Table 7). 

6. Lessons that emerge from experience 

In this chapter, I have defined "market-based instruments" broadly and thereby cast a 
large net for this review of  applications of  this relatively new set of  pol icy approaches. 
As a consequence, the review is extensive, but this should not leave the reader with the 
impression that market-based instruments have replaced, or have come anywhere close 
to replacing, the conventional, command-and-control  approach to environmental pro- 
tection. Further, even when and where these approaches have been used in their purest 
form and with some success, such as in the case of  tradeable-permit  systems in the 
United States, they have not always performed as anticipated. In this part of  the chapter, 
therefore, I ask what lessons can be learned from our experiences. In particular, I con- 
sider normative lessons for: design and implementation of  market-based instruments; 
analysis of prospective and adopted systems; and identification of  new applications. 55 

6.1. Lessons for design and implementation 

The performance to date of  market-based instruments for environmental protection pro- 
vides valuable evidence for environmentalists and others that market-based instruments 
can achieve major cost savings while accomplishing their environmental objectives. The 
performance of  these systems also offers lessons about the importance of  flexibility, 
simplicity, the role of  monitoring and enforcement, and the capabili t ies of  the private 

54 The Alliance to Save Energy study (1993) claims that end-use efficiency receives $1 from a wide variety 
of implicit and explicit Federal subsidies for every $35 received by energy supply. 
55 The lessons reviewed here are normative lessons. There is another set which could be characterized as 
positive (political economy) lessons: Why has the command-and-control approach dominated environmental 
policy? Why has there been a relatively recent upsurge in attention given by policy makers to market-based 
instruments? I have addressed these and related questions elsewhere [Hahn and Stavins (1991), Keohane, 
Revesz and Stavins (1998), Stavins (1998)], but I do not consider such questions in this chapter, because they 
fall within the scope of Chapter 8 (by Wallace Oates and Paul Portney). 
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sector to make markets of this sort work. Most of the references in this section are to 
U.S. programs, simply because those programs have been the subject of more analyses, 
particularly economic analyses, than have programs in other countries. Similar lessons 
have been reported for other parts of the world, however [Bluffstone and Larson (1997), 
World Bank (1997b), OECD (1997e, 1999c)]. 

In regard to flexibility, it is important that market-based instruments should be de- 
signed to allow for a broad set of compliance alternatives, in terms of both timing and 
technological options. For example, allowing flexible timing and intertemporal trading 
of permits - that is, banking allowances for future use - played an important role in the 
SO2 allowance trading program's performance [Ellerman et al. (1997)], much as it did 
in the U.S. lead rights trading program a decade earlier [Kerr and Mar6 (1997)]. One 
of the most significant benefits of using market-based instruments is simply that tech- 
nology standards are thereby avoided. 56 Less flexible systems would not have led to the 
technological change that may have been induced by market-based instruments [Bur- 
traw (1996), Ellerman and Montero (1998), Bohi and Burtraw (1997)], nor the induced 
process innovations that have resulted [Doucet and T. Strauss (1994)]. 

In regard to simplicity, transparent formulae - whether for permit allocation or tax 
computation - are difficult to contest or manipulate. Rules should be clearly defined up 
front, without ambiguity. For example, prior government approval of individual trades 
may increase uncertainty and transaction costs, thereby discouraging trading; these neg- 
ative effects should be balanced against any anticipated benefits due to prior government 
approval. Such requirements hampered EPA's Emissions Trading Program in the 1970s, 
while the lack of such requirements was an important factor in the success of lead trad- 
ing [Hahn and Hester (1989a)]. In the case of SO2 trading, the absence of requirements 
for prior approval has reduced uncertainty for utilities and administrative costs for gov- 
ernment, and contributed to low transactions costs [Rico (1995)]. 

Experience also argues for using absolute baselines, not relative ones, as the point of 
departure for credit programs. The problem is that without a specified baseline, reduc- 
tions must be credited relative to an unobservable hypothetical - what the source would 
have emitted in the absence of the regulation. A hybrid system - where a cap-and-trade 
program is combined with voluntary "opt-in provisions" - creates the possibility for 
"paper trades", where a regulated source is credited for an emissions reduction (by an 
unregulated source) that would have taken place in any event [Montero (1999)]. The 
result is a decrease in aggregate costs among regulated sources, but this is partly due 
to an unintentional increase in the total emissions cap. As was experienced with EPA's 
Emissions Trading Program, relative baselines create significant transaction costs by 
essentially requiring prior approval of trades as the authority investigates the claimed 
counterfactual from which reductions are calculated and credits generated [Nichols, Farr 
and Hester (1996)]. 

56 This is also true, of course, of other performance-based approaches. 
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Experiences with market-based instruments also provide a powerful  reminder of  the 
importance of  monitoring and enforcement. These instruments, whether price or quan- 
tity based, do not eliminate the need for such activities, although they may change their 
character. In the many programs reviewed in this chapter where monitoring and/or en- 
forcement have been deficient, the results have been ineffective policies. One counter- 
example is provided by the U.S. SO2 allowance trading program, which includes 
(costly) continuous emissions monitoring of  all sources [Burtraw (1996)]. On the en- 
forcement side, the Act 's  stiff penalties (much greater than the marginal cost of  abate- 
ment) have provided sufficient incentives for the very high degree of  compfiance that 
has been achieved [Stavins (1998)]. 

In nearly every case of  implemented cap-and-trade programs, permits have been allo- 
cated freely to participants. The same characteristic that makes such allocation attractive 
in positive polit ical  economy terms - the conveyance of  scarcity rents to the private sec- 
tor - makes free allocation problematic in normative, efficiency terms [Fullerton and 
Metcalf  (1997)]. It has been estimated that the costs of SO2 allowance trading would be 
25 percent less if  permits were auctioned rather than freely allocated, because auctioning 
yields revenues that can be used to finance reductions in pre-existing distortionary taxes 
[Goulder, Parry and Burtraw (1997)]. 57 Furthermore, in the presence of  some forms of 
transaction costs, the post-trading equilibrium - and hence aggregate abatement costs 

- are sensitive to the initial permit  allocation [Stavins (1995)]. For both reasons, a suc- 
cessful attempt to establish a poli t ically viable program through a specific initial permit  
allocation can result in a program that is significantly more costly than anticipated. 

Improvements in instrument design will not solve all problems. One potentially im- 
portant cause of the mixed performance of  implemented market-based instruments is 
that many firms are simply not well  equipped internally to make the decisions neces- 
sary to fully utilize these instruments. Since market-based instruments have been used 
on a l imited basis only, and firms are not certain that these instruments will be a lasting 
component  on the regulatory landscape, most companies have chosen not to reorganize 
their internal structure to fully exploit  the cost savings these instruments offer. Rather, 
most firms continue to have organizations that are experienced in minimizing the costs 
of complying with command-and-control  regulations, not in making the strategic deci- 
sions allowed by market-based instruments. 58 

57 Although the positive political economy of ins~ument choice is outside the scope of this chapter, it should 
be recognized that the European experience with environmental taxes clearly illustrates that if tax revenues (or 
tradeable-permit auction revenues) are used to reduce distortionary taxes, those same revenues cannot gener- 
ally be used to encourage acceptance of the program. The choice in Europe has been to dedicate environmental 
tax revenues to the environmental resources degraded by the taxed activity. 
58 There are some exceptions. Euron, for example, has attempted to use market-based instruments for its 
strategic benefit by becoming a leader in creating new markets for trading acid rain permits. Other firms have 
appointed environmental, health, and safety leaders who are familiar with a wide range of policy instruments, 
not solely command-and-control approaches, and who bring a strategic focus to their company's pollution- 
control efforts [Hockenstein, Stavins and Whitehead (1997)]. 
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The focus of environmental, health, and safety departments in private firms has been 
primarily on problem avoidance and risk management, rather than on the creation of 
opportunities made possible by market-based instruments. This focus has developed be- 
cause of the strict rules companies have faced under command-and-control regulation, 
in response to which companies have built skills and developed processes that comply 
with regulations, but do not help them benefit competitively from environmental deci- 
sions [Reinhardt (2000)]. Absent significant changes in structure and personnel, the full 
potential of market-based instruments will not be realized. 

6.2. Lessons for  analysis 

When assessing market-based environmental programs, economists need to employ 
some measure by which the gains of moving from conventional standards to an 
economic-incentive scheme can be estimated. When comparing policies with the same 
anticipated environmental outcomes, aggregate cost savings may be the best yardstick 
for measuring success of individual instruments. The challenge for analysts is to make 
fair comparisons among policy instruments: either idealized versions of both market- 
based systems and likely alternatives; or realistic versions of both [Hahn and Stavins 
(1992)]. 

It is not enough to analyze static cost savings. For example, the savings due to banking 
allowances should also be modeled (unless this is not permitted in practice). It can 
likewise be important to allow for the effects of alternative instruments on technology 
innovation and diffusion [Milliman and Prince (1989), Jaffe and Stavins (1995), Doucet 
and T. Strauss (1994)], especially when programs impose significant costs over long 
time horizons [Newell, Jaffe and Stavins (1999)]. More generally, it is important to 
consider the effects of the pre-existing regulatory environment. For example, the level 
of pre-existing factor taxes can affect the total costs of regulation [Goulder, Parry and 
Burtraw (1997)], as indicated above. 

6.3. Lessons for  identifying new applications 

Market-based policy instruments are now considered for nearly every environmental 
problem that is raised, ranging from endangered species preservation 59 to what may 
be the greatest of environmental problems, the greenhouse effect and global climate 
change. 6° Experiences with market-based instruments offer some guidance to the con- 
ditions under such approaches are likely to work well, and when they may face greater 
difficulties. 

59 See, for example Goldstein (1991) and Bean (1997). 
60 See, for example: Fisher et al. (1996), Hahn and Stavins (1995), Schmalensee (1996), and Stavins (1997). 
More broadly, see Ayres (2000). 
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First, where the cost of abating pollution differs widely among sources, a market- 
based system is likely to have greater gains, relative to conventional, command-and- 
control regulations [Newell and Stavins (1999)]. For example, it was clear early on that 
SO2 abatement cost heterogeneity was great, because of  differences in ages of  plants 
and their proximity to sources of low-sulfur coal. But where abatement costs are more 
uniform across sources, the political costs of  enacting an allowance trading approach 
are less likely to be justifiable. 

Second, the greater is the degree of  mixing of  pollutants in the receiving airshed or 
watershed, the more attractive will a market-based system be, relative to a conventional 
uniform standard. This is because taxes or tradeable permits, for example, can lead to 
localized "hot spots" with relatively high levels of  ambient pollution. Most applications 
of  market-based instruments have not addressed the hot-spot or hot-time issues, dif- 
ferences in damages associated with emissions from different geographical points or 
at different times. This is a significant distributional issue, and it can also become an 
efficiency issue if damages are non-linearly related to pollutant concentrations. These 
issues can, in principle, be addressed by appropriate differentiation in taxes or permit 
prices. 61 

Third, the efficiency of  price-based (tax) systems compared with quantity-based 
(tradeable permit) systems depends on the pattern of  costs and benefits. I f  uncertainty 
about marginal abatement costs is significant, and if marginal abatement costs are quite 
flat and marginal benefits of  abatement fall relatively quickly, then a quantity instrument 
will be more efficient than a price instrument [Weitzman (1974)]. Furthermore, when 
there is also uncertainty about marginal benefits, and marginal benefits are positively 
correlated with marginal costs (which, it turns out, is not uncommon), then there is an 
additional argument in favor of  the relative efficiency of  quantity instruments [Stavins 
(1996)]. On the other hand, the regulation of stock pollutants will often favor price in- 
struments when the optimal stock level rises over time [Newell and Pizer (2000)]. It 
should also be recognized that despite the theoretical efficiency advantages of  hybrid 
systems - non-linear taxes, or quotas combined with taxes - in the presence of  uncer- 
tainty [Roberts and Spence (1976), Kaplow and Shavell (1997)], 62 virtually no such 
hybrid systems have been adopted. 

Fourth, the long-term cost-effectiveness of tax systems versus tradeable permit sys- 
tems is affected by their relative responsiveness to change. This arises in at least three 
dimensions. In the presence of  rapid rates of  economic growth (important in the case 
of some developing countries), a fixed tax leads to an increase in aggregate emissions, 
whereas with a fixed supply of  permits there is no change in aggregate emissions (but 
an increase in permit prices). In the context of general price inflation, a unit (but not an 

61 Neither problem arose, however, in the case of the U.S. SO 2 allowance trading program, because dirtier 
plants had lower marginal abatement costs, and hence made the largest emissions reductions. 
62 In addition to the efficiency advantages of non-linear taxes, they also have the attribute of reducing the 
total (although not the marginal) tax burden of the regulated sector, relative to an ordinary linear tax, which is 
potentially important in a political economy context. 
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ad valorem) tax decreases in real terms, and so emissions levels increase; whereas with 
a permit system, there is no change in aggregate emissions. In the presence of exoge- 
nous technological change in pollution abatement, a tax system leads to an increase in 
control levels, i.e., a decrease in aggregate emissions, while a permit system maintains 
emissions, with a fall in permit prices [Stavins and Whitehead (1992)]. 

Fifth, tradeable permits will work best when transaction costs are low, and experience 
demonstrates that if properly designed, private markets will tend to render transaction 
costs minimal. Sixth, a potential advantage of freely-allocated tradeable permit systems 
over other policy instruments is associated with the incentive they provide for pollu- 
tion sources to identify themselves and report their emissions (in order to claim their 
permits). This was illustrated by Chile's experience with its TSP system, and could be 
a significant factor in countries where monitoring costs are relatively high and/or self- 
reporting requirements are ineffective. 

Seventh and finally, considerations of political feasibility point to the wisdom (more 
likely success) of proposing market-based instruments when they can be used to fa- 
cilitate a cost-effective, aggregate emissions reduction (as in the case of the U.S. SO2 
allowance trading program in 1990), as opposed to a cost-effective reallocation of the 
status quo burden (as in the case of the earlier U.S. EPA Emissions Trading Program). 
Policy instruments that appear impeccable from the vantage point of research institu- 
tions, but consistently prove infeasible in real-world political institutions, can hardly be 
considered "optimal". 

6.4. Conclusion 

Given that most experience with market-based instruments has been generated very re- 
cently, one should be cautious when drawing conclusions about lessons to be learned. 
A number of important questions remain. For example, little is known empirically about 
the impact of these instruments on technological change. Also, much more empirical re- 
search is needed on how the pre-existing regulatory environment affects performance, 
including costs. Moreover, the successes with tradeable permits have involved air pollu- 
tion: acid rain, leaded gasoline, and chloroflourocarbons. Experience (and success) with 
water pollution is much more limited [Hahn (1989)], and in other areas, there has been 
no experience at all. Even for air pollution problems, the tremendous differences be- 
tween SO2 and acid rain, on the one hand, and the combustion of fossil fuels and global 
climate change, on the other, indicate that any rush to judgement regarding global cli- 
mate policy instruments is unwarranted. 

Despite these and other uncertainties, market-based instruments for environmental 
protection now enjoy proven successes in reducing pollution at low cost. Such cost ef- 
fectiveness is the primary focus of economists when evaluating these public policies, 
but the political system gives greater weight to distributional concerns. Indeed, individ- 
ual constituencies, each fighting for its own version of distributional equity, frequently 
negate efficiency and cost effectiveness. 
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There are sound reasons why the political world has been slow to embrace the use of  
market-based instruments for environmental protection, including the ways economists 
have packaged and promoted their ideas in the past: failing to separate means (cost- 
effective instruments) from ends (efficiency); and treating environmental problems as 
little more than "externalities calling for corrective taxes". Much of  the resistance has 
also been due, of  course, to the very nature of the political process and the incentives it 
provides to both polit icians and interest groups to favor command-and-control  methods 
instead of  market-based approaches. 63 

But, despite this history, market-based instruments have moved center stage, and pol- 
icy debates look very different from the time when these ideas were characterized as 
"licenses to pollute" or dismissed as completely impractical.  Of course, no single pol- 
icy instrument - whether market-based or c o n v e n t i o n a l -  will be appropriate for all 
environmental problems. Which instrument is best in any given situation depends upon 
characteristics of  the specific environmental problem, and the social, political, and eco- 
nomic context in which the instrument is to be implemented. 
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Abstract 

Experimental methods have recently been used to evaluate environmental policy in- 
struments, in particular - and most suitably, it seems - emissions trading programs of 
various designs. Some studies have focused on domestic emissions trading programs, 
while others have focused on international programs, in particular ones related to green- 
house gases. Much emphasis has been put on investigating the implications of market 
power in emissions trading. Other topics of the experimental studies reviewed here in- 
clude the relative merits of different policy instruments (permits, taxes, standards), and 
the possibility of eliminating the need for conventional environmental policy through 
application of the Coase theorem. 
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Introduction 

Both environmental and experimental  economics are young sub-disciplines of  economic 
science. The intersection of  the two is even younger. This explains why almost none of  
the sources reviewed in this chapter is from more than ten years back. 

Experimental  methods have been used in economics,  first of  all, to test propositions 
in economic theory concerning areas such as game theory, bargaining, decisions un- 
der uncertainty and, in particular, behavior under various market  institutions.1 Second, 
experimental  economics can be seen to provide an approach to empirical  insights as a 
substitute or complement  to certain forms of  analyses of  traditional data. Third, exper- 
imental economics has been used, and increasingly so, to investigate options to attain 
specific pol icy targets, which is directly relevant to the topic of  this chapter. 2 

As will  become obvious below, most experimental  analyses of  environmental pol- 
icy refer to a fairly new policy instrument, emissions trading - originally proposed by 
Crocker (1966) and Dales (1968). 3 By contrast, environmental taxation dates back to 
Pigou in the 1910s. Direct regulation or "command and control" emerged as the domi- 
nant real-world practice of  environmental policy, especially in the 1960s to 1980s. It is 
perhaps fair to say that many of  the actual or potential designs of  command and control 
have been ill suited for experimental  testing, given this method 's  reliance on simple and 
straight-forward incentive systems. A reason why environmental taxes have been little 
in focus for experimental  analysis is that their effects are unlikely to deviate much from 
what is known about the effects of  excise taxes, in general. Therefore, emissions trading 
seems to have emerged as the instrument both most suitable and most interesting for 
experimental  testing. This contributes to explaining why the chapter and the literature 
on which it is based has emissions trading in focus. 

Before entering into the topic area of  this chapter, the reader should be forewarned 
that the present author is not convinced that the methodology in dominant  use in ex- 
perimental  economics always has been the appropriate one or one that is known to 
generate relevant and reliable results. These doubts (elaborated in Bohm (2002)) relate 
in particular to (a) the use of  ' low'  - instead of  clearly significant - incentive levels 
(discussed further in the next section), (b) the attempts to obtain generality by couching 
experiments in a 'context-free '  style (discussed in the concluding section), and (c) the 
practice of  repeating exactly the same setting, with the same subjects and the same 
(induced) values, over a number of  periods, one fight after the other. Such repetitions 

1 As a case in point, relevant for the subject matter of this chapter, mechanisms central to theories of the 
overuse of common-pool resources and of market neglect of (other) externalities have been tested in laboratory 
experiments. See Davis and Holt (1993). 
2 For an early general review of the use of experimental methods for policy evaluations and some appli- 
cations, see Plott (1987). Bjornstad, Elliott and Hale (1999) is a more recent review, focused on tradable 
permits. 
3 See Chapter 9 (by Robert Stavins) for a review of empirical experience with emissions trading and other 
market-based environmental policy instruments. 
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are frequently made in the experiments to be reviewed here, with the primary purpose 
of making subjects more familiar with the task they are asked to perform. However, 
there is the risk that identical repetitions, in particular in large numbers, significantly 
increase the artificiality of the experimental exercise in a way that tends to confuse the 
subjects' perception of this exercise. Or, the repetitions may simply make the subjects 
bored enough to stop thinking and/or cause them to change their behavior just to avoid 
being bored or to do some private, uncalled for, experiments of their own. 4 

Although an attempt is made below not to exclude reporting any work just because 
of this author's personal doubts about some aspects of the methodology that has been 
in use, such doubts may still color the report. Therefore, the reader may want to check 
also other overviews related to the kind of experimental work reported here, such as 
Shogren and Hurley (1999) or the chapter by Jason Shogren in this Handbook, which 
describes how experiments are run in economics but focuses on applications related to 
environmental valuation. For an overview of methods and achieved results in experi- 
mental economics in general, see Hey (1991), Davis and Holt (1993), and Kagel and 
Roth (1995). 

Section 1 deals with the Coase theorem and the possibility to reduce the need for 
conventional environmental policy. Section 2 reports a study of the relative merits of 
different policy instruments. Broad issues related to domestic emissions trading are dis- 
cussed in Section 3, while studies of market power in such markets are reviewed in 
Section 4. International emissions trading is the topic in Section 5. The final section 
offers some concluding remarks. 

1. Property-rights allocation as an instrument to eliminate the need for 
environmental policy 

Externalities such as environmental effects would cease to exist if the polluter or the 
party harmed had enforceable rights to the property affected. The much-cited theorem 
by Coase (1960) holds that, under certain circumstances, efficiency is attained regardless 
of the choice of party to whom the rights are allocated. These circumstances are charac- 
terized by, in particular, zero transaction (= negotiation, monitoring, enforcement, etc.) 
costs, and common knowledge of the parties' payoffs. An interpretation of the theo- 
rem is that, whenever these circumstances obtain, no fine-tuned policy intervention is 
required. Allocating the property rights is 'all' a government needs to do. 

The Coase theorem has attracted a lot of attention among experimental economists. 
Most of the experimental work has focused on the two-party case, in which the assump- 
tion of zero transaction costs seems most likely to hold. In these experiments, subjects 
are asked to perform in an abstract, i.e., context-free, situation. For each subject pair, 
one subject has been randomly selected to be the controller, i.e., the party who has the 

4 For a critique of the use of stationary repetition, see Loewenstein (1999). 
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relevant property right. This subject is free to choose an activity level that not only de- 
termines his/her payoff but also the payoff for the other subject. In the case of negative 
environmental effects, the latter receives lower payoffs, the higher the levels chosen 
by the controller. The dependent subject could try to influence this choice by paying 
the controller subject a lump-sum compensation for moving to a less detrimental activ- 
ity level. As long as the joint payoffs are not maximized, there exist combinations of 
activity levels and compensations that are mutually advantageous. 

In the first tests of this type, Hoffrnan and Spitzer (1982) found that the two parties 
predominantly agreed on efficient (= joint-payoff-maximizing) activity levels but not 
on sharing the joint payoff in a mutually advantageous fashion. Instead, quite often they 
sprit the joint payoff equally between them, which gives the controller a lower payoff 
than in the case of no agreement and an individually profit-maximizing activity level. 
For this behavior to be generally rational, the controller must value fairness p e r  se.  5 

However, as shown by Harrison and McKee (1985), another reason for this behavior 
might be that the incentives for finding individually rational agreements were too small. 
Increasing the incentive levels, they found (i) a significant reduction of the occurrence 
of equal splits and (ii) a predominant number of outcomes where the controller received 
at least as much as in the case of no agreement. 

Harrison and McKee's findings illustrate the risk of using small incentives to save 
on experimental costs, thus generating results that may not represent the important real- 
world cases. 6 Setting out using small incentives and generating surprising results, which 
motivates another round of experiments, now with higher incentive levels, implies at 
least a waste of aggregate experimental resources, which is especially conspicuous if 
the theoretical predictions then are restored. 

The bottom line of the results of these tests, which include extensions by Hoffman and 
Spitzer (1985), Shogren and Kask (1992) and Shogren (1992, 1998), is that predicted 
bargaining efficiency and assumed individually rational behavior of the Coase theorem 
receive considerable support. Furthermore, Shogren (1998) and Rhoads and Shogren 
(1999) explicitly test the effect of varying the size of transaction costs, finding that 
efficiency declines significantly with increases in such costs. 

A remaining issue concerns the extent of the environmental-poricy relevance of the 
Coase theorem. In many cases, transaction costs are likely to be significant, at least when 
there are more than two parties involved. A particular case where this becomes apparent 
is that of latent environmentaleffects, where the existence of a polluting firm never made 
it worthwhile for other agents to establish any consumption or production activities 
in the area. If there were only one potential firm that would want to start negotiating 
with the existing firm, the original Coasian set-up may apply and lead to a deal where 
the potential firm could be established by compensating the existing firm for reducing 

5 Letting subjects earn, or befieve they earned, the right to be the controller has been shown to reduce the role 
of fairness considerations. This design was used by Hoffman and Spitzer (1985) and turned out to increase 
the controllers' payoffs. 

6 See Harrison (1989, 1992, 1994) for a discussion of the consequences of small incentive levels. 
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its externality-generating activity. In a more likely case, there are a large number of 
potential firms or other agents (possibly mutually exclusive) and the negotiation costs 
may well be prohibitively high. 

When the Coasian solution fails or property rights are not allocated to any party be- 
cause this solution is deemed to fail, the government may intervene with market-based 
instruments or direct regulation, possibly on the basis of imperfect best estimates of  the 
harm caused by the polluter(s). In addition to the many cases with multiple polluters 
and pollutees, where negotiation costs would be too high, there are those in which the 
government does not want to, or simply cannot, get political support for any particular 
allocation of the environmental property rights. In such cases, the rights may be allo- 
cated to the government itself as a representative for the community at large, e.g., by 
introducing an environmental tax. The rest of  the chapter concerns experimental studies 
that have contributed to identifying the characteristics of  such conventional instruments 
of  environmental policy, in particular tradable permits or quotas. 

2. Comparing environmental policy options 

In an early experimental study, Plott (1983) compared versions of  the three major in- 
struments in environmental policy: taxes, standards, and tradable permits. A laboratory 
market was created where the aggregate trade volume produced negative external effects 
on the profits of  all traders. Seller and buyer subjects who were given cost/redemption 
values could submit bids, asks, and acceptances in an oral double auction. 7 That is, 
the rate of  seller profits was given by actual selling prices minus  the induced costs for 
the trades accomplished, and the rate of  buyer profits was given by redemption values 
minus  actual buyer prices. The optimal tax rate (=  marginal external cost in the social 
optimum) as well as the socially optimal output level were taken to be known and there- 
fore imposed by the regulator. In the standards case, firms were assumed to be given 
permits up to that level on a first-come first-served basis. The same data were used in 
two market sessions with at least six periods for each of  the three policy cases. 

Plott found that "the traditional models found in the economics literature were amaz- 
ingly correct". At the end of  the six periods, the efficiency percentages (=  actual so- 
cial surplus, which could be negative, relative to optimum social surplus) ranged from 
- 1 1 1 . 9  to 36.1 for the 'no policy' case and for the three policy cases: 

• from 65.5 to 98.0 for the tax policy; 
• from - 0 . 4  to 59.1 for the standards policy; 
• from 88.4 to 99.6 for the tradable permit policy. 

7 Double auction is the trading institution used, e.g., on a running stock exchange such as the NYSE. In 
auctions of this type traders sequentially enter bids and asks, stating price as well as quantity. Transactions 
are carried out if and when such bids or asks are accepted by other traders. 
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Efficiency essentially increased over time for the two market-based instruments, but 
behaved erratically in the standards case. One reason for the latter result is likely the 
fact that transactions in that case were accepted on a first-come first-served basis. This 
created a rush for subjects to have their bids or asks accepted. No similar hurry seems 
to have been imposed in the other cases. Moreover, the design chosen for the standards 
case may have failed to represent equally well all direct regulatory instruments used 
in practice, due to the fact that this set of instruments is large and so is the number of 
possible designs for each option. Furthermore, the subject pools differed between the 
tradable permit case (often experienced subjects from Caltech) and the other test cases 
(inexperienced students from less prominent schools); this difference may explain at 
least part of the success of the tradable permit policy, even though it was the most 
complicated case with trade in both a permit and a 'product' market. 

In spite of such caveats, the experiment produced a significant result, which was not 
contradicted in a similar test by Harrison et al. (1987) and does not seem to have been 
challenged by other tests. So, as Plott concluded, "those who wish to offer competing 
theories about market behavior in externality situations must reconcile their ideas with 
these experiences". 

3. Testing designs of emissions trading 

Standard theory has it that the tradable-permit instrument is efficient in allocating a 
given cap on emissions (sum of permits), if the market for permits and downstream mar- 
kets are competitive and if transaction costs are insignificant [see Chapter 6 (by Gloria 
Helfand, Peter Berck, and Tim Maull)]. Some experimental support for this proposition 
was reported in the preceding section. 

Experimental economics has also been used to test the properties of various designs 
of permit markets. One set of experimental studies has investigated aspects of differ- 
ent revenue-neutral auction designs; see, e.g., Franciosi et al. (1993) and Ledyard and 
Szakaly-Moore (1994). 8 Another set of experimental studies, to which we now turn, 
has focused on the incentive effects of an auction design introduced by the US Environ- 
mental Protection Agency (EPA). These studies are of particular interest since they give 
an example of experimental research that provides policy-relevant support to theoretical 
arguments which alone may fail to convince policy makers. 

3.1. The EPA auction mechanism 

The 1990 US Clean Air Act stated that sulfur-dioxide emission permits/allowances 
"shall be sold on the basis of bid price, starting with the highest-price bid and con- 
tinuing until all allowances for sale at such auction have been allocated". The US EPA 

8 For a brief summary of these experiments, see Muller and Mestelman (1998). That paper also reports an 
early experimental study by Hahn (1988) on revenue-neutral permit auctions. 
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interpreted this to say that the seller with the lowest ask should receive the highest bid 
price and so on down to a market-clearing transaction volume. Thus, sellers were ranked 
from the lowest ask upwards and were matched with buyers, who were ranked from the 
highest bid downwards and had to pay a price equal to their bids. The reason for the 
decision by the US Congress is said to have been to let the initial permit holders get a 
maximum compensation for giving up their (originally grandfathered) permits, possibly 
because previous experience with tradable permit systems indicated that permit holders 
were unwilling to give up excess volumes of their permits. 

Simple theoretical analysis indicates that bidders would hesitate to state bids equal 
to their maximum willingness to pay in this kind of discriminative auction and that 
sellers would have an incentive to compete for the high prices by understating their asks 
[Cason (1995)]. Then, the prediction is that prices for marginal transactions would fall 
below that of an efficient non-discriminative auction and send the wrong price signals 
for R&D and long-term investment decisions. Laboratory experiments could help to 
establish for policy makers and others whether or not this outcome is more than just 
a theoretical proposition. It may be argued that more sophisticated theoretical counter- 
propositions are conceivable, saying, e.g., that buyers would not dare to significantly 
understate their demand, since they would then risk being eliminated from the market. 
Another possibility is that sellers might hesitate to understate their asks because of the 
risk of being matched with buyer bids below their true willingness-to-accept. Another 
way of stating these reasons for undertaking a controlled test of the incentives of the 
EPA auction rules is that the incentives may be difficult to grasp and therefore that their 
effects are unclear. 

Cason and Plott (1996) compared experimentally the annual EPA call auction design 
with that of the more commonly observed uniform-price call auction for an abstract 
commodity. 9 Buyer values and seller costs were induced for two different market envi- 
ronments. Trading was repeated over a number of periods. The main results were that, 
in the uniform-price auction, 

• the revealed values as well as costs were higher, and the price was closer to the 
competitive equilibrium price and higher than the marginal market clearing price 
of the EPA auction; 

• seller profits were at least as high; and 
• prices responded more rapidly to unexpected parameter changes. 
The first result was expected by standard theory, but the last two added new insights. 

Particularly, noteworthy is that the suggested ambition of the EPA auction design - to 
maximize seller revenues - clearly seems to have failed to be attained. But this result 
may be sensitive to the level of information that would exist on this kind of market in 
the real world. If sellers and buyers had pretty good estimates of what the marginal price 
could be, those who had a true willingness-to-accept or willingness-to-pay close to that 

9 Cason (1995) reports a test of an inverted version of the EPA auction, where buyers face the same incentives 
as the sellers in that auction. The results are similar, mutatis mutandis, to those of the Cason and P]ott study. 
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level may not feel inclined to distort their bids and asks even in the EPA auction. If so, 
the misrepresentation incentives would concern intramarginal units only, thus moving 
demand and supply downwards with the competitive equilibrium quantity and price 
combination as a pivotal point. 

As it turned out, this experimental work had limited relevance for actual sulfur- 
dioxide emissions trading. Cason and Plott (1996) implicitly assumed that no permit 
trade occurred outside the EPA auction. After some time, a large private continuous 
outside market had developed with publicized prices [see Joskow, Schmalensee and 
Bailey (1998)]. This turned the EPA auctions into a common value auction, as no buyer 
(seller) in the auctions could be expected to enter bids (asks) higher (lower) than the 
current prices on the outside market. In fact, once the transaction prices on this market 
were made commonly known, auction prices never deviated from these prices. Further- 
more, Joskow et al. report that the few private seller asks there were in the auction often 
turned out to be higher rather than lower than the market-clearing prices; the suggested 
reason was that these asks were made for strategic or demonstrative purposes. 

There are some indications that market-clearing auction prices indeed were as pre- 
dicted by Cason and Plott during the first two EPA auctions, i.e., before the outside 
market had been firmly established and its prices made public. But there were few pri- 
vately owned permits even offered, and still fewer sold, in these two auctions. (In the 
last auction reported in Joskow, Schmalensee and Bailey, privately offered permits had 
disappeared, leaving the auction entirely to the small permit volume offered by the gov- 
ernment.) 

Thus, the EPA auction might have been designed in any fashion and still not have had 
any significant effect on trading efficiency and price signaling. What the Cason and Plott 
work nevertheless indicates is that the policy-makers' actual choice of auction design 
for permit trading would have been inefficient in the absence of an outside market; if 
so, it would have created a difficult, possibly counterintuitive and counterproductive, 
market institution that traders would have tried fast to dissociate themselves from. 

3.2. Electric bulletin board trading vs. double auctions 

Cason and Gangadharan (1998) analyzed experimentally a Los Angeles tradable emis- 
sions program (RECLAIM) that uses an electronic bulletin board institution, in which 
firms seeking to buy or sell permits post proposed terms of trade. Transactions were 
executed following bilateral negotiations. 

The experimental results of three laboratory sessions indicated that mean transac- 
tion prices were roughly the same as in a continuous double auction institution used in 
another three sessions. However, efficiency was much lower in bulletin board trading 
(43-66 percent) than in double auction trading (90-93 percent). One reason seems to 
have been that there were significant procedural differences between the institutions; 
the bulletin board trading was drawn out over a long period of time (six weeks) and at- 
tracted a low participation rate among the subjects enrolled for this test. Another reason, 
suggested in Hizen and Saijo (2001), could be that each subject was given the role of 
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either seller or buyer and hence could not act as a general trader. Cason and Gangadha- 
ran also admit that the subjects' earnings were small which may have failed to produce 
significant trading incentives. Still, they stress that their results do not indicate that the 
bulletin board system would lead to any "highly inaccurate transaction prices". 

3.3. Implications of futures markets for permits and permit banking 

Experience with the use of permit systems in the US suggests that the success of such 
systems depends heavily on their design with respect to market institutions and admin- 
istrative details concerning trade approval, permit hoarding, constraints on trading, etc. 
A particular reason why tradable-permit systems have not always been as successful 
as predicted by theory is that, in several cases, the designs used have led to significant 
transaction costs [Stavins (1995)]. 

In some permit systems, permits have an 'eternal' life allowing certain emission vol- 
umes per period, although their values in terms of per-period emissions permitted may 
be adjusted over time. In other permit systems, permits are time-limited and allow a 
given amount of emissions in a specific period. A permit system that includes futures 
markets as well, i.e., where trading is feasible also for permits that can be used only in a 
future period, may be expected to have properties quite different from those of systems 
where trading is limited to permits for emissions during a current permit period. In the 
case of an existing demand and supply of permits for the following permit period or 
several subsequent periods, a pretty safe guess is that the availability of futures mar- 
kets would be better in all relevant normative dimensions than if no such markets were 
available. 

A Canadian tradable-permit proposal for nitrogen-oxide emissions has been evalu- 
ated with respect to the inclusion of a particular futures market. With complete and per- 
fect contingent future markets, the analysis would be straightforward. But the proposed 
Canadian futures market is special in the sense that the cap on emissions in each future 
period is not known in advance, so only shares of the permits that eventually will be 
issued can be traded along with permits with known denomination in emissions for the 
current period. Muller and Mestelman (1994) and Mestelman and Muller (1998) com- 
pare this system with some earlier tests of US sulfur-dioxide permit trading for a current 
period only. Taken at face value, the results indicate that the addition of a permit-share 
futures market increases efficiency. However, since they note several possibly signifi- 
cant differences between the tests with respect to the training of the subjects and the 
market institution used, it becomes difficult to evaluate these results. 

In Godby et al. (1997), double-auction trading in permit shares is tested when con- 
trol over discharges in the permit period is uncertain. In the test, the net emissions are 
taken to be stochastic. A reconciliation market is introduced for traders who expost find 
themselves short of permits. Comparing efficiency with and without the assumed form 
of uncertainty did not reveal any difference. But it should be noted that prices in the 
reconciliation period - relevant only in the uncertainty case - were found to be highly 
variable. 
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There are several ways to counteract tendencies for high price volatility at the end 
of  a permit period, e.g., letting permit periods overlap or allowing banking and (lim- 
ited) borrowing of  permits to/from the next period.l° Experimental methods have been 
used by Godby, Mestelman, and Muller (1999) to study the role of  permit banking in 
connection with their special model of  trading in permits as well as shares of  future per- 
mits. In the uncertainty environment analyzed in Godby et al. (1997), banking is found 
to greatly reduce price instability in the reconciliation period, while the effect on effi- 
ciency is less clear-cut. This may be due to the increased complexity introduced by the 
banking institution. 11 

4. Market power and domestic emissions trading 

Standard theory of  market behavior states that dominant sellers or buyers would use 
their market power to increase their profits by withholding supply or demand. As a 
result, (a) transactions fall short of  the competitive volume and (b) the market-power 
agent obtains prices that are more favorable than prices at the competitive level. Exper- 
iments confirm that markets where price plus quantity offers are posted by a monopoly 
or by colluding sellers have such effects [for an overview see Davis and Holt (1993, 
Section 4.5)1. 

Further experiments have been made to test to what extent these results hold also in 
permit markets. A couple of  reasons can be given why they should not. First, the scope 
for market power in this particular type of  market is limited by the very nature of  permit 
trading. For comparison, take a market where a producer has a monopoly position for a 
particular product and can maintain that position at any price, at least in the short run. 
By contrast, a permit market is much like a stock market and typically such that many 
traders can take either a seller or a buyer position, the choice of  which depends on the 
prices established on the market. Thus, for instance, if a permit trader is the only seller 
for prices below a certain limit, but now tries to charge a price above that limit, some of  
those who were buyers at lower prices may now become sellers. 

Another reason for permit markets being special has to do with the fact that the trade 
object has a value (apart from speculation in gains from arbitrage over time) only for 
the purpose of  demonstrating compliance at the end of  the period, while trade can take 
place at any time over the entire period. The question here concerns the dates at which 
a market-power agent - say, a monopolist who is initial holder of  all permits, grand- 
fathered or acquired in an initial government auction - wants to offer his permits for 

10 Borrowing of permits does not seem to have been much considered in the literature, possibly reflecting 
that borrowing is disliked for political reasons, in particular, with respect to mandatory domestic tradable- 
permit systems. However, in the context of international greenhouse-gas emissions trading, allowing limited 
borrowing would give traders additional flexibility and make poor, risk-averse countries more interested in 
joining, hence increasing the cost-effectiveness of such trading. 
11 See Muller and Mestelman (1998) for a comprehensive overview of the experiments reported in this sub- 
section. 
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sale. (We disregard banking and the existence of futures markets here.) Assume the 
market institution to be one of double auction; this is particularly likely to be relevant 
for highly liquid permit markets, such as those expected for carbon permits. 12 During 
the early stages of a trading period, the monopolist may withhold supply to try to earn 
as high profits as possible from those who wish to buy at that point. Towards the end of 
the period, when all parties are out to finalize permit holdings to cover emissions, the 
monopolist can benefit from any trade where price exceeds his opportunity cost. This 
would make final transactions approach the competitive price and quantity levels at that 
point in time. 

4.1. Marke t  p o w e r  and double auctions 

Experimental tests of stylized double auctions have revealed [Smith and Williams 
(1989); see also the overview in Godby et al. (1999)] that, even with only one trader 
on one side of the market and competition among several traders on the other, 13 end- 
period prices approach the competitive price and hence, the aggregate trade volume 
approaches the competitive level. Thus, if these results are confirmed, what would re- 
main from standard market-power theory is essentially that early prices may favor the 
agent with market power. However, some of the experiments have been able to show 
that repeated exposure to this kind of environment may make the competitive side of 
the market unwilling to trade at prices that are expected to deviate significantly and 
unfavorably from the competitive price level. If  this learning process could be counted 
on, both of the above-mentioned effects of market power would be eliminated. If not, at 
least the tendency towards market inefficiency would be removed (see further below). 

At McMaster University, a group of experimentalists have investigated the permit 
markets' susceptibility to market power in double auctions. Muller et al. (2003) sum- 
marize part of this work, ending up being very critical of the results cited in the pre- 
ceding paragraph and of theft relevance for emissions trading, in particular. They claim 
that double auctions do not provide an effective constraint on market power. This is 
supported by tests in which one group of subjects move around, first trading on a com- 
petitive market, then on a monopoly or monopsony market, and finally on a competitive 
market; other subjects are exposed to the opposite crossover design. Each market form 
is tested over a number of periods. The test results imply that monopoly and monopsony 
subjects are clearly able to manipulate mean within-period prices to their favor and that 
the successful application of this strategy is not eliminated by the learning provided 
across periods. 

Thus, these tests do not confirm the Smith and Williams result, where repeated trad- 
ing with the same subjects and the same induced values eventually, i.e., in late pe- 
riods, leads mean within-period prices to approach the competitive price level. But 

12 See the chapter in this Handbook on climate change by Charles Kolstad and Michael Toman. 
13 This was explicitly tested for the monopoly case only. See Carldn (forthcoming) for a test with similar 
results for a monopsony case. 
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what they do confirm is the important prediction that - regardless of repetition - f i n a l  

within-period prices and efficiency in double auctions tend to approach the competitive 
level, even if early within-period prices do not. The tests show, first, that efficiency in 
monopoly/monospony sessions is essentially as high (0.89-0.92) as in the competitive 
sessions. Second, f inal  prices in each period, e.g., either an early period or a late one, 
approach the competitive price, although mean prices for the monopoly (monopsony) 
within each period remain above (below) that level. Moreover, prices tend to converge 
from below in monopsony cases and from above in monopoly cases. 14 

To sum up, the experimental evidence seems to imply that market power in double 
auctions manifests itself not as making the market inefficient, but as providing agents 
with more than their competitive share of the joint profits or social surplus. Experimental 
studies concerning market power in the context of international emissions trading are 
presented later, in Section 5.3. 

4.2. Marke t  p o w e r  in vertical markets 

Theoretical work by Misolek and Elder (1989) shows how market power can be used by 
a large firm that competes with a given set of small firms in an emissions permit market 
as well as in a market for a commodity, the production of which requires such permits. 
By hoarding permits the large firm may abstain from maximizing profits in the permit 
market, but by doing so it could increase the costs for its competitors in the product 
market and hence maximize its total profits. The increased distortion in the product 
market that follows from this so-called exclusionary manipulation (EM) may outweigh 
the aggregate trade gains achieved on the permit market. If so, tradable permits would 
emerge as a less efficient system than non-tradable permits, other things equal. 

Godby (2000) tests EM experimentally for the case where permit trading is governed 
by double-auction rules and where permit and product markets are taken to operate 
sequentially. In the EM sessions the product was sold on a uniform-price call market. 
In the control sessions the product price was held fixed in order to eliminate the vertical 
relation between the two markets. The results show substantially lower efficiency in 
sessions where EM is possible. This seems to indicate that market power in the form of 
EM causes efficiency losses even when emissions trading is governed by double-auction 
rules. 

Moreover, in a number of the Godby (2000) sessions, the aggregate trade gains were 
negative, implying that command and control would be Pareto superior. However, the 
robustness of these results must be checked, in particular with respect to two assump- 
tions made. A special characteristic of this study that may have contributed to the results 

14 It should be noted that differences in convergence patterns that have been observed in competitive experi- 
mental markets seem to reflect differences in relative aggregate consumer and producer surpluses [Smith and 
Williams (1982)]. Thus, if the aggregate consumer surplus exceeded the aggregate producer surplus, prices 
tended to converge from above, and vice versa. What remains of such influences when the market is not fully 
competitive is not taken into consideration here. 
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obtained is that the subject with market power was given complete information about the 
cost-schedules of  its competitors, while subjects representing small firms only were in- 
formed about their own costs. Is this high degree of  asymmetric information a generally 
valid reflection of  real-world conditions? Furthermore, the cost schedules for subjects 
representing the small firms were changed during the experiment but were not changed 
for the subject representing the firm with market power. Thus, the small firms subjects 
may well have expected that the aggregate market conditions also would change during 
the experiment. 

In any event, this evidence of  exclusionary manipulation may apply to the case where 
the dominant seller and the fringe of small competitors is replaced by a situation where 
some firms have been grandfathered permits and others - new firms or rapidly expand- 
ing firms - demand permits that must come from their competitors. It has long been 
suspected that, in certain permit markets, firms do not offer their surplus permits for 
sale in order to avoid helping competitors enter the market or expand their operations. 
This is another interpretation of  the market responses that have been observed in some 
of the experiments. But, if, contrary to the experimental design employed, a dominant 
firm or tacitly colluding firms do not have any clear vision of their (new) competitors' 
cost functions and strategy choices, they would not be in a position to fine-tune their 
permit sales policy; instead, the party who wants to use its market power may simply 
decide to refrain from offering its permit surplus at 'any '  current bid price. 

In the particular case of domestic carbon emissions trading across sectors, which is 
under consideration in a number of  countries, exclusionary manipulation is hardly rele- 
vant. I f  permit liability is placed at the upstream level, i.e., on producers and importers 
of  fossil fuels, market power in the permit market may be conceivable in some coun- 
tries. But even so, given the many different uses of  fossil fuels downstream, it seems 
unusual that a firm with market power in the permit market would also have market 
power in any product market with the same set of  competitors. The same is true, when 
we now turn to discuss experiments concerning international carbon emissions trading. 

5. Experiments with international emissions trading 

Experimental economics has been used to test the implications of international emis- 
sions trading, a policy instrument proposed for combating, among other things, the risk 
of global warming. This risk derives from the emissions of  so-called greenhouse gases, 
primarily carbon dioxide.15 The experimental work started before any clear indications 
existed that an international treaty to control these emissions would include a system of 
tradable carbon emissions quotas. 16 In late 1996, about a year before the Kyoto Proto- 

15 Chapter 1 (by Bert Bolin) reviews the science of climate change, while the chapter by Charles Kolstad and 
Michael Tornan reviews the economics. 
16 In line with the linguistic convention used in the International Panel on Climate Change (1995), the term 
tradable quotas is here used for emissions trading among countries while the term tradable permits are re- 
served for domestic emissions trading. 
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col to the Framework Convention of Climate Change, UN FCCC (1997), was signed, 
the US government proposed that international emissions trading should be part of such 
a treaty. However, up to that point in time, governments in most other countries had 
been clearly opposed to using this instrument. This is the background to two of the tests 
reported below. 

5.1. Gains from international emissions trading 

In 1996, an experiment was carried out to test the performance of a tradable carbon 
emissions quota market [Bohm (1999)]. A particular purpose of this test was to use a 
design that could be more successful in attracting the interest of policy makers than the 
standard laboratory test with student subjects might be. Thus, an attempt was made to 
make this test as field-like as possible. 

The governments of Denmark, Finland, Norway and Sweden had been generally in 
favor of international commitments to reduce carbon emissions. Since the beginning of 
the 1990s, they had all undertaken unilateral measures to cut back carbon emissions 
by introducing carbon-dioxide taxes. In 1996, their Energy Ministries agreed to let an 
experiment be carried out in which it was assumed that their respective countries' gov- 
ernments had accepted (a) to stay within their 1990 carbon dioxide emission levels for 
the year 2000 (a recommended UN FCCC target from 1992) and (b) to trade emission 
reductions with respect to that year among themselves. Given the countries' existing 
use of carbon dioxide taxes, the basic instrument for adjusting the emissions in each of 
the four countries was taken to be to change their respective carbon dioxide tax rates. 
Thus, the test referred to a case of government emissions trading and not to a case where 
the participating countries had allocated their national quotas to domestic permit-liable 
entities to whom all trade, international as well as domestic, would be delegated. 

In the experiment, the four governments were represented by negotiating teams of rel- 
evant public officials and experts, appointed by the countries' energy ministries. Since 
the ministries deemed it likely that, in a case of real trade negotiations, their govern- 
ments would prefer to negotiate bilaterally, this trade design (with communication by 
fax) was used in the experiment. The incentive mechanism used was that the negotiat- 
ing teams, prior to the negotiations, would deposit their trade-relevant social emission 
reduction cost functions so that, after the negotiations were completed, an appointed 
group of international experts could evaluate the attained share of their respective feasi- 
ble competitive trade gains and then publish this evaluation of the teams' performance. 
Experts from the four countries had for some years up to 1996 exchanged information 
about their countries' technical abatement options and marginal technical abatement 
costs for the year 2000, i.e., the costs incurred before political considerations of employ- 
ment and income distribution effects are taken into account. Hence, the trader teams had 
some cost information about one another, to an extent similar to what countries consid- 
ering to participate in real-world emissions trading can be expected to have collected 
before they would feel ready to engage in any such trading. 
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As it turned out, the four countries were almost equally capable of reaping the 
profits that perfectly competitive behavior would have implied. The results of the 
test revealed a trade volume of more than one third of the countries' required aggre- 
gate emission reductions. This trade reduced aggregate costs by almost 50 percent. 
The efficiency of the trade amounted to 97 percent of the maximum aggregate trade 
gains. 

Since this was a one-shot test, where the results may have been influenced by chance 
events, it may be noted that a preceding set of eleven pilot tests, conducted with Ph.D. 
students in economics and using monetary rewards, gave quite similar results, 87-99 
percent efficiency. See Bohm and Carl6n (1999). 

5.2. Comparing bilateral trading and double auction 

Hizen and Saijo (2001) report a set of greenhouse-gas (GHG) emissions trading ex- 
periments investigating the effect of disclosure vs closure of the trade-relevant (social) 
marginal abatement cost curves as well as disclosure vs closure of the contracted prices. 
This was done by comparing the results of bilateral trading and double auction trading 
(given that, by definition in the latter case, all bids, asks, and prices are common knowl- 
edge). Student subjects were used to represent the EU, Japan, Poland, Russia, Ukraine, 
and the US, although the subjects were not informed about the identity of their repre- 
sentation. Trading was supported by the provision of monetary incentives, averaging 
some $30 (1998 US dollars) for sessions of less than 60 minutes. 

The main findings were: 
(1) Efficiency was high, mostly 99 percent, for both bilateral trading and double 

auctions, which means that marginal abatement costs were equalized in both in- 
stitutions. This is in line with the bilateral trading result in Bohm (1999), but it 
is still a striking result, given the conventional wisdom that bilateral trading is 
expected to be less efficient than double auctions. 

(2) Contracted prices roughly converged to the competitive equilibrium price in the 
double auction experiment, but not in the case of bilateral trading. Also, price 
variance as well as the number of bids and asks were smaller in the double auction 
institution. 

(3) Efficiency was high regardless of whether all relevant information was private or 
common. Thus, information about abatement costs and/or contracted prices did 
not improve efficiency, nor was it found to influence the extent to which prices 
converged to the competitive level. 

In another experiment, Soeberg (2000) studied double auctions among seven coun- 
tries which traded emissions during five periods. The main purpose was to investigate 
(a) to what extent quota prices are influenced by an expected market-clearing price, as- 
sumed to be commonly known, and (b) to what extent quota prices converge to the true 
equilibrium price, which is affected by the traders' uncertain marginal abatement costs. 
Soeberg found that the expected price emerges as a focal point on which the bulk of 
quota prices are keyed in spite of the uncertainty of quota demand and supply. The ef- 
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ficiency attained in Soeberg's emissions trading experiment agrees with those in Bohm 
and Carldn (1999), Bohm (1999), and Hizen and Saijo (2001), which all suggest that ef- 
ficiency would likely be high in international emissions trading even with only a limited 
number of (government) traders. 

5.3. Market power in international emissions trading 

The role of market power has been investigated in two studies with special reference 
to international GHG emissions trading. Both relate to a case where the US would be 
a dominant buyer. This case has been placed in focus, e.g., by countries that have criti- 
cized the use of an international tradable quotas for being a policy advocated by the US 
and one that would benefit that country. 

In the tests by Hizen and Saijo, just referred to, the assumed marginal abatement 
cost curves used for the six traders were such that one country emerged as being able 
to exercise market power, the US. At prices around the competitive level, US demand 
was approximately equal to the demand by the other two net buyers, the EU and Japan. 
Although Russia was at least equally dominant on the seller side, the stepwise rising 
marginal abatement cost curve happened to be such that subjects in that role found 
themselves unable to exercise market power in the sense of a meaningful withholding 
of supply. 

Although the authors caution the reader that their test may not be ideally suited for 
investigating the role of market power, some observations in that regard could be made. 
As it turned out, subjects representing the buyer with market power did not withhold 
demand in the bilateral trading experiment. In the double auction case, such subjects 
earned larger profits than they would have at the uniform price of a competitive equi- 
librium. Then, recalling the earlier discussion of market power in double-auction insti- 
tutions and the fact that efficiency in the Hizen and Saijo test was close to 100 percent, 
we observe once again an example of double auctions where a dominant (although now 
not monopsonistic) buyer succeeds in trading early at prices below the competitive level 
while ending up trading at that level. 

Carl6n (forthcoming) tested the effects that large countries may have on the outcome 
of international carbon emissions trading when the trading mechanism is a double auc- 
tion. The test environment mimicked a case in which the US, Japan, and ten EU coun- 
tries engage in such trading while approaching the end of a Kyoto-like commitment 
period. This is the crucial period for finalizing the participating countries' net emissions 
trading. It is also the time at which uncertainty and information asymmetries are likely 
to be small. The assumed market structure at the end of the commitment period was 
such that, in a perfectly competitive market, the US would emerge as a clearly domi- 
nant buyer and purchase as much as 90 percent of the available supply. Thus, Carl6n 
used a test case with an a priori much stronger potential for market power than in the 
Hizen and Saijo experiment. 

A crucial assumption in Carldn's experiment was that, given the likely significant val- 
ues at stake in real-world international trading of this kind, the participating countries 
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would have strong incentives to gather information about the other countries' marginal 
abatement costs even before any trade starts. As already indicated, approximately reli- 
able information is particularly likely to be available at the time when the commitment 
period draws to a close, and may be taken to be roughly common to all the participat- 
ing countries at that stage. (In the experiment, this situation was implemented so that 
all traders obtained information about the expected marginal abatement cost functions 
for all countries, but were told that actual costs could deviate from these data, to an 
extent known only by the individual trader concerned.) In particular, this means that 
they would have more or less common expectations of  a competitive price level for the 
market. Given the incentives that experienced professional traders are likely to have in a 
double-auction market, 17 final prices could be expected to approach the vicinity of that 
commonly known price level. Given that prediction, the hypothesis in Carlrn was that, 
in this particular case of  market power on the buyer side of  the market, sellers would 
hesitate to accept low bids in early trading and would force buyers to accept prices close 
to the competitive level as the deadline moved closer. 

Incentive payoffs to subjects as a percent of  their trade gains achieved ranged from 
$0.3 to $250 for the three-hour test. The efficiency attained ranged between 78 and 99 
percent in the first trading period. It increased to 96-100 percent in the second trading 
period, where new cost data and a different competitive price now were relevant. Four 
out of  eight price paths were flat and close to the competitive price level; three of these 
four occurred in the second period. The other four price paths revealed a price conver- 
gence from below, thus benefiting early buyers. During the first period the buyer with 
market power obtained profit shares clearly above the share (s)he would have obtained 
had the market been competitive, 45-107 percent as compared to 31 percent. In the 
second period, this difference was smaller, 43-64 percent as compared to 42 percent.IS 

The results of  these two tests seem to suggest that double auctions - an emissions ex- 
change - would produce results close to efficiency in environments structured to reflect 
international emissions trading. However, dominant traders, here buyers, attained prof- 
its above the competitive level. Still, in the study with assumed real-world-like common 
expectations of  final prices (i.e., the one by Carlrn), there was a tendency for subjects in 
a second trading period to trade constantly at prices close to the competitive price level. 

5.4. Attracting countries to participate in international emissions trading 

An important difference between domestic tradable permit systems and international 
(GHG) tradable quota systems is that participation is mandatory only in the former 

17 It is often argued that government emissions trading would be run by incompetent bureaucrats and there- 
fore bear no resemblance to professional profit-motivated trading activities. Although such government fail- 
ures are possible, the reason remains unclear why a government in an open democratic society would not hire 
professional traders to join its trading team. 
18 To avoid giving market power a poor representation, the US trader subjects were selected from a group of 
experienced and previously highly successful Ph.D. student traders. 



Ch. 10: Experimental Evaluations of Policy Instruments 455 

case. A country may find that its expected net costs of accepting a tradable-quota treaty 
proposal may be too high and therefore abstain from joining. In the context of treaties 
like the Kyoto Protocol, a distinction needs to be made between rich and poor countries; 
rich countries will have to accept that strictly positive costs will arise (although they may 
find them too high), while poor countries can be assumed to be unwilling to accept any 
(early) commitment to a treaty that would imply a positive cost to them. 

In the first half of the 1990s, as already pointed out, there was a broad consensus 
among spokesmen for a large number of countries that treaties involving international 
emissions trading would not be acceptable. There were a number of indications that part 
of the reason for this was a poor understanding of the properties of emissions trading. 
In early 1996, a study was undertaken that tried to investigate whether governments 
would remain as negative towards international climate-change policy in the form of a 
tradable-quota treaty when more information about its properties was provided [Bohm 
(1999)]. If  the study design was sufficiently convincing to attract the attention of real- 
world policy negotiators, the results could contribute to raising their awareness of the 
potential advantages of this policy option. 

For such an inquiry to have a chance to be informative, the proposed treaty would 
have to be credible and possible to interpret as 'fair' in the sense stated above. Specifi- 
cally, it was taken as given that rich countries would share the treaty costs in proportion 
to their GDP, while poor countries would be kept fully compensated. Moreover, subjects 
would have to be informed in some considerable detail about the relevant policy issues 
and policy options and about the proposed treaty. 

Before proceeding, it should be acknowledged that this kind of test bore little re- 
semblance to traditional work in experimental economics. One reason is that the use of 
a standard experimental design, although conceivable, would hardly be successful, in 
particular because of a shortage of suitable subjects. But the endeavor to identify an ap- 
proachable competent subject pool and a relevant incentive instrument, to which we now 
turn, had crucial similarities with the challenges of ambitious economic experiments. 

Here, as in Bohm (1999), the relevance of the results would turn on the qualifications 
of the subjects and the appropriateness of the incentives presented to them. The subjects 
chosen were high-level diplomats in the service of one country (Sweden), each of whom 
had recently been stationed in one of a set of selected countries, which they had now 
left, and which they would now be asked to represent. Crucial for this test was that it was 
sanctioned by the Swedish State Department, where a chief official (No. 3 in command) 
asked the 29 participating diplomats (24 of whom were ambassadors) to respond to 
the questions posed to them. The subjects' identities would not be revealed to anyone 
outside the Department. But since the responses were available for scrutiny by the chief 
official and others inside the Department, the responses could be peer reviewed. This 
was taken to provide an incentive for the subjects to consider the questions carefully 
before responding. 

Each participant was asked whether 'his/her' government, as (s)he perceived the gov- 
ernment's policies 'today' (1996), would accept or reject the treaty proposed at a realis- 
tic date 'tomorrow' (2005). As it turned out, 17 of the 29 respondents - 8 of the 12 'rep- 
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resentatives' for rich countries and 9 of the 17 'representatives' for non-rich countries 
- said they believed that their countries' governments would accept the proposal. These 
indications, taken at face value, differed substantially from the impression given by the 
opposition to international emissions trading at the time. Given that the incentives for 
subjects to carefully consider the issues before responding and noting that experienced 
diplomats would hardly say "yes", if not convinced that "yes" was an appropriate an- 
swer, a possible interpretation of the results was that the tradable-quota solution should 
not be excluded as an international climate change policy. This interpretation may seem 
to have been confirmed some 18 months later when a version of such a treaty (here, 
without any developing countries committed to tradable emissions quotas) was signed 
by a large number of countries at Kyoto. 

In another study, Bohm and Carldn (2002) analyzed cost-effective ways to attract 
poor countries to participate in international emissions trading, e.g., by enrolling them 
as Annex B countries in the Kyoto Protocol. Again, it was assumed that poor countries 
needed to be fully compensated. Moreover, it was assumed that the industrial countries, 
already included in Annex B, would need to reduce their emissions quotas to avoid 
benefiting from the quota-price reduction caused by the participation of poor countries. 
An experiment was conducted with graduate students in economics acting in the make- 
believe role of consultants to a developing country, earning a share of the overall gains 
from the country's participation in emissions trading. Subjects were asked to state their 
minimum compensations in terms of (a) an emissions quota and (b) a financial trans- 
fer in addition to a given small quota. The incentives of a Becker-DeGroot-Marschak 
mechanism were provided for demand revelation. 

The results indicated that, if the two options were designed to be equally costly for the 
industrial countries, risk-averse new trader countries would prefer the financial trans- 
fer option. The implied increase in cost-effectiveness could be shared between the two 
groups of countries, of course. Even so, there is the political problem that actual use of 
financial transfers might be blocked by industrial countries' possible aversion to com- 
mitments involving financial transfers instead of only emissions quotas. 

6. Concluding remarks 

Experimental economics still has several methodological issues to come to grips with, 
such as the relevance of alternative subject pools and the incentive levels appropriate 
for the study purpose. In that respect, experimental analyses of environmental policy 
issues probably do not differ from those of other economic topics. However, in spite of 
such unsettled methodological problems, there is no doubt that experimental studies of 
the type reviewed here have contributed to a better understanding of the implications of 
various environmental policy instruments. An example that has dominated the review 
is the contribution of experiments to a significantly increased insight into emissions 
trading and the importance of the design selected for such trading - an example of the 
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oft-quoted primary contribution of general experimental economics that "institutions 

matter". 
We have seen that experiments indicate that permit futures and permit banking in- 

crease efficiency and reduce price volatility, respectively. Market power on emissions 
exchanges for permit or quota trading has in a large set of experimental studies turned 
out not to cause losses of efficiency but it has not, in general, avoided the generation 
of profits to market-power agents in excess of those under competition. Moreover, ex- 
periments or experiment-like studies have indicated that international GHG emissions 
trading promotes cost-effectiveness. 

We have also seen that a number of theoretical propositions have been given support 
by experimental evidence. This was true, inter alia, with respect to the Coase theo- 
rem, the cost-effectiveness of market-based instruments, and the critique of the US EPA 
auction design. 

As much as the reverse is true, in certain respects studies of issues concerning en- 
vironmental policy would seem to be equally relevant for other topics in economics. 
This may be seen to have manifested itself by the explicit methodological choice in 
many experiments to avoid the exposure of subjects to specific contexts in favor of a 
more generally defined, 'context-free' issue. For example, several 'emissions trading' 
experiments have been presented as trading in an unspecified commodity. The laudable 
ambition behind this choice is to avoid having the subjects' decisions distorted by idio- 
syncrasies that a specific issue may evoke and to allow them to focus on the relevant 
principles involved. 

The context of 'the environment' or environmental policy provides a pertinent illus- 
tration of this type of consideration. If subjects turn out to question the relevance of 
environmental concerns, their participation in an experiment with explicit reference to 
that context may not appropriately serve the objective of the test. Or if the subjects were 
recently exposed to the news of an environmental disaster, their responses may not be 
relevant for the purpose of the experiment in which they participate. 

However, there is another side of this coin. What happens to the subjects' behavior 
when they are exposed to something 'context-free' that may seem nonsensical or for 
which they explicitly or implicitly try to imagine a real-world illustration (possibly false 
or even counterproductive), or behind which they feel there must lie an issue that is 
intentionally being concealed from them? We do not know to what extent such noise 
exists, and we know even less what effect it might have or whether its distortionary 
effects are more serious than those of the noise discussed in the preceding paragraph. 19 

A crucial aspect of all experimental activity is that results are preliminary unless 
sufficient replication has been achieved. Little of that has yet been accomplished in ex- 
perimental economics. One reason may be, of course, that it becomes boring to engage 
in replications of earlier studies given all the alternative new topics that could be tested 
instead. But, to check the robustness of experimental results, it may matter less if the 

19 For a discussion of this issue, see Loewenstein (1999), Loomes (1999) and Bohm (2002). 
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same abstract issue is replicated or if a large number of tests that are similar in principle, 
but different in context, are carried out. The topic area of the experiments presented in 
this chapter may be suitable for a closer investigation of this methodological issue. To 
design and run a large number of experiments investigating policy choices for different 
specific real-world environmental policy contexts could lay bare general principles as 
well as provide information about specific current policy issues. This would have addi- 
tional benefits in that it would provide tentative results to policy makers who have an 
interest only in the applications. 
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Abstract 

Environmental policy discussions increasingly focus on issues related to technological 
change. This is partly because the environmental consequences of social activity are fre- 
quently affected by the rate and direction of technological change, and partly because 
environmental policy interventions can themselves create constraints and incentives that 
have significant effects on the path of technological progress. This chapter summarizes 
current thinking on technological change in the broader economics literature, surveys 
the growing economic literature on the interaction between technology and the environ- 
ment, and explores the normative implications of these analyses. We begin with a brief 
overview of the economics of technological change, and then examine theory and em- 
pirical evidence on invention, innovation, and diffusion and the related literature on the 
effects of environmental policy on the creation of new, environmentally friendly tech- 
nology. We conclude with suggestions for further research on technological change and 
the environment. 
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1. Introduction 

In the last decade, discussions of environmental economics and policy have become 
increasingly permeated by issues related to technological change. An understanding of 
the process of technological change is important for two broad reasons. First, the envi- 
ronmental impact of social and economic activity is profoundly affected by the rate and 
direction of technological change. New technologies may create or facilitate increased 
pollution, or may mitigate or replace existing polluting activities. Further, because many 
environmental problems and policy responses thereto are evaluated over time horizons 
of decades or centuries, the cumulative impact of technological changes is likely to be 
large. Indeed, uncertainty about the future rate and direction of technological change is 
often an important sensitivity in "baseline" forecasts of the severity of environmental 
problems. In global climate change modeling, for example, different assumptions about 
autonomous improvements in energy efficiency are often the single largest source of 
difference among predictions of the cost of achieving given policy objectives [Weyant 
(1993), Energy Modeling Forum (1996)]. 

Second, environmental policy interventions themselves create new constraints and 
incentives that affect the process of technological change. These induced effects of en- 
vironmental policy on technology may have substantial implications for the normative 
analysis of policy decisions. They may have quantitatively important consequences in 
the context of cost-benefit or cost-effectiveness analyses of such policies. They may 
also have broader implications for welfare analyses, because the process of technologi- 
cal change is characterized by externalities and market failures with important welfare 
consequences beyond those associated with environmental issues. 

Our goals in this chapter are to summarize for environmental economists current 
thinking on technological change in the broader economics literature; to survey the 
growing literature on the interaction between technology and the environment; and to 
explore the normative implications of these analyses. This is a large task, inevitably 
requiring unfortunate but necessary omissions. In particular, we confine ourselves to 
the relationship between technology and problems of environmental pollution, leaving 
aside a large literature on technological change in agriculture and natural resources more 
broadly. 1 Because of the significant environmental implications of fossil fuel combus- 
tion, we include in our review some of the relevant literature on technological change 
and energy use. 2 

Section 2 provides a brief overview of the general literature on the economics of 
technological change. It is intended less as a true survey than as a checklist of issues 

1 See the recent surveys by Sunding and Zilberman (2000) and Ruttan (2000). 
2 Because our focus is technological change, we also exclude the growing literature on political and policy 
innovation and the evolution of social norms. See Chapters 8 ("The Political Economy of Environmental 
Policy") and 3 ("Property Rights, Public Goods, and the Environment"). 
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that the interested reader can use to find entry points into the literature. 3 Section 3 dis- 
cusses invention and innovation, including the idea of "induced innovation" whereby 
environmental policy can stimulate the creation of new environmentally friendly tech- 
nology. Section 4 focuses on issues related to technology diffusion. Section 5 provides 
concluding observations and suggestions for future research. 

2. Fundamental concepts in the economics of technological change 

The literature pertaining to the economics of technological change is large and diverse. 
Major sub-areas (with references to surveys related to those areas) include: the theory 
of incentives for research and development ]Tirole (1988 ), Reinganum (1989), Geroski 
(1995)]; the measurement of innovative inputs and outputs [Griliches (1984, 1998)]; 
analysis and measurement of externalities resulting from the research process [Griliches 
(1992), Jaffe (1998a)]; the measurement and analysis of productivity growth [Jorgen- 
son (1990), Griliches (1998), Jorgenson and Stiroh (2000)]; diffusion of new technol- 
ogy [Karshenas and Stoneman (1995), Geroski (2000)]; the effect of market structure 
on innovation [Scherer (1986), Sutton (1998)]; market failures related to innovation and 
appropriate policy responses [Martin and Scott (2000)]; the economic effects of publicly 
funded research [David, Hall and Toole (2000)]; the economic effects of the patent sys- 
tem [Jaffe (2000)]; and the role of technological change in endogenous macroeconomic 
growth [Romer (1994), Grossman and Helpman (1994)]. In this section, we present a 
selective overview designed to provide entry points into this large literature. 

2.1. Schumpeter and the gale of creative destruction 

The modern theory of the process of technological change can be traced to the ideas 
of Josef Schumpeter (1942), who saw innovation as the hallmark of the modem capi- 
talist system. Entrepreneurs, enticed by the vision of the temporary market power that 
a successful new product or process could offer, continually introduce such products. 
They may enjoy excess profits for some period of time, until they are displaced by sub- 
sequent successful innovators, in a continuing process that Schumpeter called "creative 
destruction". 

Schumpeter distinguished three steps or stages in the process by which a new, supe- 
rior technology permeates the marketplace. Invention constitutes the first development 
of a scientifically or technically new product or process. 4 Inventions may be patented, 

3 For surveys of other aspects of the economics of technological change, see Solow (1999) on neoclassical 
growth theory, Grossman and Helpman (1995) on technology and trade, Evenson (1995) on technology and 
development, and Reinganum (1989) on industrial organization theory of innovation and diffusion. 
4 The Schumpeterian "trichotomy" focuses on the commercial aspects of technological change. As discussed 
in Section 3.1.2 below, the public sector also plays an important role. In addition, a non-trivial amount of 
basic research - which one might  think of as prior even to the invention stage - is carried out by private firms 

[Rosenberg (1990)]_ 
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t h o u g h  m a n y  are not .  E i t h e r  way,  m o s t  i n v e n t i o n s  n e v e r  ac tua l ly  deve lop  in to  an  innova- 
tion, w h i c h  is a c c o m p l i s h e d  on ly  w h e n  the  new  p r o d u c t  or  p roces s  is c o m m e r c i a l i z e d ,  

tha t  is, m a d e  ava i l ab le  on  the  marke t .  5 A f i rm can  i nnova t e  w i t h o u t  ever  inven t ing ,  i f  

i t  ident i f ies  a p r ev ious ly  ex i s t ing  t e chn i ca l  idea  tha t  was  n e v e r  c o m m e r c i a l i z e d ,  and  

b r ings  a p r o d u c t  or  p roces s  b a s e d  on  tha t  idea  to marke t .  T h e  i nven t ion  and  innova -  

t ion  s tages  are ca r r i ed  ou t  p r imar i ly  in  pr iva te  f i rms t h r o u g h  a p roces s  tha t  is b r o a d l y  

cha rac t e r i zed  as " r e sea rch  and  d e v e l o p m e n t "  (R&D) .  6 Final ly,  a success fu l  i n n o v a t i o n  

g radua l ly  c o m e s  to b e  w ide ly  ava i l ab le  for  use  in  r e l evan t  app l i ca t ions  t h r o u g h  adop-  

t ion  b y  f i rms or  ind iv idua ls ,  a p roces s  l abe l ed  diffusion. T h e  c u m u l a t i v e  e c o n o m i c  or 

e n v i r o n m e n t a l  i m p a c t  of  n e w  t e c h n o l o g y  resul t s  f r o m  all th ree  o f  these  stages,  7 w h i c h  

we  re fe r  to co l lec t ive ly  as the  p rocess  o f  t e c h n o l o g i c a l  change .  

2.2. Production functions, productivity growth, and biased technological change 

T h e  m e a s u r e m e n t  o f  the  ra te  and  d i r ec t ion  o f  t e c h n o l o g i c a l  c h a n g e  res ts  f u n d a m e n t a l l y  

o n  the  c o n c e p t  o f  the  t r a n s f o r m a t i o n  func t ion ,  

T(Y, I, t) <~ O, (1) 

w h e r e  Y rep resen t s  a vec to r  of  outputs ,  I r ep resen t s  a vec to r  o f  inputs ,  and  t is t ime.  

E q u a t i o n  (1) desc r ibes  a p r o d u c t i o n  poss ib i l i ty  f ront ier ,  tha t  is, a set  o f  c o m b i n a t i o n s  o f  

inpu t s  and  ou tpu ts  tha t  are t e chn ica l l y  f eas ib le  at  a po in t  in  t ime.  T e c h n o l o g i c a l  c h a n g e  

is r ep r e sen t ed  b y  m o v e m e n t  of  this  f ron t ie r  tha t  m a k e s  it pos s ib l e  ove r  t ime  to use  g iven  

inpu t  vec to r s  to p r o d u c e  ou tpu t  vec to r s  tha t  we re  no t  p r ev ious ly  feasible .  

5 More precisely, an invention may form the basis of a technological innovation. Economically important 
innovations need not be based on new technology, but can be new organizational or managerial forms, new 
marketing methods, and so forth. In this chapter, we use the word innovation as short-hand for the more 
precise technological innovation. 
6 Data regarding R&D expenditures of firms are available from the financial statements of publicly traded 
firms, if the expenditure is deemed "material" by the firm's auditors, or if the firm chooses for strategic 
reasons to report the expenditure [Bound et al. (1984)]. In the United States, the government carries out 
a "census" of R&D activity, and reports totals for broad industry groups [National Science Board (1998)]. 
Many industrialized countries now collect similar statistics, which are available through the Organization of 
Economic Cooperation and Development [OECD (2000)]. 
7 Typically, for there to be environmental impacts of a new technology, a fourth step is required - utilization, 
but that is not part of the process of technological change per se. Thus, for example, a new type of hybrid 
motor vehicle engine might be invented, which emits fewer pollutants per mile; the same or another firm 
might commercialize this engine and place the innovation in new cars available for purchase on the market; 
individuals might purchase (or adopt) these cars, leading to diffusion of the new technology; and finally, by 
driving these cars instead of others (utilization), aggregate pollutant emissions might be reduced. Conversely, 
if higher efficiency and the resulting reduced marginal cost causes users to increase utilization, then the 
emissions reduction associated with higher efficiency may be partially or totally offset by higher utilization. 
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In most applications, separability and aggregation assumptions are made that make it 
possible to represent the economy's production technology with a production function, 

Y = f ( K ,  L,  E; t),  (2) 

where Y is now a scalar measure of aggregate output (for example, gross domestic prod- 
uct), and the list of inputs on the right-hand side of the production function can be made 
arbitrarily long. For illustrative purposes, we conceive of output as being made from a 
single composite of capital goods, K, a single composite of labor inputs, L, and a single 
composite of environmental inputs, E (for example, waste assimilation). Again, tech- 
nological change means that the relationship between these inputs and possible output 
levels changes over time. 

Logarithmic differentiation of Equation (2) with respect to time yields 

Yt = At q-/3Ltlt -k- ~Ktkt +/3Etet,  (3) 

in which lower case letters represent the percentage growth rates of the corresponding 
upper case variable; the/3's represent the corresponding logarithmic partial derivatives 
from Equation (2); and the t indicate that all quantities and parameters may change over 
time. 8 The term At corresponds to "neutral" technological change, in the sense that it 
represents the rate of growth of output if the growth rates of all inputs were zero. But the 
possibility that the/3's can change over time allows for "biased" technological change, 
that is, changes over time in relative productivity of the various inputs. 

Equations (2) and (3) are most easily interpreted in the case of process innovation, in 
which firms figure out more efficient ways to make existing products, allowing output to 
grow at a rate faster than inputs are growing. In principle, these equations also apply to 
product innovation. Y is a composite or aggregate output measure, in which the distinct 
outputs of the economy are each weighted by their relative value, as measured by their 
market price. Improved products will typically sell at a price premium, relative to lower 
quality products, meaning that their introduction will increase measured output even 
if the physical quantity of the new goods does not exceed the physical quantity of the 
old goods they replaced. In practice, however, product improvement will be included in 
measured productivity only to the extent that the price indices used to convert nominal 
GDP or other nominal output measures to real output measures are purged of the effects 
of product innovation. In general, official price indices and the corresponding real output 
measures achieve this objective only to a limited extent. 

On its face, Equation (3) says nothing about the source of the productivity improve- 
ment associated with the neutral technological change term, At. If, however, all inputs 
and outputs are properly measured, and inputs (including R&D) yield only normal in- 
vestment returns, then all endogenous contributions to output should be captured by 

8 This formulation can be considered a first-order approximation to an arbitrary functional form for Equa- 
tion (2). Higher-order approximations can also be implemented. 
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returns to inputs, and there should be no "residual" difference between the weighted 
growth rates of inputs and the growth rate of output. The observation that the resid- 
ual has been typically positive is therefore interpreted as evidence of some source of 
exogenous technological change. 9 

There is now a large literature on the measurement and explanation of the produc- 
tivity residual. There are two basic approaches to the measurement of productivity. The 
"growth accounting" approach relies on neoclassical production theory under constant 
returns to scale for the proposition that the 13's in Equation (3) are equal to the cor- 
responding factor shares, and thereby calculates the At as an arithmetic residual after 
share-weighted input growth rates are subtracted from the growth rate of output [Deni- 
son (1979), U.S. Bureau of Labor Statistics (2000)]. The "econometric" approach es- 
timates the parameters of Equation (3) from time series data and infers the magnitude 
of At as an econometric residual after the estimated effects of all measurable inputs on 
output have been allowed for [Jorgenson and Griliches (1967), Jorgenson and Stiroh 
(2000)]. In both of these approaches, much attention has focused on the difficulties 
of appropriately measuring both inputs and outputs [Jorgenson and Griliches (1967), 
Griliches (1994)]. This issue can be particularly problematic for the measurement of 
natural capital stocks, which can lead to bias in the productivity residual if they are 
ignored or mismeasured [see Dasgupta and M~iler (2000) and the chapter "National In- 
come Accounts and the Environment" in this volume)]. A particular focus has been 
understanding the slowdown in productivity growth in the 1970s and 1980s relative 
to the earlier postwar period, including the role played by rising energy prices in that 
slowdown [Berndt and Wood (1986), Jorgenson (1984)]. 

In many contexts, it is difficult to distinguish the effects of innovation and diffusion. 
We observe improvements in productivity (or other measures of performance) but do not 
have the underlying information necessary to separate such improvements into move- 
ments of the production frontier and movements of existing firms towards the frontier. 
A related issue, and one that is often significant for environment-related technological 
change, is that innovation can be undertaken either by the manufacturers or the users of 
industrial equipment. In the former case, the innovation must typically be embodied in 
new capital goods, and must then diffuse through the population of users via the pur- 
chase of these goods, in order to affect productivity or environmental performance. In 
the latter case, the innovation may take the form of changes in practices that are imple- 
mented with existing equipment. Alternatively, firms may develop new equipment for 
their own use, which they then may or may not undertake to sell to other firms. The 
fact that the locus of activity generating environment-related technological change can 

9 Fabricant (1954) was the first to observe that the growth of conventional inputs explained little of the 
observed growth in output in the twentieth century. This observation was elaborated by Abramowitz (1956), 
Kendrick (1956) and Solow (1957). The early writers were clear that the large "residual" of unexplained 
growth was "a measure of our ignorance" [Abramowitz (1956)] rather than a meaningful measure of the rate 
of technological progress. See Solow (1999) for a survey of neoclassical growth theory. 
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be supplying firms, using firms, or both, has important consequences for modeling the 
interaction of  technological change and environmental policy. 

The embodiment  of  new technology in new capital goods creates an ambiguity re- 
garding the role played by technology diffusion with respect to Equations (2) and (3). 
One interpretation is that these equations represent "best practice," that is, what the 
economy would produce i f  all innovations made to date had fully diffused. In this in- 
terpretation, innovation would drive technological change captured in Equation (3); the 
issue of  diffusion would then arise in the form of  the presence of  firms producing at 
points inside the production possibil i ty frontier. Frontier estimation techniques [Aigner 
and Schmidt (1980)] or data envelopment methods [Fare, Grosskopf  and Lovell  (1994)] 
would be needed to measure the extent to which such sub-frontier behavior is occur- 
ring. 10 Alternatively, one can assume that the users of  older equipment make optimal, 
informed decisions regarding when to scrap old machines and purchase newer ones 
that embody better technology. In this formulation, observed movements of  the frontier 
- measured technological  change - comprise the combined impacts of  the invention, 
innovation and diffusion processes. 

2.3. Technological change and endogenous economic growth 

In the last two decades there has emerged a large macroeconomic literature that builds 
on the above concepts to produce models of  overall economic growth based on techno- 
logical change [Romer (1990, 1994), Grossman and Helpman (1994), Solow (2000)]. In 
these models,  R&D is an endogenous equilibrium response to Schumpeterian profit in- 
centives. Spillovers associated with this R&D generate a form of dynamic increasing re- 
turns, which allows an economy endogenously investing in R&D to grow indefinitely.11 
This stands in contrast to the older neoclassical growth model, in which exogenous tech- 
nological  change, in the presence of  decreasing returns to investment in physical  capital, 
typical ly yields an economy that tends towards a steady state in which income per capita 
does not grow. 12 

Endogenous growth theory has p layed an important role in re-introducing techno- 
logical change - and the associated pol icy issues deriving from R&D market  failures 

10 Boyd and McClelland (1999) and Boyd and Pang (2000) employ data envelopment analysis to evaluate 
the potential for improvements at paper and glass plants that increase productivity and reduce pollution. 
11 It is also possible to generate such endogenous growth through human capital investment [Lucas (1988)]. 
12 Thus, in the literature, "endogenous technological change" and "induced technological change" refer to 
different concepts, even though the opposite of each is often described by the same phrase, that is, exoge- 
nous technological change. Endogenous technological change refers to the broad concept that technological 
change is the result of activities within the economic system, which are presumed to respond to the economic 
incentives of the system. Induced technological change refers to the more specific idea that changes in relative 
factor prices affect the rate and direction of innovation. In practice, papers that use the phrase "endogenous 
technological change" tend to focus on aggregate R&D expenditure and neutral technological change. Papers 
that used the phrase "induced technological change" or "induced innovation" tend to focus on the direction of 
R&D efforts and biases in technological change. 
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- into discussions about economic growth.13 Modeling growth as a process driven by 
the endogenous creation and diffusion of new technology ought to have implications 
for important environmental issues such as sustainable development and global climate 
change. Its policy utility has been limited, however, by its relative lack of empirical 
foundation, and by the difficulty of linking the macroeconomic endogenous growth 
models to the microeconomic foundations of technological innovation and diffusion 
[Caballero and Jaffe (1993), Aghion and Howitt (1998)]. This remains an important 
area for future research. 

3. Invention and innovation 

As discussed in the introduction, if the imposition of environmental requirements can 
stimulate invention and innovation that reduces the (static) cost of complying with those 
requirements, this has profound implications for both the setting of environmental pol- 
icy goals and the choice of policy instruments. Nonetheless, there has been some ten- 
dency to treat technology as a "black box" [Rosenberg (1982)]. For example, the pro- 
duction function/productivity growth paradigm described in Section 2 says little about 
what generates technological change. But following Schumpeter, there has been a line of 
theoretical and empirical analysis that has cast invention and innovation as a purposive 
economic activity, and has attempted to discern its determinants and effects. Milestones 
in this line of research are: Schmookler (1966), Mansfield (1968), Rosenberg (1982), 
Griliches (1984), Nelson and Winter (1982) and Scherer (1986). 14 

It is useful to identify two major strands of thought regarding the determinants of 
innovative activity. We call these two broad categories of modeling approaches the 
"induced innovation" approach and the "evolutionary" approach. 15 We now describe 
the induced innovation approach, while the evolutionary approach is discussed in Sec- 
tion 3.4. 

3.1. The induced innovation approach 

3.1.1. Neoclassical induced innovation 

The recognition that R&D is a profit-motivated investment activity leads to the hypoth- 
esis that the rate and direction of innovation are likely to respond to changes in relative 
prices. Since environmental policy implicitly or explicitly makes environmental inputs 

13 See, for example, Jones and Williams (1998), and the symposium on "New Growth Theory" in the Winter 
1994 issue of the Journal of Economic Perspectives. 
14 See also the survey by Thirtle and Ruttan (1987). 
15 In this section and Section 4, we focus separately on induced innovation and the economic forces driving 
diffusion. As noted above, however, the analytical distinction between innovation and diffusion is blurred in 
practice. 
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more expensive, the "induced innovation" hypothesis suggests an important pathway 
for the interaction of environmental policy and technology, and for the introduction of 
impacts on technological change as a criterion for evaluation of different policy instru- 
ments. 

The induced-innovation hypothesis was first articulated by Sir John Hicks: 

"a change in the relative prices of the factors of production is itself a spur to inven- 
tion, and to invention of a particular kind - directed to economizing the use of a 
factor which has become relatively expensive" [Hicks (1932, p. 124)]. 16 

Analysis of this hypothesis has a long and somewhat tortured history in economics. 
Early empirical work was largely confined to aggregate data, and focused primarily 
on questions such as whether historical cross-country differences in wage levels could 
explain the location of development of labor-saving inventions [Thirtle and Ruttan 
(1987)]. 

Hicks did not link the induced-innovation hypothesis in a formal way to the research 
process, or to profit-maximizing R&D decisions by firms. This link was formalized in 
the 1960s by Ahmad (1966) and Kamien and Schwartz (1968), and developed further 
by Binswanger (1974). Binswanger and Ruttan (1978) summarize this literature. The 
general approach is to postulate a "meta" production function according to which in- 
vesting in R&D changes the parameters of a production function such as Equation (2). 
Unfortunately, theoretical conclusions regarding the induced affect of changes in factor 
prices on the parameters of the production function are sensitive to the specification of 
the "meta" production function governing the research process. 

Although formulated in terms of the R&D decisions of firms, this theory is nonethe- 
less aggregate, because the result of the research process is change in the parameters of 
the aggregate production function. That is, "labor-saving" innovation in these models 
means a change in the parameters of Equation (2) that results in less labor being used. 
The model abstracts entirely from what kinds of new machines or processes might be 
yielding these changes. Further, because of the ambiguity described in Section 2.2 as to 
whether the production frontier does or does not encompass technology diffusion, there 
is really no distinction in these models between induced i n n o v a t i o n  and the effect of 
factor prices on the rate of technology d i f f u s i o n .  

A natural way to move the modeling of induced innovation to the microeconomic 
level is to recognize that factor-saving technological change comes about largely 
through the introduction of new capital goods that embody different input ratios. These 
input ratios can then be thought of as attributes or characteristics of the capital goods in 
the sense of Lancaster (197l). Thirtle and Ruttan (1987) provided a review of the non- 
environmental literature on induced innovation. Much of this work is in the agricultural 

16 Writing before Schumpeter, Hicks does not appear to use the word "invention" in the specific sense used 
by Schumpeter and adopted by later authors. Rather, Hicks uses it in a general sense encompassing both 
invention and irmovafion, as used today. 
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area in which excellent microdata has long provided fertile ground for empirical work 
on innovation and diffusion. 17 In general, available empirical analyses confirm that fac- 
tor price changes are associated with factor-saving technological change. 

3.1.2. Market  failures and policy responses 

Within the induced innovation approach, firms undertake an investment activity called 
"R&D" with the intention of  producing profitable new products and processes. Deci- 
sions regarding the magnitude and nature of  R&D activities are governed by firms' 
efforts to maximize their value, or, equivalently, to maximize the expected discounted 
present value of  cash flows. In some applications, the output of  R&D is explicitly mod- 
eled as "knowledge capital", an intangible asset that firms use together with other assets 
and other inputs to generate revenues. 18 

When viewed as an investment activity, R&D has important characteristics that dis- 
tinguish it from investment in equipment or other tangible assets. First, although the 
outcome of  any investment is uncertain to some extent, R&D investment appears to be 
qualitatively different. Not only is the variance of  the distribution of  expected returns 
much larger than for other investments, but much or even most of  the value may be 
associated with very low-probability but very high value outcomes [Scherer, Harhoff 
and Kukies (2000)]. This skewness in the distribution of  the outcomes of  the research 
process has important implications for modeling firms' R&D decision making [Scherer 
and Harhoff (2000)]. In addition, the asset produced by the R&D investment process 
is specialized, sunk and intangible, so that it cannot be mortgaged or used as collat- 
eral. The combination of  great uncertainty and intangible outcomes makes financing of 
research through capital market mechanisms much more difficult than for traditional 
investment. The difficulty of  securing financing for research from outside sources may 
lead to under-investment in research, particularly for small firms that have less internally 
generated cash and/or less access to financial markets. 

In addition to these financing difficulties, research investment differs from physical 
investment because the asset produced by the research process - new knowledge about 
how to make and do things - is difficult to exclude others from using. As first noted in 
the classic paper by Arrow (1962a), this means that the creator of  this asset will typically 
fail to appropriate all or perhaps most of  the social returns it generates. Much of  this 
social return will accrue as "spillovers" to competing firms, to downstream firms that 
purchase the innovator's products, or to consumers [Griliches (1979, 1992), Jaffe (1986, 
1998a)]. This "appropriability problem" is likely to lead to significant underinvestment 
by private firms in R&D, relative to the social optimum [Spence (1984)]. 19 

17 More recently, the availability of computerized firm-level data on R&D and patents has led to an increase 
in parallel analyses in the industrial sector. 
18 See Griliches (1979) for the seminal statement of this research approach. An example of a recent applica- 
tion measuring the knowledge capital of firms is Hall, Jaffe and Trajtenberg (2000). 
19 The recognition that the costs and benefits of R&D for the firm are affected by the appropriability problem 
and financing issues has led to a large literature on the effects of market structure on innovation. In the older 
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An important special case of the appropriability problem is created by "general pur- 
pose technologies" [Bresnahan and Trajtenberg (1995)]. GPTs are technologies that 
find use in many distinct application sectors within the economy, such as the electric 
motor, the steam engine, the internal combustion engine and now, the semiconductor 
and possibly the Internet. The development of such technologies increases the returns 
to R&D designed to incorporate them into the different applications sectors; develop- 

ment of such applications in turn increases the return to improving the GPT. Because of 
these dynamic feedback effects, GPTs may be an important factor in economic growth 

[Helpman (1998)]. The dynamic feedback between a GPT and its applications sectors 
also creates an important example of "path dependence", discussed in Section 4 be- 
low. With respect to the environment, whether the GPTs that drive a particular era are 
pollution-intensive or pollution-saving may have profound implications for the long- 
term environmental prognosis. 

As a profit-motivated activity, R&D investment decisions are governed by the cost 
of R&D and its expected return. Theory and evidence suggest that the most important 
factors affecting the optimal level of R&D are the after-tax cost of R&D [Hall and Van 
Reenen (2000)], the size of the market [S chmookler (1966)], technological opportunity 
[Rosenberg (1982)], and appropriability conditions [Jaffe (1988)]. Each of these varies 
intrinsically across time, markets, and technologies, and also is affected by government 

policy. In particular, patents and other forms of intellectual property are used by firms 
to overcome the appropriability problem, although the effect of these institutions on 
investment in R&D or inventive activity has not been clearly demonstrated empirically 

[Jaffe (2000), Cohen, Nelson and Walsh (2000)]. 
As noted above, both the appropriability problem and the possibility of capital mar- 

ket failures in the financing of R&D lead to a presumption that laissez-faire levels of 
investment in innovation will be too low from a social perspective. There is, however, 
an offsetting n e g a t i v e  externality that suggests that private R&D incentives may be t oo  

literature, it was argued that both these problems would be overcome more easily by large firms and/or firms 
operating in concentrated industries characterized by market power. From these observations, it was hypothe- 
sized that innovation comes disproportionately from large firms and concentrated industries. This conjecture 
is known as the "Schumpeterian Hypothesis". After much debate about what the Schumpeterian Hypothesis 
really means, the volume of evidence seems to show that: (1) much innovation comes from large firms in 
moderately concentrated industries, if only because much economic activity comes from such firms; (2) truly 
competitive industries (for example, construction) perform little R&D; (3) beyond minimal size and concen- 
tration, there is little evidence of any monotonic relationship between innovation intensity and either size or 
concentration; and (4) innovation and market structure interact dynamically in a way that is not captured by 
an alleged causal influence of firm size and market concentration on innovation. For an extensive survey of 
this literature, see Cohen and Levin (1989). More recently, a large game-theoretic literature related to strategic 
R&D incentives has emerged [surveyed by Reinganum (1989)]. This literature has two strands. One views 
R&D or other innovative activities in a context of continuous competition in which, for example, marginal 
R&D investments result in marginal cost reductions or product improvements [for example, Dasgupta and 
Stiglitz (1980a), Levin and Reiss (1988), Spence (1984)]. The other R&D theory literature focuses on patent 
races, where firms compete to be the first to achieve a specific innovation goal [for example, Dasgupta and 
Stiglitz (1980b), Reinganum (1982), Fudenberg et al. (1983)]. 
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great. R&D is a fixed cost that must, in equilibrium, be financed by the stream of quasi- 
rents it produces. The entry of another R&D competitor, or an increase in the R&D 
investment level of a competitor, reduces the expected quasi-rents earned by other R&D 
firms. This "rent-stealing" effect [Mankiw and Whinston (1986)] could, as a theoreti- 
cal matter, lead to over-investment in R&D. This is analogous to the over-fishing of an 
open-access fishery by a competitive fishing industry. 2° 

The empirical evidence suggests, however, that positive externalities associated with 
knowledge spillovers dominate the rent-stealing effect, leading to social rates of re- 
turn to R&D substantially in excess of the private rates of return [Griliches (1992)]. In 
practice, virtually all industrialized countries engage in policies designed to encourage 
investment in innovation [Guellec and van Pottelsberghe (2000), Mowery and Rosen- 
berg (1989)]. It is difficult to determine how well these policies do in moving R&D 
toward optimal levels. There is some evidence that social rates of return remain well 
above private levels [Griliches (1992), Jones and Williams (1998)], but there is also evi- 
dence that R&D subsidies drive up the wages of scientists enough to prevent significant 
increases in real R&D [Goolsbee (1998)]. This implies that the supply of scientists and 
engineers is relatively inelastic; whether such inelasticity could hold in the long run 
remains unresolved. 

Policy can try to increase social investment in R&D by engaging in R&D in the pub- 
lic (and/or nonprofit) sector, or by trying to reduce the after-tax cost of R&D for private 
firms. R&D in the public sector and in universities is an important, though declining 
component of the overall research effort in the U.S. and other developed nations. 21 The 
evidence on the effectiveness of public research is mixed, partly because of the diffi- 
culty of measuring the output of the basic research process [Jaffe (1998b)], and partially 
because of the difficulty of determining the extent of complementarity or substitutabil- 
ity between public research investment and private investment [David, Hall and Toole 
(2000)]. Examples of successful government technology development (as opposed to re- 
search) have been particularly few [Cohen and Noll (1991)]. Nonetheless, public R&D 
may well play a particularly important role with respect to environment-related science 
and technology, since the external social benefits of environmentally benign technology 
are unlikely to be fully captured by private innovators. 

20 There is also a dynamic analogue to the tension between spillovers and rent-stealing. Over time, innovation 
may become cumulatively easier because subsequent inventors "stand on the shoulders" of those who came 
before; or it may become harder, because the pool of potential inventions is "fished out". In the 1980s, there 
was considerable interest in the idea that "fishing out" of invention potential may explain the productivity 
slowdown of the 1970s [Evenson (1991)]. But the surge in patenting and productivity growth rates in the 
1990s has led to a fading of the fishing-out idea [Jaffe (2000)]. 
21 Research performed in government labs, universities and other non-profit institutions is currently about 
one-fourth of all research performed in the U.S., versus three-quarters performed in the for-profit sector. In 
addition, some of the research performed by firms is funded by public money; altogether, over one-third of all 
R&D is funded by public sources [National Science Board (1998)]. This estimate excludes the implicit public 
subsidy for private research represented by the Research and Experimentation Tax Credit. 
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Government pol icy affects the after-tax cost of  R&D via tax incentives [Hall and Van 
Reenen (2000)], 22 direct subsidies and grants for research [Klette, MCen and Griliches 
(2000), Trajtenberg (2000)], and also via educational policies that affect the supply 
of  scientists and engineers [Romer (2000)]. Public policies can affect the market  for 
new technologies via direct government purchase, subsidies for purchase or installation 
of  products incorporating particular technologies, [Stoneman (1987)], and also disin- 
centives against the adoption of  competing technologies (pollution fees, for example).  
Finally, policies can affect the extent to which firms can successfully appropriate the re- 
turns to their research, by establishing the institutional environment of  patent systems, 
employment  relations, and antitrust or other competi t ion policies. 23 

3.1.3. Empirical evidence on induced innovation in pollution abatment and energy 
conservation 

The greatest challenge in testing the induced innovation hypothesis specifically with 
respect to environmental inducement is the difficulty of  measuring the extent or inten- 
sity of  inducement across firms or industries [Jaffe et al. (1995)]. Ideally, one would 
like to look at the relationship between innovation and the shadow price of  pollution or 
environmental inputs. In practice, such shadow prices are not easily observed. Conse- 
quently, one must use proxies for this shadow price, such as characteristics of environ- 
mental regulations, expenditures on pollution abatement, or prices of  polluting inputs 
(for example, energy). In the following paragraphs, we review, in turn, studies that have 
used each of  these approaches. 

There is a large literature on the impact of environmental regulation on productiv- 
ity and investment. 24 To the extent that regulation inhibits investment and/or slows 
productivity growth, this can be viewed as indirect evidence suggesting that induced 
innovation effects are either small or are outweighed by other costs of  regulation. Re- 
suits of  this type seem to be industry and methodology dependent. For measuring the 
characteristics of  environmental regulations, studies have used expert judgements  about 
relative regulatory stringency in different states [Gray and Shadbegian (1998)], number 
of  enforcement actions [Gray and Shadbegian (1995)], attainment status with respect to 
environmental laws and regulations [Greenstone (2002)], and specific regulatory events 

22 The effect of taxation on R&D incentives is theoretically complex. On the one hand, any tax on profits 
derived from R&D drives a wedge between the before- and after-tax returns and hence discourages R&D 
investment. On the other hand, returns from R&D are taxed much more lightly than returns from investment 
in equipment and structures, both because of explicit R&D incentives, and also because R&D can be expensed 
rather than amortized. Thus relative to traditional investment, R&D is strongly tax-preferred. 
23 The primary explicit non-fiscal mechanism for encouraging innovation in industrialized countries is the 
patent system. Empirical evidence on the impact of patent protection on the rate of innovation is ambiguous. 
For a survey, see Jaffe (2000). 
24 See. for example, Gollop and Roberts (1983), Kolstad and Turnovsky (1998) and Yaisawarng and Klein 
(1994). 
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[Berman and Bui (1998)]. 25 For example, Berman and Bui (1998) found significant pro- 
ductivity increases associated with air pollution regulation in the oil refining industry, 
but Gray and Shadbegian (1998) found that pollution abatement investment "crowds 
out" productive investment almost entirely in the pulp and paper industry. Greenstone 
(2002) found overall that air pollution regulation has a statistically significant but very 
small impact on overall costs, implying a small negative productivity impact. 

Lanjouw and Mody (1996) showed a strong association between pollution abatement 
expenditures and the rate of patenting in related technology fields. Jaffe and Palmer 
(1997) examined the correlation between pollution expenditures by industry and indi- 
cators of innovation more broadly. They found that there is a significant correlation 
within industries over time between the rate of expenditure on pollution abatement and 
the level of R&D spending. They did not, however, find evidence of an effect of pollu- 
tion control expenditure on overall patenting. 

Evidence of inducement has also been sought by examining the response to changing 
energy prices. Newell (1997, Chapter 2) and Newell, Jaffe and Stavins (1999) exam- 
ined the extent to which the energy efficiency of the menu of home appliances available 
for sale changed in response to energy prices between 1958 and 1993, using a model 
of induced innovation as changing characteristics of capital goods. Hicks formulated 
the induced innovation hypothesis in terms of factor prices. Newell, Jaffe and Stavins 
(1999) generalized this concept to include inducement by regulatory standards, such as 
labeling requirements that might increase the value of certain product characteristics 
by making consumers more aware of them. More generally, non-price regulatory con- 
straints can fit within the inducement framework if they can be modeled as changing the 
shadow or implicit price that firms face in emitting pollutants. In their framework, the 
existing technology for making a given type of equipment at a point in time is identified 
in terms of vectors of characteristics (including cost of manufacture) that are feasible. 
The process of invention makes it possible to manufacture "models" (characteristics 
vectors) that were previously infeasible. Innovation means the offering for commercial 
sale of a model that was not previously offered for sale. Induced innovation is then rep- 
resented as movements in the frontier of feasible models that reduce the cost of energy 
efficiency in terms of other attributes. 

By constructing a series of dynamic simulations, they examined the effects of energy 
price changes and efficiency standards on average efficiency of the menu of products 
over time. They found that a substantial amount of the improvement was what may 
be described as autonomous (that is, associated with the passage of time), but signif- 
icant amounts of innovation were also due to changes in energy prices and changes 
in energy-efficiency standards. They found that technological change in air condition- 
ers was actually biased against energy efficiency in the 1960s (when real energy prices 
were falling), but that this bias was reversed after the two energy shocks of the 1970s. 

25 Of course, there is a parallel problem with respect to measurement of the rate of invention or innovation. 
See Griliches (1990) and Lanjouw and Schankerman (1999). 
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In terms of  the efficiency of  the average model offered, they found that energy efficiency 
in 1993 would have been about one-quarter to one-half lower in air conditioners and gas 
water heaters, if energy prices had stayed at their 1973 levels, rather than following their 
historical path. Most of  the response to energy price changes came within less than five 
years of  those changes. 

Popp (2001, 2002) looked more broadly at energy prices and energy-related innova- 
tion. In the first paper, he found that patenting in energy-related fields increases in re- 
sponse to increased energy prices, with most of  the effect occurring within a few years, 
and then fading over time. Popp attributed this fading to diminishing returns to R&D. 
In the second paper, he attempted to decompose the overall reduction in energy use that 
is associated with changing energy prices between the substitution effect - movements 
along a given production f ront ier-  and the induced innovation effect - movement of the 
production frontier itself induced by the change in energy prices. Using energy-related 
patents as a proxy for energy innovation, he found that approximately one-third of  the 
overall response of  energy use to prices is associated with induced innovation, with 
the remaining two-thirds associated with factor substitution. Because energy patents are 
likely to measure energy innovation only with substantial error, one might interpret this 
result as placing a lower bound on the fraction of  the overall response of  energy use to 
changing prices that is associated with innovation. 

3.2. Effects of  instrument choice on invention and innovation 

The effect of  environmental policies on the development and spread of  new technologies 
may, in the long run, be among the most important determinants of  success or failure 
in environmental protection [Kneese and Schultze (1975)]. 26 It has long been recog- 
nized that alternative types of  environmental policy instruments can have significantly 
different effects on the rate and direction of  technological change [Orr (1976)]. Envi- 
ronmental policies, particularly those with large economic impacts (for example, those 
intended to address global climate change) can be designed to foster rather than inhibit 
technological invention, innovation, and diffusion [Kemp and Soete (1990)]. 

3.2.1. Categories of environmental policy instruments and criteria for comparison 

For purposes of  examining the link between environmental policy instruments and 
technological change, policies can be characterized as either command-and-control or 
market-based approaches. Market-based instruments are mechanisms that encourage 

26 Whereas we focus in this section of the chapter on the effects of environmental policy instruments on 
technological change, it is also the case that exogenous technological change can differentially affect the per- 
formance of alternative environmental policy inslruments. For example, technological change in monitoring 
and enforcement, such as improvements in remote-sensing of motor vehicle emissions, could render particular 
policy instruments that focus on emissions, rather than abatement equipment, more attractive. 
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behavior through market signals rather than through explicit directives regarding pol- 
lution control levels or methods. These policy instruments - such as pollution charges, 
subsidies, tradeable permits, and some types of information programs - have been de- 
scribed as "harnessing market forces". This is because if they are well designed and 
implemented, they encourage firms (and/or individuals) to undertake pollution control 
efforts that are in their own interests and that collectively meet policy goals. 27 

Conventional approaches to regulating the environment are often referred to as 
"command-and-control" regulations, since they allow relatively little flexibility in the 
means of achieving goals. Such regulations tend to force firms to take on similar shares 
of the pollution-control burden, regardless of the cost. Command-and-control regula- 
tions do this by setting uniform standards for firms, the most prevalent of which are 
performance- and technology-based standards. A performance standard sets a uniform 
control target for firms (emissions per unit of output, for example), while allowing some 
latitude in how this target is met. Technology-based standards specify the method, and 
sometimes the actual equipment, that firms must use to comply with a particular regu- 
lation. While even technology-based standards provide an incentive for innovation that 
reduces the cost of using specific technologies, performance standards allow a wider 
range of innovation, as long as standards are met at the plant level. In contrast, market- 
based instruments allow even greatter flexibility in innovation possibilities, including 
flexibility in plant-level emissions. 

Holding all firms to the same target can be expensive and, in some circumstances, 
counterproductive. While standards may effectively limit emissions of pollutants, they 
typically exact relatively high costs in the process, by forcing some firms to resort to 
unduly expensive means of controlling pollution. Because the costs of controlling emis- 
sions may vary greatly among firms, and even among sources within the same firm, 28 
the appropriate technology in one situation may not be appropriate (cost-effective) in 
another. 

All of these forms of intervention have the potential for inducing or forcing some 
amount of technological change, because by their very nature they induce or require 
firms to do things they would not otherwise do. Performance and technology standards 
can be explicitly designed to be "technology forcing", mandating performance levels 
that are not currently viewed as technologically feasible or mandating technologies that 
are not fully developed. One problem with these approaches, however, is that while reg- 
ulators can typically assume that s o m e  amount of improvement over existing technology 
will always be feasible, it is impossible to know how much. Standards must either be 
made unambitious, or else run the risk of being ultimately unachievable, leading to great 
political and economic disruption [Freeman and Haveman (1972)]. 

Technology standards are particularly problematic, since they tend to freeze the de- 
velopment of technologies that might otherwise result in greater levels of control. Under 

27 See Chapter 9 ("Experience with Market-Based Environmental Policy Instruments"). 
28 Control costs can vary enormously due to a firm's production design, physical configuration, inputs, age 
of assets, and other factors. 
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regulations that are targeted at technologies, as opposed to emissions levels, no financial 
incentive exists for businesses to exceed control targets, and the adoption of  new tech- 
nologies is discouraged. Under a "Best Available Control Technology" (BACT) stan- 
dard, a business that adopts a new method of  pollution abatement may be "rewarded" 
by being held to a higher standard of  performance and thereby not benefit financially 
from its investment, except to the extent that its competitors have even more difficulty 
reaching the new standard [Hahn and Stavins (1991)]. On the other hand, if third parties 
can invent and patent better equipment, they can - in theory - have a ready market. 
Under such conditions, a BACT type of  standard can provide a positive incentive for 
technology innovation. Unfortunately, as we note below, there has been very little theo- 
retical or empirical analysis of  such technology-forcing regulations. 

In contrast with such command-and-control regulations, market-based instruments 
can provide powerful incentives for companies to adopt cheaper and better pollution- 
control technologies. This is because with market-based instruments, it pays firms to 
clean up a bit more if a sufficiently low-cost method (technology or process) of  doing 
so can be identified and adopted. 

In theory, the relative importance of  the dynamic effects of  alternative policy instru- 
ments on technological change (and hence long-term compliance costs) is greater in the 
case of  those environmental problems which are of  great magnitude (in terms of  antici- 
pated abatement costs) and/or very long time horizon. 29 Hence, the increased attention 
that is being given by scholars and by policy makers to the problem of global climate 
change 3° has greatly increased the prominence of  the issues that are considered in this 
part of  the chapter. 

There are two principal ways in which environmental policy instruments can be com- 
pared with regard to their effects on technological change. First and foremost, scholars 
have asked - both with theoretical models and with empirical analyses - the most direct 
question: what effects do particular instruments have on the rate and direction of  rel- 
evant technological change? In keeping with the Schumpeterian trichotomy identified 
above, such investigations can be carried out with reference to the pace of invention, 
innovation, or diffusion of  new technologies. 

It is also possible to ask whether environmental policies encourage ef f ic ient  rates 
(and directions) of  technological change, or more broadly, whether such policies result 
in overall economic efficiency (that is, whether the efficient degree of  environmental 
protection is achieved). This second principal mode for comparison is linked more di- 
rectly with criteria associated with welfare economics, but such comparisons have been 

29 Parry, Pizer and Fischer (forthcoming) showed that the importance of the welfare gains from cost-reducing 
technological change relative to the welfare gains from optimal pollution control using existing technology 
tends to be higher when marginal benefits are flatter, marginal costs are steeper (and optimal abatement is 
lower), the discount rate is lower, the rate of technological change is faster, and research costs are lowel: 
30 For particular attention to the links between technological change and global climate policy, see: Jaffe, 
Newell and Stavins (1999). 
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made much less frequently than have direct assessments of  technology effects. Within 
the limits of  the existing literature, we consider both sets of  criteria. 31 

Most of  the work in the economics literature on the dynamic effects of  environmental 
policy instruments on technological change has been theoretical, rather than empirical, 
and so we consider the theoretical literature first. 

3.2.2. Theoretical analyses 

Although, as we suggested above, decisions about technology commercialization are 
partly a demand-side function of  anticipated sales (adoption), the relevant literature 
comparing the effects of  alternative environmental policy instruments has given greater 
attention to the supply side, focusing on incentives for firm-level decisions to incur 
R&D costs in the face of  uncertain outcomes. 32 Such R&D can be either inventive or 
innovative, but the theoretical literature in this area makes no particular distinction. 

The earliest work that is directly relevant was by Magat (1978), who compared efflu- 
ent taxes and CAC standards using an innovation possibilities frontier (IPF) model of  
induced innovation, where research can be used to augment capital or labor in a stan- 
dard production function. He compared the output rate, effluent rate, output-effluent 
ratio, and bias (in terms of labor or capital augmenting technical change), but produced 
ambiguous results. Subsequently, Magat (1979) compared taxes, subsidies, permits, ef- 
fluent standards, and technology standards, and showed that all but technology stan- 
dards would induce innovation biased toward emissions reduction. 33 In Magat 's model, 
if taxes and permits are set so that they lead to the same reduction in emissions as an 
effluent standard at all points in time, then the three instruments provide the same in- 
centives to innovate. 

A considerable amount of  theoretical work followed in the 1980s. Although much of  
that work characterized its topic as the effects of  alternative policy instruments on tech- 
nology innovation, the focus was in fact on effects of  policy on technology diffusion. 
Hence, we defer consideration of  those studies to Section 4.3.1 of  this chapter. 

Taking a somewhat broader view than most economic studies, Carraro and Siniscalco 
(1994) suggested that environmental policy instruments should be viewed jointly with 
traditional industrial policy instruments in determining the optimal way to attain a given 
degree of  pollution abatement. They showed that innovation subsidies can be used to at- 
tain the same environmental target, but without the output reductions that result from 
pollution taxes. Laffont and Tirole (1996a) examined how a tradeable permit system 
could - in theory - be modified to achieve desired incentive effects for technological 
change. They demonstrated that although spot markets for permits cannot induce the 

31 Enforceability of environmental regulations is another criteria for policy choice that it is rarely emphasized 
in the technology literature. See Macantey and Brennan (2001) for an evaluation of the potential role of remote 
sensing technology in the enforcement of environmental regulations. 
32 See Kemp (1997) for an overview of theoretical models of technology innovation. 
33 Technology standards provided no incentives for innovation whatsoever. 
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socially optimal degree of  innovation, futures markets can improve the situation [Laf- 
font and Tirole (1996a)]. 34 

Cadot and Sinclair-Desgagne (1996) posed the following question: if a potentially 
regulated industry has private information on the costs of  technological advances in 
pollution control (frequently a reasonable assumption), then since the industry has an in- 
centive to claim that such technologies are prohibitively expensive (even if that is not the 
case), can the government somehow design an incentive scheme that will avoid the prob- 
lems of  this information asymmetry? The authors developed a solution to this game- 
theoretic problem. Not surprisingly, the scheme involves government issued threats of  
regulation (which diminish over time as the firm completes stages of technology devel- 
opment). 

It was only recently that theoretical work followed up on Magat 's attempt in the 
late 1970's to rank policy instruments according to their innovation-stimulating effects. 
Fischer, Parry and Pizer (forthcoming) found that an unambiguous ranking of  market- 
based policy instruments was not possible. Rather, the ranking of policy instruments 
was shown by the authors to depend on the innovator's ability to appropriate spillover 
benefits of  new technologies to other firms, the costs of  innovation, environmental ben- 
efit functions, and the number of  firms producing emissions. 

The basic model consists of  three stages. First, an innovating firm decides how much 
to invest in R&D by setting its marginal cost of  innovation equal to the expected mar- 
ginal benefits. Second, polluting firms decide whether or not to adopt the new technol- 
ogy, use an (inferior) imitation of  it, or do nothing. Finally, firms minimize pollution 
control expenditures by setting their marginal costs equal to the price of  pollution. Pol- 
icy instruments affect the innovation incentives primarily through three effects: (1) an 
abatement cost affect, reflecting the extent to which innovation reduces the costs of 
pollution control; (2) an imitation effect, which weakens innovation incentives due to 
imperfect appropriability; and (3) an emissions payment effect, which can weaken in- 
centives if innovation reduces firms' payments for residual emissions. There is some 
variation in this pattern depending on the instrument, as shown in Table 1, which sum- 
marizes the direction of  the three effects under three alternative policy instruments. The 
ranking of  instruments depends on the relative strength of  these effects. 

Table 1 
Theoretical determinants of the incentives for innovation [Fischer, Parry and Pizer (forthcoming)] 

Freely-allocated Auctioned 
Determinant Emissions tax tradeable permits tradeable permits 

Abatement cost effect (+) (+) (+) 
Imitation effect (-) (-) (-) 
Emissions payment effect none none (+) 

34 In a subsequent analysis, Laffont and Tirole (1996b) examined the government's ability to influence the 
degree of innovative activity by setting the number of permits (and permit prices) in various ways in a dynamic 
setting. 



Ch. 11: Technological Change and the Environment 481 

In an analysis that is quite similar in its results to the study by Fischer, Parry and Pizer 
(forthcoming), Ulph (1998) compared the effects of pollution taxes and command-and- 
control standards, and found that increases in the stringency of the standard or tax had 
ambiguous effects on the level of R&D, because environmental regulations have two 
competing effects: a direct effect of increasing costs, which increases the incentives to 
invest in R&D in order to develop cost-saving pollution-abatement methods; and an 
indirect effect of reducing product output, which reduces the incentive to engage in 
R&D. 35 Carraro and Soubeyran (1996) compared an emission tax and an R&D subsidy, 
and found that an R&D subsidy is desirable if the output contractions induced by the tax 
are small or if the government finds output contractions undesirable for other reasons. 
Addressing the same trade-off, Katsoulacos and Xepapadeas (1996) found that a simul- 
taneous tax on pollution emissions and subsidy to environmental R&D may be better 
suited to overcoming the joint market failure (negative externality from pollution and 
positive externality or spillover effects of R&D). 36 

Finally, Montero (2002) compared instruments under non-competitive circumstances, 
and found that the results are less clear than when perfect competition is assumed. He 
modeled a two-firm oligopoly facing environmental regulation in the form of emissions 
standards, freely-allocated permits, auctioned permits, and taxes. Firms can invest in 
R&D to lower their marginal abatement costs, and they can also benefit from spillover 
effects from the other firm's R&D efforts. In choosing whether and how much to invest 
in R&D in order to maximize profits, a firm must consider two effects of its investment 
choice: (1) the increase in profits due to a decrease in its abatement costs (less the R&D 
cost); and (2) the decrease in profits due to changes in the other firm's output, as a result 
of spillover from the first firm's R&D. The result is that standards and taxes yield higher 
incentives for R&D when the market is characterized by Cournot competition, but the 
opposite holds when the market is characterized by Bertrand competition. 

3.2.3. Empirical analyses 

There has been exceptionally little empirical analysis of the effects of alternative policy 
instruments on technology innovation in pollution abatement, principally because of the 
paucity of available data. One study by Bellas (1998) carried out a statistical analysis 
of the costs of flue gas desulfurization (scrubbing) installed at coal-fired power plants 
in the United States under the new-source performance standards of the 1970 and 1977 
Clean Air Acts. Bellas failed to find any evidence of effects of scrubber vintage on cost, 
suggesting little technological change had taken place under this regulatory regime. 

Although there has been very little analysis in the context of pollution-abatement 
technologies, there is a more extensive literature on the effects of alternative policy 

35 In addition, Ulph (1998) examined a situation where two firms produce identical products with two char- 
acteristics. If both firms innovate on the same characteristic, price competition will eliminate any gains from 
R&D; but consumer pressure can affect the direction of R&D by influencing the characteristic that firms focus 
on improving. See also: Ulph and Ulph (1996). 
36 See, also, Conrad (2000). 
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instruments on the innovation of energy-efficiency technologies, because data have been 
available. As described in Section 3.1.3, above, the innovation process can be thought 
of as affecting improvements in the characteristics of products on the market, and the 
process can be framed as the shifting inward over time of a frontier representing the 
tradeoffs between different product characteristics for the range of models available on 
the market. If  one axis is the cost of the product and another axis is the energy flow 
associated with a product, that is, its energy intensity, then innovation is represented 
by inward shifts of the curve - greater energy efficiency at the same cost, or lower 
cost for given energy efficiency. With this approach, Newell, Jaffe and Stavins (1999) 
assessed the effects of changes in energy prices and in energy-efficiency standards in 
stimulating innovation. Energy price changes induced both commercialization of new 
models and elimination of old models. Regulations, however, worked largely through 
energy-inefficient models being dropped, since that is the intended effect of the energy- 
efficiency standards (models below a certain energy efficiency level may not be offered 
for sale). 

A closely related approach to investigating the same phenomena is that of hedonic 
price functions. One hedonic study examined the effects of public policies in the con- 
text of home appliances. Greening, Sanstad and McMahon (1997) estimated the im- 
pacts of the 1990 and 1993 national efficiency standards on the quality-adjusted price 
of household refrigerator/freezer units. They found that quality-adjusted prices fell after 
the implementation of the energy efficiency standards, but such quality-adjusted price 
decreases are consistent with historical trends in refrigerator/freezer prices. Hence, one 
cannot rule out the possibility that the imposition of efficiency standards slowed the rate 
of quality-adjusted price decline. 

Greene (1990) used data on fuel prices and fuel economy of automobiles from 1978 
to 1989 to test the relative effectiveness of Corporate Average Fuel Economy (CAFE) 
Standards and gasoline prices in increasing fuel economy. He found that the big three 
U.S. firms faced a binding CAFE constraint, and for these firms compliance with CAFE 
standards had roughly twice the impact on fuel economy as did fuel prices. Japanese 
firms, however, did not face a binding CAFE constraint, and fuel prices had only a small 
effect. Luxury European manufactures seemed to base their fuel efficiency largely on 
market demand and often exceeded CAFE requirements. For these firms, neither the 
standards nor prices seemed to have much effects. 

More recently, Pakes, Berry and Levinsohn (1993) investigated the effects of gaso- 
line prices on the fuel economy of motor vehicles offered for sale, and found that the 
observed increase in miles per gallon (mpg) from 1977 onward was largely due to the 
consequent change in the mix of vehicles on the market. Fewer low-mpg cars were mar- 
keted, and more high-mpg cars were marketed. Subsequently, Berry, Kortum and Pakes 
(1996) combined plant-level cost data for the automobile industry and information on 
the characteristics of models that were produced at each plant to estimate a hedonic 
cost function - the supply-side component of the hedonic price function - finding that 
quality-adjusted costs generally i n c r e a s e d  over the period 1972-1982, thus coinciding 
with rising gasoline prices and emission standards. 
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Finally, Goldberg (1998) combined a demand-side model of  discrete vehicle choice 
and utilization with a supply-side model of  oligopoly and product differentiation to 
estimate the effects of  CAFE standards on the fuel economy of the new car fleet. She 
found that automobile fuel operating costs have had a significant effect, although a 
gasoline tax of  a magnitude that could match the effect of  CAFE on fuel economy 
would have to be very large. 

3.3. Induced innovation and optimal environmental policy 

Though the magnitude of  induced innovation effects remains uncertain, a few re- 
searchers have begun to explore the consequences of  induced innovation for environ- 
mental policy. Section 3.2, above, addressed the important question of  how considera- 
tions related to induced innovation affect the normative choice among different policy 
instruments. In this section, we consider the larger question of whether the possibility of  
induced innovation ought to change environmental policy targets, or the pace at which 
we seek to achieve them. 

Intuitively, it seems logical that if environmental policy intervention induces innova- 
tion, this in some sense reduces the social cost of  environmental intervention, suggesting 
that the optimal policy is more stringent than it would be if there were no induced inno- 
vation. This intuition contains an element of  truth, but a number of  complexities arise. 
First, one has to be careful what is meant by "reducing the cost of  intervention". As 
shown by Goulder and Schneider (1999), if the policy intervention induces a reduction 
in the marginal cost of abatement, then any given policy target (for example, a particular 
aggregate emission rate or a particular ambient concentration) will be achieved at lower 
cost than it would without induced innovation. On the other hand, the lower marginal 
abatement cost schedule arising from induced innovation makes it socially optimal to 
achieve a greater level of  pollution abatement. For a flat marginal social benefit func- 
tion evaluated at the social optimum, or for any emission tax, this results in greater total 
expenditure on abatement even as the marginal abatement cost falls. 

Another important issue is the general equilibrium effect of induced environmental 
innovation on innovation elsewhere in the economy [Schmalensee (1994)]. I f  induce- 
ment operates through increased R&D expenditure, then an issue arises as to the elastic- 
ity of  supply of R&D inputs. To the extent that this supply is inelastic, then any induced 
innovation must come at the expense of  other forms of  innovation, creating an oppor- 
tunity cost that may negate the "innovation offsets" observed in the regulated portion 
of  the economy. 37 The general equilibrium consequences of  these effects for welfare 
analysis depend on the extent of  R&D spillovers or other market failures, and the mag- 
nitude of  these distortions in the regulated firms or sectors relative to the rest of  the 
economy [Goulder and Schneider (1999)]. 

37 Goldberg (1998) provided evidence that the supply of R&D inputs (scientists and engineers) is relatively 
inelastic in the short run. It seems less likely that this supply is inelastic in the long run. See Romer (2000). 
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Goulder and Mathai (2000) looked at optimal carbon abatement in a dynamic setting, 
considering not only the optimal overall amount of abatement but also its timing. 38 In 
addition to R&D-induced innovation, they considered (in a separate model) reductions 
in abatement costs that come about via learning-by-doing. In the R&D model, there are 
two effects of induced innovation on optimal abatement: it reduces marginal abatement 
costs, which increases the optimal amount of abatement. But it also increases the cost of 
abatement today relative to the future, because of lower abatement costs in the future. 
The combination of these effects implies that with R&D-induced innovation, optimal 
abatement is lower in early years and higher in later years than it would otherwise be. In 
the learning-by-doing model, there is a third effect: abatement today lowers the cost of 
abatement in the future. This reinforces the tendency for cumulative optimal abatement 
to be higher in the presence of induced innovation, but makes the effect on optimal 
near-term abatement ambiguous. 

Goulder and Mathai also considered the impact of innovation on the optimal tax rate. 
One might suppose that the potential for induced technological change justifies a higher 
environmental tax rate (or higher time-profile for an environmental tax), since in this 
setting environmental taxes have a dual role: discouraging emissions and triggering new 
technologies. Goulder and Mathai showed, however, that under typical conditions (a 
downward-sloping marginal damages curve) the presence of induced innovation implies 
a l o w e r  time-profile for the optimal environmental tax. The reason is that with induced 
innovation, a lower tax is all that is needed to achieve the desired abatement, even when 
the desired extent of abatement is higher. 

Nordhaus (2000) introduced induced technological change into the "DICE" model 
of global climate change and associated economic activities. To calibrate the model, 
he needed parametric estimates of the private and social returns to fossil-fuel-related 
R&D. Using the existing R&D intensity of the fossil sector to derive these parameters, 
he found that the impact of induced innovation is modest. Essentially, the existing share 
of R&D investment in this sector is so small that even with large social returns the 
overall impact is modest. Indeed, comparing a model with induced innovation (but no 
factor substitution) with a model that has factor substitution but no induced innovation, 
he concluded that induced innovation has less effect than factor substitution on optimal 
emissions levels. 

Overall, there is considerable ambiguity regarding the importance of induced inno- 
vation for the optimal stringency of environmental policy. Partly, this is because pre- 
dictions depend on the magnitudes of parameters that are hard to measure. But, more 
fundamentally, if environmental policy affects the innovation process, and the innova- 
tion process is itself characterized by market failure, then this is a classic problem of the 
"second best". We know that robust results are generally hard to come by with respect 
to such problems. It will typically make a big difference whether we imagine optimiz- 
ing R&D policy first, and then environmental policy, or vice versa, or if we imagine 

38 On the role of induced technological change in climate change modeling, see also Wigley, Richels and 
Edmonds (1996), Ha-Duong, Grubb and Hourcade (1997), and Grubb (1997). 
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simultaneous optimization in both realms, or if we assume that we are designing op- 
timal environmental policy taking non-optimal R&D policy as given. Theory may be 
able to indicate the considerations that come into play, but is unlikely to provide robust 
prescriptions for policy. 

3.4. The evolutionary approach to innovation 

While viewing R&D as a profit-motivated investment activity comes naturally to most 
economists, the large uncertainties surrounding the outcomes of R&D investments make 
it very difficult for firms to make optimizing R&D decisions. Accordingly, Nelson and 
Winter (1982) used Herbert Simon's idea of boundedly rational firms that engage in 
"satisficing" rather than optimizing behavior [Simon (1947)] to build an alternative 
model of the R&D process. In this "evolutionary" model, firms use "rules of thumb" 
and "routines" to determine how much to invest in R&D, and how to search for new 
technologies. The empirical predictions of this model depend on the nature of the rules 
of thumb that firms actually use [Nelson and Winter (1982), Winter, Kaniovski and Dosi 
(2000)1. 

Because firms are not optimizing, a logical consequence of the evolutionary model is 
that it cannot be presumed that the imposition of a new external constraint (for example, 
a new environmental rule) necessarily reduces profits. There is at least the theoretical 
possibility that the imposition of such a constraint could be an event that forces a sat- 
isficing firm to rethink its strategy, with the possible outcome being the discovery of a 
new way of operating that is actually more profitable for the firm. This possibility of 
environmental regulation leading to a "win-win" outcome in which pollution is reduced 
and profits increased is discussed below. 

3.4.1. Porter's "win-win" hypothesis 

The evolutionary approach replaces optimizing firms with satisficing firms, and thereby 
admits greater scope for a variety of consequences when the firm's environment is mod- 
ified. Satisficing firms may miss opportunities for increased profits simply because they 
do not look very hard for such opportunities as long as things are going reasonably 
well. An external shock such as a new environmental constraint can therefore constitute 
a stimulus to new search, possibly leading to discovery of previously undetected profit 
opportunities. This observation forms the basis for the normative observation that envi- 
ronmental regulation may not be as costly as we expect, because the imposition of the 
new constraint may lead to the discovery of new ways of doing things. In the limit, these 
new ways of doing things might actually be more profitable than the old ways, leading 
to an asserted "win-win" outcome. 39 

39 Another related idea is that of "X-inefficiency" [Leibenstein (1966)]. 
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In general, advocates of the "win-win" view of  the consequences of  environmental 
regulation seem unaware of  the connection between their argument and the evolutionary 
school of  technological  change. 4° But the ideas are similar: 

It is sometimes argued that companies must, by the very notion of profit seeking, be 
pursuing all profitable innova t ion . . .  In this view, if  complying with environmental 
regulation can be profitable, in the sense that a company can more than offset the 
cost of compliance, then why is such regulation necessary? 

The possibil i ty that regulation might act as a spur to [profitable] innovation arises 
because the world does not fit the Panglossian bel ief  that firms always make op- 
timal choices . . .  [T]he actual process of  dynamic competi t ion is characterized by 
changing technological  opportunities coupled with highly incomplete information, 
organizational inertia and control problems reflecting the difficulty of  aligning in- 
dividual, group and corporate incentives. Companies have numerous avenues for 
technological  improvement,  and limited attention [Porter and van der Linde (1995, 
pp. 98-99)] .  

Porter and other "win-win" theorists argued that in this non-optimizing world, reg- 
ulation may lead to "innovation offsets" that "can not only lower the net cost of meet- 
ing environmental regulations, but can even lead to absolute advantages over firms in 
foreign countries not subject to similar regulations" [Porter and van der Linde (1995, 
p. 98)]. Of course, the fact that firms engage in non-optimizing behavior creates a pos -  

sibil i ty for profit improvements,  without suggesting that such improvements would be 
the norm, would be systematic, or even likely. But win-win theorists propose several 
reasons why innovation offsets are l ikely to be common. 

First, they argue that regulation provides a signal to companies about l ikely resource 
inefficiencies and potential technological  improvements;  that pollution is, by its very 
nature, indicative of  resources being wasted, or at least not fully utilized. Regulation 
focuses attention on pollution, and such attention is l ikely to lead to the saving of  re- 
sources, which will often lower costs. Second, regulation provides or requires the gener- 
ation of  information; since information is a public good it may be underprovided without 
such incentives. Third, regulation reduces uncertainty about the payoffs to investments 
in environmental innovation. There may be potential investments that are believed to be 
profitable in an expected value sense, and also deliver environmental benefits, but which 
are highly risky in the absence of  regulation that ensures that the environmental benefits 

40 Neither Simon (1947) nor Nelson and Winter (t982) appear in the references of Porter and van der Linde 
(1995). Interestingly, Nelson and Winter themselves anticipated the emmection. In their 1982 book, they say 
"In a regime in which technical advance is occurring and organizational structure is evolving in response 
to changing patterns of demand and supply, new nonmarket interactions that are not contained adequately 
by prevailing laws and policies are almost certain to appear, and old ones may disappear ... The canonical 
'externality' problem of evolutionary theory is the generation by new technologies of benefits and costs that 
old institutional structures ignore" (p. 368). See also Kemp and Soete (1990). 
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are also privately valuable. Regulation, in effect, provides "insurance" against the risk 
of investing in new technology, part of whose benefit cannot be internalized. Fourth, 
new technology that is initially more costly may produce long-run competitive advan- 
tage, because of learning-by-doing or other "first-mover" advantages, if other countries 
eventually impose similarly strict standards. Finally, regulation simply creates pressure. 
Such pressure plays an important role in the innovation process, "to overcome inertia, 
foster creative thinking and mitigate agency problems" [Porter and van der Linde (1995, 
p. 100)]. 

Porter and van der Linde (1995) provided numerous case studies of particular firms 
who developed or adopted new technology in response to regulation, and appear to 
have benefited as a result. It should be emphasized, however, that win-win theorists 
do not claim that all environmental regulations generate significant innovation off- 
sets. Indeed, they emphasize that regulation must be properly designed in order to 
maximize the chances for encouraging innovation. Quantitative evidence is limited. 
Boyd and McClelland (1999) and Boyd and Pang (2000) employ data envelopment 
analysis to evaluate the potential at paper and glass plants for "win-win" improve- 
ments that increase productivity and reduce energy use or pollution. They find that the 
paper industry could reduce inputs and pollution by 2-8% without reducing productiv- 
ity. 

Generally, economists have been skeptical of the win-win theory [Palmer, Oates and 
Portney (1995)]. From a theoretical perspective, it is possible to model apparently in- 
efficient firm behavior as the (second-best) efficient outcome of imperfect information 
and divergent incentives among managers or between owners and managers in a princi- 
pal/agent framework. 41 From this perspective, the apparent  inefficiency does not have 
normative implications. Since firms are doing the best they can given their information 
environment, it is unlikely that the additional constraints represented by environmental 
policy interventions would be beneficial. 

On a more concrete level, it is not clear that pollution generally signals "waste"; 
most physical and biological processes have by-products of some sort, and whether 
the extent of such by-products is "wasteful" or not is inherently a question of prices 
and costs. More generally, firms' rationality is surely bounded, but that does not mean 
that unexploited profit opportunities are frequent. Palmer, Oates and Portuey (1995) 
surveyed firms affected by regulation - including those cited by Porter and van der 
Linde as success stories - and found that most firms say that the net cost to them of 
regulation is, in fact, positive. 

For regulation to have important informational effects, the government must have 
better information than firms have about the nature of environmental problems and their 
potential solutions. This seems questionable. Of course, the government may have bet- 
ter information about which environmental problems it considers most important, but it 
is not clear how conveying this type of information would produce win-win outcomes. 

41 For a survey, see Holmstr6m and Tirole (1987). 
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As to o v e r c o m i n g  iner t ia ,  m o s t  f i rms in t oday ' s  wor ld  fee l  a lo t  o f  p ressure ,  so i t  s eems  

un l ike ly  tha t  the  add i t iona l  p ressu re  o f  r egu la t ion  is go ing  to h a v e  benef i c i a l  s t imula t -  

ing effects  on  innova t ion .  Final ly,  wh i l e  i t  s eems  l ike ly  tha t  e n v i r o n m e n t a l  r egu la t ion  

wil l  s t imula te  the  i n n o v a t i o n  and  d i f fus ion  o f  t e chno log i e s  tha t  fac i l i ta te  comp l i ance ,  

c rea t ion  and  a d o p t i o n  o f  new  t e c h n o l o g y  wil l  typ ica l ly  r equ i re  rea l  resources ,  and  have  

s ign i f ican t  oppor tun i ty  costs .  T h e  obs e r va t i on  tha t  the  new  t e c h n o l o g y  is cos t - sav ing  on  

a f o r w a r d - l o o k i n g  bas i s  is no t  suff ic ient  to c o n c l u d e  tha t  the  f i rm was  m a d e  be t te r  o f f  

b y  b e i n g  i n d u c e d  to deve lop  and /o r  adop t  the  new  techno logy .  

Overa l l ,  the  e v i d e n c e  on  i n d u c e d  i n n o v a t i o n  and  the  w i n - w i n  h y p o t h e s i s  seems  to 

b e  a case  o f  a "par t i a l ly  ful l  g lass"  tha t  ana lys t s  see as m o s t l y  ful l  or  m o s t l y  empty,  

d e p e n d i n g  on  the i r  perspec t ive .  Th i s  b a l a n c e  is s u m m a r i z e d  in Table  2. 

Table 2 
Overview of conclusions on induced innovation and the "win-win" hypothesis 

Areas of agreement 

Historical evidence indicates that a significant but not necessarily predominant fraction of innovation in the 
energy and environment area is induced. 
Environmental regulation is likely to stimulate innovation and technology adoption that will facilitate envi- 
ronmental compliance. 
Much existing environmental regulation uses inflexible mechanisms likely to stifle innovation; "incentive- 
based" mechanisms are likely to be more conducive to innovation. 
Firms are boundedly rational so that external constraints can sometimes stimulate innovation that will leave 
the firm better off. 
First-mover advantages may result from domestic regulation that correctly anticipates world-wide trends. 

Areas of disagreement 

Win-win theory Neoclassical economics 

Widespread case-study evidence indicates significant 
"innovation offsets" are common. 
Innovation in response to regulation is evidence of 
offsets that significantly reduce or eliminate the cost 
of regulation. 
Pollution is evidence of waste, suggesting why cost- 
reducing innovation in response to regulation might 
be the norm. 
Existing productivity or cost studies do not capture 
innovation offsets. 
There is much evidence of innovation offsets even 
though existing regulations are badly designed. This 
suggests that offsets from good regulation would be 
large. 

Case studies are highly selective. Firms believe reg- 
ulation is costly. 
When cost-reducing innovation occurs, the opportu- 
nity cost of R&D and management effort makes a 
true "win-win" outcome unlikely. 
Costs are costs; even if finns are not at the frontier, 
side-effects of pollution reduction could just as easily 
be bad as good. 
Existing productivity and cost studies suggest that in- 
novation offsets have been very small. 
Since there is agreement that bad regulations stifle 
irmovation, the apparent beneficial effects of existing 
regulation only show that case studies can be very 
misleading. 
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4. Diffusion 

4.1. Microeconomics o f  diffusion 

From the mechanical reaper of  the nineteenth century [David (1966)], through hybrid 
corn seed [Griliches (1957)1, steel furnaces [Oster (1982)], optical scanners [Levin, 
Levin and Meisel (1987)] and industrial robots [Mansfield (1989)], research has consis- 
tently shown that the diffusion of  new, economically superior technologies is a gradual 
process. 42 Typically, the fraction of  potential users that has adopted a new technology 
follows a sigmoid or "S-shaped" path over time, rising only slowly at first, then enter- 
ing a period of very rapid growth, followed by a slowdown in growth as the technology 
reaches maturity and most potential adopters have switched [Geroski (2000)]. 

The explanation for the apparent slowness of  the technology diffusion process has 
been a subject of  research in a variety of  disciplines. Two main forces have been em- 
phasized. First, potential technology adopters are heterogeneous, so that a technology 
that is generally superior will not be equally superior for all potential users, and may 
remain inferior to existing technology for some users for an extended period of  time af- 
ter its introduction. Second, adopting a new technology is a risky undertaking, requiring 
considerable information, both about the generic attributes of  the new technology and 
about the details of its use in the particular application being considered. It takes time 
for information to diffuse sufficiently, and the diffusion of the technology is limited by 
this process of diffusion of  information. 

The two main models of  the diffusion process each emphasize one of these two as- 
pects of  the process. 43 The probit or rank model, first articulated in an unpublished 
paper by Paul David (1969), posits that potential adopters are characterized by a dis- 
tribution of value or returns associated with the new technology. 44 Because adoption is 
costly, at any moment in time there is a threshold point on this distribution, such that 
potential users with values at or above this threshold will want to adopt, and users for 
whom the value of  the new technology is below this threshold will not want to adopt. 
Because the new technology will typically get cheaper and better as time passes after 
its initial introduction, this threshold will gradually move to the right, and eventually 
sweep out the entire distribution. If  the distribution of  underlying values is normal (or 
another single-peaked distribution with similar shape), this gradual movement of the 
threshold across the distribution will produce the typical S-shaped diffusion curve. 

The other widely-used model is called the epidemic model [Griliches (1957), Stone- 
man (1983)]. The epidemic model presumes that the primary factor limiting diffusion is 
information, and that the most important source of information about a new technology 
is people or firms who have tried it. Thus technology spreads like a disease, with the 

42 See, also, Kemp (1997) for an overview of theoretical models of technology diffusion. 
43 For empirical examples that integrate the two models, see Trajtenberg (1990) and Kerr and Newell (forth- 
coming). 
44 This has sometimes been called the rank model since potential adopters can be ranked in terms of their 
potential benefits from adoption [Karshenas and Stoneman (1995)]. 
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instigation of  adoption being contact between the "infected" population (people who 
have already adopted) and the uninfected population. Denoting the fraction of  the po- 
tential using population that has adopted as f ,  this leads to the differential equation 
d f / d t  = f i f ( 1  - f ) .  Solution of  this equation yields a logistic function, which has the 
characteristic S-shape. The parameter  fl captures the "contagiousness" of  the disease, 
presumably related to the cost of  the new technology and the degree of  its superiority 
over the technology it replaces [Griliches (1957)].45 

The probit  model  emphasizes adoption as the result of value-maximizing decisions 
by heterogeneous adopters. As such, at least in its basic form, it does not suggest that the 
slow diffusion of  new technology is anything but optimal. In contrast, in the epidemic 
model  each adopter generates a positive externality by transferring information to other 
potential adopters. This suggests that laissez-faire adoption rates may indeed be socially 
suboptimal. We return to this issue in Section 4.2.2 below. 

Finally, we note an important issue of  feedback from the diffusion process to the ear- 
lier stages of  invention and innovation. The rate at which a technology diffuses deter- 
mines in large part the rate at which its production volume grows. And as stated earlier, 
market  size tends to be an important determinant of  R&D effort and innovative activity, 
so that growing use increases the incentive for R&D to improve the product. Further- 
more, if  the production process is characterized by learning by doing, then quality may 
rise and production costs fall as production experience is accumulated. This possibil i ty 
creates an additional source of positive externality associated with technology adoption, 
and may introduce dynamic increasing returns to scale for individual technologies. This 
issue is also discussed below in Section 4.1.1. 

In the literature unrelated to environmental technology, both theory and empirical  
evidence are clear that technology diffusion rates depend on the strength of  economic 
incentives for technology adoption. Both of  the models  discussed above predict  that the 
present value of  benefits from adoption and the initial adoption cost enter into decisions 
affecting the diffusion rate. 46 In the probit  model, this net present value comparison 
determines the location of  the adoption threshold that determines what fraction of  po- 
tential adopters will adopt at a moment  in time. In the epidemic model, this net present 

45 Both the probit and epidemic models typically focus on the fraction of the population that had adopted at a 
point in time. ff one has individual-level data on adopters, one can take as the dependent variable the individual 
time until adoption. This leads to a duration or hazard model [Karshenas and Stoneman (1995), Rose and 
Joskow (1990)]. Kerr and Newell (forthcoming) employed a duration model to analyze technology adoption 
decisions by petroleum refineries during the phasedown of lead in gasoline, as discussed in Section 4.2.1 
below. 
46 The fact that technology costs enter into the adoption decision demonstrates the close link between tech- 
nology innovation and diffusion in both theory and reality. A key mechanism of diffusion is the gradual 
adoption of a new technology as its cost falls (and/or quality improves). Such cost and quality improvements 
represent innovation. Likewise, incentives for innovation will depend on the eventual demand for a new or 
improved product, that is, diffusion. This linkage also points to the difficulty of empirically distinguishing be- 
tween technology innovation and diffusion since they depend on one another and also both depend on similar 
external incentives such as relative price changes. 
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value comparison determines the magnitude of the "contagiousness" parameter, which 
in turn determines the speed at which the technology spreads from adopters to previous 
non-adopters. 

Empirical studies have addressed the influence on diffusion of factors such as 
firm size, R&D expenditure, market share, market structure, input prices, technology 
costs, firm ownership, and other institutional factors. The classic empirical study is by 
Griliches (1957), who showed that the rate of adoption of hybrid corn seed in different 
regions depended on the economic superiority of the new seed in that region. David 
(1966) showed that the first adopters of the mechanical reaper were larger farms, who 
benefited more from the decreased variable cost it permitted. Mansfield (1968) also 
found the rate of diffusion to depend on firm size (as do most studies), as well as the 
riskiness of the new technology and the magnitude of the investment required for adop- 
tion. 47 

4.1.1. Increasing returns and technology lock-in 

Increasing returns to adoption - in the form of learning curves and positive adoption 
externalities - are a significant feature of market penetration processes for many tech- 
nologies. Learning-by-doing describes how cumulative production experience with a 
product leads to reduced production costs, while learning-by-using captures how the 
value of a good increases for consumers as they gain experience using it. Positive adop- 
tion externalities arise when a non-user's probability of adoption is increased the greater 
the number of potential users who have already adopted [Berndt and Pindyck (2000)]. 
This could occur because of fad or herding effects, or because of "network external- 
ities". Network externalities exist if a product is technologically more valuable to an 
individual user as other users adopt a compatible product (for example, telephone and 
computer networks). These phenomena can be critical to understanding the existing 
technological system, forecasting how that system might evolve, and predicting the po- 
tential effect of some policy or event. 

Furthermore, increasing returns to adopting a particular technology or system have 
been linked with so-called technology "lock-in", in which a particular product, techni- 
cal standard, production process, or service is produced by a market, and it is difficult 
to move to an alternative competing technology. Lock-in implies that, once led down a 
particular technological path, the barriers to switching may be prohibitive. This can be 
problematic if it would have been in the broader social interest to adopt a fundamentally 
different pattern of technological capacity. In turn, it raises the question of whether pol- 
icy interventions - possibly involving central coordination and information assessment, 
direct technology subsidies, or publicly funded research, development, demonstration, 
and procurement programs - might avoid undesirable cases of technology lock-in by 
guiding technological paths in directions superior to those that would be taken by the 
free market. 

47 For further evidence and discussion, see the survey by Karshenas and Stoneman (1995). 
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A classic, although somewhat controversial, example given is the QWERTY key- 
board layout [David (1985)]. As the story goes, the so-called Dvorak keyboard system 
is ergonomically more efficient than the standard layout. In other words, we could all 
type faster and better if we learned the Dvorak system. Unfortunately, the QWERTY 
system got there first, so to speak, and we may be stuck with it, due in part to network 
externalities and learning-by-doing. 

Increasing returns are necessary but not sufficient conditions for persistent and un- 
desirable lock-in. There must also be costs associated with maintaining parallel rival 
networks or "switching costs" associated with moving between systems (for example, 
cost of buying a new keyboard or learning to type on a new keyboard layout). The pres- 
ence of these factors, however, in theory has the potential to lead to a market equilibrium 
in which a socially suboptimal standard or technology is employed. Nonetheless, an in- 
efficient outcome need not necessarily result, and if it does it may not be lasting. Market 
forces will eventually tend to challenge the predominance of an inferior technology [see 
Ruttan (1997)]. 

A related characteristic of products or systems subject to increasing returns or "pos- 
itive feedbacks" is that history can be critical. While other markets can often be ex- 
plained by current demand and supply, markets subject to increasing returns may not 
be fully understandable without knowing the pattern of historical technology adoption. 
Work by Arthur (1989, 1990, 1994), David (1985, 1997) and others [Foray (1997)] on 
the importance of such "path dependence" have focused on the lasting role that chance 
historical events can play in leading market outcomes down one rather than another pos- 
sible path. It is important to note that increasing returns and technology lock-in do not 
necessarily imply market failure. In cases where they may, the question becomes what 
policies, markets, or institutions, if any, can ameliorate undesirable technological paths 
or eventual lock-in. 

We are far from having a well-established theoretical or empirical basis for when in- 
tervention is preferable to an unregulated market outcome or the form that intervention 
should take. (See Section 4.2.3 for applications to environmental and energy issues.) 
David (1997, p. 36) suggested that perhaps the most productive question to ask is "how 
can we identify situations in which it is likely that at some future time individuals re- 
ally would be better off had another equilibria been selected" from the beginning. One 
thing that public policy can do, David suggested, is try to delay the market from ir- 
reversible commitments before enough information has been obtained about the likely 
implications of an early, precedent-setting decision. 48 One could construe current pol- 
icy discussions surrounding certain biotechnology developments as potentially doing 
just that. 

48 See Majd and Pindyck (1989) for an analysis that explicitly treats learning-by-doing as an irreversible 
investment decision. 
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Network externalities. Besen and Farre11 (1994), Katz and Shapiro (1994), and 
Liebowitz and Margolis (1994) together provide an overview of issues surrounding 
network effects. Several properties of "network markets" distinguish them from other 
markets, influence the strategies firms pursue, and may lead to market inefficiencies in- 
cluding oligopoly or monopoly. Network markets tend to tip; that is, the coexistence 
of incompatible products may be unstable, resulting in a single standard dominating 
the market. Two potential inefficiencies can also arise due to demand side coordination 
difficulties in the presence of network externalities: excess inertia (users wait too long 
to adopt a new technology) or excess momentum (users rush to an inferior technology 
to avoid being stranded) [see Farrell and Saloner (1985)]. The role of information is 
central; the possibility of locking into an inferior technology is greater when users have 
incomplete information, and it is expectations about the ultimate size of a network that 
is crucial to which technology dominates. The root problem is the difficulty of collective 
coordination in a decentralized process [David (1997)]. 

One way to address this coordination problem is through standards - that is, a partic- 
ular technology chosen for universal adoption - which are often adopted by government 
or industry associations when network externalities are present (telephone signals, for 
example). 49 While standards may help avoid excess inertia and reduce users' search and 
coordination costs, they can also reduce diversity and may be subject to the strategy of a 
dominant firm. Katz and Shapiro (1994) point out that while network effects can lead to 
market inefficiencies, there are many possible market responses to these problems that 
do not necessarily involve government intervention. Furthermore, there is a question 
about whether the government has the proper incentives and information to improve the 
situation. 

Learning-by-doing and learning-by-using. In early production stages, the manufac- 
ture of technologically complex products is fraught with difficulties. As a firm produces 
more and more of the product, however, it learns to produce it more efficiently and with 
higher levels of quality. Production experience leads to the rationalization of processes, 
reduced waste, and greater labor force expertise. When this is so, average production 
costs will tend to decrease over time and with increases in the firm's cumulative output, 
albeit at a decreasing rate. Alternative terms used to denote this characteristic learning 
pattern and related phenomena include "learning curve", "experience curve", "learning- 
by-doing", and "progress function". Learning-by-using, the demand-side counterpart of 
learning-by-doing, can complement and reinforce these learning effects as adoption in- 
creases with greater experience in use and increased productivity over time by the user 
[see Sunding and Zilberman (2000)]. 

A technology with an initial cost advantage can allow for pricing that increases mar- 
ket share. In tuna, increased market share can lead to even greater learning, cost reduc- 
tions, and competitive advantage - a virtuous circle for the firms producing the tech- 
nology. Unfortunately, as with network effects, this persistent cost advantage can create 

49 See, for example, Katz and Shapiro (1986, 1994). 
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a kind of entry barrier if knowledge spillovers are incomplete. In the extreme, the cost 
advantage may completely deter or "lock out" the entry of new technologies or rival sys- 
tems, at least for a time. Spence (1981) showed that the main factors affecting costs and 
competition in the presence of learning are the rate of learning, the extent of learning- 
induced cost decline relative to the market, the intertemporal pattern of demand (that is, 
demand elasticity and growth), and the degree of spillovers of learning to other firms. 5° 

4.2. Diffusion o f  green technology 

While the induced innovation literature focuses on the potential for environmental pol- 
icy to bring forth new technology through innovation, there is also a widely-held view 
that significant reductions in environmental impacts could be achieved through more 
widespread diffusion of existing economically-attractive technologies, particularly ones 
that increase energy efficiency and thereby reduce emissions associated with fossil fuel 
combustion. For example, the report of the Interlaboratory Working Group (1997) com- 
piled a comprehensive analysis of existing technologies that reportedly could reduce 
energy use and hence CO2 emissions at low or even negative net cost to users. The ob- 
servation that energy-efficient technologies that are cost-effective at current prices are 
diffusing only slowly dates back to the 1970s, having been identified as a "paradox" at 
least as far back as Shama (1983). 

As discussed in Section 4.1, above, the observation of apparently slow diffusion of 
superior technology is not a surprise when viewed in historical context. Nonetheless, the 
apparent potential for emissions reductions associated with faster diffusion of existing 
technology raises two important questions. First, what is the theoretical and empirical 
potential for "induced diffusion" of lower-emissions technologies? Specifically, how 
do environmental policy instruments that implicitly or explicitly increase the economic 
incentive to reduce emissions affect the diffusion rate of these technologies? 

A second and related question is the degree to which historical diffusion rates have 
been limited by market failures in the energy and equipment markets themselves [Jaffe 
and Stavins (1994)]. To the extent that diffusion has been and is limited by market 
failures, it is less clear that policies that operate by increasing the economic incentive 
to adopt such technology will be effective. On the other hand, if such market failures 
are important, then policies focused directly on correction of such market failures pro- 
vide, at least in principle, opportunities for policy interventions that are social-welfare 
increasing, even without regard to any environmental benefit. Table 3 summarizes the 
potential influence on technology diffusion of many of the factors discussed in this sec- 
tion. 

50 See also Fudenberg and Tirole (1983) on strategic aspects of learning-by-doing and early work by Arrow 
(1962b). Yelle (1979), Dutton and Thomas (1984), Day and Montgomery (1983), and Argote and Epple 
(t990) together provide an excellent overview of the fairly large empirical literature on learning curves, which 
spans the fields of economics, marketing, and business administration. 
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Table 3 
Factors influencing technology diffusion 
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Likely direction of effect Potential policy/ 
Factor on technology diffusion Institutional instrument 

Increased relative price of resource (+) tax on the resource 
conserved by the technology 
Decreased cost and/or increased quality (+) 
of technology 
Inadequate information, uncertainty, (-) 
and agency problems regarding benefits 
and costs of technology adoption 
Learning-by-doing and learning-by- 
using 
Network externalities 

Characteristics of potential adopters 

technology subsidy 

information dissemination, 
technology demonstration 

(+) technology demonstration and 
deployment, tax/subsidy 

(?) standards, planning, 
coordination 

varied flexible regulation 

4.2.1. Effects o f  resource prices and technology costs 

Kerr and Newell (forthcoming) used a duration model to analyze the influence of  plant 
characteristics and the stringency and the form of regulation on technology adoption 
decisions by petroleum refineries during the leaded gasoline phasedown. They found 
that increased stringency (which raised the effective price of lead) encouraged greater 
adoption of  lead-reducing technology. They also found that larger and more technically 
sophisticated refineries, which had lower costs of  adoption, were more likely to adopt 
the new technology. 

Rose and Joskow (1990) found a positive effect of  fuel price increases on the adop- 
tion of  a new fuel-saving technology in the U.S. electricity-generation sector, with the 
statistical significance of  the effect depending on the year of  the fuel price. In a tobit 
analysis of steel plant adoption of  different furnace technologies, Boyd and Karlson 
(1993) found a significant positive effect of  increases in a fuel's price on the adoption 
of  technology that saves that fuel, although the magnitude of the effect was modest. 
For a sample of industrial plants in four heavily polluting sectors (petroleum refining, 
plastics, pulp and paper, and steel), Pizer et al. (2001) found that both energy prices and 
financial health were positively related to the adoption of  energy-saving technologies. 

Jaffe and Stavins (1995) carried out econometric analyses of  the factors affecting the 
adoption of thermal insulation technologies in new residential construction in the United 
States between 1979 and 1988. They examined the dynamic effects of  energy prices 
and technology adoption costs on average residential energy-efficiency technologies in 
new home construction. 51 They found that the response of  mean energy efficiency to 

51 The effects of energy prices can be interpreted as suggesting what the likely effects of taxes on energy 
use would be, and the effects of changes in adoption costs can be interpreted as indicating what the effects of 
technology adoption subsidies would be. See Section 4.3.2. 
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energy price changes was positive and significant, both statistically and economically. 
Interestingly, they also found that equivalent percentage adoption cost changes were 
about three times as effective as energy price changes in encouraging adoption, although 
standard financial analysis would suggest they ought to be about equal in percentage 
terms. This finding offers confirmation for the conventional wisdom that technology 
adoption decisions are more sensitive to up-front cost considerations than to longer- 
term operating expenses. 

Hassett and Metcalf (1995) found an even larger discrepancy between the effect of 
changes in installation cost (here coming through tax credits) and changes in energy 
prices. There are three interrelated possible explanations for this. One possibility is 
a behavioral bias that causes purchasers to focus more on up-front cost than they do 
on the lifetime operating costs of an investment. An alternative (but probably indistin- 
guishable) view is that purchasers focus equally on both, but uncertainty about future 
energy prices makes them give less weight to the current energy price (which is only an 
indicator of future prices) than they do to the capital cost, which is known. A final inter- 
pretation might be that consumers actually have reasonably accurate expectations about 
future energy prices, and their decisions reflect those expectations, but our empirical 
proxies for their expectations are not correct. 

For households and small firms, adoption of new technologies with significant capital 
costs may be constrained by inadequate access to financing. And in some countries, 
import barriers may inhibit the adoption of technology embodied in foreign-produced 
goods [Reppelin-Hill (l 999)]. 

On the other hand, it must be acknowledged that it is impossible to generalize, partic- 
ularly across countries. Nijkamp, Rodenburg and Verhoef (2001) presented the qualita- 
tive results of a survey of Dutch firms regarding their decisions on how much to invest 
in energy-efficient technologies. They found that general "barriers" to energy-efficient 
technology adoption - including the existence of alternative investments, low energy 
costs, and a desire to replace capital only when is fully depreciated - are more impor- 
tant than financial barriers and uncertainty about future technologies and prices. 

4.2.2. Effects of inadequate information, agency problems, and uncertainty 

As discussed in Section 4.1, above, information plays an important role in the technol- 
ogy diffusion process. There are two reasons why the importance of information may 
result in market failure. First, information is a public good that may be expected in 
general to be underprovided by markets. Second, to the extent that the adoption of the 
technology by some users is itself an important mode of information transfer to other 
parties, adoption creates a positive externality and is therefore likely to proceed at a so- 
cially suboptimal rate. 52 Howarth, Haddad and Paton (2000) explored the significance 

52 Transfer of useful information via technology adoption is a special case of the more general phenomenon of 
consumption externalities in technology adoption [Berndt and Pindyck (2000)]. If early adopters act randomly 
rather than on the basis of better information, then consumption externalities can result in socially excessive 
adoption or "herding" effects. 
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of inadequate information in inhibiting the diffusion of more efficient lighting equip- 
ment. Metcalf and Hassett (1999) compared available estimates of energy savings from 
new equipment to actual savings realized by users who have installed the equipment. 
They found that actual savings, while significant, were less than those promised by en- 
gineers and product manufacturers. Their estimate of the median realized rate of return 
is about 12%, which they found to be close to a discount rate for this investment implied 
by a CAPM analysis. 

Also related to imperfect information are a variety of agency problems that can in- 
hibit the adoption of superior technology. The agency problem can be either external or 
internal to organizations. An example of an external agency problem would be a land- 
lord/tenant relationship, in which a tenant pays for utilities but the landlord makes deci- 
sions regarding which appliances to purchase, or vice versa. Internal agency problems 
can arise in organizations where the individual or department responsible for equipment 
purchase or maintenance differs from the individual or department whose budget cov- 
ers utility costs. 53 DeCanio (1998) explored the significance of organizational factors in 
explaining firms' perceived returns to installation of energy-efficient lighting .54 

Uncertainty is another factor that may limit the adoption of new technology [Geroski 
(2000)]. Such uncertainty is not a market failure, merely a fact of economic life. Un- 
certainty can be inherent in the technology itself, in the sense that its newness means 
that users are not sure how it will be perform [Mansfield (1968)]. For resource-saving 
technology, there is the additional uncertainty that the economic value of such savings 
depends on future resource prices, which are themselves uncertain. This uncertainty 
about future returns means that there is an "option value" associated with postponing 
the adoption of new technology [Pindyck (1991), Hassett and Metcalf (1995, 1996)]. 

Closely related to the issue of uncertainty is the issue of the discount rate or invest- 
ment hurdle rate used by purchasers in evaluating the desirability of new technology, 
particularly resource-conserving technology. A large body of research demonstrates that 
purchasers appear to use relatively high discount rates in evaluating energy-efficiency 
investments [Hausman (1979), Ruderman, Levine and McMahon (1987), Ross (1990)]. 
The implicit or explicit use of relatively high discount rates for energy savings does not 
represent a market failure in itself; it is rather the manifestation of underlying aspects 
of the decision process including those just discussed. At least some portion of the dis- 
count rate premium is likely to be related to uncertainty, although the extent to which 

53 For a discussion of the implications of the separation of environmental decision-making in major firms 
from relevant economic signals, see: Hockenstein, Stavins and Whitehead (1997). A series of related case 
studies are provided by Reinhardt (2000). 
54 Agency problems are probably part of the basis for the hypothesis that energy-saving investments are 
ignored simply because energy is too small a fraction of overall costs to justify management attention and 
decisionmaking. This idea actually dates back to Alfred Marshall; one of his four laws of demand was "the 
importance of being unimportant". Marshall (1922) argued that inputs with small factor shares would receive 
little attention from firms and hence face inelastic factor demand curves. 
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the premium can be explained by uncertainty and option value is subject to debate [Has- 
sett and Metcalf (1995, 1996), Sanstad, Blumstein and Stoft (1995)]. 55 Capital market 
failures that make it difficult to secure external financing for these investments may also 
play a role. 56 

4.2.3. Effects o f  increasing returns 

As described in Section 4.1, above, the presence of increasing returns in the form of 
learning effects, network externalities, or other positive adoption externalities presents 
the possibility that market outcomes for technologies exhibiting these features, includ- 
ing those with environmental consequences, may be inefficient. For example, the idea 
that we axe "locked into" a fossil-fuel-based energy system is a recurring theme in policy 
discussions regarding climate change and other energy-related environmental problems. 
At a more aggregate level, there has been much discussion of  the question of  whether 
it is possible for developing countries to take less environmentally-damaging paths of  
development than have currently industrialized countries, for example by relying less 
on fossil fuels. 57 

While the empirical literature is quite thin, some studies have explored the issue of  
increasing returns and technology lock-in for competing technologies within the en- 
ergy and environment arenas, including analysis of  renewable energy and fossil fuels 
[Cowan and Kline (1996)], the internal combustion engine and alternatively-fueled ve- 
hicles [Cowan and Hulten (1996)], pesticides and integrated pest management [Cowan 
and Gunby (1996)], technologies for electricity generation [Islas (1997)], nuclear power 
reactor designs [Cowan (1990)1, and the transition from hydrocarbon-based fuels [Kemp 
(1997)]. 

Energy and environment-related examples of  empirical estimation of  learning curves 
include work related to renewable energy and climate modeling [Nakicenovic (1996), 
Neij (1997), Grtibler and Messner (1999), Grtibler, Nakicenovic and Victor (1999)1, nu- 
clear reactors [Joskow and Rozanski (1979), Zimmerman (1982), Lester and McCabe 
(1993)], and electricity supply [Sharp and Price (1990)]. Although network externali- 
ties can be an important element of  increasing returns, especially for information and 
communication technologies, their role in environmental technologies is less evident. 

55 Option values can arise for investments that can be postponed, and unless explicit account is taken of the 
option value, it will result in an increased effective hurdle rate for the investment. 
56 Shrestha and Karmacharya (1998) carried out an empirical analysis of the relative importance of vari- 
ous potential barriers to the adoption of fluorescent lighting in Nepal. They found that product information 
predicted adoption, but owner-occupancy and discount rates did not. 
57 See the survey by Evenson (1995) on technology and development. Also Chapter 5 ("Population, Poverty, 
and the Natural Environment") for a discussion of related issues, including the "environmental Kuznets 
c u r v e  ~ . 
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4.3. Effects o f  instrument choice on diffusion 

4.3.1. Theoretical analyses 

The predominant  theoretical framework for analyses of  diffusion effects has been what 
could be called the "discrete technology choice" model: firms contemplate the use of  a 
certain technology which reduces marginal  costs of  pollution abatement and which has 
a known fixed cost associated with it. Whi le  some authors have presented this approach 
as a model  of  "innovation", 58 it is more appropriately viewed as a model  of  adoption. 

With such models,  several theoretical studies have found that the incentive for the 
adoption of  new technologies is greater under market-based instruments than under 
direct regulation [Zerbe (1970)], 59 Downing and White  (1986), Mil l iman and Prince 
(1989), Jung, Krutilla and Boyd (1996). With the exception of  Downing and White  
(1986), all of  these studies examined the gross impacts of alternative policy instruments 
on the quantity of  technology adoption. 6° 

Theoretical  comparisons among market-based instruments have produced only l im- 
ited agreement. In a frequently-cited article, Mil l iman and Prince (1989) examined firm- 
level incentives for technology diffusion provided by five instruments: command-and-  
control; emission taxes; abatement subsidies; freely-al located emission permits,  and 
auctioned emission permits. Firm-level  incentives for adoption in this representative- 
firm model  were pictured as the consequent change in producer surplus. They found that 
auctioned permits would provide the largest adoption incentive of  any instrument, with 
emissions taxes and subsidies second, and freely allocated permits and direct controls 
last. The Mil l iman and Prince (1989) study was crit icized by Marin (1991) because of  
its assumption of  identical firms, but it was subsequently shown that the results remain 
largely unchanged with heterogeneous abatement costs [Mill iman and Prince (1992)]. 

In 1996, Jung, Krutil la and Boyd built  on Mil l iman and Prince 's  basic framework for 
comparing the effects of  alternative policy instruments, but rather than focusing on firm- 
level changes in producer  surplus, they considered heterogeneous firms, and modeled 
the "market-level  incentive" created by various instruments. 61 Their rankings echoed 

58 Downing and White (1986) and Malueg (1989) framed their work in terms of "innovation". Milliman and 
Prince (1989) used one model to discuss both diffusion and "innovation", the latter being defined essentially 
as the initial use of the technology by an "innovating" firm. 
59 Zerbe (1970) compared taxes, subsidies, and direct regulation (emissions standards). If a technology re- 
duces emissions levels, rather than costs, taxes are still superior to direct regulation, but subsidies are not, 
60 Downing and White (1986) compared market-based instruments and command-and-control standards, and 
found for the case of small changes in emissions (so that the optimal pollution tax or permit quantity is 
unchanged) that all of the instruments except CAC standards would induce the socially optimal level of 
adoption. But for non-marginal emission changes, where the control authority does not modify the policy 
(tax or quantity of available permits), market-based instruments would induce too much diffusion, relative to 
the social optimum. Keohane (2001) demonstrated that the cost savings from adoption will always be greater 
under a market-based inslrument than under an emissions rate standard that induces the same emissions. 
61 This measure is simply the aggregate cost savings to the industry as a whole from adopting the technology. 
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those of Milliman and Prince (1989): auctioned permits provided the greatest incentive, 
followed by taxes and subsidies, free permits, and performance standards. 

Subsequent theoretical analyses [Parry (1998), Denicol6 (1999), Keohane (1999)] 
clarified several aspects of these rankings. First, there is the question of relative firm- 
level incentives to adopt a new, cost-saving technology when the price of pollution (per- 
mit price or tax level) is endogenous. Milliman and Prince (1989), as well as Jung, 
Krutilla and Boyd (1996), argued that auctioned permits would provide greater incen- 
tives for diffusion than freely-allocated permits, because technology diffusion lowers 
the equilibrium permit price, bringing greater aggregate benefits of adoption in a regime 
where all sources are permit buyers (that is, auctions). But when technology diffusion 
lowers the market price for tradeable permits, all firms benefit from this lower price re- 
gardless of whether or not they adopt the given technology [Keohane (1999)]. Thus, if 
firms are price takers in the permit market, auctioned permits provide no more adoption 
incentive than freely-allocated permits. 

The overall result is that both auctioned and freely-allocated permits are inferior in 
their diffusion incentives to emission tax systems (but superior to command-and-control 
instruments). Under tradeable permits, technology diffusion lowers the equilibrium per- 
mit price, thereby reducing the incentive for participating firms to adopt. Thus, a permit 
system provides a lower adoption incentive than a tax, assuming the two instruments 
are equivalent before diffusion occurs [Denicol6 (1999), Keohane (1999)]. 62 

More broadly, it appears that an unambiguous exhaustive ranking of instruments is 
not possible on the basis of theory alone. Parry (1998) found that the welfare gain in- 
duced by an emissions tax is s i g n i f i c a n t l y  greater than that induced by tradable permits 
only in the case of very major innovations. Similarly, Requate (1998) included an ex- 
plicit model of the final output market, and finds that whether (auctioned) permits or 
taxes provide stronger incentives to adopt an improved technology depends upon em- 
pirical values of relevant parameters. 63 

Furthermore, complete theoretical analysis of the effects of alternative policy instru- 
ments on the rate of technological change must include modeling of the government's 
response to technological change, because the degree to which regulators respond to 
technologically-induced changes in abatement costs affects the magnitude of the adop- 
tion incentive associated with alternative policy instruments. 64 Because technology dif- 
fusion presumably lowers the aggregate marginal abatement cost function, it results in a 
change in the efficient level of control. Hence, following diffusion, the optimal agency 
response is to set a more ambitious target. Milliman and Prince (1989) examined the 
incentives facing private industry, under alternative policy instruments, to oppose such 

62 The difference between diffusion incentives of permits and taxes/subsidies depends upon four conditions: 
(1) some diffusion occurs; (2) firms have rational expectations and recognize that diffusion lowers the permit 
price; (3) taxes and permits are equivalent ex ante; and (4) the level of regulation is fixed over the time horizon 
considered. 
63 See, also Parry (1995). 
64 See our discussion, above, of "Induced innovation and optimal environmental poficy" in Section 3.3. 
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policy changes. Their conclusion was that firms would oppose optimal agency adjust- 
ment of the policy under all instruments except taxes. Under an emissions tax, the op- 
timal agency response to cost-reducing technological change is to lower the tax rate 
(assuming convex damages); under a subsidy, the optimal response is to lower the sub- 
sidy; under tradeable permit systems, the optimal response is to decrease the number of 
available permits, and thereby drive up the permit price. Thus, firms have clear incen- 
tives to support the optimal agency response only under an emissions tax regime. 

In a comparison of tradeable permits and pollution taxes, Biglaiser, Horowitz and 
Quiggin (1995) examined these instruments' ability to achieve the first-best outcome 
in a dynamic setting. 65 They found that effluent taxes can do so, but permits cannot. 
With an effluent tax, the optimal tax is presumably determined by marginal damages 
(which the authors assume to be constant), yielding a policy which is time consistent. 
Whether or not firms adopt a cost-saving technology, the government has no incentive 
to change the tax rate. From this perspective, however, tradeable permits are not time 
consistent, because the optimal number of permits in each period depends on both firms' 
costs, which are determined by all previous investments, and marginal damages. With 
constant marginal damages, and marginal abatement costs decreasing over time, the 
optimal number of permits should also be decreasing over time. Firms may internalize 
this, and thereby invest less than optimally in pollution control technology. 

The result of Biglaiser, Horowitz and Quiggin (1995) depends, however, on the as- 
sumption of constant marginal damages. If  marginal damages are not constant, then the 
optimal policy is determined by the interaction of marginal damages and marginal abate- 
ment costs for both taxes and permits. The result appears to be analogous to Weitzman's 
(1974) rule: if the marginal damage curve is relatively flat and there is uncertainty in 
marginal costs (from the regulator's perspective) due to potential innovation at the firm 
level, then a price instrument is more efficient. 

4.3.2. Empirical analyses 

Unlike the case of empirical analysis of the effects of alternative policy instruments 
on technology innovation (Section 3.2.3), where nearly all of the analysis focuses on 
energy-efficiency technologies, in the case of technology diffusion, there is a small, but 
significant literature of empirical analyses focused on pollution-abatement technologies 
per  se. 

One of the great successes during the modem era of environmental policy was the 
phasedown of lead in gasoline, which took place in the United States principally during 
the decade of the 1980s. The phasedown was accomplished through a tradeable per- 
mit system among refineries, whereby lead rights could be exchanged and/or banked 
for later use. 66 As noted in Section 4.2.1, Kerr and Newell (forthcoming) used a du- 
ration model to assess the effects of the phasedown program on technology diffusion. 

65 See, also, Biglaiser and Horowitz (1995). 
66 The tradeable permit system was also a great success. See Chapter 9 ("Experience with Market-Based 
Environmental Policy Instruments"). 
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As theory suggests [Malueg (1989)], they found that the tradeable permit system pro- 
vided incentives for more e f f i c i en t  technology adoption decisions, as evidenced by a 
significant divergence in the adoption behavior of refineries with low versus high com- 
pliance costs. Namely, the positive differential in the adoption propensity of expected 
permit sellers (i.e., low-cost refineries) relative to expected permit buyers (i.e., high- 
cost refineries) was significantly greater under market-based lead regulation compared 
to under individually binding performance standards. 

Another prominent application of tradeable permit systems which has provided an op- 
portunity for empirical analysis of the effects of policy instruments on technology diffu- 
sion is the sulfur dioxide allowance trading program, initiated under the U.S. Clean Air 
Act amendments of 1990. In an econometric analysis, Keohane (2001) found evidence 
of the way in which the increased flexibility of a market-based instrument can provide 
greater incentives for technology adoption. In particular, he found that the choice of 
whether or not to adopt a "scrubber" to remove sulfur dioxide - rather than purchas- 
ing (more costly) low-sulfur coal - was more sensitive to cost differences (between 
scrubbing and fuel-switching) under the tradeable permit system than under the earlier 
emissions rate standard. 67 

In an examination of the effects of alternative policy instruments for reducing oxygen- 
demanding water pollutants, Kemp (1998) found that effluent charges were a significant 
predictor of adoption of biological treatment by facilities. In earlier work, Purvis and 
Outlaw (1995) carried out a case study of EPA's permitting process for acceptable water- 
pollution control technologies in the U.S. livestock production sector. Those authors 
concluded that the relevant regulations encouraged the use of "time-tested" technologies 
that provided lower levels of environmental protection than other more innovative ones, 
simply because producers knew that EPA was more likely to approve a permit that 
employed the established approach. 

Another body of research has examined the effects on technology diffusion of 
command-and-control environmental standards when they are combined with "differen- 
tial environmental regulations". In many situations where command-and-control stan- 
dards have been used, the required level of pollution abatement has been set at a far more 
stringent level for new sources than for existing ones. 68 There is empirical evidence that 
such differential environmental regulations have lengthened the time before plants were 
retired [Maloney and Brady (1988), Nelson, Tietenberg and Donihue (1993)]. Further, 
this dual system can actually worsen pollution by encouraging firms to keep older, dirt- 
ier plants in operation [Stewart (1981), Gollop and Roberts (1983), McCubbins, Noll 
and Weingast (1989)]. 

67 Several additional research efforts on the sulfur dioxide allowance trading program are underway; a num- 
ber of relevant hypotheses are described by Stavins (1998). 
68 It could be argued that new plants ought to have somewhat more stringent standards if their abatement 
costs are lower, although such standards should obviously be linked with actual abatement costs, not with the 
proxy of plant vintage. 
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In addition to economic incentives, direct regulation, and information provision, some 
research has emphasized the role that "informal regulation" or community pressure can 
play in encouraging the adoption of environmentally clean technologies. For example, 
in an analysis of fuel adoption decisions for traditional brick kilns in Mexico, Blackman 
and Bannister (1998) suggested that community pressure applied by competing firms 
and local non-governmental organizations was associated with increased adoption of 
cleaner fuels, even when those fuels had relatively high variable costs. 

Turning from pollution abatement to energy efficiency, the analysis by Jaffe and 
Stavins (1995), described above in Section 4.2.1, provided evidence of the likely ef- 
fects of energy taxes and technology adoption subsidies on the adoption of thermal 
insulation technologies in new residential construction in the United States. Their find- 
ings suggest the response to energy taxes would be positive and significant, and that 
equivalent percentage technology cost subsidies would be about three times as effective 
as taxes in encouraging adoption, although standard financial analysis would suggest 
they ought to be about equal in percentage terms. These results were corroborated by 
the study of residential energy conservation investments by Hassett and Metcalf (1995), 
also described in Section 4.2.1, which suggested that tax credits for adoption would be 
up to eight times more effective than "equivalent" energy taxes. 

Although empirical evidence from these two studies indicate that subsidies may be 
more effective than "equivalent" taxes in encouraging technology diffusion, it is impor- 
tant to recognize some disadvantages of such subsidy approaches. First, unlike energy 
prices, (energy-efficiency) adoption subsidies do not provide incentives to reduce uti- 
lization. Second, technology subsidies and tax credits can require large public expendi- 
tures per unit of effect, since consumers who would have purchased the product even in 
the absence of the subsidy still receive it. In the presence of fiscal constraints on public 
spending, this raises questions about the feasibility of subsidies that would be sizable 
enough to have desired effects. 69 

Given the attention paid to automobile fuel economy over the past two decades, it is 
not surprising that several hedonic studies of automobiles have addressed or focused on 
energy-efficiency, including Ohta and Griliches (1976) and Goodman (1983). Atkinson 
and Halvorsen (1984) found that the fuel efficiency of the new car fleet responds more 
than proportionally to changes in expected fuel prices. Using an analogue to the hedonic 
price technique, Wilcox (1984) constructed a quality-adjusted measure of automobile 
fuel economy over the period 1952-1980, finding that it was positively related to oil 
prices. Ohta and Griliches (1986) found that gasoline price changes over the period 
1970-1981 could alone explain much of the observed change in related automobile 
characteristics. 

69 Mountain, Stipdonk and Warren (1989) attempted to assess the effects of relative prices on relevant tech- 
nology diffusion in the Ontario manufacturing sector from 1962 to 1984. They found that fuel choices changed 
in response to changes in fuel prices, but given the nature of their analysis, they could not distinguish between 
product substitution and technology diffusion. 
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What about conventional command-and-control approaches? Jaffe and Stavins 
(1995) also examined the effects of  more conventional regulations on technology diffu- 
sion, in the form of state building codes. They found no discernable effects. It is unclear 
to what extent this is due to inability to measure the true variation across states in the 
effectiveness of  codes, or to codes that were in many cases not binding relative to typi- 
cal practice. This is a reminder, however, that although price-based policies will always 
have some effect, typical command-and-control may have little effect if they are set 
below existing standards of practice. 

In a separate analysis of  thermal home insulation, this one in the Netherlands, Kemp 
(1997) found that a threshold model of  diffusion (based on a rational choice approach) 
could not explain observed diffusion patterns. Instead, epidemic models provided a bet- 
ter fit to the data. Kemp also found that there was no significant effect of  government 
subsidies on the adoption of  thermal insulation by households. 

Attention has also been given to the effects on energy-efficiency technology diffu- 
sion of  voluntary environmental programs. Howarth, Haddad and Paton (2000) exam- 
ined two voluntary programs of  the U.S. Environmental Protection Agency, the Green 
Lights and Energy Star programs, both of  which are intended to encourage greater pri- 
vate industry use of  energy-saving technologies. A natural question from economics 
is why would firms carry out a d d i t i o n a l  technology investments as part of  a voluntary 
agreement? The authors respond that there are a set of  agency problems that inhibit 
economically wise adoption of some technologies (see discussion of  these issues in 
Section 4.2.2). For example, most energy-saving investments are small, and senior staff 
may rationally choose to restrict funds for small projects that cannot be perfectly moni- 
tored. The Green Lights program may be said to attempt to address this type of  agency 
problem by providing information on savings opportunities at the level of  the firm where 
decisions are made. 7° 

Although the empirical literature on the effects of  policy instruments on technology 
diffusion by no means settles all of the issues that emerge from the related theoretical 
studies, a consistent theme that runs through both the pollution-abatement and energy- 
efficiency empirical analyses is that market-based instruments are decidedly more effec- 
tive than command-and-control instruments in encouraging the cost-effective adoption 
and diffusion of  relevant new technologies. 

5. Conclusion 

In opening this chapter, we suggested that an understanding of the process of  technolog- 
ical change is important for economic analysis of  environmental issues for two broad 

70 Another potential explanation arises where the benefits and costs of a project are born by different units of 
a firm. Under such circumstances, projects that are good for the firm may not he undertaken. See discussion 
of this phenomenon in Chapter 9 ("Experience with Market-Based Environmental Policy Instruments"). 
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reasons. First, the environmental impact of social and economic activity is greatly af- 
fected by the rate and direction of technological change. This linkage occurs because 
new technologies may either create or mitigate pollution, and because many environ- 
mental problems and policy responses are evaluated over timeframes in which the cu- 
mulative impact of technological changes is likely to be large. 

The importance of the first link is manifest in determining the economic and envi- 
ronmental "baseline" against which to measure the impacts of proposed policies. That 
is, before we can discuss what we should or should not do about some environmental 
problem, we need to forecast how severe the problem will be in the absence of any 
action. Such forecasts are always based, in some way, on extrapolation of historical ex- 
perience. Within that historical experience, the processes of technological change have 
been operating, often with significant consequences for the severity of environmental 
impacts. Forecasts for the future based on this historical experience depend profoundly 
on the relative magnitude of the effects of price-induced technological change, learning- 
by-doing and learning-by-using, public sector R&D, and exogenous technical progress. 
Sorting out these influences with respect to environmentally relevant technologies and 
sectors poses a major modeling and empirical challenge. 

A particularly important aspect of this set of issues is the historical significance of 
"lock-in" phenomena for environmentally significant technologies. We understand the 
theory of increasing returns and other sources of path dependence, but we have little ev- 
idence regarding their quantitative importance. We know that it is theoretically possible, 
for example, that the dominant place of the internal combustion engine in our economy 
results from a combination of historical accidents and path dependence. But the actual 
magnitude of such effects, relative to the role played by the superior attractiveness of the 
technology to individual users, has enormous consequences for the question of whether 
developing nations will be able or likely to find a different path. 

Another important area is in the conceptual and empirical modeling of how the vari- 
ous stages of technological change are interrelated, how they unfold over time, and the 
differential impact that various poficies (for example, public-sector R&D, R&D subsi- 
dies to the private sector, environmental taxes, information programs) may have on each 
phase of technological change. We have reviewed the existing literature on various as- 
pects of technology policy, but there has been relatively little empirical analysis of these 
policy options directed specifically at the development of environmentally beneficial 
technology. 

There has been much debate surrounding the "win-win" hypothesis. Much of this 
debate has been explicitly or implicitly ideological or political. More useful would be 
detailed examinations regarding the kinds of policies and the kinds of private-sector 
institutions that are most likely to generate innovative, low-cost solutions to environ- 
mental problems. 

This observation is a natural bridge to the second broad linkage between technol- 
ogy and environment, the effect of environmental policy interventions on the process of 
technological change. The empirical evidence to date is generally consistent with theo- 
retical findings that market-based instruments for environmental protection provide bet- 
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ter incentives than command-and-control approaches for the cost-effective diffusion of 
desirable, environmentally-friendly technologies. Further, empirical studies suggest that 
the response of technological change to relevant price changes can be surprisingly swift 
in terms of patenting activity and introduction of new model offerings - on the order of 
five years or less. Substantial diffusion can sometimes take considerably longer, depend- 
ing on the rate of retirement of previously installed equipment. The longevity of much 
equipment reinforces the importance of taking a longer-term view toward improvements 
- on the order of decades. Existing empirical studies have also produced some results 
that may not be consistent with theoretical expectations, such as the finding from two 
independent analyses that the diffusion of energy-efficiency technologies is more sen- 
sitive to variation in adoption-cost than to commensurate energy price changes. Further 
theoretical and/or empirical work may resolve this apparent anomaly. 

A variety of refutable hypotheses that emerge from theoretical models of alterna- 
tive instruments have not been tested rigorously with empirical data. For example, the 
predictions from theory regarding the ranking of alternative environmental policy in- 
struments is well-developed but much of the empirical analysis has focused on energy- 
efficient technologies, rather than pollution abatement technologies p e r  se. The in- 
creased use of market-based instruments and performance-based standards has brought 
with it considerably more data with which hypotheses regarding the effects of policy 
instruments on technology innovation and diffusion can be tested. 

The potential long-run consequences of today's policy choices create a high priority 
for broadening and deepening our understanding of the effects of environmental policy 
on innovation and diffusion of new technology. Unfortunately, these issues cannot be 
resolved at a purely theoretical level, or on the basis of aggregate empirical analyses. 
For both benefit-cost and cost-effectiveness analysis, we need to know the m a g n i t u d e s  

of these effects, and these magnitudes are likely to differ across markets, technologies, 
and institutional settings. Thus, taking seriously the notion of induced technological 
change and its consequences for environmental policy requires going beyond demon- 
stration studies that test whether or not such effects exist, to carry out detailed analyses 
in a variety of sectors in order to understand the circumstances under which they are 
large or small. This will require significant research attention from multiple method- 
ological viewpoints over an extended period of time. But the alternative is continuing 
to formulate public policies with significant economic and environmental consequences 
without being able to take into account what is going on "inside the black box" of tech- 
nological change. 
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