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Preface
Andrew W. Mullineux and Victor Murinde

The ‘internationalization’ of banking, which started in the early 1970s,
paved the way for the ‘globalization’ of finance and became more and more
evident during the 1990s as international capital flows increased in magni-
tude. The internationalization and globalization processes have been facil-
itated by the ongoing communications and information technology (C&IT)
revolution and capital flows have increasingly responded to economic and
political news. This has created the potential for increased global financial,
and consequent economic, instability, of which the 1997/98 Asian financial
crisis might only be a precursor.

By allowing countries, whether they are developed, developing, in tran-
sition or emerging market economies, to draw on a global capital pool to
finance investment, rather than rely entirely on domestically generated
savings, a globalized financial system provides great opportunities as well
as the aforementioned threat of instability.

The ultimate objective of the monetary authorities must thus be to create
a new ‘global financial architecture’, which ensures that capital flows freely
to those who will make the best use of it to enhance the well-being of
mankind. To achieve this, risks and benefits (pecuniary and social) and
disbenefits (for example, poverty and environmental degradation) must be
accurately priced and measured and a regulatory and supervisory system
must be put in place to assure price stability without distorting the price
mechanism. Much work needs to be done to achieve such a utopia, but
good progress is being made on risk, environmental and poverty impact
measurement and on the regulatory and supervisory front. Good gover-
nance at the international, state and corporate levels is of course essential
for the successful conclusion of this global project.

The aim of the Handbook of International Banking is to provide a clearly
accessible source of reference material, covering the main developments
that explain how the internationalization and globalization of banking has
progressed over recent decades to its current juncture and to appraise
progress with the creation of a new global financial architecture. The
Handbook is the first of its kind in the area of international banking.

The chapters contained in the volume have been written by leading
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specialists in their respective fields, often with remarkable experience in
academia and/or professional practice, and have been grouped into four
parts. Part I includes chapters dealing with the internationalization and
globalization of banking. Part II groups chapters covering structural devel-
opments in the international banking industry. The chapters in Part III
tackle regulatory and supervisory issues relating to international banking,
while the chapters in Part IV assess progress towards the development of a
new ‘global financial architecture’.

The material is provided mainly in the form of self-contained surveys,
which trace the main developments in a well-defined topic, together with
specific reference to the relevant frontier research output as contained in
recent journal articles and working papers. Some contributions, however,
aim to disseminate new empirical findings especially where competing
paradigms are evaluated.

The Handbook is designed to serve as a source of supplementary reading
and inspiration for a range of courses in banking and finance, including:
post-experience and in-house programmes for bankers and other financial
service practitioners; Masters and MBA programmes with courses in inter-
national banking and finance; and also for practitioners, professional
researchers and academics in the field.

The editors (Andrew Mullineux and Victor Murinde) would like to take
this opportunity to thank the following people for helping us to bring this
project to its successful conclusion: the contributing authors, for the high
quality of their chapters; Margaret Ball and Jayne Close, for their excellent
secretarial support in helping us to produce the typescript; and Edward
Elgar, Alex Minton, Karen McCarthy and their colleagues, for all their
encouragement and assistance in helping us produce this Handbook. We
all hope that its readers find it useful!



PART I

The Globalization of Banking






1. Globalization and convergence of
banking systems

Andrew W. Mullineux and Victor Murinde

1 INTRODUCTION

The single global banking space is almost a reality. Nine years ago, analysts
named 17 banks that they believed were global banks of the future. All were
commercial or universal banks. In a 1998 survey, about the only similarity
is the number: analysts still envisage 17 banks as ‘global’, or with ‘global
potential’, but they describe a very different grouping. Given the changes
in banking topography, today’s analysts include more investment than
commercial banks in the top ranks (see Kahn, 1998). Just as striking, the
first two tiers in 1998 are the exclusive realms of US banks. Today’s candi-
dates as global banks of the new millennium include Merrill Lynch,
Morgan Stanley Dean Witter, Goldman Sachs, J.P. Morgan, Citibank,
Chase Manhattan and Deutsche Bank.

During 1999, four banks stood head and shoulders above the rest as
global banks: the best global wholesale bank was Chase Manhattan; the
best global transaction services bank, and the best global consumer bank
was Citigroup; the best global asset management bank was Merrill
Lynch; and the best global private bank was Crédit Suisse Private
Banking. These banks, no longer content to rule the domestic roost, are
joined by an unprecedented number of financial institutions stepping
outside their countries’ borders to attain true global reach. It seems
global reach, perhaps by making overseas acquisitions, is the clearest
strategy for independent survival. Alongside the expansion of conven-
tional banks, the last two decades have seen the birth and growth of
Islamic banks, which rely on profit and loss sharing rather than the con-
ventional interest rate yardstick to price their operations; see, among
others, Murinde et al. (1995), Murinde and Naser (1998), Al-Deehani et
al. (1999).

The indications are that financial globalization is broadly beneficial to
the world economy (Thiessen, 1998; Murinde, 1996). International finan-
cial markets can facilitate access by borrowers to a larger pool of global
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savings and enhance investment opportunities for savers worldwide. While
international capital flows have at times disrupted national financial
markets, such episodes more often than not were caused by unsustainable
domestic policies and pointed to the need for adjustment. In view of the
overall benefits of greater access to global capital markets, it would not
serve us well to restrict the free flow of funds. The best way to maximize the
benefits of financial globalization and reduce the risks of disruptions to
national macroeconomic policies is to ensure that these markets and flows
are sound and sustainable. Financial systems need to be prudently
managed and supervised — both nationally and internationally. The best
policy, therefore, is to support and contribute to global initiatives designed
to promote financial market stability worldwide.

In addition, the globalization of financial markets and the development
of strategic alliances in regional markets have broadened the horizon for
many investors. For example, investment in private capital assets has grown
rapidly as investors further diversify portfolios in order to reduce risk and
increase returns. In Latin America, for example, growing participation by
foreign institutional investors has been a key force in the development of
Latin American stock markets since 1990 while accelerating trends of insti-
tutionalization and globalization of money management have increased the
importance of these investors for the future development of stock markets
in emerging economies (Hargis, 1998). There have been some considerable
interactions between globalization and institutionalization of money man-
agement and the growth of emerging stock markets in Latin America, and
elsewhere.

Small, open, developing countries with fragile banking systems have
little to lose from globalization and much to gain, provided that globaliza-
tion is accompanied by policy changes in several areas. First, transaction
costs in the banking sector need to be reduced. Second, fiscal policy will
have to shift towards the provision of infrastructure and education to
prevent local capital from being moved to other countries. Third, a further
reduction in foreign trade barriers would improve resource allocation and
increase competition.

Knight (1999) argues that the increase in financial globalization and the
rise in cross-border financial flows that represents the globalization
process could lead, over time, to a more efficient worldwide allocation of
savings than was possible in the past. Indeed, the new and growing links
between emerging and developed financial markets have been reflected in
a spectacular increase in financial flows to developing and transition coun-
tries. It is argued that to benefit fully from their growing access to interna-
tional financing, the developing and transition economies need to
strengthen their financial systems. Moreover, given the extremely low level
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of domestic saving, many developing countries have no option other than
to participate actively in the process of financial globalization. Only by
participating in the global market will it be possible for the country to
share in the surplus savings of the more mature economies ( pace the US)
of the world.

However, some practical outcomes have the potential to delay the
process of globalization (Aybar and Milman, 1999). For example, the
recent experiences in South East Asia, Russia and Latin America
provide ample evidence that countries in the process of integration are
increasingly exposed to internal and external economic shocks. The
growing vulnerability of developing economies in particular has the
potential to undermine decades of development effort. In this context,
the Asian crisis clearly demonstrates that we are increasingly unable to
predict the triggers of such crises, and certainly lack the institutional
arrangements to contain them. Hence, the ability to manage the interac-
tion between domestic and international economic forces is limited or
undermined by certain factors; these have the potential to delay the
process of globalization and integration of developing economies into
the world economy.

Moreover, the recent financial crisis has demonstrated that, through the
process of globalization, the financial world has shrunk (Mahbubani,
1999). The financial crisis started in a small, open, developing country in
South East Asia (Thailand) and spread through East Asia and on to
Russia, Latin America and the developed countries.

Clearly, globalization of finance will engender worldwide, rather than
local, competition. In this context, the banking industry should anticipate
that the twenty-first century will present it with a considerably more vola-
tile landscape than it faced in the twentieth century (Ludwig, 1999). First,
it is expected that computer technology will give financial institutions the
ability to analyse market changes more quickly and the ability to react to
those changes more quickly. Second, advances in communications technol-
ogy will transmit market developments more quickly.

This chapter surveys trends in the globalization of banking, focusing pri-
marily on the evolving role of banks and other financial institutions in cor-
porate governance. In what follows, the remainder of the chapter is
structured into four sections. Section 2 examines issues surrounding inter-
nationalization, securitization and derivatization. Financial system conver-
gence and the issue of banks versus capital markets are discussed in Section
3. Globalization, in the context of the World Trade Organization (WTO)
and the General Agreement on Trade in Services (GATYS), is discussed in
Section 4. Section 5 examines the trends in corporate governance. Section
6 concludes by looking into the future.
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2 INTERNATIONALIZATION, SECURITIZATION
AND DERIVATIZATION

In the last three decades, there has been substantial liberalization of the
banking sector and financial innovation. These changes have been facili-
tated by reregulation of banks, which continue to lie at the heart of all
financial systems, and have themselves driven changes in prudential, and
monetary, regulation policy. The general trend has been away from pro-
scriptive regulation of financial activities, quantitative control of bank
lending in total (in pursuit of monetary control) and to sectors of the
economy (in pursuit of development policy), and qualitative controls and
guidance; see Hermes et al. (1998, 2000). Quantitative and qualitative con-
trols and guidance have been largely replaced in many countries with a price
(interest rate) orientated monetary policy and general regulations. The
latter include: risk-related capital adequacy requirements (CARSs); deposit
insurance schemes (also risk related in the US); rules prohibiting over-
exposure (to individuals, sectors of the economy, or foreign exchange risk);
and rules requiring the holding of adequate reserves to assure liquidity and
to make provisions against bad or doubtful debts. To enhance supervision
by the authorities, confidential disclosure rules are enforced; and to facili-
tate monitoring by equity and bond holders, public disclosure and auditing
requirements are imposed. Finally, to aid comparison in the increasingly
global environment, accounting and disclosure rules are in the process of
being harmonized and country-based supervisors are increasingly sharing
information about banks and other financial firms. The general trend is
towards establishing a set of rules that encourage banks and other finan-
cial institutions to manage their asset and liability portfolio risks effectively.
If banks achieve an appropriate balance between risk and return, then
depositors will be protected while shareholders earn a suitable return; sys-
temic risk, the risk of destabilizing crises in the whole banking system, will
be minimized, and capital will be more efficiently allocated.

The banking and wider financial markets are rapidly being ‘globalized’.
The process started in the 1970s with the internationalization of banking
(Pecchioli, 1983). This was followed by a period of rapid innovation in the
capital markets, often dubbed ‘securitization’, in the 1980s. Securitization
involves both disintermediation, the growth of non-bank-intermediated or
direct (from the capital markets) finance, and a process of ‘making loans
tradable’ on securities markets, or using asset-backed securities. The secur-
itization process has continued into the 1990s, and has been enhanced by
the rapid growth in the use of financial derivatives or ‘derivatization’.

Also, in the 1990s, there has been a progressive relaxation of capital con-
trols. Some countries moved earlier than others, for example, the UK in
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1979, but relaxation of capital controls has been increasingly encouraged
by the International Monetary Fund (IMF) as a means of stimulating
inward portfolio and direct (in plant and machinery and so on) investment
to facilitate economic development. The result has been a rapid growth in
overseas portfolio investments by mutual, insurance and pensions funds,
with UK and US institutional investors playing a prominent role. Further,
the conclusion of the GATS agreement relating to financial services in the
mid-1990s encourages the opening of financial sectors in countries around
the world to entry by foreign financial institutions. Progress with European
financial integration, which has culminated in the European Monetary
Union (EMU) and the creation of ‘Euroland’, is encouraging more cross-
border activity in the financial service sector, including bank branching and
cross-border alliances and mergers. The merger activity in Europe to date
has, however, largely entailed intranational consolidation; leading to
greater concentration in national banking systems, but these have increas-
ingly faced greater competition from abroad. The US is probably experi-
encing the most rapid consolidation, but this is hardly surprising given the
highly fragmented banking system it had at the beginning of the 1990s due
to strict branching restrictions. At the end of the 1990s, consolidation also
began in Japan’s banking and wider financial system.

The picture seems to be one of the evolution of global banks competing
on a global stage. This is most advanced in the investment banking sphere,
but is likely to become increasingly evident as a result of the ‘internet rev-
olution’. Banks can now offer services across borders without a branch
network. Entry is thus much easier and competition is consequently getting
intense. Retail banks, engaged primarily in deposit banking, the provision
of payments services and lending, face competition on both sides of the
balance sheet and in service provision. Competition in the provision of
loans (home, car and so on), including that from credit card companies, is
clearly increasing. There is also growing competition in the savings market
from internet-based ‘banks’, mutual funds, and the providers of longer-
term savings investments, especially pension providers. The big banks have
also seen their share of the supply of debt finance to the larger firms decline
as they switch increasingly to direct finance from the capital (bonds) and
money (commercial paper) markets. Increasingly, ‘commercial’ or retail
banks are left supplying commercial loans to small and medium-sized
enterprises (SMEs). Competition in SME financing is, however, also
hotting up in the US as the big banks attempt to ‘cherry pick’ using mail-
shots based on the analyses of their growing databases.

Banks have been forced to refocus their businesses. Many retail-based
banks have diversified into investment banking in order to help their large
corporate clients access the money and capital markets. In so doing they
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have boosted their (‘broking’ and ‘market making’) fee income to com-
pensate for the lost interest-based earnings from the loans they used to
make. The combination of investment and retail banking is sometimes
called ‘universal banking’. This has long been permitted in parts of
Europe, but was not the custom in the UK (or France before the mid-
1960s) and was prohibited in the US post-1933, and in post-war Japan.
Japan is in the process of relaxing the restrictions imposed by the US
administration after the Second World War, and the US has recently
repealed the 1933 Glass—Steagall Act restrictions considerably. Universal
banking has long been the norm in Germany and Switzerland, for
example. In Germany, however, universal banks commonly hold sizeable
shareholdings in non-financial firms. Cross-shareholding between
Japanese ‘city banks’ and other ‘keiretsu’ member firms are also signifi-
cant, and cross-shareholding between banks, insurance companies and
non-financial firms is also common in France and Italy, for example. EU
banking regulations limit the proportion of a bank’s capital that can be
held as shareholdings in non-financial companies and the current trend is
to reduce cross-shareholdings, which raises a number of issues for com-
petition and prudential regulation policy (should banks own non-banks
and vice versa?). There are also competition and corporate governance
issues and these have come to the fore in the 1990s, leading to pressure on
banks to reduce their shareholdings in non-financial firms. The pruden-
tial concerns about non-financial firms owning banks relate to the risk of
the owning firms exploiting banking depositors by forcing banks to
supply cheap finance and the risk that the owning firms might be brought
into the lender-of-last-resort and ‘too big to be allowed to fail’ safety nets.
This might also be true in cases where banks own non-financial firms,
whose failure would undermine the banks.

It should also be noted that although financial conglomeration is becom-
ing the norm in most national systems, especially among Organization for
Economic Cooperation and Development (OECD) countries, there are two
approaches to corporate structuring. The integrated firm approach has
been common in mainland Europe, while the UK has tended to favour a
holding company approach, and the US is set to do so too. Diversification
in the US has hitherto been required to take place through separately cap-
italized subsidiaries in the hope of erecting ‘firewalls’ between them. These
have yet to be tested, but there is considerable doubt about their likely effec-
tiveness in face of ‘too big to fail’ considerations. There does, however, seem
to be an emerging trend towards converting integrated universal banks into
holding companies with specialist retail (including telephone and/or inter-
net), corporate and investment, asset management and (see below) insur-
ance subsidiaries.
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The banks have sought to diversify their retail financial activities, often
hoping to cross-sell products (for example, house insurance on the back of
home loans) or simply to exploit the information contained in enlarged
databases for marketing and product development purposes. They have
thus diversified their loan portfolios, often offering home loans which were
traditionally the preserve of specialist savings banks in many countries
(savings and loans companies in the US, and building societies in the UK,
for example). In addition, they have engaged in offering insurance and
pension products, leading to the development of what has been called ‘ban-
cassurance’ companies. Many insurance companies are also in the process
of entering banking; often through the internet or telephone-based ser-
vices.

The development of global bancassurance firms providing retail
banking, insurance, and asset management (pensions and mutual funds
and so on), as well as investment banking services worldwide is thus on the
verge of a reality. The large financial conglomerates will of course continue
to compete with narrower specialist and domestically based institutions,
some of which will be ‘national champions’ formed by domestic mergers.
Some big questions remain.

The globalization process has been facilitated by regulatory and super-
visory harmonization. Initially this consisted of an attempt to create a ‘level
playing field’ for international banks through the 1988 Basle Concordat on
risk-related capital adequacy requirements and subsequent recommenda-
tions from the ‘Basle Committee’. The creation of the ‘single market’ in the
European Union (EU) required the adoption of the second European
Commission (EC) Banking Directive 1989. This consolidated the ‘conti-
nental European’ model of universal banking, which combines investment
and commercial banking, and permitted the development of bancassu-
rance. Throughout most of the 1990s, Japan and the US maintained
(though progressively relaxed, especially in the US) banking laws that sep-
arated investment and commercial banking and banking from insurance.
In 1998 Japan introduced ‘Big Bang’ legislation laying out a phased relax-
ation of these restrictions, and in 1999 liberalizing legislation was passed in
the US. As predicted in Mullineux (1992, Ch. 1), the drive to achieve inter-
national competitive equality has led to the adoption of the more liberal,
in terms of the scope of banking activity, ‘continental’ European regime.
This has in turn increased the range and intensity of competition among
the increasingly globalized large banks. In such a context, does the present,
largely nationally based regulatory system provide for adequate regulation
supervision of the emerging global bancassurance companies and increas-
ingly interlinked national capital market and the internet-based financial
markets and transactions?
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Are gaps being left in the provision of financial services to low-income
and other minority groups, and is financial exclusion being aggravated by
the shrinkage through merger-induced and other closures of costly bank
branch networks?

The latter question is beyond the scope of this book, although in the
global context the potential financial exclusion of developing countries has
become an issue as the Basle II capital adequacy requirements are being
finalized. The creation of financial conglomerates or ‘wide banks’,
however, raises the question of how they should be regulated. Commercial
banks (banks engaged in lending and deposit-taking businesses with per-
sonal and corporate customers) have traditionally been regarded as special.
This is because: (i) they are the dominant financial institutions in terms of
repositories for savings and providers of finance; (ii) they are the main pro-
viders of payments services, which are infrastructural to modern com-
merce; and (iii) among financial institutions, they alone have liabilities
which are money and are thus the most important potential contributors
to the inflation-generating process. Thus banks have been regulated separ-
ately from other financial institutions in most countries. As banks have
diversified, other formerly specialist financial institutions have entered into
banking. Hence, the continuing need to regulate banks separately has been
questioned. The UK, Sweden and Japan have already introduced FSAs.
The letters stand for different words in each country, Financial Services
Authority in the UK, Financial Supervisory Agency in Japan, and
Financial Supervisory Authority in Sweden, but the approach is similar. All
providers of financial services have the same regulator and the regulator is
a semi-autonomous government agency, which is not the central bank.
Central banks, to the extent that they were responsible for bank and wider
financial sector regulation and supervision, are now required to concen-
trate on inflation control and have been given independent (of the Finance
Ministry/Treasury) power to set interest rates in pursuit of this goal, subject
to an agreed level of accountability to the legislature. The US, with its
complex array of bank and other regulators, each with their own vested
interests, has yet to move in this direction, however.

As we move to the global stage, we have noted that the Basle Committee
of international bank regulators and supervisors has driven international
bank regulatory and supervisory harmonization, while the International
Organization of Security Commissions (IOSCO) has led harmonization in
the sphere of capital market regulation and supervision. There are numer-
ous gaps in global cooperation, however, and there is no global (or EU-
wide) regulatory and supervisory organization. As a response to the Asian
finance crisis of the late 1990s, however, the Financial Stability Forum has
been established to promote international financial stability through
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enhanced information exchange and institutional cooperation in financial
market supervision and surveillance. The IMF, the International Bank for
Reconstruction and Development (World Bank), the Basle Committee
(BIS), the OECD, IOSCO and the International Association of Insurance
Supervisors (IAIS) are all participating, along with representatives of ‘off-
shore banking’ groupings.

In general, banking in the new millennium will be directly influenced by
the main developments in the banking space in the last three decades,
including the Second EC Banking Directive in 1987, the Basle Concordat
in 1988, the Japanese Big Bang in 1998, recently the repeal of the Glass—
Steagall Act in the US in 1999, global regulatory harmonization, financial
sector liberalization and capital account liberalization, and the computing
and information technology (IT) revolutions. All these developments
increase the mobility of capital and facilitate the creation of a single global
financial space. However, niche players and geographically segregated
markets still exist in securities business, retail banking and SME banking.

3 PATTERNS OF CORPORATE FINANCING AND
FINANCIAL SYSTEMS CONVERGENCE

A Single Financial Space in Europe?

Murinde et al. (2000) investigate whether there has been some convergence
in the EU in terms of the structure of the financial systems as well as the
patterns of corporate financing activities by banks, bond markets, stock
markets and non-financial corporates (NFCs) themselves through retained
earnings. First, a test for convergence is used to investigate the possibility
of a shift towards a sustained increase in the relative share of bank financ-
ing as a percentage of the overall capital structure of NFCs, given an initial
level (say at 1972), in a manner that suggests the economies are moving
towards a bank-orientated system as well as a pattern of corporate financ-
ing that relies predominantly on bank debt. Second, the convergence test is
applied to determine whether there has been a shift towards a sustained
increase in the relative share of equity (and/or bond) financing as a percent-
age of the overall NFC investment financing, given an initial level, in a
manner that suggests the economies are moving towards a capital market-
orientated system as well as a pattern of corporate financing that relies pre-
dominantly on bonds and equity issues. Finally, the convergence test is
applied to determine whether there has been a shift towards a sustained
increase in the relative share of internal finance as a percentage of the total
NFC investment financing, given an initial level, in a manner that suggests
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the managers of the NFCs behave in conformity with the pecking-order
theory of financing choices and hence utilize retained earnings first before
they resort to debt, equity or bond financing. The overall results also shed
light on whether the financial systems of EU member countries are con-
verging towards a ‘bank-orientated’ or a ‘capital market-orientated’ model.
See also Chapter 4 by Dermine in this book.

General method of moments (GMM) estimation is applied on a dynamic
fixed effects model for convergence on a panel of OECD flow of funds data
for seven EU member countries with special reference to the financing of
NFCs, hence shedding light on the interaction between the financial and
real sectors in the context of the convergence criteria. The study covers the
period in which there has been substantial financial innovation, liberaliza-
tion and regulatory reform; the process started in the 1970s in some of the
countries under study here (for example, the UK; see Mullineux, 1987a)
and accelerated in the 1980s, particularly from the mid-1980s in the UK
and France (Mullineux, 1987b; Bertero, 1994). Broadly, as noted in Section
2, the 1970s can be regarded as the decade of internationalization and the
1980s as the decade of securitization leading into an explosion in the use of
derivatives in the late 1980s and early 1990s. During this period, exchange
rate controls have been progressively lifted both outside and within Europe,
banking systems and stock exchanges have been deregulated and reformed
and new regulatory and supervisory systems have been devised through the
work of the Basle Committee. The net result of these international pro-
cesses, combined with the single financial market programme within the
EU (Mullineux, 1992), has been an increase of competition within and
between member-country banking systems and between these systems and
capital markets, particularly with regard to providing finance to NFCs. The
process of securitization might be expected to have led to convergence in
the EU and, if it continues, to encourage further convergence. The growing
competition among alternative financial systems within the EU and
between the EU and other countries can also be expected to force conver-
gence. A similar array of financial products has increasingly become avail-
able in all countries as ‘gaps’ in the market are progressively identified and
exploited.

However, Brealey and Myers (2000, pp. 383—4) report that for all NFCs
in the US over 1981-94, internally generated cash was the dominant source
of corporate financing and covered, on average, 75 per cent of capital
expenditures, including investment in inventory and other current assets;
the bulk of required external financing came from bank debt; net new stock
issues were very minimal. The observation is consistent with the findings by
Rajan and Zingales (1995) in their international comparisons of capital
structures in seven OECD countries, as well as the evidence by Corbett and
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Jenkinson (1994), Bertero (1994) and Edwards and Fischer (1994) in
selected OECD countries. However, these studies also find some evidence
of a shift from bank loans to direct financing from the capital (and partic-
ularly the bond) markets as part of the securitization process associated
with the financial liberalization of the 1980s.

Nevertheless, in the context of the EU countries, the observed patterns
of corporate financing seem to mask the sharp dichotomy in the structure
of financial systems. A contrast is drawn between Anglo-Saxon (capital
market-orientated) financial systems, as represented by the UK, and conti-
nental (banking-orientated) financial systems, as typified by Germany and
most of continental Europe (Doukas et al., 1998, p. 10). In a conventional
sense, the term ‘banking orientated’ involves bank lending via the creation
of demand deposits in connection with a debt contract between the bank
and the borrower, deposit taking and the provision of associated money
transmission services to the public. Nevertheless, banks, especially in the
EU, are increasingly engaging in both banking and securities business, that
is, universal banking, fund management and, more recently, insurance busi-
ness (‘bancassurance’ or ‘Allfinance’). The term ‘bank orientated’, there-
fore, may have various interpretations. It could mean a system in which
banks are the dominant institutions providing both indirect (or intermedi-
ated debt) finance and access to direct finance from the money and capital
markets via instruments such as commercial bills and paper (money market
debt finance), bonds and euronotes (capital market debt finance) or shares
(capital market equity finance), inter alia. The key distinctions here are
between direct and indirect finance and between debt and equity financing.
Since banking fundamentally involves the provision of indirect debt
finance, ‘bank orientated’ could more narrowly be taken to mean that the
most important source of external financing for NFCs is bank loans.

With reference to the EU, therefore, a bank-orientated system could be
viewed as one in which banks are the key financial institutions as regards
corporate governance by virtue of being both providers of debt finance and
the key institutional holders of equity, as in the universal banking system
of Germany (and to some extent France; Bertero, 1994). In contrast, in
capital market-orientated systems the key institutional shareholders are
pension and insurance funds. This is especially true in the UK, where share
ownership remains heavily concentrated (see Mayer, 1994). Hitherto, the
institutional shareholders in the UK have not exercised their voting rights
(including proxy voting rights) as actively as the German Grossbanken
(Deutsche, Dresdner and so on). The capital markets in the UK also influ-
ence management behaviour via the threat posed by aggressive mergers and
acquisitions activity. In contrast, in continental Europe, unsolicited take-
over bids have, at least until recently, been largely unknown.
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The relative merits of the bank- and capital market-orientated systems is
integral to the policy debates on the evolution of financial systems in the
EU member countries following the Single European Market of 1993. If
direct financing is increasing relative to bank financing, the capital markets
will have a greater role to play in the future in hitherto bank-dominated
financial systems. To the extent that bank-orientated systems are more
‘long termist’, this trend may lead to a spread of ‘short termism’ in invest-
ment and ‘research and development’ expenditure decisions. Counteracting
this development, and helping to deepen capital markets in previously
bank-dominated systems, the privatization of pensions, in response to an
ageing population, and the associated budgetary pressures being caused by
maintaining ‘pay-as-you-go’ state pension schemes, will lead to a buildup
of pension funds. These funds will increasingly invest in shares (equities) as
restrictions requiring large proportions of the funds in domestic govern-
ment bonds are removed in response to competitive pressures to achieve
acceptable returns for the investors. Because pension funds are dealing with
long-term savings, they naturally take a strategic view and this should help
counteract any bias towards short termism. The creation of the single cur-
rency area within the EU (Euroland) has already boosted the development
of a European corporate bond market. The continued rapid growth in the
euro-based corporate bond market should further reduce the role of bank
loans as a source of corporate debt finance.

The question remains, however, whether the different financial systems
in the EU have exhibited a tendency to converge over time, following the
Single European Market of 1993. In the context of EU financial systems
and the patterns of corporate financing, the ‘convergence criterion’ reflects
the expectations of EU member countries that the launching of a border-
less Europe in January 1993 would impact on the financial systems of these
economies by facilitating the achievement of a single financial space in the
EU. This moved a step closer with the decision to proceed with the creation
of a single currency adopted by most of the EU states in January 1999. In
Euroland, convergence can be expected to accelerate. See also Chapter 4 by
Dermine and Chapter 5 by Gardener, Molyneux and Williams in this book.

Evidence on Convergence in the EU

Although the data used by Murinde et al. (2000) are different from those
used by Corbett and Jenkinson (1994), Bertero (1994) and Edwards and
Fischer (1994), the main findings are consistent with the general conclu-
sions in the literature. These authors, as well as Mullineux (1996), find that
the level of bank financing is similar in gross terms in Germany and the
UK, the two countries that are de facto characterized by different banking
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systems. Our results do not exhibit convergence perhaps because much
further convergence cannot be expected, given the level of similarity in
bank financing in these countries as documented by the above authors.

However, Murinde et al. (2000) obtain results which suggest that over
time and across the seven EU member countries the NFCs have generally
shifted towards the use of equity finance for new investment; the stock
markets have also increasingly become important as a means of raising
equity finance for new investment by NFCs. However, the UK remains a bit
of an outlier. These results are interpreted as providing reliable evidence
that the EU member countries are converging towards a capital market-
orientated system, in the context of an increase in the relative share of the
equity market (compared to that of banks and bond markets) in the overall
financing of new investment by NFCs. It is also shown that the nominal
exchange rate and the interest rate are not potent monetary policy instru-
ments in facilitating the convergence of the equity markets in the seven EU
member countries.

Further evidence suggests that there has been a tendency towards con-
vergence among the EU member countries in terms of the use of company
bond finance by NFCs. It is shown that over time and across the seven
countries the NFCs have shifted towards the use of bond issues to finance
new investment. Moreover, as noted previously, the formation of Euroland
can be expected to accelerate the growth of the euro-dominated corporate
bond market if the US is any guide.

The evidence on convergence with respect to internal finance is consis-
tent with the results obtained by Corbett and Jenkinson (1994), Bertero
(1994) and Edwards and Fischer (1994) who find that high levels of inter-
nal financing are confirmed for the UK and Germany, particularly in the
net figures and after noting that capital transfers can be regarded as inter-
nal sources for publicly owned corporations in Germany. These studies also
find that in the Spanish case, perhaps surprisingly given the relatively early
stage of financial sector restructuring in that country, internal financing
counts for a very high level of investment financing while, in net terms,
bank financing and, in the 1990s, equity financing, make a negative contri-
bution.

As they participate in a single market inaugurated in 1993 and as a result
of the ongoing restructuring of their banking systems, EU member coun-
tries may expect convergence of their financial systems on the evolving
‘continental’ European model. This model depicts heavy reliance on inter-
nal financing with bank-intermediated lending decreasing in importance
and increasingly competing with direct financing via equity and bond
markets (especially the euronote and bond markets) in the declining market
for the external financing of investment. This might be the main plausible
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interpretation of the evidence obtained in this study. We find that there is a
shift towards convergence, conditional as well as unconditional, with
respect to equity financing and internal financing of NFCs in seven EU
member countries; however, the shift is less pronounced with respect to
bond issues, while there is hardly any convergence at all with respect to
bank debt (or the banking system). However, a great leap forward has
occurred in the development of the corporate bond market following the
adoption of the euro in January 1999, further undermining the dominance
of bank debt finance and pointing to convergence on the US financial
system, where the corporate bond markets are much more developed. In
some countries, the banks are also progressively diversifying into the pro-
vision of underwriting and brokerage (of financial instruments) services to
the NFCs, who previously borrowed from them more heavily via bank
loans. The results of this study may be interpreted as suggesting that the
‘continental European universal banking’ model, in the sense of banks
combining lending and securities business, is becoming relevant for the EU
as a whole.

All in all, the EU Single Market launched in 1993 and the ongoing
restructuring of banking systems in most EU countries are expected to
facilitate convergence of the financial systems in the EU towards the ‘con-
tinental model’. This is also true of the UK, given the virtual disappear-
ance of indigenous independent investment banks. It is only in the US that
investment banks flourish as separate entities. It is also argued that conver-
gence will occur in terms of the patterns of corporate financing in the EU.
Models are specified for each of the four elements of the capital structure
of NFCs, and are estimated and tested using data from the OECD flow of
funds tables for the 1972-96 period for seven EU member countries:
Finland, France, Germany, the Netherlands, Spain, Sweden and the UK.
The study uncovers a number of interesting findings. First, there is no sig-
nificant evidence of a tendency towards convergence among the EU
member countries in terms of the use of bank debt by NFCs. Thus, con-
trary to the expectations of many policy makers and media pundits, it
would appear that over time and across the seven countries the NFCs have
not shifted towards the use of bank debt for financing new investment. Nor
is there reliable evidence that the EU member countries are converging
towards a bank-orientated system, in the sense of an increase in the rela-
tive share of the banking system in the overall financing of new investment
by NFCs. These results seem to be impervious to a monetary policy stance
involving exchange rate or interest rate instruments.

In general, however, the evidence suggests some form of overall conver-
gence of the EU financial systems on a continental variant of the Anglo-
Saxon model, depicting heavy reliance on internal financing with
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bank-intermediated lending decreasing in importance but increasingly
competing with direct financing via equity and bond markets in the declin-
ing market for the external financing of investment. Following the repeal of
the Glass—Steagall Act in 1999, the US financial system may well tend to
converge on the same point as large corporations seek both credit lines and
the underwriting of securities issues from their ‘bankers’.

4 GLOBALIZATION, WTO AND GATS

For most of the 1990s, at least until the breakout of the Asian financial
crisis, trade in financial services was seen as a necessary step towards glo-
balization. Indeed, the growth rate enjoyed by the Asian ‘tigers’ had
reached miracle status (Murinde, 1996). However, after the crisis and the
associated contagion effects, governments and major financial institutions
are counting the costs as the collapse of prices and spreads across the
emerging markets (Taylor, 1999).

The inauguration of the WTO introduced new and important issues to
trade negotiations, mainly pertaining to trade-related intellectual property
rights, trade-related investment measures, and trade in services, as repre-
sented by the GATS. However, the provisions regarding trade in financial
services, as contained in the GATS, have proved to be a source of consid-
erable anxiety for the non-industrialized countries generally. Partly, this
may be because the consequences of the GATS are not well understood and
there is a sense among these countries that they are being pressurized into
signing up for something which may yet turn out to be to their detriment.

Chapter 26 by Murinde and Ryan in this book evaluates the potential
effects of the GATS on developing countries. It is argued that developing
countries have concerns which differ considerably from the bulk of the
developed nations. In general, with respect to the banking industry, there is
a general presumption that the GATS will largely enshrine historic compar-
ative advantage and favour the existing market leaders at the expense of
other countries with a less developed presence in international financial
markets. However, it would be wrong to imagine that the gains from finan-
cial liberalization will accrue only to the suppliers of international finan-
cial services or indeed that domestic banks will be wiped out, at least on the
basis of the evidence from the European Single Market experiment. The
recommendation offered by Murinde and Ryan (Chapter 26 in this book)
is that the developing economies should respond strategically to the pros-
pect of the GATS in terms of restructuring their domestic banking indus-
try well ahead of the full liberalization required by the WTO and the
GATS.
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5 TRENDS IN CORPORATE GOVERNANCE

The competing financial systems (‘Anglo-Saxon’ versus ‘Germanic’, or
‘market’ versus ‘bank-orientated’) debate is often couched in terms of
implications for corporate governance and indeed society as a whole. The
debate is often somewhat confused as a result of the influence of ‘financial
myths’ (Mishkin, 2001, Ch. 1). We have already noted that internal, rather
than externally supplied, finance is the major source of investment finance
for both large corporates and SMEs. We have also noted that in all coun-
tries SMEs are largely dependent on banks for external finance, and that
banks are the major suppliers of finance to the non-financial business
sector. Only in the US is the corporate bond market a major alternative (to
loans) source of debt finance, although the introduction of the euro has
resulted in accelerated development of the European corporate bond
market. Even in the US, banks remain the main suppliers of debt finance,
however, and it is only the large corporates that can tap the traditional bond
market, while ‘growth firms’ in the new technology sectors can increasingly
tap the higher-risk ‘junk bond’ market. Further, the ‘equity market’ is a
market in second-hand stocks through which ownership is transferred. In
years of high merger and acquisition activity and share ‘buy-backs’ the net
supply of new equity finance through the market is frequently negative in
the US and the UK. Markets specializing in financing new companies,
again usually in the new technology sectors (for example, NASDAQ and
the Neur Markt), tend to be net suppliers of equity, but often as a result of
replacing and expanding the investments of venture capitalists and other
private equity holders. The latter have been growing in importance as an
alternative to banks for early-stage ‘growth’ firms in the technology sector.

In sum, even in Anglo-Saxon systems, banks remain the dominant
sources of finance, the more so as the commercial banks diversify from
making loans into wider, securities-related, corporate finance. Hence the
bank versus market-dominated distinction is outmoded. We have also
noted that the, generally liberalizing, reregulation of banks and other
financial institutions is also driving to convergence of the scope of ‘banks’
and other financial institutions (on the ‘continental’ European model),
hence the Germanic versus Anglo-Saxon distinction between financial
systems is losing meaning too.

It is, however, true that a larger proportion of indirect finance is, at least
for the larger firms, being provided through bond (debt), equity and money
(commercial paper and bills and notes) markets. As such, there is conver-
gence on an ‘Americanized’ continental European system, that is, one in
which the main players are diversified bank and insurance companies (and
also some specialized investment banks for a while) and mutual and
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pension funds, but financial markets are becoming increasingly important.
The insurance, mutual and pension funds are, however, increasingly becom-
ing the dominant institutional investors as pensions are progressively being
privatized and banks disengage from cross-shareholdings in Japan and the
EU (particularly Germany).

The convergence of financial systems is leading to a convergence of cor-
porate governance mechanisms. For the, largely private, SME sector there
is less change. Banks remain the key players in their governance unless
management control is diluted by taking on equity finance from outside
(private equity, venture funds). For larger firms that have issued equity to
the public and/or taken on bond financing, institutional investors can be
expected to play an increasing role in governance relative to banks; but
banks will also remain key actors. Given the, seemingly growing, impor-
tance of internal finance in larger firms, good management is necessary to
ensure that efficient use is made of retained earnings. Here issues pertain-
ing to the structure of management boards, the role of non-executive direc-
tors, and whether the roles of chairman and chief executive officer should
be separated become increasingly important. Further, stock markets play a
role in providing a market for corporate control to keep the managers on
their toes. Behind the markets are the institutional shareholders, who must
decide which shares to hold in their portfolios and in what proportions.

Through the institutional shareholders, the interests of small investors
and pensioners are represented and legislation can be used to encourage
investors to take account of ethical and environmental considerations in
constructing their investment portfolios (for example, the 1999 pensions
fund legislation in the UK).

The interests of stakeholders other than shareholders can also be
brought to bear through legislation on management board membership
(for example, requiring worker and/or consumer representation, as is the
case in a number of countries). By such means the tiger of global capital-
ization can be tamed and capital will be directed in such a way as to ensure
its most efficient (from social as well as financial or economic perspectives)
use. Growth will be enhanced and poverty reduced as a result. Social aud-
iting will increasingly complement traditional financial auditing. To
achieve this, however, countries must adopt common accounting stan-
dards, and adopt best practices in financial sector regulation and, partly as
a result of the former, conformable corporate governance (including bank-
ruptcy procedures) systems.

Thus, some important conclusions may be drawn from the above trends
in corporate governance in the global financial space. It is noted that the
growth in internal finance (retained earnings) exacerbates the principal
—agent problem. The growth in direct finance reduces the role of banks in
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corporate governance and this tendency is enhanced by their declining role
as institutional investors through cross-shareholdings (particularly in
Germany and Japan). Bondholders (often banks and other financial insti-
tutions), not just shareholders, are increasingly important. However, banks
remain the key monitors of SMEs. Stock markets, through secondary
trading, are markets for corporate control as well as sources of new finance
through initial public offerings (IPOs). Institutional shareholders (insu-
rance, pension and mutual funds) are increasingly the key players in cor-
porate governance (though individual shareholdings have increased
dramatically in the last five years in the US and continental Europe, but
increasingly not in the UK); these shareholders are playing a more active
role in ensuring that companies have good management structure and
internal controls. However, the increased emphasis on shareholder value
may lead to short termism (as opposed to long termism associated with uni-
versal banking). If the US is typical, the benefits of greater innovation and
flexibility may outweigh any costs of short termism. Further, short termism
tends to increase pressure to distribute profits as dividends, reducing capital
‘hoarding’ for internal investment. Stakeholders other than shareholders
may, however, need protecting. This could be done through social auditing
(a precursor is recent UK pension legislation).

6 WHERE DO WE GO FROM HERE?

Globalization and Financial Crises

The growing threat of global crisis is fuelling a debate over the means avail-
able to contain and resolve it, as well as over the ways in which countries
can protect themselves from its consequences (see Guitian, 1999). The
world economy has become so closely integrated that not only do countries
need to ensure that they manage their own economies well; they must also
be ready to anticipate, and adapt to, economic mismanagement elsewhere.
The first issue that needs to be addressed is determining what individual
countries can do to cope with volatile capital flows. For the orderly liberal-
ization of capital flows, a second issue needs to be addressed: the develop-
ment of norms and procedures that all countries agree upon and that are
flexible enough to cover all potential country situations. A few time-tested
principles of international relationships are eminently well suited for the
purpose at hand: a provision to allow countries a measure of flexibility; a
set of common prudential norms; a principle of temporary international
acceptance of restrictive measures; and a provision to allow countries to
resort temporarily to controls.
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The most pertinent issue, therefore, relates to ways of dealing with finan-
cial crises. Clearly, financial crises in Latin America and Asia since 1994
have drawn attention to the potential dangers of globalization of the inter-
national financial system (Arner, 1998). In order to prevent the collapse of
the financial system of the countries involved and reduce the risk of poten-
tial contagion throughout the international financial system, international
financial rescues of unprecedented proportions have been organized for
Mexico, Thailand, Indonesia and South Korea. The magnitude of these
international financial packages and the as yet indeterminate impact that
they will have on the international financial system underline a number of
ongoing changes in the international financial system. The basic causes of
the crises and the nature of the international rescues, beginning with the
Mexican peso crisis, are diverse and no uniform rules apply.

Overall, there is need for strengthening the architecture of the interna-
tional financial system in the wake of these crises. The idea is to explore
what can be learned from these events about the opportunities and risks of
a global financial market and how the architecture of the international
financial system can be strengthened to realize the potential of a twenty-
first-century global economy. The time has come for a more systematic
approach to strengthening national financial systems that would involve a
more intensive assessment of their vulnerabilities and steps to promote
reforms.

Revamping the Tools of Country-risk and Credit-risk Analysis and
Management

The traditional country-risk analysis techniques were developed in the
1970s at the height of international bank-lending activities. The motivation
was to develop statistical tools which would facilitate the assessment of
country risk that could be associated with a given prospective borrower. It
was also intended that the models would be applied to forecast the prob-
ability of risk associated with future loan transactions. Moreover, the sta-
tistical techniques were intended to supplant purely descriptive methods
which were being applied by some analysts. Descriptive or informal
methods of country-risk assessment relied on political descriptive informa-
tion to formulate some qualitative judgements on the risk associated with
loan obligations with a given country. Some countries were rated as good
risks while others were rated as poor risks, without any quantitative indica-
tor of how risk prone these countries were. In general, the main methods
of country-risk analysis that have been used in the literature can be clas-
sified into four groups; namely, full qualitative methods, structural qualita-
tive methods, checklist methods and quantitative techniques. The main
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statistical techniques include linear-probability models, logit models, probit
models, discriminant analysis, principal components analysis and dynamic
programming models. See Murinde (1996, Ch. 9) for details on these
methods and their applications.

Consequently, a number of specialist agencies for analysing credit risk,
political risk and country risk have emerged over the last two decades. The
main ones include Moody’s; Standard and Poor’s; S.J. Rundt Associates of
New York; Multi National Strategies of New York; Political Risk Services
of New York; the Institute of International Finance of Washington, DC;
International Country Risk Guide of New York; and the Economist
Intelligence Unit, London.

Notwithstanding the useful models for country-risk analysis reviewed in
this chapter, it is a formidable challenge to accurately assess and predict
country risk. The experience of the global debt burden bears testimony to
the fact that financial institutions can get country-risk predictions wrong.
The main shortcoming of the main models used to predict country risk is
that, in general, these models depend on expectations; analysts try to cope
with expectations by tempering the models with judgement and knowledge
of the underlying structure.

Moreover, the onset of globalization and the end of the cold war have
introduced new complications. For example, developing economies will
have to compete with one another for external finance. On the side of devel-
oping-country governments, there is an increasing awareness of the need to
restructure their economies and make them attractive to foreign investors.
On the side of investors, there is increasing activity in monitoring the
investment climate around the world.

It is therefore necessary to reconsider the traditional tools of country-
risk analysis. The series of devaluations and soaring numbers of troubled
banks and borrowers in Asia and other countries took many analysts by
surprise. In general, the global economy and, especially, the growth and
globalization of capital markets have put new strains on the system and
created new challenges for risk managers. As recently as January 1996, par-
ticipants in surveys of country-risk practices still focused on traditional
macroeconomic measures in risk-grading country exposure (Hayes, 1998).
The future lies in devising more comprehensive tools of risk analysis and
management.

International Coordination of Bank Regulation
There is urgent need for bank regulators to coordinate regulation following

incidents with transnational implications, such as the failure of the UK’s
Barings Bank and the fraudulent activity at the New York branch of
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Japan’s Daiwa Bank (Prasad, 1998). At the same time, local bank manag-
ers need to put in place programmes for complying with the changing inter-
national regulatory environment and international bank management in a
rapidly expanding regulatory environment.

Financial Discipline

After an empirical assessment of the impact of the globalization of finan-
cial markets on developing and transition economies, Knight (1998) argues
that imperfectly competitive banking sectors can react perversely to
adverse economic shocks. It is found that while non-bank financial markets
and institutions can enhance the competitiveness of the banking sector,
there are gaps in the institutional and market structures of developing and
transition economies. Eliminating these gaps may reinforce financial
market discipline in developing and transition economies. Thus, interna-
tional initiatives for enhancing financial system soundness should empha-
size the complementary roles of market discipline and official oversight in
an environment of globalized markets.

The Agenda for Policy Makers

The question of how to redesign the global financial system is a major issue
confronting finance ministers, central bankers, commercial and investment
bankers, technocrats at multilateral organizations, and academics.

The issues discussed by the G7 finance ministers at a meeting on 8§ May
1998 included ways of strengthening the global financial system, improv-
ing cooperation between supervisors of internationally active financial
firms, and fighting crime. In regard to strengthening the global financial
system, five key areas were identified as requiring action: (i) enhanced
transparency and data transmission, (ii) assisting countries in their prepar-
ation of integration into the global economy and for free capital flows, (iii)
strengthening national financial systems, (iv) ensuring that the private
sector takes responsibility for its lending decisions, and (v) enhancing
further the role of the international financial institutions and cooperation
among them and with the international forums (see Casson, 1998).

The Age of Internet Banking and Finance

As a result of very rapid increases in telecommunications and computer-
based technologies and products, a dramatic expansion in financial flows,
both cross-border and within countries, has emerged. These technology-
based developments have so expanded the breadth and depth of markets
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that governments, even reluctant ones, increasingly have felt they have had
little alternative but to deregulate and free up internal credit and financial
markets. Still, for central bankers with responsibilities for financial market
stability, the new technologies and new instruments have presented new
challenges. It should be recognized that, if it is technology that has
imparted the current stress to markets, technology can be employed to
contain it. Enhancements to financial institutions’ internal risk-manage-
ment systems arguably constitute the most effective countermeasure to the
increased potential instability of the global financial system. Improving the
efficiency of the world’s payment systems is clearly another.

Concluding Remarks

In a nutshell, the goal of a single global financial space is to harness the
benefits of greater access to external financial markets by developing coun-
tries while reducing the risks of sudden reversals of capital inflows. The
current initiatives involve strengthening the ‘global financial architecture’
through institutional, regulatory and supervisory reform (Financial
Stability Forum, BIS), and improving country and credit risk analysis
(Institute for International Finance, IIF). On the part of developing coun-
tries, more fiscal restraint is urged, along with, more controversially, more
flexible exchange rates (as, for example, in Argentina, Bulgaria, Estonia and
Hong Kong). Proposals to restrict capital outflows (Malaysia) and discour-
age capital inflows (Chile) have made little progress since neither is effective
in the long run and they seem to discourage long-term direct investment.
Thus, globalization of finance continues to gather pace, reaching through
the internet beyond governments, parastatals, and major corporations into
retail (household and SME) banking and finance. An interesting question
for future research is: will internet banking and finance remove any remain-
ing scope for regional variation? If so, will there be pockets of financial
exclusion as a result of ‘cherry picking’ and what can be done about it?
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2. Multinational banking: historical,
empirical and case perspectives

Elisa A. Curry, Justin G. Fung and
Ian R. Harper

1 INTRODUCTION

One of the paradoxes of multinational banking is that the names of so
many of the main players have such strong national or regional connec-
tions. BankAmerica, Banque Nationale de Paris, Deutsche Bank,
Hongkong and Shanghai Banking Corporation, National Australia Bank,!
Royal Bank of Canada and Union Bank of Switzerland are but a few
instances of this paradox.

This section addresses the paradox by outlining the history and evolution
of multinational banking from its parochial roots, and then Section 2 dis-
cusses various theories of multinational banking. Empirical support for the
theories is examined and illustrative examples are provided. The different
ways in which national or regional banks transform themselves into multi-
national corporations are explored in Section 3. The forms which multina-
tional banks (MNBs) take, the reasons why particular forms are chosen and
the various organizational strategies they adopt are the principal focus.

In Section 4, various themes and strands from the preceding two sections
are brought together in a discussion of the performance of MNBs. In par-
ticular, Section 4 focuses on the performance of foreign MNBs in the US
compared with their domestic rivals. Section 5 looks at the future of MNBs
and MNB regulatory reform. The challenges to both MNBs and regulators
are canvassed, particularly in the context of the ongoing consolidation of
the banking and finance sector.

To begin, however, multinational banking and MNBs are defined and
distinguished from international banking and international banks.

Multinational and International Banking

The terms ‘multinational banking’ and ‘international banking’ are often
used interchangeably, particularly outside the MNB literature. Similarly,
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the descriptions ‘multinational bank’ and ‘international bank’ are often
applied indiscriminately, or at least casually. Although clear delineation is
becoming increasingly difficult, it is usual in the literature to find a distinc-
tion between ‘multinational’ and ‘international’; these phrases have more
specific connotations than in everyday idiom.

Of the two descriptions, international banking is the broader. Lewis and
Davis (1987, p. 219), for example, use it to denote the ‘cross-border and
cross-currency facets of banking business’. They classify international
banking into two main activities: traditional foreign banking and eurocur-
rency banking (p. 221). Traditional foreign banking involves transactions
with non-residents in domestic currency to allow trade finance and other
international transactions. Eurocurrency banking involves banks partici-
pating in foreign exchange transactions with both residents and non-
residents. While these aspects of banking may be undertaken by MNBs,
and indeed, often are, they need not be. The provision of trade finance,
foreign exchange and euromarket loans are activities commonly under-
taken by international banks. The international flavour of their business is
not the defining characteristic of a multinational bank.

Buckley and Casson (1991, p. 33) define a multinational enterprise
(MNE) as an enterprise which ‘owns and controls activities in different
countries’. Applying this definition to banking, MNBs can be said to ‘own
and control branches and/or affiliates in more than one country’ (Jones,
1992, p. xiii). Robinson (1972, p. 4), Gray and Gray (1981, p. 37) and Lewis
and Davis (1987, p. 219) among others, all proffer similar definitions. The
defining characteristic of multinational banking is that it involves an
element of foreign direct investment, and MNBs are a type of MNE.
International banking and foreign banking do not require a physical
banking presence offshore and on this basis can be distinguished from
multinational banking.

So this chapter concerns itself with banks that have an ‘institutional pres-
ence in the form of branches in one or more foreign countries’ (Cho, 1985,
p. 2). These MNBs may focus on multinational retail banking, providing
banking services to corporate clients overseas or multinational wholesale
banking (Grubel, 1977) but all are essentially involved in credit extension
and funding activities and secondary businesses, such as foreign exchange.
In fact, {m]ost multinational banking activities of MNBs are basically an
extension of banking activities performed by banks on the domestic level’
(Cho, 1985, p. 16). Given this observation, subsequent sections examine
why and how regional or domestic banks choose to establish a presence in
foreign markets, before proceeding to explore the performance and future
of these entities. Prior to this, a brief history of multinational banking is
presented to provide the context for the material which follows.
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A Tale of Two Waves

The earliest known examples of ‘international’ or, perhaps more appropri-
ately, ‘inter-civilization’ banking, consisted of letters of credit and bills of
exchange issued across sovereign boundaries. These date back four thou-
sand years (Walter, 1985, p. 14). ‘Multinational’ or perhaps ‘multi-
sovereign’ banking, however, is a much more recent development; in the
fifteenth century, the great bankers of Florence established subsidiaries or
branches in foreign jurisdictions (ibid.). But leaving aside these distant
antecedents and focusing on the modern era, the evolution of multinational
banking is characterized by two distinct waves.

The first wave of modern multinational banking accompanied and even
facilitated the rise of colonialism in the nineteenth century. So in some ways
the patterns of development of multinational banking mirror those of the
colonial era. Given this symbiosis, it is not surprising that banks based in
Britain, the colonial superpower, dominated this wave of multinational
banking. The first British MNBs opened branches in the 1830s in the
Australian, Caribbean and North American colonies. These were followed
two decades later by the establishment of branches in Latin America, South
Africa, British India and Asia (Jones, 1992, p. xvi). These early MNBs
financed much of the economic development in the British colonies and are
often labelled ‘British overseas banks’ or ‘Anglo-foreign banks’; they were
headquartered in London, then the global financial capital, but only pro-
vided banking services outside the United Kingdom. British MNBs also
expanded into the Middle East and continental Europe.

The other colonial powers also engaged in multinational banking on a
smaller scale. In the decades following the 1870s, Belgian, French and
German MNBs were particularly active, opening branches in their own col-
onies, Latin America and even in China. They also established a presence
in London and elsewhere in Europe. The European MNBs differed in
profile from their early British counterparts, however, typically conducting
banking businesses in both home and foreign markets. For example,
Belgium’s largest domestic banking institution at the time, Société
Générale, expanded its operations both by foreign acquisition and by
setting up foreign subsidiaries. The French MNB, Banque de I'Indochine,
was also launched by an existing domestic bank (Jones, 1990, p. 3) and the
development of German multinational banking was led by domestic insti-
tutions. Nor was multinational banking in the first wave the exclusive pre-
serve of European colonial powers. Both Japan (in the form of the
Yokohama Specie Bank) and, more particularly, Canada had strong
MNB:s.

The decades of war and depression following 1914 effectively ended the
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first wave. The forces that had hitherto propelled the growth of multina-
tional banking, namely, expanding international trade, colonialism and the
strength of the British empire, all fell into decline. At the same time, nation-
alistic sentiment and competition from local banks in foreign markets
intensified, creating further obstacles for MNBs. However, another set of
factors was to culminate in the beginning of the second era of dynamic
growth for multinational banking in the 1960s. Huertas (1990, p. 261)
groups the catalysts for this second wave of multinational banking under
three broad headings: macroeconomic, regulatory and microeconomic.

Into the first category fall the renewed vigour with which international
trade and investment were pursued during the post-war boom and the
return of a relatively stable political environment. With respect to regula-
tory change, the second wave was also promoted by regulations such as
Regulation Q, which effectively limited the ability of US banks to raise
funds domestically by capping interest rates payable on US deposits (ibid.,
p. 254). The consequent emergence of the eurodollar market encouraged
many domestic US banks to circumvent the scope of Regulation Q by
establishing foreign branches. As MNBs, these banks gained access to the
new source of US dollar funds and this in turn allowed them to finance
higher levels of domestic loans. In later decades, the gradual liberalization
of domestic banking sectors in many countries also drove the second wave.

Huertas (ibid., p. 263) argues that microeconomic forces for multina-
tional expansion were most compelling in the second wave. The startling
advances in technology during this period gave internalization of interna-
tional banking activities a significant cost advantage over traditional cor-
respondent banking networks. A further inducement to expand abroad was
the realization that multinational players would be better placed to capital-
ize on the opportunities presented by the growing importance of institu-
tional investors and the increasing innovation in financial products and
services worldwide.

Besides the different factors shaping the two periods, there are other
notable distinctions between the modern waves of multinational banking.
Allusions to one divergence have already been made: where the first wave
was led by British institutions, US banks, minor multinational banking
players until then, led the second wave. As already noted, the US MNBs
were primarily motivated to expand abroad by the need to increase funding
for their domestic businesses. However, they were also driven by a desire to
participate in the new global economy, in which the US (and not Britain)
was dominant. A second point of difference pertains to geography.
Whereas MNBs in the first wave focused largely on developing countries —
a consequence of the colonial nature of their growth — their descendants in
the second wave were comparatively more interested in expanding into
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developed economies, where the above microeconomic forces might be used
to greater advantage. Finally, there are also differences in the organizational
structures and strategies adopted. Many of the MNBs in the nineteenth
century conducted retail banking businesses abroad and, particularly for
the British MNBs, these businesses were often ‘green field’ operations. By
contrast, with some notable exceptions, such as Citibank, the second wave
of multinational banking is characterized by a greater aversion to foreign
retail banking, except perhaps where market entry strategies involve foreign
bank acquisition. The chapter returns to these issues in Section 3.

Almost four decades having passed since the onset of the second wave, vir-
tually all of the world’s largest banking institutions are multinational. The
presence of US multinational banking operations has continued to expand.
At the end of 1996, the total assets of overseas branches and subsidiaries of
US banks exceeded $1.1 trillion (Institute of International Bankers, 1997,
p. 12). This represents a significant growth in US multinational banking activ-
ity, more than double its 1992 level (ibid., p. 12). Multinational banking enti-
ties not only dominate the international aspects of banking but also control
a large share of the banking business at the local level in many countries. In
the UK, approximately 58 per cent of total UK loans (in all currencies) and
26.7 per cent of sterling loans were made by branches and subsidiaries of non-
UK banks at year end 1996 (ibid., p. 2). In Germany, approximately 17 per
cent of loans made by private commercial banks were made by branches and
subsidiaries of non-German banks at year end 1996 (ibid., p. 2).

While the external climate and influences upon multinational banking and
its evolution since the early nineteenth century have been outlined in this
section, only passing reference has been made to the largely internal reasons
and motivations for domestic banks choosing to become multinational organ-
izations. These theories of MNBs are dealt with explicitly in the next section.

2 THEORIES OF MULTINATIONAL BANKING

There are many reasons why domestic banks choose to become MNBs and
a few of these have already been touched upon. Indeed, individual banks
may decide to expand abroad for multiple reasons, although one or several
of the rationales may be more compelling. The drivers justifying or neces-
sitating entry may differ depending upon the specific foreign market under
consideration and the external and internal circumstances at particular
points in time. Grubel (1977) presents different explanations for multina-
tional banking depending upon whether the activity involves retail, service
or wholesale banking.

It is not the objective of this section to propose an overarching, unifying
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theory of multinational banking, or to enter into the debate between the
advocates of eclectic theory? and those of internalization theory as frame-
works for studying MNBs.? This is because ‘[a]t the level of abstraction rep-
resented by internalization theory and eclectic theory, it is not possible to
generate empirically testable hypotheses’ (Williams, 1997, p. 84) and the
aim of this section is not only to canvass the diverse motivations which
drive banks towards multinational status but also to gauge the support
enjoyed by each theory in the empirical literature and relevant case studies.

The theories are discussed in turn but, for ease of exposition (rather than
any claim to mutual exclusivity), they are classified into groups. The first
group captures general theories relating to opportunities for growth and
profit. The second contains hypotheses concerning the leveraging of
strengths throughout a multinational organization; the third includes
theories pertaining to bank client activities; the penultimate category
groups together theories relating to risk management; and the final group
comprises miscellaneous theories of multinational banking.

Theories Relating to Growth and Profit Opportunities

If it is assumed that banks seek to maximize growth, profit or income, or
to minimize their respective opposites, then to some extent, almost every
theory of multinational banking can be said to concern growth or profit
opportunities. The hypotheses grouped under this heading, however,
pertain to such opportunities at a broad, general level. The more specific
theories are addressed in subsequent sections.

Domestic banks may explore offshore options with the general intention
of increasing growth, profits or both. These potential MNBs may face
mature domestic markets or an intensely competitive domestic banking
and financial services sector.* According to the foreign market size and
foreign market relative growth hypotheses, respectively, large foreign
markets and foreign markets with comparatively high rates of growth have
more appeal to banks seeking new growth or profit opportunities abroad
(Davidson, 1980; Park and Zwick, 1984, p. 32; Nigh et al., 1986). These
theories may be particularly apt for banks seeking to attract local business
in offshore markets or ‘looking to buy into the growth of world trade’
(Bailey, 1991, p. 11). These opportunities were certainly important drivers
in the Australia and New Zealand Banking Group’s (ANZ Bank’) decision
to expand into the Asian region in the 1980s (ibid.). While the foreign
market size hypothesis has some support in the empirical literature (for
example, Terrell, 1979; Davidson, 1980; Goldberg and Grosse, 1994), the
relative growth hypothesis has not been extensively tested and the results
are equivocal (for example, Goldberg and Saunders, 1981a).
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Where the foreign banking market is not intensely competitive and entry
barriers are low, growth and profit potential may also be correspondingly
higher, irrespective of market size or relative growth. The foreign market
competitiveness hypothesis posits that potential MNBs are more favour-
ably disposed towards expansion into less competitive foreign banking
sectors. Typically, the competitiveness of foreign banking sectors in econo-
metric work has been gauged by concentration ratios (for example, Cho,
1985) and the theory finds some empirical support (for example, Goldberg
and Johnson, 1990).

Theories Concerning Leveraging of Strengths

Grubel’s (1977) seminal adaptation of the theory of MNE:s to the study of
multinational banking asserted that potential MNBs must possess (or at
least perceive themselves to be in possession of) some advantage over their
local competitors in foreign markets. According to this argument, banks
would be reluctant to expand abroad in the absence of some competitive
edge. This theory can be extended, however, to encompass the scenario
where a bank acquires a foreign player with particular technology, for
example, with the express intention of applying that technology to improve
its own operations. The various theories of multinational banking which
involve some leveraging of a bank’s competitive advantages are examined
in this section.

A bank’s ascendancy in some aspect of its business may stem from
numerous sources. It may possess or have accumulated superior manage-
ment skills, knowledge and experience or have developed leading-edge busi-
ness processes, practices or information technology. It may therefore seek
to capitalize upon these capabilities by establishing offshore branches.
National Australia Bank, for example, was confident that its ‘package of
products and services, systems and management [could] be effectively
duplicated in other countries’ (Argus, 1990, p. 4). These advantages may
have been acquired through years of competing in a sophisticated domes-
tic financial sector, through previous experiences of multinational banking
or even through past operations in a similar foreign market (Tschoegl,
1982).

The econometric literature has generally found a positive association
between the level of sophistication in the domestic market, usually proxied
by the size of the domestic market, and the magnitude of the presence in
foreign markets (for example, Grosse and Goldberg, 1991; Fisher and
Molyneux, 1996; Hondroyiannis and Papapetrou, 1996).

Similarly, the impact of previous multinational experience on multina-
tional operations was positive in Davidson’s (1980) sample of MNEs.
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Moreover, in Pastre’s (1981) survey, more than half of the multinational
respondents cited international reputation as an important factor in choos-
ing a bank in a foreign jurisdiction. However, in the literature specific to
MNBs, as opposed to MNEs in general, the measures employed to proxy
for multinational experience have typically been correlated with MNB size.
This has created some difficulties for testing the hypothesis since a bank
may have other competitive advantages through its size or through econo-
mies of scale or scope, which may be related to size. The empirical problem
is further complicated by a question of causality; namely whether large
banks tend to become multinational, for example in search of new offshore
growth opportunities, or whether multinational status of itself results in
banks becoming large.

Of course, the difficulties in testing the multinational experience thesis
also afflict tests of whether bank size or scale or scope economies influence
the level of multinational banking activity. Clearly, embarking upon a
multinational banking business can be a capital-consuming proposition,
particularly in the light of capital adequacy requirements and the increas-
ing importance of information technology investments. Furthermore, a
large bank may have additional comparative advantages in foreign markets
since it may have access to lower-cost capital. So such an enterprise may
choose to take advantage of its size or capital and asset strength by expand-
ing its business abroad. While Cho (1985) among others provides some
support for the size hypothesis, as noted, isolating size from multinational
experience can be problematic. Economies of scale or scope may also
provide a competitive advantage which can be leveraged into a foreign
market. For example, an MNB with scale economies may be able to operate
on tighter interest margins, thus attracting the business of foreign borrow-
ers and depositors. Mahajan et al. (1996) found that US MNBs exhibit
economies of scale and are more efficient than their domestic peers but the
results of Tschoegl (1983) among others are less definitive on this issue.
Again, a question of causality arises such that multinationality may give
rise to economies or the presence of economies may motivate multinational
expansion.

The size of an MNB is not the sole driver of its cost of capital funds.
There are a variety of sources of differences in bank cost of capital, includ-
ing home-country national saving behaviour, macroeconomic policy,
industrial organization, financial policy and taxes (Zimmer and McCauley,
1991, p. 33). Zimmer and McCauley find significant differences in bank cost
of capital facing commercial banks in different industrial countries. They
find that the increase in the market share of foreign MNBs in the US can
be explained by differences in the cost of capital in the MNBs’ domestic
market. Cost of capital advantages arose from savings and macroeconomic
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policy, as well as from the relations among corporations, banks and govern-
ment (ibid., p. 56). McCauley and Seth (1992) investigate foreign bank pen-
etration of the US lending market and also find that foreign MNBs enjoyed
a lower cost of capital relative to their domestic US rivals. In both cases,
the market share of foreign-owned MNBs with a lower cost of capital has
grown relative to rivals with a higher cost of capital.

Finally, banks without a competitive advantage may obtain an edge
through the acquisition of foreign businesses, typically in sophisticated
markets. For this reason, this can be labelled the ‘foreign market sophisti-
cation’ hypothesis. Under this theory, the objective in becoming multina-
tional is to apply or leverage a newly acquired advantage to domestic
banking operations and to any existing multinational operations. If the
sophistication of the foreign market is used as a proxy, then the more
advanced the market of the foreign target bank in comparison to that of
the acquirer, the greater the incentive to become an MNB by making a
foreign acquisition in such a market. There is little or no empirical support
for this thesis. However, one of the motivations for National Australia
Bank’s acquisition of the US bank, Michigan National Corporation, was
to obtain the potential benefits of having a significant presence in the tech-
nologically advanced US market. This strategy of ‘reverse leveraging’ was
even more apparent in National Australia Bank’s purchase of the Florida-
based mortgage specialist, HomeSide Inc., whose leading-edge mortgage
systems and processes were uniformly implemented throughout the bank’s
multinational businesses.

Theories Pertaining to Client Activities

The first of the hypotheses involving the activities of bank clients postu-
lates that when domestic clients look to invest offshore, their domestic
banks will establish relevant foreign representation to continue providing
services abroad. A decision to become multinational in such circumstances
may be defensive in the sense that a failure to do so may result in the loss
of a multinational domestic client, not only in foreign markets, but perhaps
domestically as well, as the client may choose to bank instead with a foreign
MNB with domestic branches or with a domestic MNB competitor of the
purely domestic bank. In the words of Hilmar Kopper (1991, p. 9), then
spokesman for Deutsche Bank’s board of managing directors, ‘[ijn order to
safeguard their strength at home, [banks] had to become . . . global institu-
tions’. This is the defensive expansion hypothesis.

A second and related hypothesis, the trade finance hypothesis, surmises
that domestic banks expand abroad to provide banking services for domes-
tic clients’ trading, as opposed to investment, activities. For example, early



36 The globalization of banking

in the twentieth century, US Steel and DuPont both encouraged Citibank
to move into South America (Cleveland and Huertas, 1985, p. 77).
Expansion in such circumstances, however, need not be purely defensive.
Indeed, in Citibank’s case, an additional motivation which could be
labelled ‘offensive expansion’ or ‘opportunistic expansion’, was also a
factor. The then president of Citibank expected that the opening of its
South American branches might yield ‘a very considerable return by offer-
ing facilities that other banks cannot offer to exporters, and thus attract
their accounts to the City Bank’ (ibid., pp. 78-9).

Interpretation of the results of some of the econometric testing of these
theories is complicated by the correlation between measures of the size of
the foreign market and foreign investment and trade proxies (Jain, 1986).
The MNB may have been driven by the attraction of a large new market (a
theory already discussed) or by the need to provide existing clients with ser-
vices abroad, whether for investment or trade purposes. In other words, as
a consequence of this correlation, discerning or isolating the drivers for
opening foreign branches can be difficult in econometric studies.
Nevertheless, both client-related hypotheses have, in general, found
support in the considerable empirical literature.® Further support for these
hypotheses is provided by the statistic that 52 per cent of surveyed US
multinationals continued to bank with their domestic MNB with respect to
their operations in foreign jurisdictions (Pastre, 1981).7

Theories Relating to Risk Management

Overseas expansion may bring higher growth rates and greater profits,
whether it be through entering large, high-growth markets, by leveraging
existing strengths, or by following clients abroad. Of course, considerations
relating to risk also influence the decision to become an MNB in two anti-
thetical respects. First of all, investing in foreign jurisdictions is manifestly
not without its risks and uncertainties. Second, and in opposition, an
offshore investment offers the potential for risk diversification and mini-
mization. The theories of multinational banking which involve risk man-
agement are discussed in this section.

Risk averse banks may prefer to expand into overseas markets which are
familiar in cultural, linguistic and institutional respects.® In this way, any
uncertainties may be reduced (Davidson, 1980).7 Foreign bank acquisition (a
subject to which the chapter returns), rather than ‘greenfield’ development,
may also assuage such concerns. Similarly, risk averse banks may avoid invest-
ing in politically unstable regions or countries. This is not to say, however, that
these banks will altogether eschew foreign economies more risky than their
domestic markets. On the contrary, the portfolio diversification hypothesis
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suggests that by investing in more than one country, an MNB may diversify its
business and political risks (Bernal, 1982; Niehans, 1983). In fact, it may even
be advantageous for a large, well-known MNB to expand into a less stable
economy if, for example, it could build a substantial retail business by offering
local depositors a greater level of security than that provided by domestic insti-
tutions. Fieleke’s (1977) small study of US banks is inconclusive in regard to
the portfolio diversification theory and Goldberg and Johnson (1990, p. 124)
opine that ‘[i]nternational diversification benefits have been claimed but sup-
porting evidence is weak’.10 In contrast, Don Argus, former chief executive
officer of National Australia Bank, believes that ‘[gleographic diversification
of the business reduces that volatility in the bank’s performance that arises
from total exposure to the domestic economy’ (Argus, 1990, p. 8). Similarly,
‘Citicorp’s world-wide policy of broad diversification of both assets and liabil-
ities helps to maintain stability and reduces risk of excessive concentration in
any one particular country’ (Citicorp, 1976, p. 25).

From the converse perspective, banks from politically unstable domestic
markets may look to establish a more secure income stream and asset base
abroad in a more stable political or economic environment (Grosse and
Goldberg, 1991). Reversing the example given above, however, Marashdeh
(1994) points out that an MNB with such a strategy (and presumably,
higher-risk domestic business) may struggle to attract custom in lower-risk
markets without providing commensurate returns to foreign depositors.
Again, expansion via acquisition of an existing foreign bank may be a more
practical approach in these circumstances.

Empirical work on these hypotheses is relatively sparse and the few
studies which have been undertaken have yielded conflicting results.!! In
part, this is probably due to the opposing considerations and arguments
presented above and in part due to the difficulties inherent in measuring a
country’s level of risk and, in particular, isolating the proxy for risk from
other related attributes such as market size and sophistication.

Miscellaneous Theories of Multinational Banking

In this final subsection, three miscellaneous theories are outlined. These
concern the impact of regulation, exchange rate movements and distance
from the domestic market on the formation of MNBs. Although they are
theories or hypotheses in a slightly different sense from those already exam-
ined, they have nevertheless attracted the attention of scholars of multina-
tional banking and so are discussed here.

Many have argued that government regulations in both domestic and
foreign markets have played an important role in the development of
multinational banking (for example, Klopstock, 1973; Brimmer and Dahl,
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1975). One example of this influence was cited in Section 1, in the discus-
sion of the impact of Regulation Q upon the evolution of US MNBs. Other
restrictions on the domestic banking sector, such as the Glass—Steagall
Act,!2 also encouraged US banks to become multinational (Bernal, 1982).
Regulation has had an impact upon multinational banking in other coun-
tries as well. In order to evade domestic credit restrictions, for example,
Japanese banks opened foreign branches in the US to finance loans in
Japan (Poulsen, 1986). Of course, regulation is also important from the per-
spective of receptivity, the degree to which a market is open to foreign
investment. In the case of banking, many otherwise receptive jurisdictions
have proscribed foreign bank entry altogether, or at least prescribed
restricted forms of investment (to be discussed below). The extensive
empirical literature provides general support for this regulatory impact
theory (for example, Nigh et al., 1986; Goldberg and Johnson, 1990;
Hultman and McGee, 1989; Goldberg and Grosse, 1994; Wengel, 1995).

Exchange rate movements can increase or decrease the financial
resources required by potential MNBs to enter foreign markets. For
example, a depreciation of the currency of the target bank’s country rela-
tive to that of the acquiring bank’s country may make a previously
unaffordable takeover feasible, and conversely for a relative appreciation.
However, such exchange rate movements have the opposite impact upon
the income generated from foreign sources when measured in the domestic
currency of the MNB. So the impact of exchange rates upon the incidence
of multinational banking is ambiguous. For this reason, and perhaps also
because of the complexity of constructing an exchange rate proxy which
accurately captures the continuous fluctuations in exchange rates, the
modest number of empirical tests in this area provide little guidance or
enlightenment (for example, Goldberg and Johnson, 1990).

Some researchers have postulated that the greater the geographic dis-
tance between an MNB’s domestic and foreign operations, the greater the
costs of monitoring foreign borrowers (Ursacki and Vertinsky, 1992) and
therefore the lower the likelihood of establishing foreign representation. On
the other hand, it has also been proposed that greater distances may require
the development of a stronger local supervisory presence in the foreign
market and hence lower monitoring costs from the domestic headquarters
(ibid.). This would increase the probability of foreign branching from a
particular home country. Cultural similarities between, or at least greater
understanding of, geographically proximate nations, factors which may
influence the likelihood of multinational banking, further confound the
testing of this hypothesis (Grosse and Goldberg, 1991). The absence of
unequivocal theoretical direction is mirrored in the econometric findings
(for example, Fisher and Molyneux, 1996).
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3 MULTINATIONAL ORGANIZATIONAL FORMS

Banks may invest offshore for greater growth and profit opportunities, to
capitalize upon competitive advantages, to follow or lead clients, to manage
risk and for other reasons, such as domestic or foreign regulation. Once a
decision has been made to expand abroad, the intending MNB must decide
on the form its expansion will take and the strategies it will employ. This
section is divided into three subsections: in the first one, the different forms
of multinational banking representation are explored; factors which influ-
ence banks to adopt one particular organizational form over another in
foreign markets are examined in the second; and the third subsection dis-
cusses multinational strategy for the global integration of products and
business systems.

Types of Multinational Organizational Form

There are several organizational forms which can provide the vehicle for
multinational banking involvement. These forms differ, primarily, in the
types of business they are authorized to conduct in offshore markets.
Ranked in order of increasing foreign involvement, the organizational
forms are: correspondent banking, representative offices, agencies, subsid-
iaries and branches. The activities of each are outlined below.
Correspondent banking does not in fact constitute multinational banking
as defined in Section 1 because it involves no direct foreign investment, or
any physical presence in the foreign market. The description of this type of
banking is provided merely to contrast with the later discussion of multina-
tional banking. It consists of a correspondent relationship, typically on a
reciprocal basis, between domestic banks in different countries. The rela-
tionship involves the foreign domestic bank (the correspondent) conducting
financial transactions and related activities in the foreign market on behalf
of the home bank. Common services include extending foreign currency
credit, issuing or honouring letters of credit and providing information
about foreign market conditions. The foreign correspondent performs the
transactions on behalf of the home bank in return for a fee.
Representative offices are the most limited form of multinational
banking and involve MNBs establishing their own commercial premises in
foreign countries. Representative offices perform functions which assist and
support the operations of MNBs but their activities are restricted. For
example, they are not authorized to carry out the general banking functions
of deposit taking or lending (Hultman, 1990, p. 5). However, they can
collect and forward payments in foreign markets, such as receivables for
exporters, on behalf of ‘parent’> MNBs (Goldberg and Saunders, 1981b,
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p. 366). They can also organize loans in foreign markets to be referred to
and administered by the ‘parent’ in the home country (ibid.). Another sig-
nificant activity of representative offices is the collection of data and intel-
ligence on foreign markets for use by MNBs and their clients.

The establishment of foreign agencies represents a deeper multinational
banking presence. Agencies provide a broader range of banking services in
foreign markets, with the ability to make commercial, but generally not
consumer, loans and the limited power to raise deposits, though deposit
taking from foreign residents is also prohibited (ibid.; Hultman 1990, p. 5).
For this reason, funds are principally derived from ‘parent” MNBs and
foreign interbank markets. Another important activity of agencies is the
facilitation of foreign trade between home and foreign countries; for
example, they issue and honour letters of credit and accept bills of
exchange (Goldberg and Saunders, 1981b, p. 367). Through their involve-
ment in foreign capital and money markets, including foreign exchange
markets, agencies also play significant roles in the management of the assets
of ‘parent’ MNBs (Heinkel and Levi, 1992, p. 253).

The final two forms of multinational banking, the foreign branch and
foreign subsidiary, represent the highest level of multinational banking
commitment. Foreign branches and subsidiaries are generally authorized to
conduct the full range of banking activities, including the acceptance of
deposits and making of loans, as well as providing traditional international
banking services. The main activity of a foreign branch is wholesale lending,
both within the host country and across its borders (Marsh, 1983, p. 561).
Branches also participate in short-term lending to commercial enterprises
and the financing of international trade. Although foreign branches are gen-
erally permitted to raise retail deposits, close proximity to potential depos-
itors is required in order to attract retail deposits and this in turn necessitates
major branch investments. Due to a reluctance to establish large branch net-
works, the majority of foreign branches raise funds through the wholesale
deposit market (ibid., p. 568). Foreign branches also become actively
involved in foreign capital, money and foreign exchange markets and so also
play a part in managing home-country assets in foreign markets.

Foreign subsidiaries are typically established where an MNB’s objective
is to compete directly with domestic retail banks or similar MNBs in
foreign markets. For this reason, subsidiaries typically control wider
foreign branch networks to enable them to participate in both retail and
wholesale lending and deposit taking. Hence, a subsidiary tends to operate
more like a domestic bank in the foreign host market, in contrast to foreign
branches, which, in addition to wholesale financing, perform more special-
ized functions more closely linked to the activities of ‘parent’” MNBs
(Heinkel and Levi, 1992, p. 254).
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In addition to the mainstream types of multinational organizational
form there are two specific forms that are unique to the US market, namely,
Edge Act Corporations and New York Article XII Investment Companies.
Edge Act Corporations are authorized under the US Federal Reserve Act
to engage in lending and deposit-taking activities connected with interna-
tional or foreign business. Both US domestic banks and foreign banks can
set up an Edge Act Corporation in the US for the purpose of conducting
international business in the US (Levi, 1996, p. 555). New York Article XII
Investment Companies are subsidiaries established under New York law
that conduct international and wholesale commercial banking operations
(Hultman 1990, p. 8). They engage in lending but not deposit-taking activ-
ities (Institute of International Bankers, 1997, p. 24).
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Figure 2.1 US banking and representative operations of international
banks, December 1996

Figure 2.1 shows the different types of organizational forms through
which multinational banking is conducted by foreign banks in the US. The
incidence of multinational banking through a branch structure signifi-
cantly exceeds that through subsidiaries. Additionally, there are a signifi-
cant number of representative offices and agencies in the US.
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The next subsection examines a bank’s choice of multinational organiza-
tional form. It investigates the factors that determine why a bank might
choose a particular form of organizational structure as opposed to another,
to provide the vehicle for its multinational banking activities. It is impor-
tant also to note that many international banks operate through more than
one branch, subsidiary or other kind of office in a particular foreign host
market (Institute of International Bankers, 1997, p. 23).

Choice of Multinational Organizational Form and Multinational Banking
Strategy

The choice of an appropriate organizational form for a bank’s multina-
tional involvement is dependent not only upon a range of economic and
legal circumstances in both foreign and home countries but also upon the
individual bank’s offshore business strategies. The interaction of these
influences means that ‘no single route is the best for all countries and all
conditions’ (Rockefeller, 1964, p. 75). Lees (1974) identifies a list of factors
that play a significant role in the choice of organizational form. These can
be conveniently grouped into:

e type and volume of foreign business;
e® resource requirements; and
e host-country legal and regulatory structure.

Each of these is discussed in turn, followed by an exploration of other
influences.

Type and volume of foreign business

The type and volume of business MNBs hope or expect to conduct in
foreign markets are the primary considerations in the choice of organiza-
tional form.

Correspondent banking relationships, being an inexpensive method of
conducting simple banking transactions, are most suited to relatively infre-
quent foreign market activity. An increased foreign presence in the form of
representative offices may be driven by a desire to increase the amount of
referral business from offshore markets to the ‘parent’ bank. Although
referral business may occur through correspondent relationships, corre-
spondents are likely to put their own interests before those of the ‘parent’
bank. In addition, representative offices provide an important source of
foreign market intelligence and may be the first strategic step in establish-
ing a deeper foreign presence while the potential payoff from further com-
mitment is evaluated. Owing to some restrictions on the activities of
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representative offices, however, it is common for MNBs to maintain con-
current correspondent relationships. Moreover, the existence of represen-
tative offices can even improve the quality of such relationships (Robinson,
1972, p. 23).

The decision to pursue a more comprehensive multinational commit-
ment is often motivated by increases in the volume and frequency of cross-
border payments and collections (Merrett, 1995, p. 83). In the absence of
agencies or branches, the growth of these transactions can generate large
cash balances in the hands of correspondents. These balances can typically
be more productively employed in trade finance or through cash advances
by the establishment of foreign agencies or branches (ibid.). Agencies are
an appropriate structure in these circumstances as they are authorized to
make loans, finance foreign trade and provide other trade support services.
Growth in exporter servicing or lending can also be readily accommodated
by expanding the agency as needed (Heinkel and Levi, 1992, p. 259).
Establishment of agencies might also be prompted, for example, by the
desire to escalate participation in the foreign money and capital markets to
assist in the management of home-country assets (ibid.).!4

Foreign branches are a pertinent organizational form where MNBs wish
to further augment involvement in foreign money and capital markets!> or
where increased lending opportunities present themselves (ibid.). The
establishment of a foreign subsidiary is considered to be more akin to a
financial investment than part of the ‘parent’ bank’s own operations strat-
egy (ibid., p. 260), so the decision to establish a subsidiary is of a different
nature to the choice between a representative office, agency or a foreign
branch. The latter three provide services which are more closely aligned to
the operations of ‘parent’ MNBs and so comprise elements of a different
strategy. For example, the foreign branch, although engaging in deposit
taking and lending in the foreign host country, still has many of its func-
tions originating from its ‘parent’ in managing the ‘parent’ bank’s assets in
foreign money and capital markets. The activities of representative offices
and agencies are even more closely linked to ‘parent’ functions. Foreign
subsidiaries, on the other hand, resemble domestic banks in the foreign
market, providing the full range of banking services and facing the same
regulations as domestic banks, except that they are foreign-owned. The
activities of a subsidiary are more independent of its parent, and are thus
seen as being a financial investment rather than a supporting arm of the
parent bank.

Specific to the US market, the establishment of branches in the US is
much more common than the establishment of a commercial banking sub-
sidiary. As per Figure 2.1, there were 370 branches compared to 100 subsid-
iaries at the end of 1996. The benefits of establishing a branch rather than
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a subsidiary in the US market have been identified as: (i) greater capital flex-
ibility; (i) lower cost of funding; (iii) access to the worldwide capital base of
the parent; (iv) increased freedom to engage in transactions with the parent;
and (v) lower transaction costs (US Department of the Treasury and Board
of Governors of the Federal Reserve System, 1992, p. 14).

Resource requirements

In any business investment decision, the magnitude of resources required
is obviously a critical factor to be taken into account. In the case of multi-
national banking, the resource requirements increase with the depth of
foreign involvement and hence the organizational form adopted may
depend on the resources available for expansion. While the correspondent
banking relationship requires no foreign direct investment, representative
offices, agencies, branches and foreign subsidiaries (whether established by
acquisition or not) respectively necessitate progressively higher levels of
resource commitment.

Host-country legal and regulatory structure

The foreign regulatory and legal structure may have a large bearing on the
choice of organizational form. Some jurisdictions, such as the UK and
Switzerland, allow foreign banking penetration only on condition of reci-
procity or, in other words, only if MNBs from the potential host country
are guaranteed entry into the intending entrant’s home market (Baldock,
1991, p. 205; Widmer and Schmidt 1991, p. 191). Other countries prohibit
certain forms of multinational banking outright. The degree to which such
regulation reflects political rather than economic motives is debatable.
Pauly (1987) argues that the opening of Australia’s banking market to
foreign banking presence was a decision based heavily on political as well
as economic considerations. Even in jurisdictions where the entry of MNBs
is welcomed in one form or another, other specific requirements or restric-
tions may affect the choice of form. For example, minimum capital require-
ments, possibly different from those applying to foreign domestic banks,
may have to be satisfied. In addition, foreign banking licences, grants of
which may be subject to political considerations, may have to be obtained
in order to engage in branching.

Foreign taxation regimes may also be a crucial factor in the choice of
organizational form. For example, the tax treatment of directly controlled
foreign branches on the one hand, and foreign subsidiaries on the other, can
differ significantly. Common examples of differential treatment of ‘stand-
alone’ branch banking and subsidiary structures can be found in both
Switzerland and Germany (Koch, 1991, p. 88; Widmer and Schmidt, 1991,
p. 190).
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Empirical evidence on organizational structure determinants

There is a lack of empirical research modelling organizational structure as
a choice variable. The exception is Ball and Tschoegl (1982) who find that
the main driver of the level of multinational banking commitment is the
amount of multinational banking experience the bank has had in the par-
ticular foreign host market. If the bank is a relatively new entrant, it is
expected to have a more limited multinational banking presence, for
example, in the form of a representative office. Additionally, the bank’s
general experience with multinational banking operations in other host
markets is found to be positively related to the level of multinational
banking commitment. Ball and Tschoegl’s research suggests that a foreign
bank with more experience in multinational banking generally and partic-
ularly in the specific foreign market is expected to develop a deeper multi-
national banking presence in the form of a branch or subsidiary. This is,
however, an avenue for further empirical research in modelling the determi-
nants of multinational banking organizational form.

Establishing a multinational banking operation

Another issue in the establishment of a multinational banking presence is
how to effect the strategy. A bank that decides to engage in a multinational
banking strategy offering the full range of services is faced with the ques-
tion of whether it should implement that strategy by acquisition, as
National Australia Bank chose to do, or by organic growth, the strategy
adopted by Citibank. Despite foreign acquisition being the most common
method of entry for MNBs into the US market, there has been little empir-
ical research in this area (Hultman and McGee, 1989).1¢ Some of the forces
which influence this decision have already been mentioned but are drawn
together here.

As noted above, foreign regulations can have a significant impact; in
some countries, it is not possible to acquire domestic banks, leaving only
‘greenfield’ strategies. Another reason for establishing branch networks
from scratch is to take advantage of international reputation, particularly
in less-developed or less-stable economies, where depositors may feel more
secure banking with well-known MNBs. Acquiring existing foreign
banking operations may also leave MNBs with customer profiles in off-
shore divisions which are incompatible or at least inconsistent with their
overall market positioning. Organic growth, however, allows MNBs to
target market segments within foreign economies; one example of this
strategy is Citibank with its multinational ‘consumer bank’ business.
Establishing ‘greenfield’ foreign offices also allows MNBs to extend their
existing technology, systems, business practices and processes immediately
and seamlessly into their new branches, without the need for the costly
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integration and retraining which might be associated with foreign acquisi-
tions.!”

On the other hand, where foreign bank acquisitions are permitted, they
offer the opportunity to mitigate some of the difficulties inherent in green-
field approaches. The acquisition of an existing bank in the host market
ensures immediate access to core deposits (Shapiro, 1996, p. 786). The
foreign bank can engage in local lending more rapidly when it commences
from a pre-existing deposit base. However, Peek et al. (1999) find that
foreign banks entering the US market by acquisition are more likely to
select target banks that have fewer core deposits and more purchased funds.
Cultural, linguistic and institutional differences present fewer difficulties
for MNBs where the vehicles for multinational expansion are existing
foreign businesses with established local staff, knowledge and customer
bases. Moreover, where the strategy calls for comprehensive foreign retail
networks, acquisition may be the more feasible alternative, particularly if
moving quickly is important. Will Bailey, then ANZ Bank’s deputy chair-
man and group chief executive officer, related his bank’s experience in the
following terms: ‘[d]eveloping our own networks was slow going, so when
the opportunity arose to purchase Grindlays . . . we took it. The acquisi-
tion took our overseas representation from 14 to 45 countries at a stroke’
(Bailey, 1991, p. 11). Foreign acquisition strategies may also be advanta-
geous for MNBs about which little is known in potential host markets.
National Australia Bank’s Don Argus argued that ‘[p]ositioning in a new
market against entrenched competition and without an existing customer
base as a platform for expansion, forces the newcomer into higher risk
lending in its attempt to grow’ (Argus, 1990, p. 11).

In the next subsection, some of the themes raised in this brief discussion,
particularly those concerning product and systems integration across
multinational operations, are explored in greater detail.

Multinational Organizational Strategy: Multinational to Global

This subsection focuses on the recent trend of moving from multinational
banking to global banking. It draws on the experience of two MNB:s,
Citibank and National Australia Bank, in integrating their international
operations to form global networks. Section 1 of this chapter described the
two waves of multinational banking. The most recent trend, which could
be termed the ‘third wave’ in the development of multinational banking,
has been the shift over the last decade from multinational to truly global
banking operations. The distinction between multinational banking and
global banking is that global banking involves the integration of multina-
tional operations to form a globally cooperative network as opposed to a
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group of largely independently run subsidiaries in different countries. This
shift has been driven by the greater sophistication of communications and
information technology and the increasing globalization of financial
markets. There are many advantages of integrating multinational banking
operations. The primary advantages include the realization of global scale
economies, reduction of task duplication and global learning.

The major source of efficiency gains from the globalization of operations
stems from the adoption of more efficient business division structures. The
structure of traditional multinational banking operations is primarily
along regional or geographic lines, with subsidiaries essentially run as
stand-alone businesses with separate management, products and policies.
The integration of these businesses presents broader options for structur-
ing global operations.

A functional business division can be implemented globally both on a
product level and on a support function level. On a product level, instead
of duplicating product development, manufacture and marketing efforts in
each geographic region, a functional division based on product facilitates
the manufacture and marketing of core products on a global rather than
regional basis. Production and marketing on this scale generates gains in
scale economies and reduction of work duplication across subsidiaries in
different countries. National Australia Bank (NAB) adopted this strategy.
Former Chief Executive Officer, Don Argus, recognized that the banking
and financial services industry is truly global in the sense that it is a market
where ‘the products and services . . . can be manufactured and sold using
relatively uniform processes anywhere in the world’ (Argus 1998, p. 40).
NAB’s strategy was to form global core products, identifying mortgages,
credit cards and payment services, funds management, wholesale financial
services and insurance as products and services that could be produced and
marketed on a global basis (National Australia Bank, 1997, p. 2). Core
products are modified where necessary to cater for specific regional
demands. Citibank has also adopted the strategy of functional business
divisions based on product as a part of its globalization strategy. Citibank
is moving to a single global platform for manufacturing and marketing
products that will ensure standard consistent products across the globe.
Such standardization is expected to decrease product manufacture and
marketing costs through the realization of global economies of scale, which
in turn will enable Citibank to broaden the range of products it offers
(Citicorp, 1997, p. 23). An additional advantage of developing core prod-
ucts across regions is the strengthening of brand recognition. This is
achieved through the production of consistent products and marketing
across regions. In recognition of its global aspirations, National Australia
Bank recently adopted a new name, the ‘National’, for its global financial
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services to enhance global brand recognition (National Australia Bank,
1998, p. 1). Citibank continues to build its global brand recognition for its
‘Citi’ brand with Citicard, Citicheck, Citicash and so on (The Economist,
1997, p. S34).

The advantages of adopting a business division structure based on
product are significant but at the same time certain aspects of a multi-
national banking business may not be suited to such a division. An alter-
native structure is one based upon customers or customer groups.
Citibank’s globalization strategy has involved adopting this form at busi-
ness division structure within its Global Relationship Banking (GRB) unit.
GRB performs transactions for multinational companies and their subsid-
iaries throughout the world. Citibank has found that it is more appropriate
for this business to be managed and measured by customer rather than by
region or product (Citicorp, 1997, p. 18). A division based upon customers
facilitates a single dedicated relationship team that serves each parent
company and its subsidiaries wherever they operate. On the other hand,
under a regional business division structure, this is not possible since cus-
tomers of the GRB operate globally.

In the same way that globalization generates efficiencies through func-
tional business division structures on a product level, integration across
regions also presents opportunities to increase efficiency and reduce dupli-
cation in the production of core support functions. Rather than having sep-
arate support infrastructures for each geographic region, these services can
be consolidated to realize scale economies. Citicorp is developing consis-
tent global platforms that involve integrating current systems for process-
ing and other common functions. Credit card processing, customer service
centres and general transaction processing will be consolidated across
regions to realize significant efficiency gains (Citicorp, 1997, p. 23). Group
infrastructure is also being integrated in information and communications.
NAB is also adopting a similar strategy as part of its globalization plan,
which involves formation of a shared services operation which manages
customer support and the common administrative functions. Rather than
maintaining separate infrastructures for each local region, shared service
divisions will operate more efficiently for functions such as technology, cus-
tomer services, human resource management, finance and risk manage-
ment (National Australia Bank, 1997, p. 2).

An important benefit of moving to a global operations structure is to
take advantage of group knowledge and expertise through joint learning
across subsidiaries. In multinational banking the traditional operations
structure is to facilitate a one-way transfer of knowledge and expertise from
the parent to the multinational subsidiaries. An integral part of a global
operations strategy, however, is a two-way transfer among subsidiaries.
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Globalization breaks down the barriers to the flow of information and
expertise within a multinational banking group. Learning is facilitated
among subsidiaries across national boundaries and best-practice methods
can be applied throughout the group. NAB’s 1997 acquisition of
HomeSide, a leading US mortgage servicer, demonstrates the possibility
of learning advantages inherent in a global strategy. The combination of
HomeSide’s expertise, it being one of the most efficient mortgage services
in the world, and NAB’s international network has the potential to create
a world leader in mortgage services. Senior management from HomeSide
assisted with the implementation of HomeSide’s systems across the NAB
group. Joint or shared learning across international subsidiaries has also
been identified as an integral part of Citibank’s success. Citibank calls this
process ‘success transfer’. The aim is to pull together best practices from
across the group and implement them in all other subsidiaries. Staff exper-
tise is of course the major source of group learning. Within Citibank’s
emerging markets group, for example, experienced staff are transferred
from one region to another to transfer their expertise across the group
(Citicorp, 1996, p. 4).

4 THE PERFORMANCE OF MULTINATIONAL
BANKS

Section 2 of this chapter outlined the various theories of multinational
banking. A subset of those theories was concerned with leveraging of
strengths, suggesting that MNBs must possess some competitive edge over
local competitors in the foreign market. The sources of such advantages
were identified as the MNB possessing superior expertise, processes and
practices which it can transfer into the foreign market. Lower cost of
capital was also a source of advantage due to size of the MNB or due to
factors in the MNB’s parent country such as savings rates, macroeconomic
and fiscal policy as well as the relationship between corporations, banks
and government in the home country. Additionally, an MNB could gain
such an advantage by acquiring a foreign bank possessing sophistication
in a particular area of business. MNBs that may have initially entered
foreign markets to serve the banking needs of the parent’s clients under a
defensive expansion type motive have increased their presence in foreign
markets by actively seeking new business in the host market unrelated to
home clients by leveraging such strengths and cost advantages (Terrell,
1993, p. 913).

In practice, however, empirical evidence shows that the performance
of MNBs’ foreign operations, in some cases, has been disappointing



50 The globalization of banking

compared to their domestic rivals. A prime example of this finding is in the
US market. Various studies have compared the performance of foreign
and domestically owned multinational banking operations in the US and
have found that despite evidence of foreign banks possessing significant
cost advantages, the foreign banks have performed less efficiently com-
pared to US-owned MNBs. DeYoung and Nolle (1996) compare the profit
efficiency of foreign and domestic banks in the US and find that although
the banks have similar output efficiency, the input efficiency of foreign-
owned MNBs is significantly less than that of their domestic rivals, result-
ing in inferior performance. Peek et al. (1999), consistent with these
findings, show that foreign MNBs in the US that enter the market by way
of acquisition are also performing less well than their domestic peers. This
is attributable to the quality of the target bank pre-acquisition and also to
the management strategy post-acquisition. Chang et al. (1998) find that
the organizational structure of the MNB plays a key role in its perfor-
mance in the foreign market. Again, foreign-owned MNBs operating in
the US are found to be less efficient than their domestic rivals. The larger
the degree of foreign ownership of the MNB, the greater its degree of
inefficiency (ibid., p. 695).

Despite a foreign MNB possessing an advantage over its domestic rivals
in terms of its cost of capital or its leveraging of other strengths, the evi-
dence above suggests that such advantages do not necessarily translate into
superior performance over domestic rivals. DeYoung and Nolle (1996)
explain the poor performance of foreign MNBs in the US by reference to
inefficiency in the use of inputs. The study finds that while foreign MNBs
in the US may have access to lower cost inputs to the production of banking
services, they do not operate under an efficient input mix. The source of this
inefficiency is heavier reliance on purchased funds than their domestic com-
petitors, who tend to rely more on domestically raised deposits (ibid., p.
632). Peek et al. (1999) also find that foreign MNBs that enter the US
market via acquisition of domestically owned US banks tend to acquire
banks that have a heavier reliance on purchased funds (ibid., p. 601).
Additionally, the reliance on purchased funds continues to persist post-
acquisition in the long run (ibid.). An alternative explanation for the poor
performance of foreign-owned MNBs in the US is that despite the leverag-
ing of strengths through superior practices and expertise, there may be diffi-
culties in adapting customer service and delivery systems to the foreign host
market. Chang et al. (1998) find that organizational structure plays an
important part in the ability of an MNB to transfer such advantages to a
foreign market (ibid., p. 694).

Despite the empirical evidence that foreign-owned MNBs in the US have
performed poorly relative to their domestic rivals, over the same period
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there has been a marked increase in the level of foreign multinational
banking in the US market. Over the period from 1973 to 1992 the reported
assets of branches and agencies of foreign banks in the US grew from $25
billion to more than $700 billion (Terrell, 1993, p. 913). Peek et al. (1999)
recognize this paradox and attempt to reconcile it. The primary explana-
tion offered is that the foreign ‘parent’ bank experiences positive external-
ities from its multinational banking presence in the US. Multinational
banking in the US market may assist the foreign bank to service the parent
bank’s clients abroad and so assist in attracting and retaining domestic
business, consistent with the defensive expansion hypothesis. A further pos-
itive external benefit from foreign multinational banking presence in the US
market is access to new technology and techniques that can be exported
back to the home country. National Australia Bank’s Don Argus acknowl-
edged the benefits of expansion into the US market from their 1997 acqui-
sition of Michigan National Corporation, describing the US market as
being like a ‘laboratory for new products’ for the NAB Group. Inter-
national earnings diversification is another positive external benefit for an
MNB. The presence of significant positive externalities as a result of multi-
national banking presence suggests that it may be too simplistic to examine
the performance of MNBs in the US market in isolation without consider-
ing the overall performance of its corporate banking group. The research
therefore identifies an area for further study would be to attempt to quan-
tify such external effects to more comprehensively evaluate the benefits of
a multinational banking presence.

5 THE FUTURE OF MULTINATIONAL BANKING

More than 160 years after the first wave of multinational banking, it is clear
that the future for MNBs will not merely be an ‘extension of the past’
(Khambata, 1996, p. 286). Powerful forces in the global financial system are
producing rapid changes in both the structure of financial markets and the
role that banks play within them. Market structure is undergoing signifi-
cant change driven by the processes of consolidation, conglomeration and
specialization in the provision of banking and financial services. Financial
disintegration and securitization have changed the very nature of financial
intermediation. MNBs have been forced to rethink their strategies as finan-
cial markets play an increasing role in channelling funds from net lenders
to net borrowers.

Current models of financial intermediaries identify the basis of financial
intermediation as the presence of asymmetric information and transaction
costs. The models also imply that, where markets are perfect and complete,
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there is no role for financial intermediaries. Firms interact directly with
households through financial markets (Allen and Santomero, 1998,
p. 1462). Improvements in the availability of information and in informa-
tion technology, as well as financial deregulation, have moved the world
closer to the textbook model of perfect and frictionless markets. A broad
range of substitutes for traditional financial intermediation is now available
and banks are increasingly bypassed in favour of direct market participa-
tion. Further advances in information technology, communications and
openness of markets are expected to accelerate the trend towards disinter-
mediation. In addition, non-bank financial institutions continue to offer
bank-like products in competition with banks. This development is set to
continue with further deregulation of national financial systems.

The diminishing role of traditional banking is reflected in the increasing
migration of financial activity off-balance sheet. Loan securitization is an
example. While banks traditionally originated loans and held them on-
balance sheet until maturity, the trend is for loans to be on-sold in secon-
dary markets and traded in the same way as other securities.

Despite the growth of loan securitization and other forms of off-balance
sheet financing, the role of banks in the lending process is unlikely to be
eliminated entirely. Banks will continue to originate the loan transaction
which then becomes a tradable commodity. Thus banks will act as ‘brokers’
of loans rather than traditional balance sheet financial intermediaries.
Currently, the growth of loan securitization is limited only by the develop-
ment of sophisticated secondary markets to facilitate trading. Secondary
markets currently exist for the trading of mortgage loans, automobile loans
and credit card receivables (ibid., p. 1472).

The phenomenon of loan securitization demonstrates that the underly-
ing basis of financial intermediation is shifting. Nevertheless, the costs of
participating directly in financial markets are significant. There are costs in
learning about each financial instrument, requiring time and effort on
behalf of the investor (ibid., p. 1481). Further, markets must be monitored
on a continuous basis in order to adjust the mix of assets for optimal risk
management (ibid.). Additionally, there is the cost of trading itself.

Arguably, financial institutions are able to perform these functions at a
lower cost than firms or individuals. Provided they continue to enjoy a com-
petitive advantage over firms and households, banks will be free to serve
as financial services brokers, interfacing with the market, much as stock-
brokers mediate between stockholders and the stock exchange.

In addition to changes in the very nature of financial intermediation,
banks are playing a prominent role in the provision of risk management
services, trading and managing asset holdings of firms and households.
This shift in core business is reflected in the volume of derivatives traded
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by banks, including futures, swaps and options on financial assets. MNBs
and other financial institutions are now in the financial risk business,
managing and trading financial instruments to minimize risk for their cus-
tomers (ibid., p. 1478). The provision of risk management services by
financial intermediaries is predicated on the lower market participation
costs enjoyed by some intermediaries. If this advantage were to disappear,
so too would the role of intermediaries in the business of risk manage-
ment.

The traditional distinction between banks and financial markets is
breaking down (ibid., p. 1474). Balance sheet intermediation is a decreas-
ing part of banks’ core business as their involvement in financial markets
grows. In this sense, traditional multinational banking is a thing of the past.
Banks have become the dominant players in financial markets, with off-
balance sheet trading forming the bulk of their core business. A more apt
description of such institutions is multinational ‘financial services
providers’ rather than multinational ‘banks’.

Competitive pressures are also producing rapid change in the market
structure of the banking industry. Conglomeration and consolidation,
which began in the 1980s, continue to intensify as banks try to achieve the
benefits of increased scale and scope. The underlying causes are varied but
include technological progress, excess capacity, globalization and deregula-
tion, and an improvement in the quality of financial institutions (Berger et
al., 1999, p. 148). The result is MNBs that are able to offer the full range of
banking and financial services. The decline of traditional banking has cat-
alysed the process as banks seek to lower costs and to diversify into other
financial services.

Some multinationals defy the trend, however, and remain largely un-
diversified in their activities, specializing in a particular subset of banking
and financial services. A prominent example is J.P. Morgan who specializes
in investment banking and funds management services. Competitive pres-
sures are polarizing the industry into specialists at one extreme and univer-
sal banks at the other. For the universal banks, conglomeration combined
with consolidation is creating one-stop financial services supermarkets able
to provide the full range of sophisticated banking and financial services.
CitiGroup is a classic example of a financial conglomerate, where loans,
risk management services, insurance, pensions, funds management and the
like can be obtained from the market through the interface of a single finan-
cial services provider.

Rapid change in the provision of financial services presents great chal-
lenges to regulators. Existing regulation is increasingly outmoded. First,
the growth in securitization and off-balance sheet activity means that the
multinational bank of the future will have little need for capital
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(Cecchetti, 1999, p. 2). Selling loan assets on a secondary market results
in a matching of assets and liabilities of the financial institution and,
unlike traditional financial intermediation, no balance sheet risk (ibid.).
With the movement of activity/assets away from balance sheets and on
to the market, regulation focusing on balance sheets will be rendered
redundant.

Second, the globalization of financial services also creates unique prob-
lems for regulators. The advance of technology means that national boun-
daries no longer exist in financial services. A loan can be originated in
‘cyberspace’ and exist on electronic markets that have no jurisdiction. Such
transactions raise issues concerning the most effective form of regulatory
regime and appropriate enforcement bodies. Third, the growth of conglom-
erates raises questions about the most effective way to regulate their differ-
ent components. Collectively, these changes indicate that regulation needs
to be reconfigured and coordinated across the entire global financial
system.

With a move to increased off-balance sheet activity, greater reliance will
need to be placed on disclosure rather than direct controls. Direct controls
that attempt to limit off-balance sheet activity will become ineffective as
new instruments continue to evolve (Canals, 1997, p. 319). The most appro-
priate form of regulation in a market-based environment is to maximize the
volume and quality of information available to market participants. This
ensures that market prices reflect all available information and effectively
disciplines market players (Cecchetti, 1999, p. 4). A complement to market-
based discipline is a change in the focus of regulation away from the
balance sheet towards evaluation and supervision of internal controls of
financial institutions, including audit procedures and other back-office
control systems (ibid.).

Globalization and technological advances dictate that regulation must
be applied consistently on a global scale. The Basle Accord has already
made inroads into this process, introducing minimum capital requirements
for MNBs in 1987. These efforts demonstrate that a uniform global regu-
latory regime is achievable. Although the focus of the Basle Accord is pre-
dominantly on the balance sheet, the scheme has been modified to take into
account off-balance sheet exposures of MNBs. Again, as the activity of
MNBs shifts away from the balance sheet, these regulations will need to be
more focused on disclosure of off-balance sheet activity to enforce market
discipline. The Basle Committee on Banking Supervision is currently devel-
oping a set of recommendations for public disclosure of trading and deriv-
atives activities of banks and securities firms in recognition of this
development.!8

The nature of financial intermediation is changing and the challenge for
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MNBs is to find gaps in the market mechanism. As financial markets move
closer to perfection, however, such gaps will become fewer and smaller, and
the scope for financial intermediaries of the traditional type will inevitably
diminish. If MNBs survive at all, it will be as institutions whose role com-
plements that of the market rather than substituting for it.

NOTES

10.
11.

National Australia Bank recently changed its name to the ‘National’, perhaps partly in
acknowledgement of this paradox.

Dunning’s (1977) eclectic theory proposed that the existence of MNEs can be explained
by ownership-specific advantages, internalization incentive advantages and location-
specific variables.

For a discussion of internalization theory and eclectic theory in the context of MNBs,
see Williams (1997).

Will Bailey, then deputy chairman and group chief executive of the Australia and New
Zealand Banking Group (ANZ Bank) stated that ‘“fiercer competition in the domestic
market . . . made diversification overseas look attractive’ (Bailey, 1991, p. 11). National
Australia Bank’s Don Argus expressed similar sentiments in explaining the Bank’s moti-
vations for international expansion: ‘initiatives to organically grow our share of the
[domestic] market will be vigorously defended by the competition’ (Argus, 1990, p. 7).
In a similar vein, ANZ Bank’s Will Bailey commented that ‘to develop, expand or
acquire our own international networks would be the best way to head off the threat of
the international banks in our domestic markets’ (Bailey, 1991, p. 11).

See, for example, Nigh et al. (1986); Sabi (1988); Hultman and McGee (1989); and
Grosse and Goldberg (1991) with respect to the defensive expansion hypothesis and see,
for example, Dean and Giddy (1981); Poulsen (1986); Goldberg and Johnson (1990);
Grosse and Goldberg (1991); and Hondroyiannis and Papapetrou (1996) with respect to
the trade finance hypothesis.

From an MNB’s perspective, ANZ Bank’s Will Bailey stated that ‘opportunities to
finance trade’ and to ‘service the needs of domestic customers abroad” were considera-
tions in entering a new country (Bailey, 1991, p. 11).

Deutsche Bank’s Hilmar Kopper cited cultural differences as one of the obstacles to
becoming a ‘global bank’ (Kopper, 1991, p. 9). In National Australia Bank’s case, the
decision to expand into the culturally similar UK, New Zealand and US markets was
driven by its strategy of directly transferring its ‘formula’ for success into overseas
markets, a strategy which depended on a degree of cultural affinity (Argus, 1990, p. 10).
Davidson’s study was with respect to multinational corporations generally, rather than
MNBs in particular.

For further objections to this thesis, see Walter (1981).

For example, contrast Grosse and Goldberg (1991) and Fisher and Molyneux (1996) on
the one hand with Marashdeh (1994) on the other.

The US Glass—Steagall Act of 1933 provided for the separation of commercial banking
and investment banking.

Quotation marks are used because the ‘parent’ MNB is not typically a parent in the strict
legal sense of parent and subsidiary.

This rationale has been supported empirically by Heinkel and Levi (1992), p. 259.

This thesis has also found empirical support in Heinkel and Levi (1992), p. 259.

See also Goldberg and Saunders (1981a).

In contrast, National Australia Bank ‘has been content to grow the NAB formula into
[its] UK banks over time and in partnership with existing management, rather than
immediately implanting its stamp’ (Argus 1990, p. 13).
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18. See Basle Committee on Banking Supervision and the Technical Committee of the
International Organization of Securities Commissions (I0OSCO) (1999).
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3. Asset-backed securitization,
collateralized loan obligations and
credit derivatives

Warrick Ward and Simon Wolfe

1 INTRODUCTION

Asset-backed securitization (ABS) can be defined as a process that enables
the transformation of illiquid assets into liquid assets (marketable secur-
ities) that are sold in the securities markets. Through this process banks can
now liquidate assets that were traditionally held on balance sheet until
maturity. The set of assets that can be securitized is infinite, for example,
residential or commercial mortgages, personal loans, corporate loans, car
loans, credit card receivables, aircraft lease receivables, debt obligations, tax
receivables, student loans, music receivables and intellectual property
rights.

The term ‘securitization’ is also used to describe the process of disinter-
mediation in the banking sector. This is the continuing loss of banks’ prime
customers to the securities markets where companies are able to raise
capital at more competitive rates than the interest charged by banks for
loans (see Berlin, 1992). However, in this chapter we shall be focusing only
on ABS.

The objectives of this chapter are twofold. Initially we shall analyse and
chart recent trends in the ABS market, specifically focusing on the securi-
tizing of banks’ assets — collateralized loan obligations (CLOs). Moreover,
we analyse recent innovations in CLO deals, such as the use of credit deriv-
atives. The use of such financial instruments is designed to manage credit
risk, and generate payoffs or protection based on an underlying risky debt
reference. Second, we shall analyse the regulatory environment surround-
ing ABS. The focus of our analysis is on capital requirements and trans-
action reporting standards.

Section 2 provides a brief overview of ABS, notably its theory, concepts
and concerns. Here, the rationale behind the use of ABS, and then the
developments in such securitizations will be traced with reference to the
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overriding pressures facing banks in the current environment. Section 3
introduces collateralized obligations, along with a brief description of
credit derivatives, thereby providing general insight into their uses, struc-
turing and advantages with respect to balance sheet restructuring. A more
specific presentation of credit derivatives in CLO deals will be encapsulated
in Section 4. Here, through the use of specific structures and deals, such as
the Glacier deal by Swiss Banking Corp. (SBC), we shall demonstrate the
uses of credit derivatives. Furthermore, we shall examine the effectiveness
of such modifications, in terms of perceived riskiness and capital efficiency.
In Section 5 we look at the regulatory issues surrounding ABS. First, we
analyse the potential impact of the new Bank for International Settlements
(BIS) proposals for capital adequacy. Second, we analyse the new trans-
action reporting standards developed by the ABS industry under the aus-
pices of the European Securitisation Forum (ESF). Section 6 concludes.

2 ASSET-BACKED SECURITIZATION
Overview

The securitization of assets, which can be broadly described as the
exchange of one type of financial claim for another, is in terms of economic
and financial processes a relatively recent innovation.! The roots of asset-
backed securitization can be traced to the US, where during the 1970s a
market for the Government National Mortgage Association (GNMA or
‘Ginnie Mae’) pass-through securities on mortgages was developed.
Although the asset-backed market can be deemed to have been in existence
for over two decades, a pure ABS deal was not developed until 1985 when
First Boston introduced such a transaction. Albrecht and Smith (1997, p.
1) note that ‘it is a form of financing that was initially used to finance rela-
tively simple self-liquidating assets, such as mortgage loans, and has
expanded its application [to] more complicated financing structures’.
Excluding mortgage deals, the use of ABS with respect to other assets is
even more recent — spanning only a decade or so. With the increasing range
of securitized assets, such as credit card receivables and loans to the per-
sonal sector,? there was a rapid rise in the volume of ABS within the US.
The value of asset-backed deals in the US, from an aggregated volume of
about $10 billion in 1986, had reached approximately $200 billion in 19933
expanding to $225 billion in 1995, and then $630 billion in 1998.4 The value
of assets securitized by the end of 1996 had reached approximately $2.5 tril-
lion.> Such is the growth that within the past decade there has been a
growing secondary market outside of the US, reaching about $55.6 billion
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Table 3.1 European MBS/ABS issuance by asset type, 1997 and 1998 (in

US$ bn)
Asset type 1997 % of total 1998 % of total
MBS 11.0 24.18 22.7 48.71
CMBS 2.6 5.71 2.6 5.58
CBO/CLO 14.6 32.09 8.5 18.24
Other ABS 17.3 38.02 12.9 27.68

Notes:

MBS - Mortgage-backed securitization.

CMBS - Collateralized mortgage-backed security.
CBO - Collateralized bond obligation.

CLO - Collateralized loan obligation.

Other — includes assets such as credit card receivables.

Source:  Moody’s Investor Services.

internationally. In Europe — the largest ABS market outside of the US —
market development compared to the US is much more recent. However, the
drivers of growth are similar, with both internal and external pressures fac-
toring, and will be discussed later in the chapter. The European market,
from annual estimates of less than $10 billion up until 1996, had reached
approximately $46.7 billion by 1998 (estimates for 2000 are $100 billion).6
In this market, mortgages account for the bulk of securitized assets (see
Table 3.1), and the outstanding volume is valued at approximately $130
billion.”

Generalized Operation of ABS

Securitization provides an alternative and additional scope for traditional
intermediation, which can be observed by briefly examining the securitiza-
tion process. Typically, the originating institution forms a separate special-
purpose, bankruptcy-remote securitization conduit, the special-purpose
vehicle (SPV), by providing the initial set of capital. The SPV then pur-
chases part of the originating bank’s loan portfolio, or in some cases may
even itself originate loans. To finance its portfolio, the conduit issues a
varied set of asset-backed market instruments — usually floating rate notes
(FRN5s)® — collateralized by the underlying loan pool (see Figure 3.1). A
major portion of the SPV’s debt is issued to investors, for example, institu-
tional investors, who, for a variety of reasons, generally require the senior
securities to be highly rated investment grade (triple or double A). In order
to produce highly rated tranches, the SPV must receive credit enhance-
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Figure 3.1 The asset-backed securitization process

ments that insulate the senior securities from the risk of default on the
underlying portfolio. Typically, the originating bank provides the bulk of
the enhancements, which can take many forms, ranging from issuing
standby letters of credit to the SPV, to repurchasing the most junior secur-
ities issued by the SPV.

Many investors are drawn to these high-yielding securities as opposed to
those of similar credit quality, for example, corporate and emerging market
bonds. They offer higher yields because of a possible prepayment risk, and
a liquidity premium due to an underdeveloped European secondary
market. The originating bank not only benefits from capital relief, but it
also secures origination, servicing and monitoring fees. In addition, it
receives the residual spread between the yields on the loan portfolio, and
the adjusted interest costs of the conduit, which are all secured by various
methods of profit extraction.

The Rationale behind Asset-backed Securitization

There are a number of perceived reasons for securitizing assets, but these
can be segregated into two broad categories, (i) as a means of enhancing
performance and (ii) a form of risk management and balance sheet struc-
turing. In respect to the early evolutionary stages of ABS development, the
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drive by banks to securitize was led by the desire to remove assets off their
balance sheet, in an attempt to gain a more efficient use of capital while in
the process of transferring risks to investors. Pavel and Phillis (1987), as
well as Greenbaum and Thakor (1987), suggested that securitizing provides
banks with an alternative method of reducing risk, diversifying portfolios,
and funding both their operations and new assets. Furthermore, Lockwood
et al. (1996) highlight instances where such innovations lead to wealth
effects for the shareholders of the issuing firm.

Release of Capital: Alternative Source of Funding and Liquidity

As a result of capital requirements, holding capital against its assets
imposes an additional tariff on bank operations, and consequently on its
funding costs. These broad requirements set by the Bank for International
Settlements have restricted banks’ ability to increase leverage, and therefore
necessitated the use of innovative techniques in achieving it.?

Securitizing provides a vehicle that is used to transform illiquid financial
assets — those with a reliable long-term cash flow — into tradable capital
market instruments. This represents an efficient conduit to financial
markets, producing in many instances a lower cost of funding than that
available through debt or equity financing. The issuer can then leverage its
portfolio by offloading these securitized assets from its balance sheet and
sourcing funds to engage in additional positive Net Present Value (NPV)
projects, or even retiring existing debt, which consequently impacts posi-
tively on the bank’s profit.

To some extent, the originator is provided with greater funding sources,
and allows the institution to create larger loan pools than on-balance sheet
lending through self-funding permits. In addition to the possibility of
increased leverage, originators, through the receipt of asset-servicing fees,
effectively add to the wealth effects of securitization. On a wider economic
perspective, the presence of a wide-ranging and efficient market for securi-
tized products can lead to a reduced cost of financing in primary lending
markets, while broadening its accessibility. This enables a more efficient use
of capital, return on capital, and access to a more diverse investor base,
while transferring portfolio risk to the financial markets.

Other Benefits

To the investor, these securitized instruments provide an opportunity to
receive increased yield, as they offer a more attractive return when com-
pared to sovereign issues of similar maturity and credit quality. They also
allow investors to diversify their portfolios and associated risks, offering



Securitization, loan obligations and credit derivatives 65

relief in a variety of risks (for example, credit risk!?) and maturity depend-
ing on specific individual risk preferences. Following in this vein, securitiza-
tion promotes an efficient mechanism for shifting interest rates and other
market risks from these financial institutions to the capital markets, thereby
reducing the portfolio and systemic risks, ceteris paribus. Securitization can
— in theory — facilitate efficient allocation of capital by streamlining the
credit-granting process based on capital market forces in terms of demand,
pricing and valuation. For the diversity of a pool of assets allows an inves-
tor to rely not simply on the investigation of a particular loan, but rather
on the statistical evaluation of the entire pool. In the next section we
analyse the recent development of an important asset type — collateralized
obligations — which belongs under the ever-expanding ASB umbrella.

3 COLLATERALIZED OBLIGATIONS
Collateralized Debt Obligations (CDOs)

The generic grouping, collateralized debt obligations, comprise collateral-
ized bond obligations (CBOs) and collateralized loan obligations (CLOs)
(see Figure 3.2). However, for the purposes of this chapter the main focus
and discussion will be aimed at CLOs.!! CDOs are securities that are

Collateralized Debt Obligations
(CDOs)

CLOs CBOs

Mainly Corporate
commercial bonds or
bank loans other debt

securities

Figure 3.2 Constituents of collateralized debt obligations
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backed by a pool of debt obligations, ranging from corporate loans to
structured finance obligations, and are considered as a relatively recent
innovation to the asset-backed securitized market. They are spread into
customized security tranches — through which payments are redirected to
investors — allowing investors to share in the risks and return of an under-
lying pool of obligations. Banks use these CDOs to free up regulatory
capital by securitizing the layers that encompass the greatest level of risk,
and its intrinsic value can be said to lie in its use as a portfolio management
tool.

Conceptually, CDO instruments are simply applications of traditional
ABS to bonds and commercial loans, and in many aspects are similar to
ABS structures. First, they incorporate a bankruptcy-remote SPV, separ-
ated from the operating conditions, and on occasion the rating of the orig-
inator. Second, instruments issued by the SPV are rated on the basis of the
credit quality of the underlying debt/asset pool, along with that of the asso-
ciated credit enhancements. Third, the SPV brokers the purchase — in some
cases synthetically — from the originator and then issues varying tranches
of securities. Fourth, investors are dependent on the performance of the
underlying asset pool for receipt of principal and interest payments.

However, among the different categories of CDOs, with CBOs and CLOs
there are distinct differences. Notwithstanding the difference in the under-
lying asset, there are usually differences in the structure of these offerings.
For instance, in a CBO, there is an issue of a mix of investment and non-
investment grade debt collateralized by high-yielding securities — usually
US dollar denominated. CLO securities, however, are collateralized by
bank loans typically of investment grade, and in some cases with added
high-yielding non-investment grade ones. Furthermore, it should be noted
that generally the type of collateral pool, to some degree, determines the
structure of the CDO. For example, for a pool that consists of bonds all
that is required is simply transference to the SPV; however, the transfer of
loan assets may require participations or assignments to transfer loans,
thereby expanding the structure in the process.!2 This aspect, which will be
developed in subsequent sections, can be problematic as it may require the
explicit consent of the loan obligors. Next we shall take a more in-depth
look at collateralized loan obligations, their history, rationale and structur-
ing.

Collateralized Loan Obligations (CLOs)
Initially, the impetus behind the growth in these types of instruments was

as a means of repackaging high-yield bonds for investors (Das, 1999). Das
further notes that the major driver in this market was insurance companies,
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which found that the holding of some of its portfolio posed a variety of
problems. They encountered a lack of liquidity among some of the secur-
ities, compounded by the imposition of weighted reserve requirements.
These requirements, which ranged from 1 to 10 per cent, depending on the
quality of the security, made them expensive to hold. Countering, the com-
panies repackaged these assets into high-yielding securities, in the process
shedding the riskier assets, but retaining the high-quality securitized debt,
and consequently achieved a lower capital requirement.

The origin of the banking industry’s securitization of its assets follows a
similar vein. CLOs originated in the 1990s and were formed from banks’
desire to rid their balance sheets of problematic loans. Since the $5 billion
Repeat Offering Securitisation Entity (ROSE) Funding transaction in late
1996 by NatWest, international banks have encompassed the idea of secu-
ritizing large, diversified portfolios of corporate loans (see Table 3.2). As
previously noted, the underlying investment pool comprises investment
grade obligations, typically revolving or term loans, but can also include
derivatives and standby letters of credit. That deal provided a dynamic
solution to one of the greatest hurdles faced by commercial banks to date,
the adding of liquidity to commercial loan portfolios.

As a consequence, there has been exponential growth in CLOs, such that
CDO transactions combined were more than the amount of credit card
loans securitized in 1997. The CLO market is the fastest-growing area in
structured finance, outstripping CBO deals in terms of new issues, and
according to Moody’s this is expected to gain increased momentum as there
has never been a rated default of a CLO deal. Euro Week (1999) highlighted
that commercial banks through CLO transactions transferred some $60
billion of credit exposure to the capital markets in 1998. Projections are
that this is expected to further expand in the near future, fuelled by events
such as the euro (see Figure 3.3).

There are varying motives for CLO deals and these determine the market
segments and associated structures. The first type of structure, the balance
sheet structure, is driven by the originating bank’s need to access funding
and regulatory capital relief. The underlying portfolio is of largely invest-
ment grade and the sponsoring bank generally holds the first loss of the
CLO structure. Therefore, the bank focuses on the inclusion of investment
grade loans, thereby reducing the equity component or the level of credit
enhancements required, thus ensuring favourable regulatory treatment.
Irving (1997) noted that instead of placing assets on the balance sheet,
resulting in a regulatory capital hit, an originating bank can receive the same
upside potential via the purchase of a much smaller CLO junior tranche.

The other type of structure represents what can be considered an arbi-
trage structure. Usually an investment bank would initiate a CLO



YOUAT [[LUQJN 224108

', 100 PUB PIEPUBIS SI J29S QINJONIIS JOU PAYUI[-}IPAID SAJOUP N'TD  2ION

919°ST [e10L
payull-ad L6'TT BBY/VVV rdI1 TITl 86'10°6¢C Surpun,f Suwitig
NTD 8¢'L €BV/VY ENe) 000°S L6°01°91 Py Sulpun.j S[SuBL
NTO ¥9°¢ CBV/IVV ISOMIEN vTs's L6°01°60 PY1 ¢ ON Sutpung 4SOY
payul-2g 0501 BBY/VVV 4011 00L°C L6°60°9C LINTO wnune[d
padul-2g 0s°8 BRV/VVYV JuegsuoneN 9PEy L6601 LINTO JuegsuoneN
NTO 058 [eV/+VV odsS 0vL1 L6°60°80 PIT BR[O DYS
NTO or'v CBV/IVV 1SOMIEN ¥60°S 96°01°T¢ PYT 1'ON Sutpung 4SOY
(S.ApOOIN/d®S) (wsn§ up

ad£y (o,) 110ddns j1paro S9}0U JOTUSS junowe aep

amjonng JIo1uds 93BIOAY Jjo Suney JoyeuISLIQ parewnsg youne| Ionss|

9661 Lavnupp 1v sp ‘pansst SO 1olvwt dyj fo ouloS 7€ 2|qu[

68



Securitization, loan obligations and credit derivatives 69

70

60 -

50

US$ bn

1996 1997 1998(e) 1999(e)
Years

Note: (e) Estimate

Source:  Merrill Lynch.

Figure 3.3  Potential CLO market development

transaction in order to take advantage of value-enhancing opportunities
available in the secondary market. The undervalued assets are repackaged
with returns derived from the spread between the asset portfolio’s cash flow
and the servicing requirements of the secondary market asset purchase.
These CLOs generally comprise high-yielding loans, including those to
emerging markets. Parsley (1997) highlights that this type of financing is
popular among overcapitalized banks and those with low return-on-capital
hurdles, particularly continental European institutions. With tight spreads,
credit protection trades — to be discussed in Section 4 — offer slightly better
returns with small additions to risk, mostly illiquidity risk.

CLO Structuring

After the formation of the special-purpose vehicle (or trust), a pool of assets
is purchased from the originating bank with the proceeds from the sale of
debt instruments to investors. In a similar vein to basic ABS deals, the SPV’s
structure may include a series of tranches backed by the asset pool (see Figure
3.4). These tranches are categorized by their priority of claims on the cash
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flow of the underlying asset pool, with the deeply subordinated securities
treated as an equity investment. The senior investment group, because of its
superior credit protection, has the highest credit rating in the CLO structure.
It must at this stage be emphasized that the rating of this senior tranche is
generally higher than the average rating of the underlying asset pool because
of the tiering of claims and through explicit credit enhancements.

The deeply subordinated debt may be unrated or below investment
grade. This portion is usually retained by the originating bank or may be
transferred to third-party investors who are seeking a higher yield. For
example in 1996, according to Moody’s Investors Service its speculative
grade total return index outperformed US Treasuries by 13 per cent. This
junior tranche has characteristics similar to pure equity; it rarely carries a
coupon, is usually unrated, and in most instances offers the same
risk/return profile. It is, however, a pivotal cog in a CLO transaction as it
effectively determines the level of protection — and consequently the rating
— the senior tranches can rely upon in the event of default. Irving (1997)
noted that the issuer effectively protects the most senior tranches against
potential losses by forcing the junior classes to shoulder the risk. He
concludes that with subordination the only avenue for providing invest-
ment-grade senior tranches is to source and sell the junior tranche, thus
guaranteeing at least some credit enhancement.

Obviously, there are a number of structural issues with respect to the
offering of CLO instruments. The originator must decide on the number of
issues that will be needed, and this will determine whether it uses a single
or a master trust structure. A master trust structure allows the issue of a
multiple series of collateralized instruments through a single SPV conduit.
Similarly, the management of the asset pool, as well as the type of struc-
ture — cash flow or market — must also be determined. Although the two are
not completely disjoint, with a cash-flow structure the outflow to the inves-
tors is met by the funds generated from the underlying asset pool. In con-
trast, with market-value structures there is greater emphasis placed on the
marked to market values, particularly their value with respect to a prespec-
ified threshold value. These are generally associated with CBOs and require
active trading unlike the limited trading of cash-flow structures.

Collateral, which is an important aspect of the CLO structure and deter-
mines the quality of the issued securities, includes loan participations,
various types of loan commitments and default swaps. In most cases, the
originator or servicer determines the type, depth and quality of collateral.
Although some CLOs may secure an asset manager to maximize the per-
formance and market value of the underlying collateral, typically the role
is not that of a portfolio manager but servicer, since CLOs are generally
cash-flow transactions.
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Irrespective of the number of variants mentioned, the CLO can be either
delinked or linked. A number of determining factors influence the type of
structure chosen by the originating bank. These are:

e the credit quality of the loans securitized;

e the investment rating of the originating bank;

e theability of the originator to transfer loans to the SPV without noti-
fication of obligors; and

e the preferred capital treatment of the securitized loan or SPV.

There are a few subtle differences between the two, but the fundamental
variation relates to the ownership of the securitized assets. In linked CLOs
involving the use of credit-linked notes — which will be discussed in the sub-
sequent section — the ownership of the underlying portfolio is retained by
the originator, but the cash flow produced is sold to the SPV. However, all
or a major portion of the credit risk of this portfolio is transferred to the
SPV through the use of credit derivatives. For delinked structures, gener-
ally regarded for accounting and other purposes as a true sale, loans are
removed from the balance sheet. The projected performance of the loan
pool and the quality of the credit enhancement determine the ratings of
securities in a delinked structure.

In contrast, ratings on linked CLOs are capped by the credit quality of
the originator, since the originator retains ownership of the underlying
portfolio. Furthermore, investors are not completely insulated from the
credit risk of the originator and therefore face dual exposure (to the origi-
nating bank and to the securitized loan pool). Although credit protection
is provided through the tranching of debt, default, or in the extreme case,
bankruptcy by the originator, can severely disrupt the transmission of the
cash flow to investors. In addition to differences cited previously, there are
also differences in the accounting and regulatory treatment. In the final
analysis, irrespective of the type of basic structure, or even what variation
of the CLO is used, the banking sector has realized profound benefits from
CLO products.

Why CLOs?

Typically, the ‘classical’ CLO instituted by an originating bank has objec-
tives that can be considered threefold in nature. It seeks to achieve reduc-
tions in credit-risk exposures, improved balance sheet management and
profitability, as well as diversification in or alternative sources of funding.
However, Quinlan et al. (1998) note that there are a number of factors that
affect the suitability of the CLO structure. The range of factors includes the
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cost of Tier 1 and Tier 2 capital, the bank’s credit rating, and the cost of
unsecured debt. The use of CLOs can provide benefits such as:

e release of core capital and the capping of credit risk;

e illiquid loans converted to liquid securities;

e investors receive access to high-quality corporate risk, repackaged
into a variety of tranches to meet differing investor appetites; and

e improvement in the total return on capital employed and profit-
ability.

Risk management

Banks are very good at originating credit risk, but very bad at holding it
over the long term (Hay, 1998). This is the sentiment among many commer-
cial banks, which directs them towards the use of CLOs. They also have
strong links with corporate clients which allows them to have widespread
experience in assessing credit risk. Through the reduction of assets there is
credit-risk reduction, and consequently an overall reduction in the level of
regulatory capital required. The total overall exposure is confined to the
level of the equity component — the unrated bonds — retained by the origi-
nating bank. Essentially, the active use of such transactions minimizes the
bank’s exposure to a particular borrower with high concentrations of credit
risk. In addition, a bank constrained by internally imposed exposure limits
could use the CLO to provide additional loans to a particular, possibly
important corporate sector client or sector. Essentially, the CLO allows
diversification while not breaching the bank’s sector lending limits.

Bank funding

The use of CLO transactions can provide access to a new source of funds,
particularly in the medium- to long-term bracket. In most CLO deals — pro-
vided there are reliable flows from the obligors — the securitized product can
potentially achieve a higher credit rating than a plain, stand-alone bond
issue. It has even been argued that banks in the US securitize their best assets
and achieve a superior rating for their securitized assets, since the liability
can be transferred to an underpriced Federal Deposit Insurance
Corporation (FDIC) (Greenbaum and Thakor, 1987). Further, the CLO
market allows sub-investment or unrated originating banks access to the
international financial markets, which was previously unattainable or
expensive. Therefore, with a higher credit rating and where there are lower
coupon rates, the originator can effectively reduce its funding costs as
opposed to bond issues or even interbank loans. In addition, CLOs, through
their access to the capital market, provide these banks with increased diver-
sification among their funding sources.!3
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Improved balance sheet performance

It can be argued that the return on capital represents the major motivation
behind commercial banks’ use of CLO structures. Smithson et al. (1997)
highlighted that until recently, there was a dependence by banks on the
return on assets and book equity as performance measures, where simple
return on equity and return on assets measures were sufficient. Banks had
used regulatory capital as a means of the assigning of capital to various
business units. However, with growing complexities, the current focus has
shifted to risk-adjusted return measures, and banks are becoming increas-
ingly concerned with economic rather than regulatory capital. Economic
capital can be loosely regarded as an earnings-at-risk measurement. Here
all types of risk elements, credit, market and operational risks, are aggre-
gated and then discounted by an appropriate interest rate. On a related
issue, instituting a CLO deal requires appropriate monitoring and opera-
tional capabilities, and this could engender an improvement in the originat-
ing bank’s efficiency of its risk-management capabilities. The regulatory,
sectoral and shareholder pressures have forced banks to focus more intently
on business risks, and place profitability targets into risk-related perfor-
mance measure frameworks.

Since all grades of corporate loans attract the same risk weighting — 100
per cent — under the Basle 1988 Accord, by removing the higher-quality
low-yielding assets from the balance sheet a bank can leave the existing
bank capital to support higher return activities — increased gearing.!4
Under this Accord, a 100 per cent risk weighting implies that a minimum 8
per cent of the full amount of the bank’s loan portfolio is required to cover
the risk of losses. Therefore, the bank, essentially through constrained opti-
mization, must increase shareholder value and risk-adjusted returns, but
subjected to the constraints of capital requirements. This motive is partic-
ularly strong among large banks in control of a large portfolio with a major
portion of it containing investment quality loans. Although it can be
argued that the origination and execution of the CLO can be more costly
than on-balance sheet funding, the risk-adjusted return on capital,
RAROCY! — a measure which is becoming more widespread among banks
—is higher with the CLO (see Table 3.3). CLOs therefore provide a dynamic
method of balance sheet restructuring and flexibility, along with the boost-
ing of returns on equity and its efficient use.

Other influences

The investor on the other hand is drawn to these types of issues for a variety
of reasons, many of which are proving beneficial in the rapidly developing
financial market. First, the credit spreads on structured deals have been
attractive in comparison to securities of equivalent or similar type risk. Here
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Table 3.3  Example of CLOs in facilitating a higher RAROC on
investment-grade assets

75

Assumptions

Amount of loans in CLO
Loan portfolio yield

Bank funding costs

CLO funding costs

Bank retains 1% reserve fund

Before CLO

Yield less funding cost

Net spread earned

Risk-based capital requirements
RAROC

After CLO

Yield less funding cost

Net spread earned

Risk-based capital requirements
RAROC

$1 billion

Libor + 50 basis points (bp)
Libor — 10bp

Libor + 24bp

$10 million

(L +50) less (L — 10) =60bp
0.006 X $1bn =$6 million
(8% on $1bn) =$80 million
$6 million/$80 million =7.5%

(L +50) less (L +24) =26bp
0.0026 X $1bn = $2.6 million

(100% of Reserve Fund)=$10 million

$2.6 million/$10 million =26%

Source: Bear Stearns & Co. Inc.

the investor is being compensated for exposure to prepayment or re-invest-
ment risk, differences in liquidity relative to highly liquid investments, the
complexity of the cash-flow structure, as well as perceived credit risk.
Although CLOs are backed by investment-grade loans and naturally low
credit risk, the perceived increase in credit risk can be derived from the fact
that, for example, the credit-linked note structure can be considered the
unsecured risk of the originator overlaid with the portfolio credit risk.
Investors are also attracted to the development of what can be considered a
limited secondary market that offers an alternative to investing directly into
the corporate bond market. Although attractive, a limited secondary market
may provide yet another argument for the incremental spread which could
stem from the lack of information on a regular basis and transparency at
the individual loan level. This issue could hinder the development, liquidity
and the formation of an efficient secondary market for CLO securities. ¢

In addition to the attraction in investment yield, investors can use this
form of security as a means of producing diversified portfolios of corpor-
ate assets without unbalancing the existing portfolio. Complementing the
appeal of CLOs to the financial market is the fact that the overall perfor-
mance history of CLOs has remained favourable, thus further encouraging
institutional investor participation.
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Drawbacks

For some banks, however, there may be some perceived disadvantages with
the issuance of CLO products. For instance, the transfer of loans to the
SPV without the consent of the obligor may be unattainable and difficult
in some jurisdictions. Das (1999) notes that these actions have potential to
disrupt client relationships and may in some cases limit the utility of the
CLO structure. There may also be a predominance of non-funded types of
exposures, for example, revolving credits, unfunded commitments and so
on, in the asset portfolios, thus rendering securitization unattractive.
Regulatory, and consequently economic, capital may be unchanged, as the
originating bank in some transactions may retain a major portion of the
credit risk. Furthermore, the actual cost of funding through CLO transac-
tions may be expensive in terms of time and operational costs, making it
unattractive for banks with low funding costs (see Table 3.4). Structuring
and pricing could be a problem, not only in terms of time consumption, but
because of their reliance on large size and fine pricing,!? they could be vul-
nerable to market disruptions and volatility.

Table 3.4  Comparison of spreads in different types of securitized

funding
Type Rating Spread Rating Spread
(bp to 3-mth (bp to 3-mth
Libor) Libor)
Collateralized mortgage- AA 25-30 BBB 80-90
backed securities
Corporates AA 0-5 BBB 50-70
Credit card asset-backed AA 10-15 BBB 100-120
securities
Collateralized loan obligations AA 18-23 BBB 110-160
Collateralized bond obligations AA 35-45 BBB 130-180

Source:  Feinne, Papa, Craighead and Arsenault (September 1997), in CBOs/CLOs: An
Expanding Securitisation Product, J.P. Morgan Securities Inc.

The level of risk that is transferred from the originating bank to the third
parties, such as guarantors and investors, is largely dependent on the struc-
ture of the CLO transaction (for example, credit enhancements). Directly
related, the level of capital relief is also dependent on the variety of
enhancements instituted and the extent of the risks reneged. As Irving
(1997) highlighted, it is almost impossible to reverse-engineer out of many
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of these deals without incurring basis risk. He alluded to the fact that many
of these structures have no fungible building blocks and it is difficult to rep-
licate the future cash flows, as these are largely unique structures.
Furthermore, the limited two-way secondary market would not allow for
transparent price discovery.

In addition to the above-mentioned risks and drawbacks, one of the more
significant issues with respect to securitizations surrounds the mechanism
for the transfer of the lender’s rights in the loan to the SPV. Unlike CBOs,
where the transfer is relatively simple, as transference can occur through
bearer or registered bonds, for CLOs there are a variety of means possible:

o Assignments There is full legal transfer of the rights from the seller
of the loan. Here notification and occasionally approval is required
from the obligor. There is non-disclosure and, if approved, a direct
connection between the SPV and the obligor is established.

® Participations and sub-participations In this transaction the cash
flows of a referenced loan are transferred to the SPV. However, if this
is undertaken without the consent or knowledge of the obligor, then
the contractual relationship is created only between the originating
bank and the SPV. Therefore, if the originating bank becomes insol-
vent then the SPV becomes an unsecured creditor without any direct
recourse to the obligor. Clearly, as a stand-alone structure this would
have some impact on the credit quality of the collateralized securities
issued.

With such issues and pressures, the financial marketplace has progressed
to the building of hybrid structures in an attempt to provide the optimal
structure. Terms such as contingent assignments — where the originating
bank is only obliged to assign to the SPV if thereis a degrading in the credit
rating below a prespecified level — have emerged. Another hybrid, one that
is becoming increasingly popular, involves the use of credit derivatives and
credit-linked notes in CLO structures. Here, there is the synthetic transfer
of the risk of the underlying portfolio through the use of credit derivative
instruments.

4 CREDIT DERIVATIVES

Overview

Since the early to mid-1990s, the use of credit derivatives has become
increasingly prominent in various areas of finance. Since Bankers Trust’s
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repo transaction of a commercial loan portfolio, which was broken into
tranches, but the loans were retained and the default risk sold, the term
‘credit derivative’ has been widely used. Duffee and Zhou (1997, p. 1) point
out that ‘prior to the development of credit derivatives, there were very few
ways to trade the credit risk of a given firm other than buying and selling
obligations of the firm, such as bank loans, corporate bonds or stock’.
Henke et al. (1998) make the point that adverse selection and moral hazard
problems resulted in traditional tools (for example, loan sales) being less
than successful in transferring credit risk.!8

Leading in the tradition of financial innovation, credit derivatives
evolved from competition among banks, and the differences in individual
perceptions of credit risk. They are considered instruments that can liter-
ally split and separate the element of risk from an underlying instrument,
and itself become a tradable commodity. The ownership and management
of credit risk are separated from other aspects of ownership of the finan-
cial asset. Masters (1998) notes that ‘credit derivatives are bilateral finan-
cial contracts that isolate specific aspects of credit risk from an underlying
instrument and transfer that risk between two parties’. She adds that these,
like many other successful derivative products, have the potential to achieve
efficiency gains through the process of market completion.

There are generally a number of key motivations for the use of credit
derivatives, such as hedging, speculation or in the case of CLO deals either
arbitraging or yield-enhancing purposes. However, traditional credit units,
such as investment banks, were concerned with analysis of counterparty
credit quality, in addition to the valuation of transactions credit risk and
its monitoring. But, with scarce credit resources, finite levels of capital and
demanding shareholders, it is clear that investment banks’ credit capacity
must be utilized most effectively. There are a number of methods to achieve
dynamic management of derivative credit exposures. These are (i) the use
of credit-risk mitigation techniques to manage the changing exposures, (ii)
the use of multiple limits to control different components of credit expo-
sure, and (iii) the use of scenario analysis to determine credit capacity and
potential problem areas.

These are of particular interest to commercial banks since, in their daily
operations, credit risk forms the major risk category encountered by banks.
As such, credit was difficult to isolate, but credit derivatives in most aspects
are able to separate and transfer the credit risk as opposed to the economic
substance. This gave originating banks the opportunity to trade credit risk
and manage it in isolation. Such products provide widespread advantages
over traditional credit instruments such as default guarantees. ‘By quan-
tifying and pricing each risk-component [duration and so on], credit risk
can theoretically be unbundled . . . and parcelled out to the holder able to
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handle them most efficiently’ (McDermott, 1996, p. 1). They encompass a
whole family of instruments, ranging from default swaps to credit-linked
notes, to spread options:

® Total return (TR) swaps Regarded as a bilateral financial contract
built for the transfer of credit risk between the parties involved and
produces a synthetic off-balance sheet position in the underlying
risky asset for the selling party. For the buying party it provides pro-
tection against the deterioration or default of the reference asset. It
is distinguishable from the credit swap, as it exchanges the entire eco-
nomic performance or exposure of the asset for another cash flow.
Payments in these transactions are determined by changes in the
market valuation of a specific instrument, irrespective of the occur-
rence of a credit event.!? For the credit swap a credit event must have
occurred before any payments are made. TR swaps are widely used in
the formation of new asset classes to investors who are constrained
by administrative complexities or investor restrictions that have in
the past provided barriers to market entry. Such is the case with insur-
ance companies and fund managers who use these products to gain
access to the bank loan markets.

® Credit default swaps Defined as a financial instrument where the
protection buyer pays a periodic fee, in return for a contingent
payment from the seller following the occurrence of a credit event of
the underlying asset. These swaps allow the holder of an exposure to
a particular obligor to transfer the risk of default. If there is a credit
event there is a predetermined settlement sum or in some cases the
physical transfer of the reference asset. Barring such, the protection
buyer pays the swap counterparty a spread usually referenced to
Libor. This spread could also be tied to that received by an investor
in the underlying obligation in either the cash or asset-swap?® market.
The asset-swap market is used as a benchmark largely because the
default swap is an unfunded transaction. According to Masters
(1998) these credit swaps usually average $25-50 million per transac-
tion, but can range in size from a few million to billions of dollars.
Since many of these transactions are derivative over-the-counter
(OTC) transactions, there are few limitations; for example, unlike
bond issues there is no rating requirement. The greatest hindrance, as
in any OTC deal, is the willingness of the counterparties to agree on
the credit parameters.

These are the major categories of credit derivative instruments, but there
are a number of other derivative instruments such as credit options,?2!
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downgrade options and dynamic credit swaps, to name just a few. However,
since the focus of this chapter is aimed at bank behaviour, those credit
derivatives used by banks in securitized issues will be examined in more
depth. Total return swaps, for example, provide distinct advantages over the
sale of the loan portfolio. First, they allow the originating bank to diver-
sify credit risk, while maintaining the confidentiality of the obligor and its
records. Second, the administrative costs of a total return swap are pur-
ported to be lower. Third, the use of credit derivatives is less visible to bor-
rowers and competing banks as opposed to an outright loan sale, where
information must be transferred and consent received. This third advantage
highlights the multi-jurisdictional nature of transactions with respect to the
rights of obligors, and thereby compounds the challenges faced by banks
in the sale of a loan portfolio. Furthermore, the originating bank may also
encounter complex taxing structures.

Combining credit derivatives with traditional elements of ABS, high-
profile asset securitizations have been brokered where otherwise not easily
possible. With these credit derivative structures, specific balance sheet man-
agement goals can be tailored, with credit derivatives aimed at controlling
risk, and CDOs that are designed to ‘save’ on regulatory capital. As earlier
mentioned, initially, the desired goal of securitization was clearly aimed at
a more efficient use and return on equity capital, that is, capital arbitrage.
The overriding argument here surrounds the differences between economic
as opposed to regulatory capital. With securitizations, the determining
factor should be the difference between regulatory capital and the
adjusted?? economic capital. Taking advantage of anomalies in the finan-
cial marketplace, counterparties can also earn incremental earnings, such
as fees, and also benefit from lower funding costs on a relatively low-risk
basis.

Many credit derivatives are privately negotiated financial products and
pose risks such as operational, counterparty, liquidity, operational and
basis risks.23 It is also highly unlikely that such a contract can be reengi-
neered without incurring some costs. Compounding this problem is the
absence of a secondary market, as liquidity risk is a vital consideration for
market players, leading to the difficulty in offsetting any position before the
contract matures. Furthermore, the absence of the secondary market also
hinders any ability to hedge the credit exposure in the established position.

Credit-linked Notes/Credit Derivatives in Securitization
With innovations it is usually rare to chance upon a totally new concept; it

typically involves the modification of an existing idea or process. This same
type of reasoning could be applied to the use of CLOs with embedded
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credit derivative instruments, where there has been a merging of two con-
cepts. For any financial innovation to be successful, it must improve the
operational efficiency and completeness of the financial market.?* In an
incomplete market where there is unfulfilled investor desire, an innovation
can fuel profit opportunities, effectively exploiting any inefficiency in finan-
cial intermediation or incompleteness in financial markets. Evidently,
investment banks have seized the opportunity to profit through the forma-
tion of CLO securities.

To tackle the pressures from both internal and external sources, banks
have instituted credit derivatives. In 1996, credit derivatives entered main-
stream structured finance through a number of high-profile securitizations,
usually in the form of credit-linked notes (CLNs). Neal (1996) noted that
CLNs are a combination of a regular bond and a credit option. They build
on the flexibility of a medium-term note issuance mechanism by embed-
ding straightforward credit default swaps via securitization into a note or
bond. ‘It is a combination of a fixed income security with an embedded
credit derivative’ (Das, 1999, p. 14). Moreover, the note enables the inves-
tor to replicate credit exposure to an underlying reference portfolio,
without direct investment into the security itself, capturing the cash flow or
movements in the value of the underlying default risk of the instrument.
The use of the credit derivative or unfunded guarantees allows the originat-
ing bank to transfer virtually riskless senior exposure in the CLO, leaving
only the junior levels to be funded in the bond markets. Essentially, CLNs
involve the repackaging of portfolios of credit risk into tradable financial
instruments.

Rationale for the Use of CLNs

The underlying factor for use of credit derivative instruments in CLOs is
clearly profit motivated. However, there are many secondary motives, such
as credit-risk reduction. When conditions are volatile (for example, infla-
tionary pressures with fluctuating interest rates, or uncertainty in economic
conditions), such innovations are designed to reduce exposures to such
risks. These economic parameters create a demand for different types of
financial products. Clearly, changes in the level of economic activity do
stimulate innovation, since in periods of economic prosperity many insti-
tutions innovate in the pursuit of corporate growth. However, with steep
actual or anticipated recession, the emphasis shifts to risk reduction and
liquidity (Van Horne, 1985). Another prominent factor is linked to finan-
cial deregulation, which blurs the distinction between financial intermedi-
aries. This increases competition, and the formation of new, attractive
investor products may become necessary for survival.
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Other motives are derived from the circumvention of regulatory and tax
constraints. Here financial innovation is mainly defensive in nature with the
main aim focused on the restoration of profitability, risk reduction or both.
The fundamental motive for the influx of new banking products stems from
risk-reduction or profit motives. These, along with technological advances
— which promote process as opposed to product change — allow for the
broadening and speed of financial service applications. Credit derivative
products in bank-structured instruments are used for a wide-ranging
number of reasons, many of which are linked to basic CLO securitization
concepts.

Covill (1999, p. 1) noted that ‘credit derivatives can be a wonder drug.
Widely regarded as a form of Viagra for commercial banks, [they] enable
banks to leverage their balance sheets by buying new assets or selling the
risk of existing ones.” Traditional motives such as lower funding costs for
many lower-rated banks, capital management and credit-risk management
have been reinforced by greater emphasis being placed on balance sheet
management and the management of client relationships. With contracting
credit spreads, and with relatively constant funding costs, banks and inves-
tors alike must look for more esoteric assets to trade.

Corporate client relationships have in the past been vitally important to
investment banks; however, there exist greater levels of disintermediation
within the financial system, leading to some low-yielding loans in many
banks’ balance sheets. Unlike selling loans as seen in traditional CLOs, this
method of securitization through derivative instruments can be considered
relationship friendly. By selling a low-yielding loan — usually linked to large
corporates — the originating bank can threaten a relationship that has been
carefully nurtured. It should be noted that where there are strong relation-
ships with a specific firm or industry, there is the distinct probability that
this would create specific concentrations of credit risk.

On the other hand, with reductions in the number of banking relation-
ships by large corporates, the remaining banks may indeed be called upon
to lend more, and this could also increase its concentration risk. Credit
derivatives allow the bank to repackage the specific credit exposure and
pass it on to investors. Therefore the originating bank is able to discreetly
shed its credit exposures, while maintaining the client’s confidentiality and
its security. Importantly, in terms of credit crunches a firm’s longevity could
be placed in question without a reliable source of packaged funds, through
which a long-term relationship would have been forged. Essentially, the
bank is able to retain the asset as well as the relationship, while segmenting
or managing a portion of the risk. In addition, by maintaining such a rela-
tionship, a bank may be able to sell these corporates other more profitable
products.
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The reference entity, whose risk — in the case of a CLN — is being trans-
ferred, need not be aware of a credit derivative transaction. By contrast a
loan assignment through the secondary loan market requires obligor noti-
fication. Credit derivative instruments are off-balance sheet instruments,
except when embedded in structured notes, and as such offer a wide range
of flexibility in terms of leverage. The use of a credit derivative instrument
allows the user to reverse a possibly skewed credit-risk profile, that is, the
earning of a small premium at the risk of a large loss.

Consolidation within the banking and indeed the corporate sector has
applied pressure on bank relationships. This, along with the euro’s imple-
mentation, will have put further emphasis on balance sheet structure and
strategic competitiveness. Although the euro will provide greater financial
market liquidity, it will also improve transparency and comparability,
thereby highlighting any pricing differentials. Linked to the euro is the wave
of mergers in the banking sector, and rather than attempting balance sheet
shrinkage, the focus will shift to balance sheet stability.

Some Structural Issues

Largely as a result of the reasons stated above, this market is considered by
many to be one of the fastest-growing areas in structured finance. CLOs
with embedded derivative products backed by investment-grade loans
appeal to yield-hungry investors. In many cases, they can pick up substan-
tially more yield by purchasing ‘synthetic’ credit exposure to these CLO
structures than they would have in most publicly quoted debt instruments.

Investors purchase the securities from the SPV that pays a coupon —
either fixed or floating — during the life of the security. In many of the deriv-
ative-enhanced CLOs, the SPV enters a credit default swap where it pays
the par value of the security less its recovery rate to the originating bank.
The bank meanwhile pays an annual fee to the SPV, which amounts to
credit protection, some of which is shunted to the investors to assist in gen-
erating the excess yield. At maturity, the note is redeemed at par, unless the
underlying referenced asset defaults, in which case the investors receive the
recovery value® of the asset. It must be further emphasized that the inves-
tor is faced with double default risk, that is, the risk of the originating bank
defaulting along with that of the underlying referenced portfolio of assets.
As highlighted by Irving (1997, p. 9), ‘investors’ exposure to the underlying
reference is . . . the same in the credit linked note as it is in a public bond
issued by the reference. There is, however, if remote, [exposure] to the col-
lateral of the trust itself.’

In these structures banks can receive the same or similar regulatory
benefits as traditional securitization by transferring risk synthetically. In
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addition, as largely OTC transactions, the legal and structural risks char-
acteristic of loan sales are avoided, and market and customer confidential-
ity is maintained. The reference entity, whose credit risk is being
transferred, needs to be neither party to nor aware of the credit derivative
transaction. Some of these structures can further exploit the unfunded, off-
balance sheet nature of CLNs. This allows a bank to purchase credit pro-
tection from the SPV, necessary to mimic the regulatory capital treatment
of traditional securitization, while preserving a competitive funding advan-
tage. In the final analysis, CLNs provide further stimulus to a rapidly
expanding securitization market by extracting and repackaging credit
exposures from a large pool of risks. Many of these risks are not conducive
to securitized products; because they are unfunded or off-balance sheet,
they are not intrinsically transferable, or relationship-wise, they would be
complicated.

The CLN structure, such as SBC’s ‘Glacier’ deal (SBC Glacier Finance
Ltd, 1997), allows confidentiality, as there is regulatory relief, and no need
for disclosure. Risk transfer is usually limited to catastrophe risks, as the
excess spread, first loss loan reserves and the lowest rated or unrated
tranches absorb most of the risks. There is also the limited effect of an
increase in earnings volatility.

A Credit-linked Structure: SBC Glacier Finance Ltd
The deal involves the CLO of approximately $1.74 billion in five- and

seven-year floating rate, bullet notes backed by credit-linked instruments
from the underlying portfolio of SBC Warburg (see Table 3.5). The struc-

Table 3.5 Breakdown of the SBC Glacier CLO floating rate asset-backed
securities (rated tranches)

Series Amount Discount margin/ S&P Moody’s Expected Final WAL

$m 3-mth Libor maturity maturity
1A 798.225 +16 bps AA+ 100.00 10.9.02 10.9.04 5.0
1B 36.105 +65 bps na 100.00 10.9.02 10.9.04 5.0
2A 798.225 +19 bps AA+ 100.00 10.9.04 10.9.06 7.0
2B 29.58 +75 bps na 100.00  10.9.04 10.9.06 7.0

Note: Additionally, there were $31.32m — Class C FRN; $36.975m — Class D FRN;
$9.57m — Class E Zero coupon notes spread over Series 1 & 2; WAL: Weighted Average
Life.

Source:  The Global Securities Research & Economics Group, Merrill Lynch & Co.
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ture of these notes transfers the credit risk of the corporate loans to the
investors from SBC Warburg — the originating bank. As a credit-linked
structure, the notes are capped by the credit rating of the bank, which was
rated AAA. The investors in this transaction assume the risk of both the
originating bank and the underlying obligations. Despite a lack of detailed
disclosure of underlying corporate obligations, or of obligor characteris-
tics, the portfolio is dictated by strong collateral guidelines. Furthermore,
the credit composition of the underlying pool of assets must be broadly
maintained, with a ceiling on single industry concentration of 8 per cent
and a 5 per cent exposure limit to sovereigns of rating below AA— or Aa3.
Although differing environments and jurisdictions can impact on the level
of credit exposure to SBC, the consequences from the default probability
remain. In the event of default by SBC Warburg, there is a strong likelihood
that the CLO-Glacier structure’s issues will default.

Since no security has been granted, the CLNs purchased by Glacier from
SBC represent senior unsecured obligations of SBC, and rank pari passu to
other such unsecured obligations. They constitute Libor notes, with the rate
of interest on each determined by the referenced Libor rate. The face
amount of the CLN is payable on maturity, but this payment may be
advanced given defined situations. For example:

1. Allor part of the principal amount of the CLN along with any accrued
interest should be paid provided there is a change or clarification in the
interpretation in tax rules or regulations in the relevant taxing jurisdic-
tion.

2. The CLN holder may simply choose to exercise the option to redeem
all or part of each CLN on the predetermined optional redemption
date, in which case the principal amount will be paid.

3. Paymentis triggered with the occurrence of a credit event, and redemp-
tion is set within defined parameters.2¢

Credit enhancement of this structure is through subordination, includ-
ing the retained equity portion, and through excess spread. Within each
series, payments of principal and interest are made sequentially so as to
protect the most senior bondholders. Within the agreement with SBC there
is an allowance for the purchase of additional CLNs to add to the pool,
whose characteristics are expected to vary over the life of the notes.

With this structure, the innovation is found with the use of CLNs to
transfer risk to the issuer and then on to the investors, in a fashion differ-
ent from the use of a sale or sub-participation. In transferring the credit
risk, SBC issued one CLN linked to each reference obligor in the underly-
ing portfolio. The CLN in essence securitizes the risk of default for the
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particular obligor with which it was referenced. Assets are deemed to
remain on-balance sheet in accordance with regulatory procedures, but
some capital relief is provided to reflect that some risk has been transferred
to the SPV. The CLN’s principal amount is based on SBC’s estimate of
credit exposure by each obligor in the securitized portfolio. If there is
default of an underlying corporate entity, then the CLN linked to that par-
ticular obligor or asset is deemed callable. The recovery values depend on
the type of the CLN that was originally issued.

5 REGULATION

Current Overview and Problems

Banks over the years have used innovative products to combat regulation,
among other factors, in order to secure a profitable status and even survi-
val. Until the late 1980s, capital requirements for banks were independently
established by regulatory authorities, with little formal regard to one
another’s approach. With increased globalization of financial markets, this
dislocated method of supervision was becoming less relevant, leading to
the formation of the Basle Accord. In the banking industry, while compe-
tition has intensified, the earlier version of the Basle Accord has reduced
banks’ incentive to keep investment-grade loans on their balance sheets (see
‘Why CLOs?’, in Section 3, above).

In recent times there have been additional factors, such as the euro.
According to Metcalfe (1999), with the disappearance of currency pairs
and consequently fewer trading opportunities, the focus has shifted to
credit as an alternative trading opportunity. Further, with the single cur-
rency, business and even banks will consolidate and restructure to tackle
changes in Europe. Corporate restructuring usually signals increased cor-
porate debt, in the process expanding the credit market, and allowing the
use of credit-derivative products to flourish. Financial institutions domi-
ciled within the single industry area will be competing for capital not just
domestically, but with other financial institutions throughout the single
currency area. This activity will, however, be of concern to regulators, who
are usually wary of a surge in such innovative products, along with their
impact on capital adequacy and the stability of the financial system overall.

First, however, one must define capital; according to Skora (1998) a
broad, technical definition is the bank’s net worth. In more specific terms,
capital can be considered as the cushion against possible losses due to
various risks. For if losses exceed this cushion, then the excess loss is trans-
ferred to the creditors — such as investors — therefore, capital must be large
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enough to minimize the likelihood of default. This capital sum can be rep-
resented as:

Capital = Expected Loss + Unexpected Loss.

Here the unexpected loss is a probability measure within a given confidence
interval of the uncertainty of loss. Another distinction that must also be
clarified relates to that between economic and regulatory capital, both rep-
resenting some measure of the bank’s risks. Economic capital is determined
by the bank’s internal policies and models, in many cases using sophisti-
cated statistical techniques and historical data which are consistent with the
specific bank’s activities. On the other hand, regulatory capital is deter-
mined by rules set by the authorities, and provides generic application,
transmitted through its simplicity and conservatism.

Under the Basle Accord there are stringent definitions of capital,
ranging from the most permanent form, Tier 1, to Tier 3, the most fluid,
less permanent form of capital which is retained to cover losses on market-
related risks. Since the main point of this chapter is not strictly pertaining
to the definition of capital, this area will not be examined in great detail.
However, it should be noted that there are further definitions of qualifying
capital set by Basle. The other side of the capital adequacy calculation is
based on assets, where banks must ensure that they have sufficient capital
available to absorb the risk of losses should assets fail to perform.

Generally, Tier 1 and Tier 2 capital is intended to buffer against such
credit losses, where the credit risk associated with an asset depends on the
creditworthiness of the counterparty. Here lies the difficulty for banks in
terms of their corporate clients, for currently, claims on a varied spectrum
of corporates are all risk weighted at 100 per cent, irrespective of their
credit quality. For some credit-risk profiles this may seem prudent but for
diversified portfolios of investment-grade credits, this may seem excessive.
According to rating agencies — Standard and Poor’s (S&P) and Moody’s —
the default rate on investment-grade credits is low. In a Merrill Lynch
(Quinlan et al., 1998) report the average historical cumulative default rate
for all investment-grade debt calculated by S&P over a five-year period is
0.81 per cent and 0.84 per cent for Moody’s. This represents only default
rates, but for loss rates the probability would be lower.

In terms of the structure, as most SPVs are not categorized as banks or
financial institutions, claims on SPVs are ordinarily risk weighted at 100 per
cent, as with any other corporate entity. This treatment means that, in the
absence of cash collateral for the SPV’s funding obligation, the originating
bank will have the same capital/risk asset ratio requirement in respect of its
commitments to lend after the securitization as it had before. However, the
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usual committed facility will incur no capital cost so long as the facility
remains undrawn, thereby negating complicated funding and cash collater-
alization issues. The originating bank will be aware that an SPV will have a
relatively rigid funding structure, and will be less able to exercise discretion
in favour of defaulting borrowers than the originator. Alternatively the
originating bank may intervene to protect investors in securities issued by
the SPV if default levels on the underlying assets prove higher than
expected. Such extreme measures are only expected to be executed due to
considerations of a possible negative impact on reputation.

The use of CLO transactions allows the originating bank to resist disclo-
sure of its borrowers’ identities on both legal and commercial grounds,
since any disclosure could be simply offering competitors clear insight into
its corporate loan portfolio. The great difficulty with the use of credit deriv-
ative instruments stems from the fact that in addition to the clear credit
risk, there is also liquidity risk, as many of these structures involve unique
instruments that are not widely held. In addition, for many of the bonds or
even the underlying portfolio of credits, there is no active, transparent
market. For such reasons, the Federal Reserve Board (FRB) cited two
examples for limited transfer of credit risk: (i) if the credit derivative agree-
ment adopts a restrictive agreement of a credit event, or (ii) if it establishes
a materiality threshold that requires a high percentage of loss to occur
before the guarantor is obliged to pay.

Until recently, this has created some level of uncertainty due to the case-
by-case nature of the transference of credit risk, as well as the lack of
uniform documentation and terms within the financial marketplace. The
varying levels of disclosure or detailed information are very much of
concern to regulators and investors alike. Various regulators, such as the
International Swap and Derivatives Association (ISDA), have all found it
necessary to issue some type of documentation on the standardization of
these derivative markets. It is also important to note that users of these
credit instruments will also be confronted with uncertainty of their regula-
tory status, since different contracts will fall under the umbrella of, and be
regulated by, different agencies, each with different levels of rules. It is
believed that with the standardized information flow on returns, defaults
and recoveries, parties will be able to identify the precise terms of the trans-
actions from a clearly defined number of alternatives. Clearly, the quality
of collateral and ongoing performance information will indeed vary signifi-
cantly, and the less transparent the information, the greater the possible
liquidity risk. With reduced legal and other uncertainties stemming from
this lack of information, the market growth should be further enhanced.

In addition to the ongoing effects of the euro in terms of its impact on
an increased debt and credit market, the recent proposals by the BIS are
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expected to be a further incentive for banks to hedge risk, and consequently
there will be a demand for credit derivatives. Growth and interest in these
new structured credit instruments is not confined to banks, however, for
there is growing interest in such products outside of the banking industry,
for example, mutual funds and trusts. Theoretically, by giving investors
access to bank loan portfolios, credit risk will be more widely and effectively
traded among an expanding variety of players. Furthermore, with diversifi-
cation of credit risk in loan portfolios, there will be greater liquidity in
credit markets. These new proposals, along with the major concern, that is,
the lack of standardized documentation and transparency in the credit
market (which has seriously hindered growth), will be discussed in the fol-
lowing sections.

The ‘one size fits all” approach to capital requirements for credit risk is
becoming increasingly problematic as banks themselves, in their own inter-
nal capital allocation procedures, take into account the widely varying risk
characteristics (Yellen, 1996). It can be true to state that both techniques
may represent a measure of risk, but where output from the two techniques
is diverging, banks will be more motivated to deal with this penalty, such as
with the increasing use of CLOs, but how will the regulators respond? More
importantly, how should one measure the credit risk associated with CLO
activities, and how much capital should be required for a bank also engaged
in such activities? Some may look at these structured securitizations and
state that they pose no greater threat to other financial activities. Wide-scale
overtures to over-regulate derivatives, or even the structured CLO market,
would be of little benefit, except to increase the regulatory burden on
capital market activities.

The Cycle of Regulation versus Innovation

There is an ongoing dilemma between the imposition of regulation and the
efficiency, or completeness and profitability, of any market. Van Horne
(1985) mentioned that the purpose of financial markets is to channel the
savings of the society to the most profitable investment opportunities on a
risk-adjusted return basis. There is a dynamic connection between market
innovation and regulation. Financial innovation often occurs in response
to regulation, especially when regulation makes little economic sense
(Meyer, 1998). Economic efficiencies that are potentially associated with
financial innovation can be negated by inefficient banking regulation. As
regulation is perceived to hinder this process, new variants of financial
products would come to the fore. Conversely, advances in the market spur
the evolution of regulation. Investment opportunities may originate in the
private sector, where the rate of return on the investment is paramount, as
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opposed to the public sector, where social returns are promoted. Therefore
regulation must somehow produce a fine balance between these two posi-
tions.

The usefulness of the capital adequacy accord lies in its ability to be used
as a benchmark for financial scrutiny by both regulators and counterpar-
ties alike. The various shortcomings highlighted previously, along with the
ever-increasing levels of financial innovations, undermine the effectiveness
of the capital adequacy requirements. With the proliferation of capital
arbitrage?’ techniques, securitization included, banks can effectively
achieve risk-based capital ratios, which are below the Accord’s nominal 8
per cent. Capital arbitrage is fundamentally driven by large divergences
between economic risks and that of the risk-weighted measure set by the
BIS.28 This, in addition to its efficiencies, can also give rise to distorted risk-
management techniques, and from a safety and soundness perspective,
risk-management distortions could be as, or even more, problematic than
capital arbitrage.

By contrast, efficient banking regulation not only provides a backdrop
for financial advances, but also permits governments to achieve to some
extent social objectives which otherwise may have been impossible or
incurred at a higher cost. With this current Accord, the phenomenon of
capital arbitrage poses some significant policy trade-offs, for the only
means available to regulators in limiting such activity is through the impo-
sition of broad restrictions on the use of financial engineering technologies.
According to Jones (1999), this would, however, be counterproductive and
possibly untenable since capital arbitrage often functions as a safety valve
for mitigating the adverse effects of nominal capital requirements which,
for some activities, are unreasonably high.

A lack of understanding of the regulatory nature of derivatives could
cause an increase in the risk that inappropriate regulations, or ill-conceived
regulatory actions, could exacerbate or heighten financial market volatility.
Essentially, capital arbitrage permits banks to compete in some activities
which they would have been forced to abandon due to insufficient returns
on regulatory capital needed. Moreover, securitization and other risk-
unbundling techniques to some extent appear to provide significant eco-
nomic benefits apart from capital arbitrage.

The debate in many instances focuses on whether inefficient or burden-
some capital adequacy requirements can reduce the risks in banking.
According to Blum (1999, p. 756), ‘under binding capital requirements an
additional unit of equity tomorrow is more valuable to a bank. If raising
equity is excessively costly, the only possibility to increase equity tomor-
row is to increase risk today’. Importantly, Gehrig (1995) highlighted that
capital requirements greatly influence the nature of strategic competition
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among banks. Essentially, it must be noted that in a dynamic setting, with
incentives for asset substitution, capital adequacy may actually lead to
increases in bank risks. Furthermore, if the regulators are concerned with
reducing the insolvency risk of banks, then one of the effects of such reg-
ulation is reduced bank profits. Theoretically, with lower profits, a bank
has a smaller incentive to avoid default, along with the ‘leverage effect of
capital rules’ which raises the value of equity to the bank. For with every
dollar of equity, more than one dollar can be invested in a profitable, but
risky, asset.

The 1988 Basle Accord is extremely simplistic in terms of credit risk,
with banks having to contend with a rather arbitrary capital requirement
of 8 per cent, although many of the internal capital allocation procedures
have evolved as credit products have evolved. Regulatory requirements for
capital have been oversimplified historically and tend to penalize those
institutions that invest in sophisticated internal risk-management
systems. Regulatory concerns about capital adequacy therefore can best
be addressed by allowing qualifying institutions to use their own risk
models for determining capital adequacy for credit and market risks,
subject to regulatory oversight. This policy can promote innovation, as
well as financial market soundness and a more efficient allocation of
capital. Currently, regulatory capital rules do not fully capture the eco-
nomic substance of the risk exposures arising from structured securitiza-
tions.

The use of complex derivatives and complex structures has led to difficul-
ties in the measurement of possible risk elements. The major difficulty occurs
where regulatory capital requirements are not equipped to capture the com-
plexities of some risk positions being undertaken by banks. However, risk
cannot be measured in precise terms, for there are always potential estima-
tion errors, though at some point the measurements will become sufficiently
robust to warrant widespread changes in prudential regulations.

Clearly, the growth in CLO transactions, and indeed other forms of
arbitrage, has been spurred by the inadequacies in the international stan-
dard. This has occurred due to the development of sophisticated models
by some banks that quantify risks, including credit risk, which differ sub-
stantially from the 8 per cent regulatory standard. As the more sophisti-
cated banks have done through rapid evolution of their system, regulators
should follow suit by moving from a ratio-based standard — which says
little about insolvency — to a model-based one, especially for the more
complex institutions. For such institutions, this standard is inefficient in
the objective of limiting bank failure to acceptable levels, since high
capital ratios do not necessarily equate to low solvency probabilities.
More damaging is the risk of a few institutions failing to keep pace with
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risk-management practices, which places all banks at risk. The risk is not
simply confined to counterparty failures, but the systematic underpricing
of credit risk, for example, is damaging to the financial system.
Furthermore, it is possible in the long run that the regulated entity could
shrink in size when compared to an unregulated one. Therefore, what are
the alternatives available to ensure the protection of the banking system
and investors alike?

Inherent Risks and the Way Forward

There have been a number of concerns associated with the development
of these complex-structured CLO transactions. Counterparties and
investors alike who are concerned with the possible credit and counter-
party risks cite the lack of transparency, standardization and informa-
tion as a major factor. Participants in the securitization market rely on
transaction reporting as the basic source of information necessary to
analyse, price and trade asset-backed instruments in the secondary
market. The credit and liquidity enhancements that the originating banks
provide in these structured deals further complicate the evaluation of
risks. These enhancements, which are complex and in some cases indirect
in nature, may expose investors to ‘hidden’ risks that may not become
evident until there is deterioration in the assets. Therefore, the availabil-
ity of quality information enables investors to determine the level of, or
indeed whether to invest in, such securities. Quality and consistent infor-
mation would afford the development of more liquid and efficient secur-
itization markets.

The information could be separated on two different levels. First, collat-
eral-level data, relating to characteristics of the performance of receivables
and other assets that provide the source of payments on these transactions.
Second, security-level data, which relate to the allocation and distribution
of cash flows to the holders of various tranches of securities, according to
their differing payment priorities and characteristics (ESF, 1999). However,
such information is usually non-existent or not timely, and this generally
typifies the opaqueness of the CLO market.

The market for many of the structured derivative CLOs is clearly unreg-
ulated, for a large part of the regulatory personnel and associated systems
is not equipped to handle many of the complexities involved in these trans-
actions. Such activity must, however, be regulated in some form, but with
the ongoing debate and with the continued lack of transparency, the atti-
tude is seemingly ‘if no one is providing information of loans and perfor-
mance, why should we?. However, the glaring number of deficiencies is
evident, with the major drawbacks listed below:



Securitization, loan obligations and credit derivatives 93

® A lack of standardization It is often the case that no two reports can
be directly comparable, as no specific standards are in place with
respect to specific reported fields of data.

e Timeliness of reporting If available, the post-issuance reported data
are often not produced in sufficient time to allow adequate securities
analysis of the information.

® Availability and adequacy of reported data Post-issuance reporting
is not usually widely disseminated, being generally limited to the
current holders of the securities, effectively blocking further analysis
of prospective investors. Furthermore, such information is often
inadequate in its scope of reporting necessary to provide an informed
investment decision.

These deficiencies must be corrected to ensure the growth, liquidity and
soundness of the financial system as it relates to CLOs, or for that matter
to securitized transactions. As such, the European Securitisation Forum
(ESF, 1999) has attempted to provide guidelines aimed at correcting
some of the deficiencies which continue to hamper the continued growth
and efficiency of the securitized market. The main recommendations
are:

1. Transaction reports should generally be made available to the market-
place, and not limited to current holders. Issuers should make transac-
tion reports through all readily available channels.

2. Regular ongoing post-issuance transaction reporting should be a stan-
dard feature of all European securitization transactions.

3. As far as possible, transaction reporting elements and definitions
should be standardized, especially for securitization supported by the
same type of underlying capital.

Recommendations involved with post-issuance reporting include such
important categories as current and cumulative interest shortfalls, draw-
downs from credit enhancements or reserves, as well as servicer advances.
This level of reporting would definitely provide the investor with some idea
of the potential credit risk, and other participants of possible counterparty
risk. There are even more ‘important’ recommendations, such as reporting
on current and cumulative defaults, delinquencies, trigger measurements
and some idea of ratings movement, with reports on original and current
rating by a designated rating agency.

These recommendations are minimum reporting standards constituting
a basic set of data, providing consistency as there are developed definitions
for each recommended reported category. It is anticipated that market
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participants would supplement this standard with other relevant informa-
tion depending on particular features of the individual transactions.

Self-regulation?

This is clearly an attempt at the promotion of self-regulation over govern-
ment or external regulation, such as the BIS Accord, which has recently
issued proposals and will be discussed in the next subsection. The urgency
for both forms of regulatory authorities to provide guidelines for banking
activities provides the backdrop for the growing tensions that exist between
regulators and the banking sector. There is a heightened level of discord
between the two, following continued concerns being raised by regulators,
but from the banking industry’s position there is a distinct leaning towards
self-regulation. Clearly, in the past, external regulatory authorities have
been unable to match the development within the sector, thus placing some
members at a distinct disadvantage. Therefore, with the derivative product
market there is some indication that instead of external interference, the
sector possesses enough internal expertise to operate efficiently within its
own specified framework, as well as keep pace with innovative techniques.

Arguably, self-regulation can benefit from industry expertise reinforced
by community norms and ethical values. These community norms can be
dictated by standards, which if not upheld could involve informal sanction,
reputational drawbacks and ‘blacklisting’ by the community. This set-up
stands apart from the rigidity, bureaucracy, costliness and perceived
ineffectiveness of external or governmental regulation. However, with self-
regulation there is the risk of the formation of a cartel-type organization,
which can be difficult to administer. The existence of monopoly power or
collusion provides an additional concern that the company or companies
found violating rules will not be disciplined. There are also concerns about
the operational effects of the non-binding enforcement of industry codes
within a global environment, in comparison with the legally binding
enforcement of government rules. Furthermore, the question of how the
concerns of persons outside of the industry will be included within the
industry regulation still remains.

Government rules could be even more protective of the industry than the
self-regulatory ones, for the governmental rules must be all-embracing for
the collective good of the system rather than a single industry. If indeed
self-regulation is more flexible, it may be more flexible for that industry than
for others. It is relatively clear that the claimed advantages of industry
expertise, community norms and collective good may, on inspection, be less
substantial than the industry would hope for. Although it is argued that
self-regulation has worked in some industries, there are lingering concerns



Securitization, loan obligations and credit derivatives 95

about its applicability to the financial system, but are these concerns valid?
In addition, is it feasible to risk placing the fragile, yet important, financial
system largely in the hands of the banking industry, through self-
regulation? Some members of the community certainly agree with its fea-
sibility, but so far it remains an open question. The regulators who are
concerned with the viability of the industry and financial stability are
clearly not swayed by self-regulation’s purported merits, as a new proposed
framework for external regulation was announced in June 1999.

BIS 1999 Proposals

The BIS, although achieving competitive equality to some extent, has rec-
ognized the weaknesses — some of which have been addressed previously —
in the existing Accord, and issued new proposals in June 1999 for initial
consultation aimed at more ‘definitive’ proposals in 2000. The review of the
Accord is designed to improve the way regulatory capital requirements
reflect underlying risks. It is also designed to better address the financial
innovation that has occurred in recent years (Basle Committee on Banking
Supervision, 1999). Innovations such as structured securitizations have
made the current Accord — a crude risk measure — less effective in calibrat-
ing an institution’s true risk profile. The proposed capital framework con-
sists of three ‘pillars’ minimum regulatory capital requirements, a
supervisory review process and effective use of market discipline. However,
the scope of this chapter is not to examine the entire set of proposals but
only those pertaining to securitizing activity.

According to the report, the Committee recognizes that securitizing
serves as an effective and efficient method of redistributing risks and diver-
sifying portfolios. There is concern, however, over the use of structured
securitizations to avoid the maintenance of capital consistent with their
risk exposures. As such, the new proposals seek to realign the risk weight-
ings of corporate obligors commensurate with their respective credit risk.
The capital allocated could therefore be considered appropriate for the
credit risk of individual tranches. High-grade securitized paper will now
carry a 20 per cent risk weighting, severely reducing the capital requirement
to one-fifth of the current standard. Securitized products with a rating A—
and higher are those that have received the greatest level of capital relief.
Likewise, those below BBB— carry a risk weighting of 150 per cent, a 50
per cent increase in capital adequacy requirements (see Table 3.6).

These proposals are expected to have profound effects on the ABS market.
There is expected to be a boost in demand for high-quality securitized prod-
ucts, especially for banks seeking capital relief; such banks with a conserva-
tive risk profile could see their capital requirements reduced. There should
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Table 3.6  Summary of BIS proposed risk weightings (%)

Assessment
Claim AAAto A+ BBB+ BB+  Below  Unrated
AA— toA— toBBB— toB— B-
Sovereigns 0 20 50 100 150 100
Banks
Option 1! 20 50 100 100 150 100
Option 22 20 503 503 1003 150 503
Corporates 20 100 100 100 150 100
Securitization products 20 50 100 150 Deducted Deducted
from from
capital capital
Notes:

I Risk weighting based on risk weighting of a sovereign in which the bank is incorporated.

2 Risk weighting based on the assessment of the individual risk.

3 Claims on banks of a short original maturity, for example, less than 6 months, would
receive a weight that is one category more favourable than the usual risk weight on the
bank’s claims.

Source: Basle Committee, ‘A new capital adequacy framework’, 3 June 1999.

also be a widening of the gap in prices and consequently yields due to newly
proposed differences in ratings. For the market as a whole, the new tiering in
capital charges will lead to a more noticeable tiering in spreads among secur-
ities in different risk categories, resulting in a steeper credit curve for the
international ABS market (Batchvarov et al., 1999). Essentially, there is
expected to be greater comparability in prices among spread products, and
ABS can benefit from greater transparency in assessing relative values.

The proposals also reward investors with instruments from higher
tranches, and effectively penalize those with lower rated ones, thereby pres-
suring banks to achieve the highest level of ratings possible. The scope for
structured securitizations should also increase, as asset-backed securities
can be structured in such a way to achieve desired ratings and consequently
risk weightings. With the use of internal ratings and greater correspon-
dence with rating agencies, this would provide a means of producing
cheaper, quicker and easier packaging of CLOs and further boost the
growth in the market. Instead of engaging in widescale capital arbitrage,
banks now have further incentive to structure the debt in order to achieve
higher rated credit ratings.

Clearly this would entail a greater level of dependence on external credit-
rating agencies for providing capital charges for securitizations, as they are



Securitization, loan obligations and credit derivatives 97

even more dependent on provided credit ratings. Implementation of such a
proposal could drastically narrow the gap between the current ‘crude’
capital charges and the economic capital that banks allocate internally.
Potentially, this could also provide investors with exposure to high-quality
European corporate borrowers which, because they have no public rating,
would otherwise be barred to them. Rating agencies will effectively become
part of the regulatory mechanism for the financial sector.

This, however, may not be desirable as it also places additional responsibil-
ity and pressure on the agencies, and ratings are not foolproof. For example,
the junior tranche of the CLO effectively generates the credit rating by guar-
anteeing the level of overcollateralization in the structure; then the size of
that tranche is determined by the losses the asset pool is likely to sustain from
defaults. Therefore, at all times the junior tranche must be large enough to
absorb any expected losses, but small enough for an issuer to place. These
junior and unrated bonds shoulder the major portion of risk, and since they
are usually retained by the originating bank, the question of adequate capital
and ratings becomes paramount. However, the way the CLO is priced
depends largely on how the default data are interpreted; therefore the meth-
odology is open to some extent to basis risk between different proprietary
models. Then, arguably, both default and recovery rates could be refined in
order to massage down the size of the junior tranche.

Furthermore, some banks using internal ratings may use oversimplifying
assumptions due to a lack of long-term data over a series of credit cycles
and the infrequency of defaults. These types of scenario would place
further pressure on the agencies apropos their ‘approval’ of the terms of the
CLO. For instance, Citibank’s C*Star €4 billion synthetic securitization
included up to 60 per cent of its portfolio which did not possess a public
rating, thus necessitating the mapping of Citibank’s internal loan ratings
against Moody’s. This clearly has implications for the new BIS proposals,
allowing in some circumstances the use of internal credit ratings for the cal-
culation of capital adequacy ratios.

Clearly, the provision of 150 per cent on lower-rated securities represents
a step in the right direction, but if in these CLO transactions, these bonds
bear the majority of the risk of the higher tranches, then the capital charge
should be substantially higher. Furthermore, a large portion of these
investments is retained by the originator and as such the originator has still
not relinquished some portion of risk associated with the CLO transaction.
Furthermore, the bands among the levels of ratings in the new proposals
are also broad and wide-ranging and can possibly lead to capital arbitrage.
Finally, banks must ‘get up to speed’ quickly with their systems, which
would enable them to investigate the possible benefits and drawbacks of the
proposed framework for their operations. Likewise, the rating agencies
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must also determine how the increased demands of ratings will affect the
efficiency and quality of their output, thus possibly fuelling the tensions
among regulators, bankers and the rating agencies.

6 CONCLUSION

Over the last decade, the financial landscape for banks has been altered by
a series of innovations. One key innovation has been the development of
asset-backed securitization. This chapter focused on the securitization of
one asset class — collateralized loan obligations (CLOs) — and its impor-
tance for the banking industry. The three key benefits for banks, derived
from CLO securitization, are: (i) more flexibility for risk management; (ii)
greater diversity among funding sources; and (iii) improvement in balance
sheet performance. In an attempt to combat both internal and external
pressures, the banking industry has combined the benefits of structured
financing with those of basic ABS. These complex structured instruments
are typically in the form of credit derivatives, and usually credit-linked
notes. The use of credit derivatives, thereby producing synthetic?® securi-
tizations, allows banks to (i) preserve the confidentiality of their client base,
and subsequently its continued business, and (ii) maintain its balance sheet
asset position rather than shrinkage (of major significance because of the
current wave of merger activity in the sector).

However, the attempt to improve the reporting and regulatory standards
proposed by the ESF and the BIS respectively is expected to make a sub-
stantial impact. This highlights the underlying ‘conflicts’ between self- and
external regulation. However, the question as to which one is more benefi-
cial is still open to debate. New regulatory changes can provide an incentive
to trade in high-grade structured securities, while improvements in report-
ing standards can contribute to increasing investor comfort levels in struc-
tured securitized products. These changes are initially aimed at increasing
transparency, consequently leading to soundness and liquidity in the struc-
tured finance arena. Such an economically efficient motive should be
applauded, but how will the financial market respond? The question then
remains, when will the relative ‘trickle’ in this market turn into a flood?

NOTES

1. For excellent overviews of ABS, see Aber (1987), Cumming (1987) and Kendall and
Fishman (1996).
2. Most recently this area has expanded to many assets, including student loans.
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Adopted from the Asset Sales Report, 1985-1993, cited in Lockwood et al. (1996).
Adapted from the Bond Market Association press release, February 1999.

Federal Reserve Bulletin Statistics (1997).

The International ABS/MBS Monitor, Merrill Lynch (2000), April.

European Mortgages Report, Datamonitor, April 1997.

These are usually linked to some reference rate (that is, Libor) offering this rate plus a
premium spread.

Bank for International Settlements (Basle Accord) (Basle Committee on Banking
Supervision, 1988). European banks are also subject to the European Capital Adequacy
Directive (CAD) (CEC, 1993).

Credit risk is a major aspect in the determination of securitization and can be described
as ‘the risk of loss on a financial or non-financial contract due to the counterparty’s
failure to perform on that contract’ (Skora, 1998, p. 6).

For the year 1997, international asset-backed deals by asset type show CLOs account-
ing for 29.37 per cent whereas CBOs accounted for just 1.62 per cent of all international
ABS (this excludes the US market) (source: International Securitisation Report (ISR)
Database).

See Financial Reporting Standard (FRS 5) (ASB, 1994) for UK accounting rules for ABS.
Traditional funding sources include: expanding retail deposits, accessing the wholesale
funds market, and using shareholders’ funds (reserves and equity).

Capital arbitrage is cited as one of the problems facing the Basle Accord; see Jones
(1999) and Jackson (1999).

This measure is calculated by the adjusted net income divided by the economic capital
measure.

However, new transaction reporting standards have recently been adopted by the indus-
try (see European Securitisation Forum, 1999).

This aspect of CLOs confines them to maintaining a narrow margin of efficiency.
Henke et al. (1998) make this point in relation to small and medium-sized enterprises’
(SMEs) commercial loans.

A financial occurrence such as a default, which can affect grade and subsequently the
value of an underlying reference asset.

Credit derivatives are typically priced off of instruments that permit some type of price
discovery. The reference credit used to price them is generally a publicly traded bond
issued by the same borrower (McDermott, 1996).

Put or call options on the price of a floating rate bond, which consists of a credit-risky
instrument with any payment characteristics, and a corresponding derivative contract in
which there is an exchange of cash-flow streams.

Adjusted for the costs involved in securitization.

There may be differences, including maturity mismatches in the credit risk and trading
characteristics of a widely traded bond and that of the loan-backed security issued by
the same obligor.

A complete market exists when every contingency in the world corresponds to a distinct
security (Hirshleifer, 1970).

The rate at which the company’s debt trades after default.

If the CLN is characterized as a fixed percentage note, then payment is 51 per cent of
the face value of the note. Under this transaction, fixed percentage CLNs must comprise
at least 25 per cent of the CLN pool. However, if it is a referenced security note, then
payment is equal to the average bid price of the referenced security, expressed as a per-
centage times the face value of the CLN.

Defined by Jones (1999) as activities that permit a bank to assume greater risk with no
increase in its minimum regulatory capital requirement, while at the same time showing
no change or possibly an increase in its capital ratios.

Jones (2000, p. 37) states: ‘capital arbitrage has attracted scant academic attention. In
part, the lack of published research no doubt reflects the scarcity of public data . . . [and]
may also reflect the complexity of the underlying transactions.’

Allows the retention of the assets, while segmenting or transferring some portion of risk.
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4. The new world of euro banking

Jean Dermine

1 INTRODUCTION

Two main questions are addressed in this chapter. How does the move from
national currencies to the euro alter the sources of competitive advantage
of banks? What are the main strategic options available to financial firms?

A structural analysis of the banking industry raises the question of the
importance of a national currency factor. For instance, the markets for
pension funds and mutual funds management, or the euro—franc and
euro-lira bond markets, were quite fragmented, with domestic institutions
capturing a very large market share. Although this fragmentation is
explained in part by regulations and history, it did reflect the importance of
national currencies. Another example is the leading role of American
investment banks in the dollar-denominated eurobond market. Does the
emergence of a new world currency competing with the US dollar help the
competitiveness of European banks? This chapter attempts to show how,
besides an obvious loss of intra-European currencies’ trading business, the
introduction of a common currency changes fundamentally the sources of
competitive advantage of banks. This calls for a major review of strategic
options.

The chapter is structured as follows. In Section 2, the origin of European
Monetary Union is briefly reviewed. Eight impacts of the euro are iden-
tified and analysed in Section 3. In Section 4, the strategic options available
to banks are discussed. Section 5 calls the attention of regulators to the
challenge raised by cross-border mergers, and Section 6 concludes.

2 THE ORIGIN OF EMU: A REMINDER

Fifteen years ago, in 1985, the European Commission published the White
Paper on the Completion of the Internal Market, which provides for the free
circulation of persons, goods and capital in the European Union (EU). In
1989, the Committee for the Study of Economic and Monetary Union rec-
ommended in the Delors Report a three-phase transition spread over ten
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years. Its conclusions were incorporated in the February 1992 Maastricht
Treaty on European Union. Stage I, from 1 July 1990 to 31 December 1993,
provided for the freedom of capital flows and the coordination of national
monetary policies. Stage II started in July 1994 with the creation of the
European Monetary Institute. One of its missions was to prepare the mon-
etary institutions and the European System of Central Banks (ESCB).
Finally, Stage III of European Monetary Union (EMU) started on 1
January 1999. The exchange rates between the 11 member countries were
irrevocably fixed. The interbank and capital markets operated exclusively
in euros, while the retail market continued to use domestic currency until
the first two months of 2002, in which euro banknotes and coins replaced
national currencies.

The potential economic benefits and costs of EMU were discussed in a
European Commission study, ‘One market, one money’ (Emerson, 1990).
The report cited four major benefits arising from the introduction of a
single currency: reduction in transaction costs, reduction in risk, increased
competition and emergence of an international currency competing with
the US dollar. The first benefit is the obvious reduction of transaction costs
linked to a reduced need of exchanging intra-European currencies. With
intra-European trade representing 61 per cent of the international trade of
the EU, the saving was estimated in the Emerson study at €13.1-19 billion,
representing 0.3 to 0.4 per cent of European GDP. This reduction in trans-
action costs will be gained at the expense of financial institutions provid-
ing foreign exchange services; it would represent about 5 per cent of banks’
value added.! The second benefit attributed to EMU is a reduction of
foreign exchange risk and of substantial changes in relative prices. The
reduction in transaction costs and foreign exchange risk will presumably
facilitate the realization of the single market programme, allowing firms to
choose the appropriate size and optimal location, facilitating restructuring,
investment and economic growth. The third identified benefit is derived
from the use of a single denomination measure which will make price com-
parison easier, increasing competition and consumers’ welfare. Finally, the
fourth benefit of EMU is the creation of a world currency competing with
the US dollar and the assumed (but unidentified) benefits of an interna-
tional currency status.

A potential cost of EMU has been mentioned by several economists: the
sacrifice of national monetary autonomy and the possibility of controlling
interest rates or adjusting exchange rates to restore competitiveness. In their
reviews of EMU, Eichengreen (1993) and Currie (1997) expressed doubts
that the four benefits alone can outweigh the cost linked to the loss of mon-
etary autonomy. In their view, the case for EMU can be argued if a single
currency is a necessary concomitant of the single market programme, the
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benefits of which are likely to be substantial. Resistance to the creation of
the single market would be reduced if the single currency could prevent a
‘beggar-thy-neighbour’ type of competitive devaluation. EMU is therefore
the cement of the single market which, by integrating previously fragmented
markets, will allow firms to realize gains in productivity and competitivity.

The EU15 population amounts to 372 million (against 263 million in the
United States and 125 million in Japan), GDP to €6,602 billion (€5,789
billion in the United States, and €3,371 billion in Japan), and exports to
non-EU countries to €591 billion (total exports of €465 billion in the
United States, and €353 billion in Japan).

3 BANKING WITH A SINGLE CURRENCY?

Eight impacts are identified and analysed. The first six concern capital
markets, including the government bond market and its fast-growing
appendix, the interest rate derivative market, the corporate bond and
equity markets, institutional fund management, the euromarket, the
foreign exchange market, and the competition between the euro and the US
dollar as international reserve currencies. The last two effects concern com-
mercial banking with the impact of the single currency on credit risk and
on bank profitability in a low-inflation environment.

The Government Bond Market, Underwriting and Trading

The government bond market in Europe is very fragmented, with domestic
players capturing a large market share of the underwriting and secondary
trading business. This raises the question of the sources of competitive
advantage for local banks. With regard to the underwriting and trading of
government bonds, Feldman and Stephenson (1988), a Federal Reserve
Bank of New York study (1991) and Fox (1992) show that the dominance
of local players is the result of three main factors. The first is historical,
with local players having privileged access to the public debt issuer. The
second is domestic currency denomination, which facilitates the access to a
large investor home base, providing a significant advantage not only in
placing, but also in understanding, the demand/supply order flows. Finally,
expertise in the domestic monetary environment provides information
essential for operating on the secondary bond market.

Will these sources of competitive advantage survive with a single cur-
rency? As domestic currency denomination, the main source of competi-
tive advantage identified for local banks in the literature, disappears, it is
quite likely that we shall observe the emergence of a truly integrated
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European bond market. If access to a European-wide investor base does
facilitate placement and if access to information on the supply/demand
order flows seems essential for secondary trading, then very likely opera-
tions on a large scale and at a European-wide level will become a necessity?
and we shall see a consolidation of the government bond underwriting and
trading businesses. For instance, both the European Investment Bank and
the Kingdom of Belgium have entered the market in 1999 with ‘jumbo’
issues that can only be underwritten by banks with a large equity base.
Bishop (2000) reports that issues of more than one billion euros have
increased from 15 per cent to 28 per cent of all euro-denominated issues
from the first quarter of 1998 to the fourth quarter of 1999. Moreover, in
1999, the total euro-denominated issue of bonds is 28 per cent larger than
the issue of dollar-denominated international bonds.

The Corporate Bond and Equity Markets, Underwriting and Trading

As is the case for government bonds, a key issue concerns the sources of
competitive advantage of local institutions in corporate bond and equity
underwriting and secondary trading. As explained earlier, customer rela-
tions, assessment of credit (business) risk, and currency denomination are
critical sources of competitive advantage. The eurobond market presents
an interesting case. A report by the Federal Reserve Bank of New York
(1991), confirmed in Dermine (1996), McCauley and White (1997) and
Harm (1998), reports a strong correlation for non-dollar issue between the
currency denomination and the nationality of the lead bank manager. This
is illustrated in Table 4.1, which shows that, for instance, French banks are
the lead managers 86 per cent of the time for French franc-denominated
eurobonds issued by French companies, and 75 per cent of the time for
similar bonds issued by non-French borrowers. The domestic currency
denomination facilitating access to a home-investor base was a key source
of competitive advantage not only for placement but also for secondary
trading. Indeed, an understanding of local monetary policy would give a
competitive advantage to forecast interest rates and price movements. The
leading role of American institutions in the dollar-denominated eurobond
market is explained not only by large issues by American companies, by
their expertise developed in their home corporate securities markets, but
also by the important advantage linked to the dollar denomination of many
bonds. Indeed, access to home investors and an understanding of US order
flows and US monetary policy provide a decisive advantage in secondary
trading as they help to predict price movements.

A single currency in Europe changes fundamentally the competitive
structure of the corporate bond and equity markets as one key source of
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Table 4.1  Currency and home-country relationship in the choice of the
bond bookrunner, 1996 (percentage market share won by
bookrunners of indicated nationality )

German bookrunners

French bookrunners

Borrower Currency Borrower Currency
Mark Other French Other
francs
German 44 16 French 86 10
Other 37 2 Other 75 2
All 39 4 All 77 2

UK bookrunners Dutch bookrunners

Borrower Currency Borrower Currency
Pound Other Guilder Other
UK 40 21 Dutch 83 26
Other 48 3 Other 85 2
All 44 4 All 84 2

US bookrunners Japanese bookrunners

Borrower Currency Borrower Currency
Dollar Other Yen Other
UsS 86 46 Japanese 75 46
Other 54 13 Other 87 6
All 64 16 All 84 8

Source:  McCauley and White (1997).

competitive advantage, namely home currency, will disappear. Indeed,
savers will diversify their portfolio across European markets, the exchange
rate risk being eradicated. Moreover, a single currency suppresses the sec-
ondary trading advantage for domestic banks derived from a better under-
standing of order flows and monetary policy in the domestic country.
Therefore, the two main sources of comparative advantage remaining for
local players are historical customer relations and the understanding of
credit (business) risk through a better knowledge of the accounting, legal
and fiscal (not to mention language) environment. Whenever the business
risk embedded in corporate securities can be better assessed by domestic
banks, these players will control underwriting and secondary trading.
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Local expertise would be particularly valuable for smaller companies,
venture capital or the real estate market. However, for larger corporations,
worldwide industry expertise will most likely dominate any national advan-
tage. For instance, to serve a Volvo corporation, it is unlikely that Swedish
expertise is of great help to local institutions. What is needed is expertise in
the global automobile industry.

To conclude this analysis of the impact of a single currency on the cor-
porate bond and equity markets, it seems that customer relations and an
understanding of business risk could remain two sources of strength for
domestic firms in some segments of the market. But, placing power and
trading across Europe coupled with global industry expertise are forces that
lead to consolidation in a major part of the securities industry. As a tenta-
tive base for comparison, it is symptomatic to observe in Table 4.2 that the
top six American underwriters of US debt and equity control 62 per cent
of the US market.

Table 4.2  Top underwriters of US debt and equity, January to July 1999

Manager Market share (%)
Merrill Lynch 14.6
Salomon Smith Barney 13.4
Morgan Stanley Dean Witter 9.6
Goldman Sachs 8.4
CSFB 8.1

Source:  Thompson Financial Securities Data.
Fund Management

An important segment of capital market business is the fund management
industry, pension funds or mutual funds. As Tables 4.3a and b illustrate for
France and the United Kingdom, respectively, it is symptomatic to see the
dominance of the fund management industry by local firms.# In view of this
extreme fragmentation, especially in comparison with other segments of
the capital markets, what is the impact of the single currency on the fund
management industry? In this case too, an understanding of the main
sources of competitive advantage needs to be developed. These concern the
retail distribution network, the home-currency preference, research exper-
tise and the existence of economies of scale (Kay et al., 1994). The first
source of competitive advantage in the retail segment is the control of the
distribution network, in the hands of local banks in several countries.
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Table 4.3a  Mutual funds (OPCV M ) managers in France, December 1996

Euro bn Market share (%)
Société Générale 31.30 7.40
Crédit Agricole 25.10 5.90
Crédit Lyonnais 24.10 5.70
BNP 23.96 5.68
CDC-Trésor 18.50 4.40
La Poste 16.30 3.90
CIC-Banque 14.00 3.30
Caisses d’Epargne 12.90 3.10
Banques Populaires 12.30 2.90
Paribas 8.20 1.95

Source:  EuroPerformance, AFG-ASSFI.

Table 4.3b UK league of segregated pension fund managers, 1998

Total assets under management

Euro bn Market share (%)
Mercury Asset Management 105.40 17.4
Schroder Investors 96.10 15.8
Phillips & Drew Fund Management 72.50 11.9
Barclays Global Investors 63.50 10.5
Morgan Grenfell Asset Management 39.70 6.5
Goldman Sachs Asset Management 31.80 5.2
Foreign & Colonial Institutional 20.60 34
Hill Samuel Asset Management 20.54 34
Prudential Portfolio Managers 20.45 34
Fidelity Pensions Management 13.05 2.1

Source:  Financial Times, 21 May 1999, compiled by author.

Indeed, domestic control of distribution is protected under the current
European legislation framework, which gives national authorities the right
to regulate the marketing of funds in their own territory. Obviously the
advantage derived from the control of the distribution network applies to
retail investors only, as it will not be a barrier to entry in the institutional
market. A second source of competitive advantage was the customer pref-
erence for home-currency assets, often imposed by regulation. A single
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currency will of course eliminate this factor and reinforce the need for
European-wide portfolios. A large part of these will be provided by index-
tracking investment funds. A third source of success is excellence in
research-based management. As to the existence of economies of scale and
scope in the fund management industry, this is still a subject of debate
(Bonnani et al., 1998). If scale seems important for index-tracking funds, it
could be less relevant for actively managed funds.

A single currency eliminates the obstacle to international diversification.
It is likely that there will be very large low-cost European index-tracking
funds competing with smaller research-based funds. On the retail distribu-
tion side, domestic banks will keep their competitive advantage as long as
the branch network remains a significant channel of distribution.

The Euro-deposit Market

An extremely efficient euro-deposit market was created 30 years ago to
circumvent various forms of domestic regulations.’ A first issue concerns
the size, coverage and remuneration of the reserve requirement on euro-
denominated deposits in the future. Indeed, foreign currency-denominated
deposits are not subject to reserve requirements in most countries. In
October 1998, a reserve ratio of 2 per cent on deposits with a maturity of
less than two years was imposed. However, these reserves will be renumer-
ated at the market rate set by the ESCB in its main refinancing operations
(Kelly, 1999). A second and more significant issue will be the fiscal treat-
ment of the income earned on these assets in the future.®

Foreign Exchange Markets

A direct effect of the single currency is that not only intra-European foreign
exchange transactions disappear, but the competitive advantage of a par-
ticular bank in its home currency vis-a-vis third-country currencies changes
as well. As an example, a Belgian bank operating in New York is no longer
a Belgian franc specialist, but competes with other European banks in the
euro/dollar business. As is the case for the government bond markets, for
which an understanding of the supply/demand order flows is important to
predict the direction of price movements, we are likely to observe a consol-
idation of the commodity-type low-cost spot foreign exchange business.
This conjecture is consistent with the analysis by Tschoegl (1996) of the
sources of competitive advantage in the currency market, namely size and
the international status of the home currency. Differentiated products
based on quality of service or innovations such as options will be another
source of competitive advantage.
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The Euro as an International Currency: What Are the Benefits for the
Banks?

One of the asserted benefits of EMU is that the single currency will become
a challenger to the US dollar as the dominant international currency used
for units of accounts, store of value and means of payment (Emerson,
1990; Alogoskoufis and Portes, 1991; and Maas, 1995). But in contrast to
a national currency which is imposed as sole tender by national legislation,
the role of an international currency is fixed by demand and supply on
world capital markets. Two questions are being raised. First, is the euro
likely to compete against the US dollar in international financial markets?
Second, from the perspective of this chapter, what are the benefits derived
for banks of having an international currency status for the euro?

Whether we look at the role of the dollar as a unit of account, a store of
value, or a means of payment, it is still by far the predominant international
currency. For instance, 60 per cent of the foreign exchange reserves of
central banks are denominated in dollars, while US exports represent only
12 per cent of world exports. To assess the euro’s chance of accelerating the
relative decline in the dollar, it is instructive to have a look at history and
the relative fall of sterling and rise of the dollar in the international
payment system.

In 1914, on the eve of the First World War, the City of London was indis-
putably the world’s leading international financial centre, with the pound
sterling the major international currency. According to economic histo-
rians, the pound started to weaken during the First World War. The
1914-18 war saw the emergence of large bond financing in the United
States. This was coupled with the events of 1931, the insolvency of the
Creditanstalt in Vienna and the inconvertibility of the pound. The Second
World War increased the status of the dollar, which was confirmed in its
international role by the 1944 Bretton Woods agreement.” We can conclude
that the rise of the dollar over a 30-year period was very much helped by
the two world wars, and that despite abandoning convertibility into gold in
1971 and continuous devaluation, 25 years later the dollar still retains a
leading role as an international currency. Based on the last two decades,
which have seen a progressive erosion of the dollar and a slow rise of the
Deutschmark, in view of the relative economic size of Europe, and build-
ing on the potential for growth in the eastern part of Europe, we can extrap-
olate and forecast that the euro will replace the D-Mark and be a strong
competitor to the dollar. Data for the year 1999 indicate that the euro has
closed the gap vis-a-vis the US dollar. The total issue of euro-denominated
bonds amounts to 812 billion, compared to 634 billion of dollar-denomi-
nated international bonds (Bishop, 2000).
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What are the implications for banks of having the euro as an interna-
tional currency? Three benefits can be identified. The first one is that an
increased volume of euro-denominated assets or liabilities will ease the
foreign exchange risk management of bank equity. Indeed, a large part of
bank assets will be denominated in the same currency as the equity base,
easing the control of currency-driven asset growth and capital manage-
ment. Second, access to a discount window at the European Central Bank
(ECB) will make the liquidity management of euro-based liabilities margi-
nally cheaper. Finally, if third countries issue assets denominated in euros
or use the European currency as a vehicle, European banks will be well
positioned in secondary trading for the reasons mentioned earlier.

EMU and Credit Risk

Many of the channels which have been identified concerned the money and
capital markets. An additional impact of the euro is its potential effect on
credit risk. There are reasons to believe that the nature of credit risk could
change under a single currency. The argument is based on the theory of
optimum currency areas and on the objective of price stability inscribed in
the Treaty on European Union.

There is an old debate on the economic rationale that leads a group of
countries to adopt a common currency.® The more that countries are
subject to asymmetric economic shocks, the more they would appreciate
monetary autonomy to cancel the shock. Indeed, with symmetric shock
there would be a consensus among the members of a currency union on
economic policy, but with asymmetric shocks a central policy may not be
acceptable to all the members of the union. Recent economic developments
have strengthened the argument. For instance, has the rapid recovery
enjoyed by British banks in 1994 not been helped partly by the 1992 deval-
uation which reduced the bad debt problem? Similarly, the devaluation of
the Finnish markka has helped the restructuring of the country after a
major recession. How could the introduction of a single currency affect
credit risk? If a bank concentrates its business in its home country, and if
that country is subject to asymmetric shocks, it is quite possible that a
central monetary policy will not be able to soften the shock. Some have
argued that the adverse consequences of such shocks could be dealt with at
European level and that, in any case, these shocks would be quite rare.
Indeed, severe asymmetric shocks could in principle be mitigated by fiscal
transfers across Europe. But this is only a possibility, which remains to be
verified. As to the argument that asymmetric shocks are rare events, this is
indeed the case, but a fundamental mission of any bank risk-management
system is to ensure the solvency of financial institutions on precisely those
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rare but significant occasions. An indirect and interesting corollary of the
optimum currency area theory is that for banks operating in a single cur-
rency area, the need to diversify their loan portfolio increases the more their
home country is likely to be subject to asymmetric (uncorrelated) shocks.
This can be achieved through international diversification or with the use
of credit derivatives.

A related effect of EMU on credit risk is that the statute of the ECB will
prevent inflationary policies. Ceteris paribus, this could increase the poten-
tial for losses resulting from default, as we can no longer depend on a pre-
dictable positive drift for the value of collateral assets.® The inability of a
country to devalue and the very strict anti-inflationary policy of the ECB
imply that, whenever a need to restore competitiveness arises in a particu-
lar region, the only tool available will be a reduction of nominal wages and
prices. This will change fundamentally the nature of credit risk as firms and
individuals can no longer rely on the nominal growth of their revenue to
reduce the real value of their debt. This new world calls for innovative tech-
niques to handle potential deflations.!0

Banking in a Low-inflation Environment

The last effect of a single currency discussed in this chapter concerns the
impact on bank profitability of doing business in a low-inflation environ-
ment. Indeed, in the last 20 years, higher inflation and interest rates have
provided substantial interest margins on price-regulated deposits. For
instance, as is documented in Table 4.4 for the 1980-85 period, interest
margins on demand deposits were above 10 per cent in Belgium, France,
Denmark and Spain. If new products such as money market funds com-
peted with these deposits, then these demand and savings deposits would
still represent more than 40 per cent of client resources collected by banks
in Belgium or France (Commission Bancaire, 1996; Banque de France,
1996). As Table 4.4 documents, margins on these products have been seri-
ously eroded with the overall decrease in the interest rate level in recent
years. We can safely conclude that an objective of monetary stability and
low inflation pursued by an independent ECB will reduce the source of
profitability on the deposit funding business.

However, if this effect is quite significant in a large number of countries,
two additional effects of a low-inflation environment might soften the
impact of lower margins on deposits. The first is that a low interest rate envi-
ronment usually leads to a much higher margin on personal loans because
of the relative inelasticity of interest rates on personal loans. For instance,
in France, loan rate stickiness has raised the margin on hire purchase (con-
sumer) loans from 6.3 per cent in 1990 to 10.1 per cent in 1996, a period of
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rapidly declining market rates (Banque de France, 1996). A second positive
impact of a low-inflation environment is that the so-called ‘inflation tax’ will
be much smaller (Fisher and Modigliani, 1978). A simple example will give
the intuition beyond the inflation tax. Consider a case with no inflation in
which equity is invested in a 3 per cent coupon bond. After a 30 per cent cor-
porate tax is deducted, the revenue is 2.1 per cent ((1 —0.3) X3%). The full
profit can be paid as dividend as there is no need for retained earnings and
higher capital since there is no growth of assets. If, because of a 10 per cent
inflation, the same equity is invested in a 13 per cent coupon bond, the profit
after tax is only 9.1 per cent ((1 —0.3) X 13%), a figure too small to finance
a necessary equity growth of 10 per cent. No dividend can be paid in this
case and equity holders have suffered an inflation tax.

Therefore, the impact of a low-inflation environment on the profitability
of banks will depend on the relative importance of reduced margins on
deposits, higher profit on personal loans and on the significance of the
inflation tax.

4 THE STRATEGIC ISSUES

As Table 4.5 shows, a considerable amount of domestic restructuring has
already taken place in Europe. This was driven by the creation of the single
market in 1992. In most cases, domestic mergers were driven by cost-cutting
motives. For instance, White (1998) reports that the restructuring of the
Finnish banking system undertaken after a severe financial crisis has
reduced employment by 32 per cent.!! These domestic mergers have
increased concentration and produced firms of bigger size, albeit at
national level. A first series of cross-border deals, documented in Table 4.6,
took place in the merchant banking area, where independent merchant
banks (many of them British) were purchased by continental banks. These
acquisitions were no doubt motivated by the wish to acquire rapidly a nec-
essary expertise in securities-based corporate finance and asset manage-
ment. Until quite recently, cross-border mergers of commercial banks of
significant size have been rare. The difficulty in merging two national cul-
tures was often put forward as a barrier to cross-border mergers. However,
three significant deals have taken place recently in smaller countries: the
purchase of the Belgian Banque Bruxelles Lambert (BBL) by the Dutch
Internationale Nederland Groep (ING), the merger of the Swedish
Nordbanken with the Finnish Meritabank, and the creation of the
Belgian—Dutch Fortis Bank. These cross-border deals are noticeable
because they involve very large domestic players attempting to create a
larger home base. Also, note the creation of Dexia, an international bank
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Table 4.5 Domestic bank mergers in Europe

Country Year Mergers
Belgium 1992 CGER-AG (Fortis)
1995 Fortis—SNCI
1995 KB-Bank van Roeselaere
1997 Bacob-Paribas Belgium
CERA-Indosuez Belgium
1998 KBC (KB-CERA-ABB)
Denmark 1990 Den Danske Bank
Unibank (Privatbanken,
Sparekassen, Andelsbanken)
1999 Unibank-TrygBaltica
Finland 1995 Merita Bank (KOP-Union Bank of Finland)
France 1996 Crédit Agricole-Indosuez
1999 BNP-Paribas
Germany 1997 Bayerische Vereinsbank—Hypo-Bank
Italy 1992 Banca di Roma (Banco
di Roma, Cassa di
Risparmio di Roma,
Banco di Santo Spirito)
San Paolo—Crediop
1995 Credito Romagnolo (Rolo)-Credit
Italiano (UniCredito)
1997 Ambroveneto—Cariplo (Intesa)
1998 San Paolo-IMI
1999 Intesa—BCI
Netherlands 1990 ABN-AMRO
1991 NMB-PostBank-ING
Portugal 1995 BCP-BPA
2000 BCP-Mello
EspiritoSanto-BPI
Spain 1988 BBV (Banco de
Vizcaya—Banco de Bilbao)
1989 Caja de Barcelona—-La Caixa
1992 Banco Central-Banco Hispano
1994 Santander—Banesto
1999 Santander—Banesto-BCH
BBV-Argentaria
Sweden 1993 Nordbanken—Gota Bank
Switzerland 1993 CS—Volksbank—Winterthur
1997 SBC-UBS
United Kingdom 1995 Lloyds—C&G-TSB

Note: List is incomplete; for illustration only.
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Table 4.6  International bank mergers in Europe

Buyer Target

Deutsche Bank Morgan Grenfell

ING Bank Barings

Swiss Bank Corp Warburg, O’Connor, Brinson, Dillon Read

Dresdner Kleinwort Benson

ABN-AMRO Hoare Govett

Unibank ABB Aros

Merrill Lynch Smith New Court (UK)
FG (Spain), MAM

Morgan Stanley Dean Witter AB Asesores

CSFB BZW (equity part)

Société Générale Hambros (UK)

Citigroup Schroder

Dexia (France, Belgium,
Luxembourg, Italy)

Bacob (Belgium)

ING (Netherlands)

Générale Bank (Belgium)

Fortis (Belgium, Netherlands)

Crédit Communal, Crédit Local, BIL, Crediop

Paribas (Netherlands)

BBL (Belgium)

Crédit Lyonnais (Netherlands), Hambros (UK,
corporate)

AMEYV +Mees Pierson (Netherlands)/CGER/
SNCI (Belgium)/Générale Bank

Nordbanken (Sweden) Meritabank (Finland)
KBC CSOB (Czech Republic)
BSCH Champalimaud (Portugal)
Note: List is incomplete; for illustration only.

specialized in lending to local authorities, with operations in Belgium,
France, Italy, Spain and Luxembourg.
As discussed in Section 3, the arrival of the euro will rapidly change the

sources of competitive advantage in various segments of the capital
markets, namely government bonds, corporate securities (bonds, shares,
asset-backed securities), foreign exchange and asset management. If we
accept the argument that size will matter on some of these markets, a ques-
tion is raised of either exiting (outsourcing) part of these activities, or of
reaching the appropriate size. Moreover, an additional, potentially much
more significant, change concerns information technology. IT should
allow, in principle, the distribution of financial services to retail clients
across borders and without a physical presence. Regarding this threat (or
opportunity), the key issue is the speed of acceptance of this new delivery
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channel by customers and their willingness to entrust a significant part of
their financial affairs to a foreign supplier. In view of this new eurobanking
world, banks face three major strategic options: national champion,
European strategy through cross-border acquisition or merger, or
European strategy through a cooperative structure.

1. National (regional) champion A firm acquires through acquisition a
significant market share on its domestic market. It outsources part of
its capital market activities to larger international firms. Domestic size
will provide the ability to achieve cost efficiency and to offer high-
quality services. This strategy can survive until new technology allows
large foreign firms to target local clients directly, disintermediating the
local financial supermarket. Under such a scenario, the domestic
champion will be absorbed sooner or later by a large international
player who would benefit from a large low-cost operating platform.
Given the loyalty of retail clients and the particular nature of financial
services for which trust is an essential element that cannot be acquired
so rapidly, we could take the view that significant competition from
foreign competitors on the retail market will not take place for several
years. This domestic strategy could be adopted by national banks or
even by some regional banks, such as the cajas in Spain, which have a
very strong local retail franchise.

2. Cross-border merger or acquisition (top-down approach) This allows
the institution to reach size and international coverage rapidly.
Corporate control can be efficient as the process is managed with
authority from a centre, but the allocation of responsibilities in the
newly created entity appears to have been a very difficult process for
many financial firms.!2

3. The cooperative strategy (bottom-up approach) Local cooperatives
created national centres several decades ago to serve their treasury or
international needs (the case of Rabobank in the Netherlands, or
Crédit Agricole in France). In a similar way, groups of national insti-
tutions could create European centres taking care of asset manage-
ment and, potentially, large international corporates. This approach
has the merit of being decentralized at the national retail level, with an
efficient management of capital market activities at the international
centre. As history has shown (such as that of European American
Bank or European Asian Bank), the danger is a lack of control or
speed of decision by the various members. Two examples of coopera-
tion include the creation of the international cash-management system
IBOS created by a consortium of banks (including, among others,
Royal Bank of Scotland, Banco Santander Central Hispano, Crédit
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Commercial de France and Kredietbank—Cera), or the consortium
Eureko created by European insurance companies and banks (Friends
Provident, Achmea, Banco Commercial Portuguesa . . .).

A premise of the above analysis has been that size will be important in
operating on some segments of the markets and that a European coverage
will be necessary. This premise demands identification of the major com-
petitive difference between large size at the domestic versus the European
level. Indeed, it could be argued that two large banks of an equal size (one
domestic and the other European) could have the same leverage on the
bond or currency markets. That question is indeed quite relevant as, no
doubt, it will be much more difficult to create an international institution
as opposed to a domestic one. It is the author’s belief that European cover-
age dominates a domestic one for two major reasons. The first is that some
corporate clients become increasingly international, giving preference to
banks with an international coverage. The second, more significant, argu-
ment in favour of a European coverage is that it provides a most welcome
source of diversification. This is of course necessary to reduce credit risk,
but is also relevant to stabilize the demand for services in capital markets.
Indeed, if because of a recession or change in the legal-fiscal environment
the demand for foreign exchange services, for instance, or pension fund
investment in bonds changes dramatically, a large domestic bank would
rapidly lose what was deemed necessary to compete: size to analyse the
supply/order flows or to have the trading power. A European coverage
would be a way to stabilize business flows, allowing an adequate size to be
retained permanently.

5 CROSS-BORDER MERGERS: A REGULATORY
CHALLENGE

Five public policy issues are raised by bank mergers in Europe. These
include protection of investors, safety and soundness (systemic stability),
concentration, impact on lending to small and medium-sized enterprises
(SME?s), and international competitiveness of financial firms.

Investor Protection

A first potential source of public concern is investor protection in the case
of the acquisition of a domestic bank (let us say a Dutch institution) by a
foreign bank. A problem could arise if the Dutch component becomes inte-
grated as a branch of the new group. Indeed, it could be that the new entity
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supervised by the foreign regulator (home-country control) does not meet
the Dutch prudential standards. Such a case would provide an argument
for the Dutch regulator to step in to protect “‘uninformed’ investors (public
interest argument). Because regulations on conduct of business (such as
disclosure of information, liquidity ratios, application of contract law,
marketing practices and so on) are controlled by host countries, the issue
concerns essentially the solvency of branches of foreign banks.

Systemic Risk

Systemic risk could occur because a single bank is deemed too large to fail.
Fears of contagion to other banks or fear of negative impact on consump-
tion or investment could create an argument for a bail-out. In the specific
context of bank mergers and acquisitions, three separate cases need to be
analysed.

First, a Dutch bank becomes very large with a significant portfolio of
risks located abroad. This situation raises the difficulty of supervising and
assessing the solvency of this international bank. Second, in the case of
bank failure and partial or complete bail-out, this could entail a very large
cost to the Dutch Treasury or the Dutch deposit insurance. To assess the
potential cost of a bail-out, we report in Table 4.7 the level of equity (book
value) of the 15 largest European banks as a percentage of the GDP of the
home country. Not surprisingly, the highest figures are found in Switzerland
and the Netherlands. The equity to GDP ratio is 8.02 per cent for the
recently merged United Bank of Switzerland, 4.6 per cent for ABN-
AMRO, as compared to 0.89 per cent for Deutsche Bank. For the sake of
comparison, the equity of Bank of America and Citigroup represents 0.55
per cent and 0.48 per cent of US GDP. Taking as a reference point that the
bail-out of Crédit Lyonnais will cost French taxpayers twice the book value
of its 1993 equity (admittedly an arbitrary case), the cost of bailing out the
largest Swiss bank could amount to 16 per cent of Swiss GDP, as compared
to 1.8 per cent of GDP in the case of the Deutsche Bank.

The second case is the creation of a Dutch financial conglomerate as a
bank decides to expand domestically into a set of other financial services.
Financial conglomerates of this type create potentially two problems. The
first one is that if there is a bail-out, this could again entail considerable cost
to the Dutch Treasury. The second is that it can distort competition if the
newly acquired business benefits from the implicit bailing-out guarantee. In
principle, these effects can be mitigated by creating effective firewalls
between the entities, through for instance the creation of separate legal
units owned by a holding company. However, this type of separation could
prove difficult to implement if one of the subsidiaries fails since, in a world
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Table 4.7  Bank rankings

Country Bank Equity (book value) Equity/GDP (%)
€m, 1998
UK HSBC 29,352 2.12
France Crédit Agricole 25,930 1.81
France BNP-Paribas 23,471 1.64
Switzerland UBS 20,525 8.02
Germany Deutsche Bank 18,680 0.89
Switzerland Crédit Suisse 17,579 6.87
Netherlands ABN-AMRO 17,471 4.60
Germany Bayerische Hypo 15,195 0.72
Netherlands Rabobank 14,688 3.88
Spain Santander-BCH 14,919 2.59
UK Barclays 13,495 0.98
UK NatWest 13,389 0.97
Germany Dresdner 13,042 0.62
Netherlands ING Bank 12,961 3.42
France Société Générale 12,521 0.88
USA Bank of America 47,030 0.55
USA Citigroup 40,794 0.48

Source:  The Banker (1999), author’s calculations.

of imperfect information, a reputation effect could lead to a run on other
parts of the group, forcing the bailing out of the entire group.

In the first two cases discussed above — cross-border expansion and
domestic across-sector move — diversification of risks could reduce the
probability of a (costly) bail-out as long as the level of equity is not reduced
and the efficiency of management is not hampered by complexity.
Adequate control of risk-management systems (ex ante supervision) and
frequent and conservative valuation of the equity of the group (ex post
supervision) would facilitate early intervention and minimize the cost of a
bail-out.

The third case involves one large foreign bank buying a Dutch bank. The
Dutch Treasury could be forced to bail out for internal stability reasons, but
would not have the right to supervise the branch of a foreign bank because
of home-country control. Since the Dutch Treasury would retain financial
responsibility, it should be able to retain some supervisory control. That is
to say, home-country control or even ECB control has to be complemented
by some form of host control as long as the cost of bailing out remains
domestic. In this last case, since the default of a large international bank
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could affect many countries, the decision to bail out would demand coor-
dination among these countries. These arguments — the decision to bail out
and the sharing of the cost of a bail-out — suggest the need for further fiscal
and supervisory measures, a state of the world that cannot be reached as
long as nations want to retain full control of their public spending.

Concentration

The third public policy issue concerns concentration and the fear of a lack
of competition. Data on market shares for deposits and loans are reported
in Table 4.8. Not surprisingly, they show relatively high concentration in
small countries such as Sweden and the Netherlands, with the five largest
banks capturing more than 80 per cent of the market, as compared to 14
per cent for the case of Germany. However, concentration figures should be
treated with caution as they might not be a good predictor of market power
and large interest margins. Finland is an interesting test case as concentra-
tion has increased substantially over the last ten years due to domestic
mergers. Margins on deposits have decreased from 8 per cent in 1986 to 1.4

Table 4.8 Market concentration (CS5, five largest firms)

Loan Deposit

1985 1990 1997 1985 1990 1997
Sweden 62.65 64.89 87.84 Sweden 579 614  86.90
Netherlands 67.10 76.70  80.60  Netherlands 85.0 80.0 84.20
Greece 93.16 80.75 76.90 Greece 89.2  87.6 79.60
Denmark 71.00 82.00 75.00 Portugal 64.0 76.0  79.00
Portugal 60.00 73.00 75.00 Denmark 70.0 82.0  72.00
Belgium 54.00 58.00 66.00 France 46.0  58.7 68.60
Finland 49.70  49.70  56.20  Belgium 62.0 67.0 64.00
France 48.70  44.70  48.30  Finland 542 642  63.10
Ireland 4770  47.50 46.80 Ireland 62.6 52.6  50.20
Spain 35.10 43.10 42.10 Austria 320 364  39.00
Austria 28.90 34.00 39.30 Spain 351 392 38.20
Luxembourg - - 28.60 Italy 19.9 18.6 36.70
UK - - 26.00 Luxembourg - - 28.02
Italy 16.60 15.10 2590 UK - - 26.00
Germany - 13.50 1370  Germany - 11.6 14.20
EU - - 52.60 EU - 55.0  55.00

Source:  ECB (1999).
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per cent in 2000, while margins on household loans have increased from 0
per cent in 1990 to 2.7 per cent (Vesala, 1998).

To assess the impact of concentration on margins, we have to analyse the
degree of contestability, that is, the ease with which a new player can enter
a profitable market segment. For instance, the creation of money market
funds has reduced the ability of banks to raise margins on deposits.
Similarly, access by large firms to the capital markets with commercial
paper or bond issues also reduces the potential impact of concentration on
loan margins. However, some specific financial services appear to be less
open to contestability. The review of the financial services sector in Canada
(MacKay, 1998) points out that the demand for cash and payment services
and the access to credit by SMEs is primarily served by local branches of
banks. Moreover, although diminishing, there is evidence of ‘clustering’,
that is, consumers acquire products in a bundle rather than individually (for
instance, 70 per cent of Canadians buy mortgage and credit cards from the
institution in which they do their primary banking services). Vesala (1998)
reaches similar conclusions in the case of the highly concentrated market
of Finland. An interesting corollary of this analysis (and a proposal in the
Canadian MacKay review) is the suggestion to open payment services not
only to banks but also to insurance firms and fund managers as a way to
reduce concentration and increase competition. Such a move would blur
the remaining differences between banks and other providers of financial
services.

Lending to SMEs

Several countries, such as the United States, Canada and Australia, have
feared that the creation of large banks would have a negative impact on the
access to bank credit. Although the argument runs against common eco-
nomic logic, according to which any profitable services would be provided
by the market, the perception is that large banks would concentrate their
activities on large corporate firms at the expense of SMEs. Peek and
Rosengren (1999) and Strahan and Weston (1999) use a 1993-96 data set
of mergers to demonstrate that in many mergers the level of small business
lending actually increases. In view of this empirical evidence, with compet-
itive products offered by non-bank financial companies or simply trade
credit, and in view of the fact that more and more banks are using credit
scoring models to evaluate small-business loans (69 per cent of US banks
in 1997), is is likely that the impact of bank mergers on small-business
lending will not be so significant. To the best of our knowledge, no such
study exists in Europe, and a task of central banks should be to monitor
both the quantities and prices of services to the retail trade and to SMEs.
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Competitiveness

A final role for public authorities is to facilitate the creation of competitive
domestic firms. The banking literature (Berger et al., 1999 and Dermine,
1999) has reviewed the various arguments for bank mergers. If economies
of scale do seem significant in specific segments of the investment banking
industry (such as bond and equity underwriting, or custodian activities),
scope economies resulting from financial diversification or the search for
efficiency through the closure of branches appear relevant in retail banking.
Moreover, there is the untested argument that the future with e-banking
will demand banks of a larger size. To foster competitiveness, policy makers
will want domestic firms to reach an optimal size and European coverage.
In this case, there appears to be a trade-off between the benefits of large
successful domestic firms and the ‘low-probability’ event of a very costly
bail-out. As discussed above, this trade-off appears particularly acute in
smaller countries.

6 CONCLUSIONS

The objective of this chapter has been to identify the various ways through
which the euro would alter the sources of competitive advantage of
European banks and to analyse the various strategic options available.
Besides the obvious fall in revenue from intra-European currency trading,
the analysis has identified significant and permanent effects on several seg-
ments of the industry. A rapid consolidation of commodity-type business
is likely: government bonds, interest rate derivatives and spot currency
trading. This is motivated by the loss of a main domestic source of com-
petitive advantage, namely the national currency. If domestic expertise in
the accounting, legal and fiscal environment gives a competitive advantage
to domestic players in some segments of the corporate bond and equity
markets, other factors such as trading power across Europe, trading capac-
ity and global industry expertise will lead to consolidation of that industry.
On the fund management side, very large European-wide index-tracking
funds will compete with specialized funds. Regarding the euro-deposits
market, the fiscal rules still have to be known to assess the impact of a single
currency on the size and location of this market. On the commercial
banking side, the nature of credit risk is likely to change as one of the
instruments of monetary policy, devaluation, will not be available. Finally,
the impact of a low-inflation environment on bank profitability will work
through reduced margins on deposits, higher profits on personal loans, and
a lower ‘inflation tax’.
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Furthermore, we should highlight the obvious but important fact that
the single currency makes the creation of a single European banking
market irreversible. A more predictable environment will facilitate the
exploitation of economies of scale and the optimal location of processing
units.

If the premises underlying the above analysis are verified in the future,
we can anticipate the creation of a new eurobanking world. A major inter-
national consolidation of the European banking industry will take place in
the capital market business, and further domestic rationalization of com-
mercial banking will be needed. An important premise of the analysis has
been that European size would dominate domestic size because of the
diversification benefits that would be realized.

A final issue is systemic stability, in particular in small countries that have
generated very large institutions, namely the Netherlands and Switzerland.
These arguments suggest the need for both a European bail-out authority
and a European banking supervisor. However, this cannot be achieved as
long as nations want to retain full control of their public spending. In this
second-best world, smaller countries will have to carefully balance the ben-
efits of large and competitive financial groups with low-probability costly
default.

The objective of the 1992 single market programme was to reinforce the
efficiency and competitiveness of European firms. Regarding banking, it is
a clear conclusion that the introduction of the euro not only makes the
creation of a single market irreversible, but that it also, besides the obvious
fall in revenue from intra-European currency trading, alters fundamentally
the nature of several businesses. A new banking world emerges, with very
different sources of competitive advantage. If this challenge is met success-
fully by European banks, there is little doubt that it will reinforce their com-
petitiveness in the capital markets of third countries such as those of Asia,
Latin America or the United States.

NOTES
1. Gross revenue before provisions and operating expenses.
2. This section draws on Dermine (1997, 1998) and Dermine and Hillion (1999).
3. The relative merits of large domestic scale versus large European scale are discussed in

Section 4.

4. Some of these, such as Morgan Grenfell, have been purchased by continental firms.

5. Some creative wording will be needed as we must make a distinction between ‘euro-
deposits’, deposits from non-residents, and ‘euro-denominated deposits’.

6. The European Council held in Helsinki in December 1999 was unable to reach unanim-
ity on a 20 per cent withholding tax on interest income.

7. According to McKinnon (1993), a key factor increasing the role of the dollar was the
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European Payments Union established in September 1950 for clearing payments multi-
laterally, using the US dollar as the unit of account and as the means of payment.
8. The theory of optimum currency areas (Mundell, 1961; McKinnon, 1963).
9. Although an argument can be made that non-inflationary policies will reduce the ampli-
tude of business cycles.
10. A tool could be the creation of securities indexed on regional prices.
11. This has to be compared to a drop in bank employment of 5 per cent in France and 0.3
per cent in Germany (White, 1998).
12.  An interesting case in 1998 is that of the highly praised Wells Fargo failing to integrate
FirstInterstate successfully, and recently being forced into a merger by Norwest.
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5. Competitive banking in the EU and
Euroland

Edward P.M. Gardener, Philip Molyneux and
Jonathan Williams

1 INTRODUCTION

A burgeoning literature and much speculation have already emerged on the
impact of European Monetary Union (EMU) on European banking. In
this respect at least EMU follows its predecessor, the Single Market
Programme (SMP). Banking in Euroland is now involved in a major and
far-reaching process of structural and strategic change. The rise of
Euroland is not the only important strategic driver of major changes in
European Union (EU) banking, but it is certainly one of the most signifi-
cant together with the impact of new technology and the heightening com-
petitive environment.

This chapter focuses on the rise of Euroland as a major integrating eco-
nomic event. The chapter is organized as follows. After reviewing broad
structure and performance trends in European banking (Section 2), the
new strategic environment for banking is explored (Section 3). An exam-
ination is then undertaken of the impact of EU regulatory changes such as
the SMP and EMU (Section 4); the specific impact of EMU on bank strat-
egies is then considered (Section 5). Section 6 considers the kinds of com-
petitive strategies that banks might pursue in Euroland and the general
relevance of recent US experiences with bank consolidation. Section 7 con-
cludes.

2 STRUCTURE AND PERFORMANCE TRENDS IN
EU BANKING'!

Increasing competition in financial services has had the result of reducing
the number of banks operating in many countries and this trend is common
to virtually all European banking markets. It is also apparent across differ-
ent types of banks, including the mutual savings and cooperative banks as
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Table 5.1 Number of banks: banking system, 1984—1997

Country 1984 1989 1992 1994 1996 1997
Austria 1,257 1,240 1,104 1,053 1,019 995
Belgium 165 157 157 147 141 134
Denmark 231 233 210 202 197 197
Finland 644 552 365 356 350 350
France 358 418 617 607 570 519
Germany 3,025 4,089 4,200 3,872 3,674 3,578
Italy 1,137 1,127 1,073 1,002 937 935
Netherlands 2,079 1,058 921 744 658 628
Norway 248 179 158 153 153 154
Portugal 18 29 35 44 51 62
Spain 369 333 319 316 313 307
Sweden 176 144 119 125 124 120
UK 598 551 518 486 478 466

Sources:  Central bank reports (various) and Gardener et al. (1999a).

well as for domestic commercial banks. Nevertheless, there still remain a
large number of banks operating in Europe, as illustrated in Table 5.1. All
countries (apart from Portugal) experienced a decline in the number of
banks since 1992. What Table 5.1 does not reveal, however, is that the
number of foreign banks has increased in every banking market over the
same period, reflecting the internationalization trend and the opportunities
afforded by the EU’s Single Market Programme (EC, 1997).

The widespread decline in the number of banks in Europe throughout
the 1990s, however, has not been exactly mirrored by a similar trend in
branch numbers, as shown in Table 5.2. In fact in many of the larger
banking markets (such as Germany, Italy and Spain) branch numbers have
proliferated during the 1990s. In the last two cases this has mainly been the
result of the removal of branching/territorial restrictions that were in place
up to the late 1980s/early 1990s. In Germany, the increase in branch
numbers has been mainly a reflection of reunification as well as expansion
of the savings banks sector, the latter reflecting increased non-price compe-
tition. In Belgium, Finland, Norway, Sweden and the UK there has been a
decline in branch numbers. The fall in branches in Scandinavian countries
is primarily a consequence of the consolidation and restructuring resulting
from the banking crises of 1991/92. Only in the case of Belgium and the
UK can it be attributed in large part to the domestic consolidation pro-
cesses.
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Table 5.2 Number of branches, 1984—1997

Country 1984 1989 1992 1994 1996 1997

Austria 4,005 4,378 4,667 4,683 4,694 4,691
Belgium 23,502 19,211 16,405 17,040 10,441 7,358
Denmark 3,515 3,182 2,358 2,245 2,138 2,480
Finland 2,886 3,528 3,087 2,151 1,785 1,745
France 25,490 25,634 25,479 25,389 25,434 25,464
Germany 35,752 39,651 39,295 48,721 47,741 63,186
Italy 13,045 15,683 20,914 23,120 24,406 25,250
Netherlands 5,475 8,006 7,518 7,269 7,219 7,071
Norway 1,940 1,796 1,593 1,552 1,503 1,500
Portugal 1,469 1,741 2,852 3,401 3,842 4,645
Spain 31,876 34,511 35,476 35,591 37,079 37,634
Sweden 3,083 3,302 2,910 2,998 2,527 2,505
UK 21,853 20,419 18,218 17,362 16,192 15,253

Source: Gardener et al. (1999a).

Tables 5.1 and 5.2 broadly indicate that European banking markets are
characterized by a relatively large number of domestic banks which, in
some cases, have expanded their branching presence during the 1990s. So
while consolidation has undoubtedly been taking place in each banking
system, the trend in branch numbers suggests that access to banking ser-
vices in a range of countries, notwithstanding the introduction of new
delivery systems (such as telephone and internet-based operations), has
increased.

While access to bank branches in most countries does not appear to have
been significantly adversely affected by consolidation and market restruc-
turing during the 1990s, the fall in the number of banks and increased
market concentration may have adversely affected customer choice. Table
5.3 illustrates that the top five banks, especially in the smaller European
banking markets, tend to dominate overall banking business. A study by
the European Commission (EC, 1997) also shows that in every EU country
between 1979 and 1995, apart from France, Greece and Luxembourg, the
five-firm assets concentration ratio increased. In particular, Denmark,
Spain, the UK, Belgium and the Netherlands experienced the largest
increases during the 1990s. The EC (1997) study did not cover Finland,
Sweden and Norway, but all of these countries experienced large increases
in market consolidation resulting from restructuring after the banking
crises of the early 1990s.

Overall, European banking markets are (in most cases) characterized by
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Table 5.3  Concentration in European banking, 1997

Country Five-firm assets Change in concentration
concentration (%) ratio, 1996-97 (%)
Germany 16.68 +3.73
Italy 24.60 -3.15
France 40.30 —2.18
UK 28.00 0.00
Belgium 57.00 +3.64
Portugal 76.00 —5.00
Finland 71.77 +5.72
Netherlands 79.40 +5.31
Denmark 73.00 —6.41
Sweden 89.71 +4.06

Source:  ECB (1999).

a declining number of banks, although most systems have a large number
of small local and regional banks with substantial branch operations
serving (together with the main commercial banks and specialist lenders) a
wide range of banking customers. Market concentration, however, is
increasing and in the smaller banking systems the five-firm assets ratio
typically exceeds 60 per cent. While the decline in the number of banks and
increased market concentration may suggest that banking service choice is
declining, the growth in branch numbers in many systems may counter this
trend. In addition, increasing foreign bank presence as well as the growth
of non-traditional banking service providers, such as retailers and asset-
backed financing firms (leasing and factoring companies, consumer finance
companies and so forth), make it difficult to state categorically that overall
customer choice is declining.

A stronger indication that consolidation and the overall decline in the
number of banks have not adversely affected competitive conditions in
European banking is reflected in the decline in net interest margins in vir-
tually every banking system, as shown in Table 5.4. While margins obvi-
ously vary with the interest cycle and there has been a convergence of
money market rates to a lower level during the 1990s (especially in coun-
tries aiming to achieve the EMU criteria), the overall trend is downward.
As net interest margins have been subjected to increasing competitive
pressures — resulting, generally, in downward pressures on earnings
streams relative to cost — banks have increasingly focused on growing
other, non-interest income sources of earnings. Fees and commissions are
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Table 5.4  Net interest margins, 1984-1997 (%)

Country 1984 1989 1992 1994 1996 1997
Austria - 1.73 1.85 1.90 1.43 1.35
Belgium - 1.57 1.51 1.33 1.32 1.46
Denmark 3.01 2.55 3.56 3.83 1.79 1.75
Finland 242 1.84 1.55 2.05 1.90 2.73
France — 1.91 1.63 1.27 1.20 1.39
Germany 2.50 2.01 2.07 2.18 1.46 1.60
Ttaly - 3.28 3.17 2.63 242 2.57
Netherlands 2.23 2.08 1.83 1.89 1.67 1.09
Norway 3.71 3.45 3.51 3.44 241 2.46
Portugal 1.86 4.12 4.11 2.78 1.95 2.14
Spain 4.15 4.05 3.59 3.00 2.54 2.66
Sweden 2.55 2.53 2.55 2.77 1.81 1.98
UK 3.00 3.10 2.60 2.40 2.10 2.20

Sources: BankScope database, Central Bank Reports (various) and Gardener et al.
(1999a).

one example of an income stream arising from banks diversifying their
activities. The growth of bancassurance and off-balance sheet operations
has further fuelled the potential of non-interest income in generating
profitability. Table 5.5 shows the trend towards an increase in non-inter-
est income as a proportion of total income in every European banking
system.

While the trends in the sources of bank income are clear — a fall in inter-
est margins compensated by an increase in non-interest income — the
picture for cost levels is less obvious. It must be remembered that bank effi-
ciency levels can be affected both by endogenous and by exogenous factors.
The usual measure for bank efficiency is the cost-income ratio; adverse
economic conditions affect the cost-income ratio in the sense that banks
do not have total control over their income streams, while restrictive labour
laws in many continental European countries hinder staff reductions and
productivity improvements on the cost side. In addition, mergers and
acquisitions (M&A) activity can add to costs in the short term before all
the efficiency savings or/and increased revenue streams are worked
through. Also, various income sources, such as those from trading activ-
ities, are notoriously volatile. Thus, recent (between 1994 and 1997)
increases in the cost-income ratio are just as likely to reflect trends in earn-
ings rather than costs. Nevertheless, the overall trend in European
cost-income ratios is expected to be downwards because inter alia banks
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Table 5.5 Non-interest incomelgross income, 1984—1997 (%)

Country 1984 1989 1992 1994 1996 1997
Austria - 27.9 33.4 28.7 38.7 32.6
Belgium - 22.7 21.6 239 35.2 35.0
Denmark 15.5 21.8 13.1 16.7 17.7 34.5
Finland 43.2 48.5 59.6 46.9 47.7 40.2
France - 19.7 313 35.7 39.4 38.4
Germany 18.0 25.6 23.9 19.4 21.5 26.7
Italy - 223 18.3 23.7 30.4 34.1
Netherlands 24.7 29.4 28.6 29.0 35.0 40.6
Norway 24.2 26.1 21.1 17.9 24.7 25.7
Portugal 39.4 16.3 24.8 27.3 342 36.3
Spain 14.0 17.6 20.3 21.6 24.3 25.8
Sweden 46.2 45.0 39.6 35.7 42.0 27.5
UK 35.6 37.6 42.2 43.2 44.4 43.7

Sources: BankScope database and Gardener et al. (1999a).

are seeking good-quality business against a background of improving risk
controls and enhanced efficiency.

Table 5.6 shows that in the majority of countries the general trend in
bank cost-income ratios has been downwards since 1994. The only banking
systems, however, which have systematically and most significantly
improved their efficiency levels between 1992 and 1997 are Austria,
Denmark, Germany, Finland, Sweden and the UK. According to
McCauley and White (1997) and White (1998), the UK experienced more
M&A activity in its banking sector (in value terms) between 1991 and 1997
than any other European banking market, and these cost improvements
could be a partial reflection of this trend. All of the main UK banks have
also embarked on aggressive cost-cutting strategies in terms of branch
closures and manpower reductions. The improved cost performance of the
Scandinavian banks is mainly a consequence of the forced reorganizations
following the banking crises of the early 1990s.

The aforementioned income and cost trends feed through into profit-
ability figures, which are shown in Table 5.7. The return on equity (ROE)
figures present a mixed picture, although in the majority of countries
ROE improved between 1994 and 1997. Given that there is no obvious
downward trend in bank performance across countries, some might argue
that this is evidence that competition is not increasing in European
banking markets.
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Table 5.6  Cost—income ratios, 1984-1997 (%)

Country 1984 1989 1992 1994 1996 1997
Austria - 65.5 64.0 65.1 61.4 57.6
Belgium - 66.8 66.9 71.3 61.1 67.8
Denmark 75.6 64.9 81.4 72.5 53.5 58.1
Finland 84.0 84.8 190.4 139.9 69.3 63.6
France - 64.6 62.5 73.5 72.8 71.2
Germany 59.3 64.6 64.5 60.7 61.2 56.2
Italy - 61.7 63.8 65.0 69.6 72.0
Netherlands 62.3 66.0 67.7 66.7 69.5 66.1
Norway 68.5 69.9 60.3 63.4 66.5 67.7
Portugal 67.0 46.8 53.0 58.2 56.5 63.2
Spain 64.0 60.9 60.3 59.7 63.8 63.7
Sweden 67.6 62.7 122.2 80.0 49.3 47.0
UK 66.9 64.8 65.9 64.1 60.3 60.9
Sources: BankScope database and Gardener et al. (1999a).

Table 5.7  Return on equity, 1984-1997 (%)

Country 1984 1989 1992 1994 1996 1997
Austria - 10.0 6.9 7.9 9.4 5.1
Belgium - 6.0 6.4 8.8 20.3 14.8
Denmark 1.0 3.0 —18.3 -0.9 16.4 11.8
Finland 5.1 4.0 —49.5 —25.7 11.9 19.8
France - 9.4 43 —-14 5.8 8.5
Germany 21.1 12.4 13.2 11.9 11.9 15.8
Italy - 14.0 9.8 4.4 6.8 5.7
Netherlands 14.0 13.6 12.8 14.1 13.7 4.2
Norway 14.1 5.5 -5.8 19.3 18.0 10.1
Portugal 5.5 9.2 8.5 6.1 9.3 11.3
Spain 8.9 14.6 10.6 8.2 14.6 14.5
Sweden 4.6 5.9 18.5 19.1 23.9 8.7
UK 20.8 34 10.7 19.6 21.0 25.9

Sources: BankScope database and Gardener et al. (1999a).
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This viewpoint, however, is too simplistic. It neglects the fact that in all
banking markets, traditional margin-based business is probably more com-
petitive than ever before. In addition, banks are increasingly building on
non-interest income in areas such as investment banking, brokerage, insu-
rance, pensions, mutual funds and other collective investment product
areas (to name but a few) where there are strong established operators;
competition, therefore, is likely to be intense in many of these areas. The
simplistic argument also neglects the role of technology and the impor-
tance of new competitors. For instance, advances in technology allow
banks to out-source non-core processing and other activities to scale-
efficient, third-party service providers. Customer databases also make the
cross-selling and delivery of new types of financial products and services
more effective and profitable. Technology has promoted the development
of direct banking services and so forth. Non-bank financial intermediaries,
retailers and other ‘brand name’ firms also compete nowadays against
banks in the financial services area. These are all important elements that
are helping to change the economics of banking business.

3 THE NEW STRATEGIC ENVIRONMENT

During the past ten years or so, the banking environment within the EU
and globally has altered markedly. In the EU, financial markets have
already experienced major changes under the influence of forces such as
new regulatory initiatives, competition and technology. Profound shifts are
now taking place in banking strategies and many of these are likely to be at
least facilitated if not accelerated through the establishment of Euroland.

Banking in this ‘new Europe’ has a number of distinctive features. Some
of the most important of these are listed below:

e efficiency and shareholder value are increasingly emphasized by
senior management as the main performance targets;

e® banks have de-emphasized traditional banking and re-emphasized
their wider financial services role;

e banking markets (both geographically and ‘functionally’) will
become increasingly globalized (integrated), thereby bringing in
more competitors;

e deregulation (both de facto, via developments like new technology
advances and increasing consumer use of these, and de jure, as the
authorities continue the present deregulatory path) will help to inten-
sify competition by reducing barriers to entry and facilitating the
penetration of new competitors;
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e in the key areas of asset management and investment banking that
are most immediately affected by the euro, EU banks and asset man-
agers face the challenge of the big US asset managers who seek global
dominance;

e thearrival of EMU, together with technological advances (like direct
banking), has opened up the possibility of longer-term moves
towards an EU-wide, more globalized retail banking and financial
services marketplace;

e securitization of corporate credit (the increased intermediation of
these credit flows through financial markets) is re-emphasizing the
importance of higher-margin retail banking;

e banks have become more marketing and strategy orientated; supply-
side and demand-side banking strategies need to be ‘balanced’;

e new kinds of banking alliances and the sharing (even between strong
competitors) of competencies are being pursued; and

e technology and virtual banking are everywhere becoming more
important strategic drivers.

One of the most pervasive characteristics of the new environment from a
bank strategic perspective is ‘marketization’: see, for example, EC (1997)
and Gardener et al. (1997, 1999a and b).

Marketization has many strategic dimensions for banks. From a finan-
cial management perspective it implies a much stronger emphasis on share-
holder value tests of performance. All banking systems in Europe have
become increasingly subject to external, market-determined efficiency tests
that are associated with a shareholder value culture and this applies to all
banking sectors, not just publicly listed financial firms. Banks are increas-
ingly competing for the same customers so that the most demanding effi-
ciency tests (invariably external, market-orientated ones) correspondingly
set the minimum benchmark for all competitors.

Shareholder value maximization requires a shift of bank management
emphasis away from traditional, accounting-based measures of perfor-
mance towards externally orientated market (or ‘economic’) ones. More
banking attention is correspondingly being focused on risk and return
trade-offs, economic capital backing (or capital allocation) for banking
assets and positions, and new methods of evaluating bank performance. As
banking markets become more contestable and the market in bank corpor-
ate control is freed up, shareholder value-related performance becomes
even more practically important. Maximizing bank productive efficiency is
a necessary condition for shareholder value maximization.

The marketization of bank strategies has many other important dimen-
sions. From a customer perspective, it implies a much stronger demand
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orientation in banking strategies. Strategically, marketing and related
aspects like customer service and customer retention assume a higher pri-
ority in bank strategies and organizational design. Techniques like data
warehousing have become operationally more important as banks increas-
ingly seek to segment and target particular ‘customer slices’ of the market.

This new market orientation has produced a number of serious strategic
challenges for banks. An obvious one, perhaps, is shifting organizational
design towards a more market-orientated form (Clarke et al., 1988). A
related issue is balancing supply side (emphasizing the bank’s own internal
resources) and demand side (emphasizing the external market, or cus-
tomers’ demands) within bank strategy (Gardener and Williams, 1996).
Banks also have to balance their intensifying internal efficiency demands
(cost-cutting) with a continuing and long-term imperative to nurture and
facilitate their customer service culture (McLean, 1994).

Another pervasive feature of the new environment is the globalization of
banking and financial markets. This has a geographic dimension, where
national, previously segmented markets are opened up to foreign competi-
tion. It also has a functional dimension in the sense that previously seg-
mented financial markets within a single country (and/or across different
countries) or banking strategies (like retail and wholesale) become more
closely linked. An example is money market mutual funds, linking retail
savers to wholesale money markets (and retail banking with asset manage-
ment, an investment banking-type function). A globalizing capital market
also increases the imperative of shareholder value as a managerial target
since capital movements towards higher value are facilitated in this world.

Within this new environment, intensifying competition produces new
kinds of competition and new competitors. Securitization is one such
example. The increasing disintermediation of the banking system in impor-
tant segments of corporate banking has incentivized many banks to build
up their investment banking capabilities (to follow corporate customers
into capital markets), helped to produce an adverse selection problem for
banks (which are left with the poorer credit risks on their balance sheets)
and re-emphasized the importance of retail banking financial services (as
an increasing source of profit).

While securitization is still a comparatively new financial technology for
Europe, it looks set to grow in importance. Although the US scale of securi-
tization is unlikely to be replicated in the near future within Europe, the
trend towards improved asset productivity is likely to increasingly force
European banks to shift low-performing assets off their balance sheets via
the technique of asset-backed securitization. This means inter alia new
markets, new financial instruments and enlarged strategic possibilities (like
greater specialization opportunities) for some banks.
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The ubiquitous influence of technology affects every key aspect of the
new banking environment. The rise of virtual banking, multi-channel
delivery systems and increasing use of the internet are leading banks into
new areas and creating formidable challenges. Banking in Euroland and
beyond will put a premium on banks harnessing technology to increase the
quality of their customer service. Already technology is bringing new, more
retail-focused competitors into the traditional financial services market-
place.

At a macro level, other fundamental changes are helping to alter the
banking map in Europe. The SMP and EMU have been associated with a
more market-orientated culture in regulatory and political thinking; there
is an apparent sustained movement in many countries and sectors away
from more state control and influence. The privatization of social security,
ageing populations and the respective necessary reforms of pension
schemes throughout Europe (especially in Euroland) open up new oppor-
tunities for growth in asset management. But these trends, together with
wider globalization developments, bring with them the awesome challenge
and financial firepower of the big US asset managers.

The new environment, then, is one of challenges, opportunities and
threats for banks in Euroland. What is clear is that relying on historic cus-
tomer franchises is no longer a wise option for bankers in Euroland. This
raises the question of what exactly the launch and development of
Euroland itself implies. It will certainly facilitate many key developments
within the new environment that have just been outlined. In this sense, the
euro is not only a direct cause of change itself, but it is also a kind of cata-
lyst (or facilitator) of many of the key market and strategic changes con-
sidered in this section (White, 1998). But what specific effects and strategic
adaptations can bankers expect from Euroland itself?

4 IMPACT OF REGULATORY CHANGE

The impact of banking regulatory change has stimulated a great deal of
policy debate and research. Perhaps rather surprisingly, empirical work has
tended to produce much less definitive evidence than the apparent clarity
and elegance of the respective theory. There are many reasons for this. One
is that even in strongly deregulating financial markets, banking continues
to be characterized by several market failures. These include the central
bank lender of last resort, the too-big-to-fail doctrine and deposit insur-
ance. While these market failures may not necessarily impede greater (price)
allocative efficiency resulting from a deregulation, hypothesized effects on
bank productive efficiency, for example, may be lessened.
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There are other empirical difficulties. For one thing, deregulation is
usually one of a number of factors that impact contemporaneously on
bank strategies and key areas such as banking efficiency. As we have seen,
other important bank strategic drivers include technology and competi-
tion. Disentangling each of their specific effects on bank strategies is a
complex task. Another such problem is that a banking deregulation (espe-
cially a major one like the SMP and EMU) is invariably accompanied by
the re-regulation of supervision (prudential regulation), especially capital
adequacy. The respective deregulation, globalization and re-regulation
associated with major regulatory changes like the SMP and EMU may each
have different impacts (sometimes countervailing) on banking strategies.

Both its predecessor, the SMP, and EMU are major globalizing (or inte-
grating) events. Each primarily aims to create greater integration of
banking and financial services. In this respect it is useful to consider the
kind of vision of the nature and impact of this kind of regulatory event that
was developed in the major EU study by Paolo Cecchini on the SMP
(Commission of the European Communities, 1988). The SMP itself was
seen as the essential precursor to EMU; Begg (1998, p. 9), for example,
refers to it in this context as ‘a central plank of the “E” in EMU’.

Cecchini saw the SMP-induced deregulation as a kind of supply-side
shock to the system. Deregulation-induced price reductions and output
increases stimulate demand; this in its turn leads to further price reductions
and output increases (thereby producing a kind of ‘virtuous circle’ in which
this process repeats itself in a self-sustaining way). Within the wider process
of completing the EU internal market, Cecchini emphasized the particular
strategic importance of the EU financial services sectors in capturing the
overall economic gains associated with the entire SMP process. Cecchini
saw the productive effects of greater financial services competition as elim-
inating economic rents (the margin of excess profits or wage rates that
result from market protection), lessening X-inefficiencies (those inefficien-
cies unrelated to the production technology of the firm’s investments) and
facilitating firms to exploit the benefits of economics of restructuring (scale
and scope economies). Cecchini envisaged a substantial increase in cross-
border M&A in banking as banks set out to realize potential economies of
restructuring.

The famous Cecchini ex ante study was an important one, but there were
a number of flaws in the methodology used and the practical assumptions
drawn from it: see, for example, Gardener and Teppett (1995). For instance,
the Cecchini banking model focused primarily on hypothesized deregula-
tion effects on prices and output. No explicit incorporation of the impact
of the simultaneous re-regulation of supervisory (or prudential) rules was
modelled.
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Table 5.9  Nature of strategic responses to the SMP for broad product

areas
Product area Increased Product Merger/
cross-border diversification/ alliance/
activity innovation takeover
Investment management 21 41 10
Off-balance sheet activities 22 46 4
Corporate customer loans 17 50 4
Corporate customer deposits 13 46 4
Retail deposits (sight and time) 9 54 6
Retail customer loans 8 51 7
Other retail saving products 4 64 7
Retail customer mortgages 4 48 8
Retail insurance products 2 42 20

Note: All figures are numbers of respondents. Total sample size is 115.

Source:  EC (1997, Table 4.41, p. 113).

A later and much more detailed empirical study of the ex post impact of
the SMP on EU banking produced a broader, more in-depth analysis of the
impact of the SMP (see EC, 1997). This later study used a range of research
techniques (including surveys, case studies and econometric work) to build
up a picture of the impact of the SMP on EU banking. EC (1997) found it
difficult to separate the impact of the SMP from other key strategic drivers,
like competition and technology. It was also found that EU bankers
regarded the re-regulation of supervision associated with the SMP as at
least as important as the corresponding deregulations of structure and
conduct rules. Nevertheless, a number of competition-induced reactions
similar to those envisaged by Cecchini were found. In particular, banks in
many countries consolidated via M&A in order to strengthen themselves
against potential foreign competition.

The apparent strategic reactions by banks to the SMP were also interest-
ing; Table 5.8 shows that the threat of intensified competition provoked
strategic revisions in all of the main banking market segments. Over the
whole of the EU, this survey confirmed that the SMP had the largest impact
in wholesale banking business, especially with respect to off-balance sheet
activities, investment management and corporate lending. Retail
banking/financial service businesses seemed to be little affected by the SMP.

Table 5.9 shows the nature of the bank strategic response to the SMP.
The most common strategic response was product diversification and
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innovation. This may imply that banks were attempting to consolidate in
their domestic markets rather than seeking to penetrate new markets
abroad. EC (1997) suggested that this was consistent with the view that
non-price competition may be a more common strategic response in an
environment where profitability and shareholder value are increasingly pri-
oritized.

Overall, EC (1997) found that the main impact of the SMP was on the
strategic thinking and expectations of bankers throughout the EU. In this
respect the SMP’s general influence was both profound and pervasive. The
SMP helped to shift strategic thinking away from historic protection, seg-
mentation and various kinds of collusion towards deregulation, more com-
petition and greater contestability in all areas of financial services. EC
(1997) labelled this shift in the EU banking industry frame of reference the
‘marketization’ of banking strategies. This increased demand (or market)
orientation is nowadays apparent in all aspects of key banking strategies.

5 GENERAL IMPACT OF EMU ON BANKING AND
FINANCIAL MARKETS

The arrival of Euroland represents a watershed in EU (and global) banking.
This is not only because of EMU itself, but also because of the positioning
in time of EMU and concurrent market developments. The latter ‘position-
ing’ reflects the apparently successful launch of EMU closely on the heels of
another major and related regulatory initiative, the SMP. EMU has helped
to consolidate EU bankers’ expectations towards more sustained deregula-
tion and intensifying competition. Contemporaneous market developments
embrace trends like globalization, the rise of a shareholder value culture in
banking, a related drive to be more efficient, intensifying competition,
needed pension reforms throughout much of Europe and, of course, tech-
nology. In this context, EMU has a potentially significant and comple-
mentary impact on an already strongly integrating and more intensely
competitive banking market.

Like its predecessor the SMP, the strategic impact of EMU on banking
in the new Euroland is rather complex and with varying time dimensions
attached to different possible effects. As explained earlier, disentangling the
specific effects of any single bank strategic driver like a major regulatory
initiative is also not easy when so many important changes are happening
and intensifying at the same time. With these caveats in mind, the strategic
impact of EMU is already proving (as expected) to be major.

Broughton et al. (1999, p. 1) point out that in 1998 and 1999 there is
strong evidence that the divergence of performance of European bank
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sectors is narrowing. This phenomenon appears to be associated with a
sharp narrowing in divergence of key macroeconomic variables within the
EU. The aforementioned authors believe that GDP growth is now the key
determinant of performance among EU bank sectors.

EMU is expected to strengthen pressures to reduce excess capacity in
banking, bank profits will come under more strain, geographic and market
(functional) diversification (both within and outside of EMU) will become
more attractive in some segments of banking, and bank M&A activity can
be expected to grow. Generally, banking competition is likely to intensify in
most sectors. As securities markets become deeper and more liquid, present
securitization trends are also likely to be sustained and accelerated.

The immediate and most transparent impact of EMU is on financial
markets and on the traditional wholesale banking businesses of foreign
exchange, corporate banking and government bond trading. EMU has
reduced currency risk and lowered the transactions costs of international
trade. Bond and equity markets are expected to become deeper and more
liquid; portfolio allocations will become more internationally diversified.
Financial services in many countries will become liberalized and more open
to foreign competition. EM U and the concurrent rise of internet and direct
banking should also help the progression towards a more globalized retail
banking market within the EU.

The cost of government debt issues is likely to be lower under EMU.
With the removal of currency risk, attention will focus more on the evalu-
ation of credit risk when pricing different EM U countries’ debt. The credit-
worthiness of individual states will be left to the markets. Rating of
government debt will become a more important issue; local market under-
writing skills will also be increasingly emphasized.

Although fiscal consolidation within EMU is likely to reduce the volume
of government debt securities, the market in private securities (bonds and
equities) could grow significantly with, for example, more investors and
issuers coming to the market in a larger EMU bloc. EMU could boost the
corporate bond market; the costs of new bond and commercial paper issues
will be lower because of more competitive underwriting and hedging in a
market that is no longer segmented by currency. In this new environment,
companies are more likely to issue debt than borrow from banks. Some
commentators have suggested that up to one-third of EU banks’ present
corporate lending business could shift into capital markets. Increasing
diversification by euro asset managers will correspondingly increase the
number of investment portfolios to which these new securities could be
marketed. This movement towards increased portfolio diversification will
also be stimulated through the needed reform of EU pensions and the
resultant boost to asset management along US lines.
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However, it seems overly simplistic to assume that Euroland will become
‘overnight” a US-style capital market. There are (and will remain) many
differences between Euroland and the US. Gros and Lannoo (1999, p. 61),
for example, emphasize two such differences. Regional differences are espe-
cially important in the EU and these arise from deeply rooted structural
and institutional features. A second important difference is that EU banks
play a much more important role than market-based forms of financing of
investment compared with the US. EMU, however, will certainly facilitate
a considerable EU movement along the US-style capital market path in the
longer run. This is already apparent in trends like equity market link-ups,
the emergence of US-style government bond markets (with a primary focus
on credit-risk differentials) and increasing securitization. Also, the move-
ment towards a US style of investment banking is likely to be a more press-
ing need in some market segments.

As with the SMP, the stronger macroeconomic environment flowing from
EMU is expected to increase opportunities for banks. As Spavanta (1999, p.
59) emphasizes, the stimulus to the growth and deepening of financial
markets should itself boost EU economies because of the well-documented
link between economic growth and financial development. As companies
restructure and expand, there should be growing business for banks. The
more positive economic environment leading to greater stability and more
sustainable higher rates of GDP growth should help to boost bank profits.
Although in the shorter term banks appear to face more threats through
trends like securitization and the growth of US-style asset management,
there are also corresponding increased opportunities for various banks.

Another feature worth emphasizing is that the banking implications of
Euroland strictly defined (to include member countries only) clearly extend
beyond the Euroland banks themselves. For one thing, other EU and
foreign banks compete strongly in the wholesale markets most immediately
affected by the EMU initiative. Another strategic feature is that banks in
those countries yet to join full EMU need to be prepared strategically. In
this general respect it is interesting to note that domestic M&A activity and
protecting existing home markets appears to be given a high and more
immediate strategic priority by some banks.

6 COMPETITIVE STRATEGIES IN EUROLAND
As Davidson et al. (1998, p. 67) note with regard to preparations for EMU:

Astonishingly, many banks seem ill prepared. Although they have tackled the IT
and operational challenges raised by a single European currency, they have failed
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to address the more difficult strategic issues. Put bluntly, they have not consid-
ered how they will prosper once a single currency wipes out great chunks of
profit in their traditional wholesale businesses of foreign exchange, corporate
banking and government bond trading.

In the new Euroland environment Davidson et al. argue that the best
opportunities are likely to accrue to only a handful of banks.

Bank revenue growth in wholesale banking following EMU is likely to be
mainly in investment banking, which spans areas (such as equities, bonds
and M&A) where EU banks will find it difficult to match the scale and
expertise of the big US investment banks already operating within the EU.
Davidson et al. (1998, p. 69) believe that, overall, ‘EMU is likely to create
more losers than winners in wholesale banking’. EMU, then, poses many
serious threats to banks. For example, the ‘typical’ European bank could
lose around 70 per cent of its foreign exchange trading revenues with the
abolition of foreign currencies. In other wholesale banking areas, the
threats are also apparently as serious (see ibid., p. 70).

In corporate lending, historically ‘cheap’ bank loans (facilitated by
lending overcapacity and less intense competition) are becoming less sus-
tainable. Banks throughout the EU are having to become more shareholder
value orientated, allocating their internal capital to support high-perform-
ing assets and correspondingly reducing the proportion of low-income
assets on their balance sheet. This is not a specific EMU consequence,
although EMU certainly facilitates this kind of environment. Governments
throughout Europe are generally keen to improve competitiveness through
the discouragement of historic close bank/industry link-ups and state sub-
sidies.

At the same time, a single and more liquid European corporate bond
market will facilitate more bond issues by companies. The cost of reserve
requirements imposed on Euroland banks by the European Central Bank
(ECB) may also be passed on to banks’ customers, thereby increasing the
cost of bank intermediation. Bank lending volumes and margins will be
subjected to downward pressures in this new environment. With increasing
securitization, banks may find themselves with a growing adverse selection
problem in their own lending.

Deposit and money market business is another area of wholesale
banking that will come under pressure. In Euroland, volumes may fall since
corporate customers will no longer need to hold deposit accounts in each
of the EU currencies in which they trade. At the same time, traders will no
longer hold different currency-denominated deposit balances in order to
exploit interest rate differentials. A countervailing trend is that a deeper,
liquid and more standardized EU money market under EM U should boost
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competition and increase other opportunities for banks. This increased
competition, though, will help to reduce margins on this business.

The wholesale payments area will also come under pressure in Euroland.
A great deal of this business comes from correspondent banking, but EMU
will eliminate intra-European currency payments. The introduction of
TARGET (a payments system for processing wholesale Euro transactions)
further lessens the need for traditional correspondent banking services. At
the same time, cross-border payments are likely to grow with the increased
trade expected to flow from EMU. Nevertheless, banking scale and effi-
ciency are likely to be key competitive ingredients of success in this new
market environment.

Government bond trading is another key area of wholesale banking that
is likely to be a threat to many Euroland banks. As pointed out earlier,
increased fiscal discipline by governments will reduce the volume of
government bond issues. At the same time, domestic EU banks will no
longer be able to rely on their specialist knowledge of domestic monetary
and fiscal policy, national currencies and interest rates to win business.
Knowledge of country credit risk will be the more relevant driver of suc-
cessful government bond business in Euroland; distribution capabilities
will also be more important.

These threats, together with the more general and inexorable rise of
trends like globalization and securitization, are real and immediate. But
there are many good opportunities for wholesale banks in Euroland. The
development of a broader, more liquid and deeper European capital
market should help to stimulate the cross-border consolidation of many
industries, thereby generating more M&A business for banks. The munici-
pal, corporate bond and equity markets should all be stimulated by the
single currency environment.

The ‘privatization’ of government debt may help to promote the muni-
cipal bond market, which until recently has been virtually non-existent in
Europe. The funding of large public infrastructure projects may transfer
increasingly to the private sector. Both equity and bond financing are rele-
vant, but bond finance is especially suited to the kind of revenue streams
involved. A US-style municipal bond market might eventually emerge as a
replacement for present government borrowing. The privatization of social
security and pensions is also likely to boost capital markets, investment
management and related wholesale banking.

This brief and select strategic overview of threats and opportunities
facing banks in Euroland raises many strategic questions. A leading strate-
gic issue is that there appears to be a premium on bank size, although US
experience has also demonstrated that in areas like municipal bonds
smaller players can compete successfully with the leading investment
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banks. However, there does appear to be a general strategic view that size
may be particularly critical in many important wholesale banking seg-
ments.

All of the foregoing leads to the question of what strategies are likely to
succeed. This appears to be a much more complex issue than simply focus-
ing on size per se (and the benefits of size can often be achieved through
various alternative routes). Another, more specific question is whether EU
banks (and which kinds of bank) can compete successfully in this new,
more globalized marketplace. Once again we are in the realms of ‘crystal
ball’ gazing. One also has the strong impression from many US analysts
and consultants that only the giant US investment banks can be expected
to dominate in this new, apparently more US style of banking in Euroland.

EMU also has important consequences for retail banking. The stronger
macroeconomic environment being facilitated in part by EMU has fur-
thered the downward pressure on interest rates and interest margins in
many retail markets; this has exerted pressure on bank profitability. During
the 1990s, in the US consolidation and increased penetration of regional
and local markets by large national and super-regional banks made these
retail banking markets apparently more contestable. Yet, smaller financial
institutions in the US regional and local markets are ‘surprisingly adept at
survival’ (Walter, 1999, p. 157). There is evidence from the US ‘that retail
banking clients remain strongly dependent on financial services firms with
a local presence, and where there is a high level of concentration this is
reflected in both interest and deposit rates’ (ibid.).

Local preferences are a strong feature of individual European banking
markets and the proliferation of different types of local and regional
banking groups is a characteristic feature of these markets. Furthermore,
foreign bank entry into the majority of national markets is relatively low
and typically restricted to specialized, niche or wholesale activities (ECB,
1999). Another feature of European banking that is likely to affect the
evolving market structure is ‘the role of state at national, regional and
municipal level” (Walter, 1999, p. 159). Walter makes the point that non-
joint stock European banks operate under different performance pressures
and that ‘when public- and private-sector firms meet in the market, com-
petitive outcomes will clearly be affected’ (ibid.). The longer-term outcome,
however, is unclear; the immediate impact is to help reduce retail banking
profit margins in markets where the commercial banks are subject to com-
petition from public sector banks.

Local banks are thought to possess information advantages. Asymmetric
information in bank lending will continue to enable banks to target cus-
tomer segments even as the level of competition increases. Information
about customers and the need to have a link with borrowers means that
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traditional credit activities are likely to remain substantial (de Bandt,
1999). This scenario will hold particularly true for small and medium-sized
enterprises and individual customers, who do not have ready access to
securities markets. Local knowledge, therefore, can be argued to provide a
sustainable competitive advantage for some retail banks. Nevertheless, the
different types of European bank face competition from specialist lenders
that have taken advantage of technological developments and are provid-
ing lower-cost services. De Bandt summarizes the likely effects of EMU on
banks’ traditional activities as reducing banks’ competitive advantages
while intensifying the need for asset transformation and uncertainty man-
agement.

In Europe, historical characteristics and the existence of asymmetric
information provide an opportunity for the co-existence of a relatively
large number of small banks serving local and regional markets, while a few
large banks service mainly corporate customers at the pan-European level.
There are a number of strategic options for small banks in the post-EMU
environment. Specializing in niche areas is one. Another is to build alliances
with universal banks, either to protect local markets from potential com-
petitors, or to acquire information technology and a larger distribution
network. Yet another strategy might be to try to acquire critical mass
through the merger route. Nevertheless, mergers are likely to pressure
further those small domestic players who are not efficient and strong
enough to match the opposition.

The build-up to a wider Euroland is likely to be accompanied by domes-
tic (protective) consolidation in retail banking; this was a feature of the
build-up to the SMP (EC, 1997 and Gardener, 1999a). A wider Euroland
also appears to increase the potential for cross-border bank mergers,
although most analysts argue that the potential cost savings and synergies
need to be targeted carefully. Many also believe that these cost savings and
synergies will be hard to find and even harder to sustain.

Walter (1999) argues that the present situation in the EU can be com-
pared in some respects with the US prior to its early 1990s’ financial sector
restructuring. Before it was restructured, the US financial services industry
carried too much capital and employment in the production of financial
services; both capital and employment were subsequently reduced through
consolidation, a process that has just begun in Europe. Yet, there are several
notable differences between Europe and the US. Due to the existence of his-
torical differences in bank ownership, retail market consolidation may be
slower in Europe than in the US. Furthermore, the ruthless nature appar-
ent in the US consolidation process is relatively less marked in European
banking. Nevertheless, competition is expected to intensify in all European
retail markets.
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New and more innovative distribution channels will be inevitable fea-
tures of this new environment. Internet and other forms of direct banking
in particular also offer the potential of significant cross-border expansion
of much smaller retail financial services firms and those without an estab-
lished (or any) traditional banking franchise. These technology-led devel-
opments are likely to be important strategically in the process (slow to date)
of globalizing retail financial servces markets in the EU. EMU will facili-
tate this process through its likely effect of producing a much greater stan-
dardization throughout the EU of the institutional market features
(including regulation and taxation) within retail financial services.

What is clear is that the EU banking system is currently in a state of
unprecedented change. A great deal of M&A activity has already taken
place during the past ten years and this has accelerated recently. As with
the SMP, some of this has been in anticipation of the new environment
facilitated by EMU. The ECB (1999) believes that in the new environment
there is room for further consolidation. Two types of merger have been
identified:

® strategic mergers — involving at least one large player with the stra-
tegic aim of repositioning the merged entity in the EMU market; and

® mergers to remove excess capacity — involving mainly smaller banks
and being defensive, with the main aim of the new, larger entity being
to realize efficiency gains.

The latter has been a major feature of merger activity in Spain, Italy and
France during 1999.
A new and still emergent M&A strategy is also worth emphasizing:

® cross-border mergers between large banks — Dutch—Belgian bank
mergers and the Merita—Nordbanken deal is a good example of what
might yet prove to be an important stimulus associated (at least
partly) with EMU.

This last type of merger is still rare, although several rumours abound and
some potential large cross-border mergers have been recently frustrated.
Such mergers were envisaged by Cecchini as a product of the SMP. This
Cecchini vision has not been fully realized, but EMU may well further
promote these types of mergers.

Drawing comparisons of US experiences with bank consolidation and
restructuring must be a cautionary exercise. We emphasized earlier that there
are many deep-rooted structural and institutional differences between the US
banking market and Euroland. Nevertheless, these comparisons are frequently
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made and they can help to provide useful insight into what might happen in
some market segments. The acquisition of the US Bankers Trust by Deutsche
Bank is a clear strategic sign that those Euroland banks that aspire to be global
banks recognize the need for US-style investment banking expertise.

A recent comparative study by Hurst et al. (1999) reached the following con-
clusions about the performance of Euroland banks compared with the US:

e Euroland banks generate a relatively low gross revenue stream and
have higher costs.

o Despite higher leverage (due to their better average asset quality), the
ROE in Euroland during the 1990s is much lower than for banks in
the Anglophone countries.

Hurst et al. (1999) point out that costs are not well managed in many
European banks. It is also suggested that this apparent poor performance
of Euroland banks can be explained through factors like inadequate
product mixes and pricing strategies for corporate clients, and the distorted
competitive environment.

There are essentially two ways to improve this apparent poor showing by
Euroland banks. One is to improve bank performance via the existing man-
agement; the second way is to replace management. In this latter context,
the M&A route is the common strategic route and it is in this area that US
experiences many give some interesting insights.

The US over the past decade has experienced a ‘mega’ banking-merger
wave, with the number of banks dropping by about 30 per cent. An inter-
esting empirical fact is that analysts to date have not been able to find con-
sistent improvements in the post-merger companies: see, for example, Hurst
et al. (1999). European bank M&A activity to date (although much smaller
than in the US) also seems to support the view that many bank mergers do
not lead to longer-term efficiency gains. Of course, there are many prob-
lems in interpreting these apparent results. One set of problems concerns
the empirical methodologies used to measure merger-related performance.
The other concerns the relevance and practical importance of other, less
apparent reasons for bank M&A activity.

In their comparative study (of US and Europe), Hurst et al. (1999, p. 99)
conclude that Europe in theory ‘should see a merger wave much as has
occurred in the US’. Many other analysts and students support this view;
recent apparent emergent trends in Europe lend empirical evidence to
it. Most of the analysis (both theoretical and comparative) seems to lead
to the conclusion of post-EMU excess capacity in banking, followed by
inevitable restructuring and consolidation in the new Euroland. Furthermore,
with increasing securitization and other trends emphasizing the increased
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importance of investment banking, bank concentration may be expected to
increase with the increased capital expenditures that characterize this kind of
banking: see, for example, Danthine et al. (1999, pp. 52-4).

All of this begs two questions (at least). First, why hasn’t the present EU
merger wave attained US bank proportions? Second, can we really expect
the kind of mega bank-merger wave experienced in the US, together with
the respective rise in bank concentration? In many respects these questions
are interrelated. The answers may also bear directly again on structural and
institutional differences between the US and Euroland.

Hurst et al. (1999) suggest that there are still many important barriers to
restructuring in Euroland compared with the US. Examples include the
high level of public ownership of banks and bank restructuring influenced
by non-economic motives (such as preserving national champions). EMU
may also prompt increased regulatory rigour and reactions to perceived
anti-competitive policies. Other Euro-specific factors include the successful
use of sharing arrangements (thereby achieving the economic benefits of
bigger size) by important EU bank sectors, such as the savings banks. More
rigid labour laws in Europe may also slow down cost-cutting and related
M&A activity. The EC (1997) study also confirms that there remain impor-
tant tax and legal differences, together with linguistic and cultural barriers,
within the EU that may impact on banking strategies.

The foregoing might suggest that Euroland bank restructuring and con-
solidation, while significant, is likely to be a slower process and on a reduced
scale (at least in the shorter term) than US experiences might suggest.
Furthermore, Hurst et al. (1999, p. 101) conclude that most European banks
will generally seek to exploit M&A possibilities in national markets before
seeking cross-border opportunities. More bank consolidation, then, will be
the likely product of EMU, but it ‘may well be a very slow process’ (ibid.).

Post-EMU strategies of Euroland banks will take many forms. For those
handful that aspire to global status, the challenges (especially from the
leading US investment banks) are formidable. Building a significant posi-
tion in US securities is generally accepted as a necessary step for building
leadership in investment banking.

Aspirant regional or multilocal players are also likely to be wholesale
driven. Davidson et al. (1998) suggest that in the post-EMU environment,
these banks have three basic options: sell all or part of their investment
banking business; build a purely pan-European presence; or adopt a niche
position. These kinds of banks have to examine carefully and exploit cus-
tomer and product franchises in which they can sustain competitive advan-
tages.

Local players are essentially retail focused; these banks should consider
concentrating primarily on retail financial services. One problem here is
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that during an era of reform of pensions business, such institutions may
want to provide mutual fund products and equity brokerage services to
their customers. One option for the smaller players might be to form stra-
tegic link-ups. Another option for these kinds of players is to focus more
strongly on core specialist and niche products. The latter may also be devel-
oped cross-border via internet and direct banking distribution channels.

7 CONCLUDING REMARKS

This select survey has emphasized that the rise of Euroland is a particu-
larly important development in the modern evolution of EU and global
banking. Although the immediate and more apparently transparent
impact is on wholesale banking, there are important implications for retail
banking. For one thing, increasing competitive and profit pressures in
wholesale banking, together with trends such as securitization, may
operate to emphasize the strategic importance of retail banking for many
banks. EMU and other developments (such as technology and direct
banking) will also increase the pressures towards more globalization in
retail banking. US experiences may provide some practical insight into
phenomena (such as bank restructuring) that may be expected to be a
product of Euroland, but we have also emphasized the structural and insti-
tutional differences between the US and Europe. These may operate to
reduce the scale and lengthen the time path of the kind of bank-merger
wave that is likely to emerge as Euroland becomes more established and
expands. At the same time, technological developments (especially inter-
net banking) will facilitate the entry of new players, bringing new forms of
competition and presenting serious marketing challenges for the tradi-
tional banks.

NOTE

1. This section draws from Molyneux (1999) and parts of Gardener et al. (1999a and b).
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6. How to tie your hands: a currency

board versus an independent central
bank

Jakob de Haan and Helge Berger

1 INTRODUCTION

The proper design of monetary institutions is a very important issue for
transition and developing countries alike. There seems to be broad support
for the idea that price stability should be the prime objective of monetary
policy. How should this objective be realized, that is, what is the proper
monetary arrangement? This chapter will compare two options: a currency
board and an independent central bank under flexible exchange rates.

Developing and transition countries show considerable diversity in their
exchange rate regimes, from very hard currency pegs to free floats and many
variations in between. Exchange rate pegs can provide a useful and credible
nominal anchor for monetary policy and avoid many of the complexities
and institutional requirements for establishing an alternative anchor, such
as a functional and credible inflation target backed by an operationally
independent central bank (Mussa et al., 2000).

A currency board can be considered as the most credible form of a fixed
exchange rate regime as the own currency is convertible against a fixed
exchange rate with some other currency(ies), which is codified, be it in a law
or otherwise. The anchor currency is generally chosen for its expected
stability and international acceptability. There is, as a rule, no independent
monetary policy as the monetary base (or in the simplest case: banknotes)
is (are) backed by foreign reserves (Pautola and Backé, 1998).!

Currency boards are back in fashion (Ghosh et al., 2000). Once they were
a common monetary arrangement, especially in the British Dominions.
After these countries became independent, currency boards were used by
only a handful of small, open economies. However, in recent years quite a
number of countries have introduced a currency board or have considered
doing so0.2 Argentina (1991), Estonia (1992), Lithuania (1994), Bulgaria
(1997) and Bosnia-Herzegovina (1997) are among the countries that have
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(or had) a currency board. In all of these cases, the currency board was
chosen as part of a structural adjustment programme. The countries that
adopted currency boards in the 1990s were able to adjust to low inflation
levels as rapidly, or more rapidly and lastingly, than other countries in
similar situations. Except for Argentina, none of them devalued or was
forced to exit the currency board during the various crises (Rivera Batiz and
Sy, 2000). Table 6.1, reproduced from Ghosh et al. (2000), presents an over-
view of currency boards.?

A number of recent studies suggest that countries with a currency board
have been quite successful. For instance, Ghosh et al. (2000) conclude that
currency boards have been instituted to gain credibility following a period
of high inflation, and in this regard, have been remarkably successful.
Countries with a currency board experienced lower inflation and higher
growth compared to both floating regimes and standard pegs.

An alternative to the introduction of a currency board is to have a flex-
ible exchange rate regime and to give the central bank independence and
a clear mandate for price stability. It is often argued that a high level of
central bank independence coupled with some explicit mandate for the
central bank to aim for price stability constitutes important institutional
devices to maintain price stability. Indeed, various countries have recently
upgraded central bank independence to raise their commitment to price
stability. There exists a vast literature showing that a ‘conservative’ (that
is, inflation-averse) and independent central bank will bring lower infla-
tion (see Ejjffinger and de Haan, 1996 and Berger et al., 2001a for
surveys).

So, an important question is which arrangement should be preferred.*
This chapter deals with this question. The remainder of our contribution
is organized as follows. The next section outlines the working of a currency
board. Section 3 presents a very simple theoretical model to compare the
welfare benefits of a currency board and an independent central bank.
Section 4 discusses some aspects that may be relevant too, but which are
not taken up in the model. Finally, Section 5 offers some concluding com-
ments.

2 THE ESSENTIALS OF A CURRENCY BOARD

Although not all currency boards are alike, they generally share three
features. First (as stated above), there is a fixed exchange rate with some
other currency(ies), which is codified, be it in a law or otherwise. In this
respect, a currency board differs from a standard peg as the capacity to
devalue is severely restricted by requiring parliamentary approval and other
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restrictions (Rivera Batiz and Sy, 2000). The anchor currency is generally
chosen for its expected stability and international acceptability.’ A pure
currency board arrangement is the strictest possible form of a fixed
exchange rate regime, since there is, as a rule, no independent monetary
policy (Pautola and Backé, 1998).° This is due to the second characteristic
of a currency board arrangement, the fact that the monetary base (or in the
simplest case: banknotes) is (are) backed by foreign reserves. The assets side
of a currency board’s balance sheet consists principally of its holdings of
the reserve currency, while on the liabilities side there is an equal value of
cash held by the public and deposits held by commercial banks. The
reserves that a currency board holds are generally low-risk, interest-bearing
bonds and other assets denominated in the anchor currency. Unlike many
central banks, a currency board does not hold domestic assets, like govern-
ment debt. Currency boards often hold reserves somewhat exceeding 100
per cent of their liabilities to have a margin of protection should the assets
they hold lose value (Schuler, 1992). These excess reserves correspond to
the net worth of the currency board. Third, a currency board maintains
convertibility between its notes and coins and the anchor currency. A cur-
rency board has no responsibility for ensuring that bank deposits are con-
vertible as this is solely the responsibility of banks. Unlimited convertibility
means that no restrictions exist on current-account transactions (buying
and selling goods and services) or capital-account transactions (buying and
selling financial assets, such as foreign bonds).

The consequence of these characteristics of a currency board is that
money supply is determined by market forces and, ultimately, by foreign
monetary policy. The monetary base increases when the public sells
foreign currency to the currency board, or when foreign money flows into
the country. Likewise, under a strict currency board interest rates are also
fully determined by market forces as monetary operations are not permit-
ted. Changes in the board’s foreign exchange reserves are reflected in the
availability of domestic liquidity and interest rates (Pautola and Backé,
1998). Under a currency board economic adjustment has to come by way
of wage and price adjustments, which can be both slower and more
painful if structural rigidities, especially in the labour market, have not
been removed.

As pointed out by Schuler (1999), many of the modern currency boards
are not orthodox currency boards, but currency board-like systems, that is,
central banks that retain some of their old powers, but are constrained by
currency board rules regarding the exchange rate and reserves. Under such
a modified currency board, the law provides for some flexibility. The cur-
rency board may, for instance, provide financial support to banks from its
excess reserves, or it can borrow from international capital markets or issue
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securities to do so. Schuler (1999) argues that, for example, the Estonian
currency board-like system has become somewhat more orthodox over
time, while the Lithuanian system has maintained a more or less constant
level of orthodoxy during its existence.

A number of recent studies suggest that countries with a currency board
have been quite successful in bringing down inflation. For instance, Ghosh
et al. (2000) conclude that currency boards have been instituted to gain
credibility following a period of high inflation, and in this regard, have been
remarkably successful. Table 6.2 is reproduced from Ghosh et al. (2000). It
shows that the inflation performance under currency boards has been sig-
nificantly better than under either pegged or floating regimes. This better
inflation performance did not come at the cost of lower growth. This
outcome could reflect a rebound effect (many currency boards have been
established following a crisis) or self-selection (governments willing to
accept a currency board are likely to be more reformist). In any case, cur-
rency boards have provided an important tool for gaining credibility and
achieving macroeconomic stabilization and sustained growth (Gulde et al.,
2000).

Likewise, Rivera Batiz and Sy (2000) conclude that currency boards tend
to stabilize inflation relative to standard pegs or flexible rates, even for
countries that established the currency board under high-inflation condi-
tions such as Argentina, Bulgaria and Estonia. They also find that currency
boards tend to align domestic to anchor currency interest rates and show
smaller rate volatility than other countries. On the downside, some cur-
rency boards showed greater real effective exchange rate appreciation than
similar peg regime countries and tended to be more responsive to negative
employment shocks.

The lack of discretionary powers of a currency board is often considered
to be crucial for its performance. Schuler (1999) argues, for instance, that

[Bly design, a currency board has no discretionary powers. Its operations are
completely passive and automatic. The sole function of a currency board is to
exchange its notes and coins for the anchor currency at a fixed rate. Unlike a
central bank, an orthodox currency board does not lend to the domestic govern-
ment, to domestic companies, or to domestic banks. In a currency board system,
the government can finance its spending by only taxing or borrowing, not by
printing money and thereby creating inflation.

Not everybody is convinced of the working of a currency board. Roubini
(1999) argues, for instance, that

There are countries in which they seem to work for a while; however, these coun-
tries are successful not because of the currency board system itself but rather
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because they follow macroeconomic policies and structural liberalisation poli-
cies that are consistent with the maintenance of fixed rates. Fixed rates and cur-
rency boards without these good policies lead to currency collapse and economic
disaster. Conversely, if you do follow the right economic policies you do not need
a currency board: you will do as well without one and adopting one may only
hurt you when truly exogenous shocks require an adjustment of your nominal
exchange rate parity.

3 CURRENCY BOARD OR INDEPENDENT
CENTRAL BANK?

A high-inflation problem is an important motivation for countries in tran-
sition to consider introducing a currency board or a credible exchange rate
peg. However, before a country decides in favour of a currency board, a
proper comparison with the alternative of an independent and conserva-
tive (that is, inflation-averse) central bank should be made. Both alterna-
tives have advantages and disadvantages and it is not always obvious what
the optimum solution would be. Broadly following Berger et al. (2001b), we
can illustrate this within a simple model of exchange rate regime choice.

Assume that (the log of) output is given by a simplified Lucas supply
curve:

y,=(m,—m)+eg, (6.1)

with 7 and w¢ denoting actual and expected inflation and where ¢ is a
random output shock with e ~N(0, 62). The level of natural output is nor-
malized to zero. The model’s demand side is given by the purchasing power
parity condition:

m=mk+e, (6.2)

with wF denoting foreign inflation and e the change in the nominal
exchange rate towards a possible target country. Under fully flexible
exchange rates, e will fully compensate any changes in foreign inflation. In
this case inflation will be determined in a process involving both the home
country’s government and central bank. We can conveniently summarize
this process by assuming that a loss function of the following form is mini-
mized:

L=m+[yx“B+(1—v)x (v,— y*)> (6.3)

where y* >0 is a time-invariant output target giving rise to the well-known



How to tie your hands 163

time-inconsistency problem for monetary policy. The parameters x¢ and
X8 are, respectively, the government’s and the central bank’s preference put
on the real target with x¢ and x“2. The weight vy € (0, 1) denotes the degree
of central bank independence, measuring the extent to which the central
banker’s preferences affect monetary policy making. If y=1, the central
bank fully determines monetary policy. The inverse of x©2 is often consid-
ered a measure of central bank conservatism. It is easy to show that the infla-
tionary bias decreases with higher values of «y and lower values of x5 (see
also Eijffinger and de Haan, 2000). Minimizing (6.3) with regard to « and
introducing rational expectations leads to the following equilibrium infla-
tion:

™=y (6.4)

1+ 7"
where we have defined A =vyx 8 + (1 —vy)x9. The inverse of X\ could be inter-
preted as a measure for the stabilization culture prevalent in the home
country. The first term in (6.4) is the inflationary bias that has its roots in
the inability of monetary policy to commit to a socially optimal inflation
rate of zero in the absence of output shocks. The bias is the higher, the less
independent and conservative the central bank is and the more output
orientated is the government.

Alternatively, the country could opt for a currency board to govern mon-
etary policy and credibly fix its exchange rate against a foreign currency of
its choice (e=0). In this case the domestic inflation rate will equal the
foreign inflation rate. To simplify, assume that the target country’s (that is,
the foreign) monetary policy suffers from an inflationary bias of size a and
reacts to the foreign output shock u~N(0, o2) according to the simple
linear rule — bu,. In line with the standard model of monetary policy, we can
assume that both ¢ and b decrease in the foreign central bank’s degree of
independence and conservatism. Substituting for foreign inflation we can
rewrite equation (6.2) as:

m=nf=a—bu, (6.2")

Note that, under a currency board regime, the home economy’s output
shock plays no role in actual monetary policy. The ‘imported’ policy is
aimed at the foreign output shock alone.

The trade-off between a currency board and an independent central
bank can be modelled as a comparison of expected welfare under both
regimes. Using (6.2"), (6.4) and (6.1), a social planner with a quadratic loss
function similar to (6.3) and an output weight of \ will prefer a currency
board if the following inequality is met:
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\y*2—a2> ﬁ ()\+ i\-l-))\\) o2+(1+Nbo2—2Nbp, 0,0, (6.5)
where p,, is the coeflicient of correlation between the output shocks in the
home economy and the country targeted under a currency board regime.
Inequality (6.5) weighs the possible credibility gain from a currency board
(LHS) against the expected welfare effects stemming from the loss of a
national stabilization policy (RHS). A number of insights and policy rec-
ommendations can be derived:

1. Stabilization culture  Ceteris paribus a currency board becomes more
attractive when the home country’s central bank is relatively depen-
dent and output orientated compared to the foreign central bank. The
same is true when the home country’s government is very output
orientated. The reason is that a lower A will lower the inflationary bias
under a regime of floating exchange rates (first term, LHS). If the
social planner is sufficiently conservative, that is, if \ is low enough,
this gain in expected welfare will always outweigh the loss in output
stabilization associated with a lower \ (first term, RHS).

2. Conservative and independent foreign central bank A currency board
arrangement is more attractive if the imported foreign monetary
policy is in the hands of an independent and conservative foreign
central bank. The argument is that a more conservative foreign mon-
etary authority will both lower the inflationary bias under a board
(second term, LHS) and the extent to which the imported stabiliza-
tion policy distorts the home economy (second term, RHS). Note,
however, that the last term on the RHS suggests that the latter gain is
the lower, the higher is the correlation between the foreign and the
home country’s output shocks (see below).”

3. Synchronized business cycles The higher the correlation between the
home and foreign country’s output shocks, the more attractive is a cur-
rency board (last term, RHS). Behind this is the simple fact that a higher
P, Will ensure that foreign monetary policy is more in line with the needs
of the home economy.® Of course, this result rests critically on the assump-
tion that imported monetary policy converts output shocks linearly into
shocks to inflation without, for instance, non-additive control errors.

4 SOME OTHER CONSIDERATIONS

The simple model discussed in the previous section identifies three funda-
mental arguments that should be taken into account when a country
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decides about its currency regime. There are of course additional consider-
ations that need to be discussed. Indeed, apart from the credibility benefit
and the cost of being vulnerable to foreign shocks, the literature identifies
a number of other costs and benefits of a currency board in comparison to
an independent central bank.’

4,

Transaction costs An entirely fixed exchange rate will reduce the
transaction costs of international trade and investments. Transaction
costs are lower since international transactions face less exchange rate
uncertainty. If exchange rate uncertainty has a negative impact on
trade and international investment, a currency board with a fixed
exchange rate regime will lead to a better international allocation of
the means of production. However, most empirical studies find hardly
any support for a negative relationship between exchange rate uncer-
tainty on the one hand and trade and investment on the other.!9 This
transaction costs argument applies to fixed exchange rates in general.
A currency board may provide an additional credibility effect as it is
a stricter rule-based system which may lead to more capital inflows.
The magnitude of the transaction costs depends, of course, on the size
of (future) international transactions with the pegging country. Other
relevant considerations for the choice of the currency to peg to are the
denomination of the pegging country’s exports and imports and the
denomination of its international debt. The domestic acceptance of a
foreign currency may also be taken into account (Enoch and Gulde,
1997).

Political support Currency boards do not require sophisticated
money markets and monetary policy operations to be effective
(Kopcke, 1999).11 Furthermore, to make an independent central bank
work requires time. Credibility has to be earned and therefore a cur-
rency board may be preferred in a situation of a severe credibility
problem and/or crisis. Indeed, currency boards have often been
adopted at the end of a prolonged crisis. Still, a currency board is not
an easy way out. At the outset, it may be difficult to gather sufficient
currency reserves to back the monetary base (Pautola and Backe,
1998). Not least, it requires broad political support (Ghosh et al.,
2000). A lack of popular support may result in a self-fulfilling specu-
lative attack (see below). Finally, the introduction of a currency board
also takes time as the fixed exchange rate is established in the law and
the authorities may first have to clear up a legacy of monetary, fiscal
and financial failures of the past (Enoch and Gulde, 1997).

Lender of last resort A currency board implies that the central bank
cannot (fully) act as lender of last resort. As this safety net for the
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financial sector is missing, a prerequisite for a currency board is a rea-
sonably healthy financial system. The authorities should ensure that
financial institutions have adequate capital, proper reserves for losses,
and that they provide full disclosure of their financial accounts and
have access to credit markets abroad. This is all the more important
as in the past decades, except for the Eastern Caribbean Central Bank,
all existing currency boards have experienced at least one banking
crisis (Santiprabhob, 1997). Roubini (1999) argues that a monetary
tightening when a currency board is subject to a speculative attack can
bankrupt the domestic financial system and the domestic banks as
tight base money means that, given required reserve ratios, banks are
forced to recall loans and firms may go bankrupt.

There is, of course, another side to this coin as a currency board
can be seen as a precommitment for a no-bail-out of distressed banks.
In other words, it reduces the moral hazard problem of banking
supervision. Especially if banking crises result from poor manage-
ment and supervision, a currency board may be beneficial.
Misalignments A currency board runs the risk of a real misalign-
ment. If a country’s inflation remains higher than that of the pegging
country, the currency can become overvalued (Pautola and Backé,
1998). While fixing the exchange rate is a fast way to disinflate an
economy starting with a higher inflation rate, pegging the exchange
rate will not necessarily reduce the inflation rate instantaneously to
that of the pegging country. There are several reasons why inflation
will not fall right away (Roubini, 1999). First, purchasing power
parity does not hold exactly in the short run since domestic and
foreign goods are not perfectly substitutable and the mix of goods and
services in the countries concerned may differ. Second, non-tradable
goods prices do not feel the same competitive pressures as tradable
goods prices, thus inflation in the non-traded sector may fall only
slowly. Third, as there is significant inertia in nominal wage growth,
wage inflation might not fall right away. Often wage contracts
are backward looking and the adjustment of wages will occur
slowly. Finally, differing productivity growth rates may be reflected in
differences in price increases (Samuelson—Balassa effect). If domestic
inflation does not converge to the level of the pegging country, a real
appreciation will occur over time. As Roubini (1999) points out, such
a real exchange rate appreciation may cause a loss of competitiveness
and a structural worsening of the trade balance which makes the
current account deficit less sustainable.

Indeed, Rivera Batiz and Sy (2000) report that currency boards
experienced substantial real effective exchange rate variability. The
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currencies of the Latin American and Baltic countries that introduced
a currency board showed substantial appreciations. Still, this appre-
ciation could, apart from the reasons outlined above, also be caused
by real undervaluation of the currencies concerned. For instance,
Richards and Tersman (1996) attribute the real appreciation of the
currencies of the Baltic countries to the initial undervaluation. Also,
the appreciation of the currency board countries, Estonia and
Lithuania, was at the time not greater than that of Latvia. More
recently, the IMF (1999) also concluded that appreciation of the
Estonian kroon, the Lithuania litas and the Latvian lat was inevitable
as the currencies were undervalued when the peg regimes were estab-
lished. In addition, appreciation is due to the large depreciation of the
Russian rouble (see also Keller, 2000).

Financial crises Recent financial crises have led various observers to
conclude that pegged exchange rate regimes are inherently crisis prone
for emerging markets and that these countries should therefore be
encouraged to adopt floating exchange rate regimes (Eichengreen et
al., 1998). It is often argued that those countries that were most
severely affected by the recent financial crises had de jure or de facto
exchange rate pegs or had otherwise severely limited the movement of
their exchange rate. In contrast, emerging market economies that
maintained more flexible exchange rates generally fared much better.
As Mussa et al. (2000, pp. 21-2) conclude:

There is an undeniable lesson here about the difficulties and dangers of
running pegged or quasi-pegged exchange rate regimes for emerging market
economies with substantial involvement in global capital markets, as evi-
denced by the fact that only the emerging markets with the hardest pegs were
able to maintain their exchange rates. . . . The likelihood of prolonged spec-
ulative attack and, indeed, of a downturn in sentiment is reduced to the extent
that the credibility of the peg is high; this is most obvious in the case of a cur-
rency board.

Although it is sometimes claimed that speculative attacks cannot
occur under currency boards, recent experience shows otherwise
(Roubini, 1999). Still, most of the countries that introduced a cur-
rency board recently were not forced to devalue or to exit the currency
board (Rivera Batiz and Sy, 2000). It therefore seems that currency
boards may be better able to deal with financial crises and speculative
attacks than other pegged exchange rate regimes.

Seigniorage The seigniorage benefits of an independent central
bank and a currency board differ. It is sometimes argued that a cur-
rency board will not bring any seigniorage. This is wrong, as a
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currency board generates profits from the difference between the
interest earned on its reserve assets and the expense of maintaining its
liabilities (notes and coins in circulation). Still, although not zero,
under a currency board system the seigniorage that a country can
collect is limited.!2 As Kopcke (1999, p. 30) puts it: ‘[the] principal
seigniorage offered by a currency board is the option it gives to its
economy to create its own central bank’.

Fiscal policy As a currency board cannot provide credit to the
government, this could encourage sound fiscal policy making. If the
fiscal authorities know that a budget deficit will not be monetized,
their incentives to have large deficits will be reduced. However, that
disciplining effect should not be taken for granted, especially not if a
country has lacked fiscal discipline in the past (Pautola and Backé,
1998). Indeed, Roubini (1999) argues that the choice of the exchange
rate regime does not determine inflation or fiscal deficits. On the con-
trary, the choice of the exchange rate regime might be determined by
the fiscal needs of the country. In other words, like a healthy financial
system, sound public finances may be considered as a prerequisite for
the successful operation of a currency board (Kopcke, 1999).

A similar case of possible reversed causality exists regarding
central bank independence. On the one hand, it has been argued that
CBI may enhance sound fiscal policies. On the other hand, causality
may also run the other way, that is, a country will grant its central
bank an independent status only if the fiscal need for seigniorage is
low (Roubini, 1999). There is, however, only weak evidence suggest-
ing that CBI and fiscal policy outcomes are correlated. Sikken and de
Haan (1998), using data for 30 less-developed countries over the
1950-94 period, report for instance that some proxies for CBI are sig-
nificantly related to central bank credit to government but that CBI is
not related to budget deficits (see Eijffinger and de Haan, 1996 for a
further discussion).

5 CONCLUDING COMMENTS

The median inflation rate in developing countries fell to about 5 per cent in
the late 1990s from the 10 per cent or more prevailing in the early 1990s.
While this decline partly reflects positive supply shocks and the anti-
inflationary environment in industrial countries, it also reveals the broad
acceptance of the view that the key objective of monetary policy should be
to deliver low inflation (Mussa et al., 2000).

In this chapter we have discussed two alternative routes to price stability:
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a currency board and a conservative and operationally independent central
bank in a flexible exchange rate regime. Our analysis suggests that under
certain circumstances a currency board may be beneficial, in others it may
not. More specifically, the answer to the question of whether the introduc-
tion of a currency board is a good idea for a country seeking to stabilize
inflation might depend on a number of criteria other than expected infla-
tion in the target area. For instance, the anchor currency should be issued
in a region which has a positively correlated business cycle with the home
economy to ensure that imported monetary policy is in line with the stabil-
ization needs of the pegging country. Currency boards may give a new cur-
rency a quick start (in some cases more than in others), but it is likely that
the balance of costs and benefits will change over time if only because the
circumstances may change. Currency boards are neither a quick fix nor a
panacea. Low inflation and interest rates are the immediately obvious
advantages of a credible currency board. They have also proved to be very
resilient: apart from Argentina there have been no involuntary exits. But
currency boards can prove limiting, especially for countries with weak
banking systems or too lax fiscal policies (Gulde et al., 2000).

So far, most attention from academics and policy makers alike has
focused on how to start up a currency board and how to operate it.
However, a currency board may not exist indefinitely. This brings up the
issue as to how to exit a currency board. In general, if a currency board has
functioned for quite some time in a credible way, it may be transformed into
an independent central bank. However, the circumstances have to be right
for such a transformation. One of the key concerns is to design and imple-
ment the exit process in a manner which does not impair the credibility of
the monetary policy makers (Pautola and Backe, 1998). As Kopcke (1999)
points out, a country should prepare for its potential departure, that is, the
monetary authorities should create a capacity to undertake policy analysis
and conduct policy, and money markets and financial institutions should
develop. However, a currency board does not encourage these develop-
ments: ‘the art of conducting monetary policy can atrophy for lack of
application, and credit markets can remain thin as banks become accus-
tomed to dealing with the currency board and to holding many of their
marketable financial assets abroad’ (Kopcke, 1999, p. 32). Furthermore, the
specification of the exit mechanism may undermine the credibility of the
currency board (Enoch and Gulde, 1997).

Gulde et al. (2000) argue that an exchange rate regime for Central and
Eastern European countries that may enter EMU in the future should
satisfy a number of requirements: facilitating nominal convergence; allow-
ing a market test for exchange rate stability; helping to ensure that coun-
tries enter the euro zone at an appropriate exchange rate; and preparing
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central banks for operating within the euro zone. After considering the pros
and cons, these authors come to the view that (i) a currency board can in
principle satisfy all these requirements, and (ii) if policies and circum-
stances remain right, a direct transition from a currency board to EMU
without any transitional period of greater exchange rate is the proper
policy for the countries concerned.

NOTES

1. Currency boards often hold reserves somewhat exceeding 100 per cent of their liabilities
to have a margin of protection should the assets they hold lose value (Schuler, 1992).
Excess foreign exchange reserves can be used to conduct monetary operations or to
provide lender-of-last-resort support.

2. Moreover, currency boards have been suggested as the proper exchange rate regime for
potential EU and Economic and Monetary Union (EMU) entry countries (Sinn, 1999).

3. This table is not undisputed. Schuler (1999) argues that the Eastern Caribbean Central
Bank should not be regarded as being a currency board-like system because in principle
it has considerable discretion to lend to commercial banks and member governments.

4. Of course one can argue that these two options can be considered as the extremes and
that intermediate positions are possible. However, there is a growing consensus both in
the literature and among policy makers that these intermediate positions may not be
viable. As Frankel (1999, p. 29) argues, this view ‘which is rapidly becoming a new con-
ventional wisdom . . . maintains that countries are increasingly finding the middle
ground unsustainable and that intermediate regimes such as adjustable pegs, crawling
pegs, basket pegs and target zones are being forced toward the extremes of either a free
float or a rigid peg’. In Section 2 we shall discuss the differences between a currency
board and a standard peg in some detail.

5. As Schuler (1992) points out, the anchor currency need not be issued by a central bank.
In the past, a few currency boards have used gold as the anchor currency.

6. Rivera Batiz and Sy (2000) discuss the choice between a standard peg and a currency
board, using a similar approach as employed in Section 3 of this chapter. Currency
boards can be welfare improving due to their inflation stabilization and credibility prop-
erties. They can be costly because they are limited in their use of unexpected devaluation
to offset shocks. The peg versus currency board choice thus depends on whether or not
the flexibility value of the peg (that is, the possibility to devalue) dominates the negative
welfare effects arising from actual inflation and unrealized anticipated devaluation.
Because these effects work in opposite directions, regime choice will depend on country-
specific parameters. In contrast to the analysis in Section 3, Rivera Batiz and Sy (2000)
do not explicitly pay attention to the characteristics of the anchor country. As we shall
show, however, this is important when deciding about regime choice.

7. Itiseven possible that the second effect prevails. The intuition is that, if the correlation
is very high, imported monetary policy will be in line with the home country’s stabiliza-
tion needs (see the following paragraph). In this case a non-conservative foreign central
bank will produce a better outcome.

8. Somewhat surprisingly perhaps, higher output volatility at home and abroad as such is
not necessarily an argument against a currency board. As Berger et al. (2000) show, a
more volatile economy in combination with a sufficiently high correlation among both
economies might actually help the case for currency boards.

9. See also Bennett (1994), Williamson (1995) and Balifio et al. (1997) for a general discus-
sion of the pros and cons of a currency board.

10.  Various possible explanations for this rather counterintuitive result come to mind. For
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one thing, in most empirical studies exchange rate uncertainty is proxied by observed
exchange rate variability, which is not necessarily a good approximation. Another expla-
nation for the lack of a negative impact of exchange rate uncertainty could be the level
of aggregation of most studies. See Eijffinger and de Haan (2000) for a further discus-
sion.

11.  See Enoch and Gulde (1997) for an exposition of the technicalities of a currency board.

12. Thisis an important difference with outright dollarization, where seigniorage goes to the
country of the anchor currency, unless special arrangements are made. Dollarization
represents an even more complete renunciation of sovereignty than a currency board
does, including the loss of an ‘exit option’ that is preserved under a currency board
(Mussa et al., 2000).
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7. Free banking

Kevin Dowd*

1 INTRODUCTION

A free banking system is a financial system with no central bank or other
financial or monetary regulator, and no government intervention. It there-
fore allows financial institutions to operate freely, subject only to the disci-
pline of market forces and the rules of ‘normal’ commercial and contract
law. Free banking is thus equivalent to financial laissez-faire. Although the
idea is strange to most modern economists, there are in fact many instances
of (relatively) free banking in the historical record,! and there were vigor-
ous controversies about it in a number of countries in the early nineteenth
century (see, for example, Smith, 1936, ch. 6; White, 1984, ch. 4). The
notion of free banking was then largely forgotten, even among economists
favourable to laissez-faire,> and was only rediscovered in the last quarter of
the twentieth century after Friedrich Hayek resurrected the idea in a
famous pamphlet in 1976 (Hayek, 1976). Hayek’s proposal attracted con-
siderable attention, and subsequently gave rise to a substantial literature on
the topic.?

The argument for free banking is essentially an application of the general
argument for free trade: if free trade is generally desirable, as most econo-
mists agree, then presumably free trade is also desirable in individual sectors
of the economy, including financial services, and free trade in financial ser-
vices is free banking. And if free banking is desirable, the whole panoply of
government intervention into the financial sector — central banks, govern-
ment-sponsored deposit insurance, and government regulation of the
financial system — should be abolished.

Most opponents of free banking accept the general argument for free
trade, but argue that free banking is (somehow) an exception to this general
argument. To defend this position, they must be able to demonstrate that
there is something wrong with financial laissez-faire — they should show
that free banking leads to some sort of market failure. They — the oppo-
nents of free banking — must also bear the burden of proof. If we agree that
free trade is generally beneficial, as most of us do, then there is at least a
prima facie case in favour of free banking: we must presume that free trade
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applies to any specific case, including the financial services sector, unless a
clear reason can be established against it. The onus of proof is therefore on
those who oppose free banking to demonstrate its undesirability.*

So the key issue is this: starting from a presumption in favour of free
banking, can we establish any case for a market failure that would justify
some sort of government intervention to suppress free banking? There is
also an important corollary. If we are to justify the kinds of government
intervention we see in the real world, we also need to show why one or more
market failures would lead to the particular types that we see in the world
around us, such as central banks, deposit insurance systems and financial
regulation.

To develop this rather general argument further, the next section of this
chapter sets out the case for free banking in more detail. It gives an idea of
what a free banking system might look like, explains why we might expect
it to be stable, and examines the impact of state intervention into the finan-
cial sector. It also looks at some of the empirical evidence and suggests that
the main predictions of free-banking theory are in fact consistent with the
evidence from the historical record. Sections 3 and 4 then examine the argu-
ments put forward for the two arguably most important forms of modern
state intervention in the financial system — deposit insurance, which insures
depositors against loss in the event that their banks fail; and capital ade-
quacy regulation, which is the imposition by regulators of minimum capital
standards on financial institutions. Readers can then draw their own con-
clusions over whether these arguments for state intervention are persuasive
enough to overturn our initial presumption in favour of free banking.

2 THE CASE FOR FREE BANKING

A Free-banking System

Imagine a laissez-faire regime in a hypothetical ‘imperfect’” economic
environment — information is scarce and asymmetric, there are non-trivial
agency and coordination problems and so on.> These problems give rise to
a financial system characterized by the presence of intermediaries that
enable agents to achieve superior outcomes to those they could otherwise
achieve (for example, by cutting down on transactions and monitoring
costs).

Perhaps the most important intermediaries are banks, which invest funds
on behalf of client investors, some of whom hold the bank’s debt and
others its equity. Most bank debts are deposits of one form or another, and
most of these can be redeemed on demand. Many deposits are also used to
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make payments by cheque. The equity-holders are residual claimants, and
their capital provides a buffer that enables a bank to absorb losses and still
be able to pay its debt-holders in full.

The banking industry exhibits extensive economies of scale, but not
natural monopoly,® and there are typically a small number of nationwide
branch banks, with a larger number of specialist banks that cater to niche
markets. The industry is also competitive and efficient by any reasonable
standard.”

But how stable is the banking system? With no lender of last resort or
state-run deposit insurance system, depositors would be acutely aware that
they stood to lose their deposits if their bank failed. They would therefore
want reassurance that their funds were safe and would soon close their
accounts if they felt there was a significant danger of their bank failing.
Naturally, bank managers would understand that their long-term survival
depended on their ability to retain their depositors’ confidence, so they
would pursue conservative lending policies, submit themselves to outside
scrutiny and publish audited accounts. They would also provide reassur-
ance by maintaining adequate capital: the greater a bank’s capitalization,
the more losses a bank can withstand and still be able to pay off depositors
in full. If the bank’s capital is large enough — if the bank is adequately cap-
italized — the bank can absorb any relatively ‘normal’ losses and still repay
depositors, and depositors can be confident that their funds are safe. The
precise amount of capital is then determined by market forces: the more
capital a bank has, other things being equal, the safer it is; but capital is also
costly, and depositors need to pay shareholders to provide it (for example,
by accepting lower interest on deposits). Competition between banks
should then ensure that banks converge on whatever levels of capital (or
safety) their customers demand (and, by implication, are willing to pay for):
banks will be as safe as their customers demand.® Consequently, if bank
customers want safe banks — as they surely do — then market forces will
ensure that they get them.

The conclusion that banks under laissez-faire would maintain high levels
of capital is consistent with the empirical evidence. For example, US banks
in the period before the US Civil War were subject to virtually no federal
regulations and yet had capital ratios in most years of over 40 per cent
(Kaufman, 1992, p. 386). US banks were subject to more regulation at the
turn of the century, but even then their capital ratios were close to 20 per
cent, and capital ratios were still around 15 per cent when federal deposit
insurance was established in the early 1930s (ibid.). The evidence is also
consistent with the associated prediction from free-banking theory that
laissez-faire banks are very safe. For example, US banks appear to have
been fairly safe before the Civil War (Dowd, 1993, ch. 8) and, afterwards,
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bank failure rates were lower than the failure rates for non-financial firms
(Benston et al., 1986, pp. 53-9). Losses to depositors were correspondingly
low (Kaufman, 1988). Failure rates and losses were also low for other rela-
tively unregulated systems such as those in Canada, Scotland, Switzerland
and various others (see, for example, Schuler, 1992 or the case studies in
Dowd (ed.), 1992).

Nor is there any reason to expect banking instability to arise from the
ways in which banks relate to each other, either because of competitive
pressures, or because of ‘contagion’ from weak banks to strong ones. It is
frequently argued that competitive pressures produce instability by forcing
‘good’ banks to go along with the policies of ‘bad’ ones (for example,
Goodhart, 1988, pp. 47-9). The underlying argument is that if the bad
banks expand rapidly, they can make easy short-term profits which pres-
sure the managers of good banks to expand rapidly as well, with the result
that the banking system as a whole cycles excessively from boom to bust
and back again. However, a major problem with this argument is that it is
not in the interest of bank managers or shareholders to engage in aggres-
sive expansion of the sort this argument envisages. A bank can expand
rapidly only by allowing the average quality of its loans to deteriorate, and
a major deterioration in its loan quality will undermine its long-run finan-
cial health and, hence, its ability to maintain customer confidence. It is
therefore hard to see why a profit-maximizing bank would choose to under-
mine itself this way, even if other banks appeared to be doing so. Indeed, if
a bank believes that its competitors are taking excessive risks, the most
rational course of action is for it to distance itself from them — and perhaps
to build up its financial strength further — in anticipation of the time when
they start to suffer losses and lose confidence. The bank is then strongly
placed to win over their customers and increase its market share at their
expense, and perhaps even drive them out of business. The bank would have
to forgo short-term profits, but it would win out in the long run. In sum,
there is no reason to suppose that competitive pressures as such would force
free banks into excessive cycling.?

Then there is the contagion argument that the difficulties of one bank
might induce the public to withdraw funds from other banks and threaten
the stability of the financial system. The conclusion normally drawn from
this argument is that we need a central bank to prevent ‘contagion’ by pro-
viding lender-of-last-resort support to a bank in difficulties (for example,
Goodhart, 1989). However, this argument ignores the earlier point that
good banks have a strong incentive to distance themselves from bad ones.
If the good banks felt there was any serious danger of contagion, they
would take appropriate action — they would strengthen themselves and
curtail credit to weak banks — to help ensure that contagion did not in fact
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occur. Indeed, as discussed already, they would position themselves to offer
the customers of weaker banks a safe haven when their own banks got into
difficulties. A serious danger of contagion is thus inconsistent with equilib-
rium. When runs occur, the typical scenario is a flight to quality, with sub-
stantial inflows of funds to the stronger banks, and there is no evidence that
runs are seriously contagious (see, for example, Benston et al., 1986, pp.
53-60). The contagion hypothesis is implausible and empirically rejected.

The Impact of State Intervention

What happens to this system if the government intervenes in it? There is no
space here to consider all the ways in which governments intervene in the
financial system, but we should at least consider the impact of the more
important forms of state intervention — deposit insurance and capital ade-
quacy regulation.1?

Suppose then that the government sets up a system of deposit insurance.
Assume, too, that this is a fully comprehensive system (that is, with 100 per
cent insurance cover) along North American lines.!! Once it is established,
depositors would no longer have any incentive to monitor bank manage-
ment; managers would therefore have no further need to worry about main-
taining confidence. And, since the main point of maintaining capital
strength — to maintain depositor confidence — no longer applies, a bank’s
rational response to deposit insurance would be to reduce its capital. Even
if an individual bank wished to maintain its capital strength, it would be
outcompeted by competitors who cut their capital ratios to reduce their
costs and then passed some of the benefits to depositors in the form of
higher interest rates. The fight for market share would then force the good
banks to imitate the bad. Consequently, deposit insurance transforms a
strong capital position into a competitive liability, reduces institutions’
financial health and makes them more likely to fail. It also encourages more
risk taking at the margin: if a bank takes more risks and the risks pay off,
then it keeps the additional profits; but if the risks do not pay off, part of
the cost is passed on to the deposit insurer. The bank therefore takes more
risks and becomes even weaker than suggested by its capital ratio alone.!2

In short, deposit insurance encourages the very behaviour — greater risk
taking and the maintenance of weaker capital positions — that a sound
banking regime should avoid. Indeed, someone who observed this excessive
risk taking might easily attribute it to the market itself, and falsely believe
that the banking system actually needs the deposit insurance system that is,
in reality, undermining it. A major cause of banking instability (that is,
deposit insurance) could easily be mistaken for its cure — and, unfortu-
nately, often is.13



178 Banking structures and functions

The imposition of capital adequacy regulation also tends to have unde-
sirable consequences. If the regulation is binding (that is, imposes a
minimum capital requirement that exceeds the capital the bank would
otherwise choose to maintain), then the bank’s only rational response to it
is to find ways to reduce — and preferably, eliminate — the burden associated
with the capital regulation. The regulation is a burden because it would
make the bank safer than its management themselves prefer, and so reduce
their opportunities for profitable risk taking. A bank will therefore respond
to this sort of regulation by finding other ways of increasing risk and/or
reducing its regulatory capital requirement — by switching to more risky
assets, such as riskier loans; by exploiting loopholes or inconsistencies in
the capital regulation to reduce its capital requirement; and by resorting to
off-balance sheet transactions. Off-balance sheet positions — derivatives
positions especially — are very useful means for banks to increase their lev-
erage (and hence their risk), as well as a very convenient way of getting
around awkward regulatory and tax obstacles. Thus, a bank will respond
to capital regulation by trying to frustrate it, and the net effect of the reg-
ulation will be very hard to assess. If there are many opportunities to avoid
the regulation, as is increasingly the case, then the chances are that the reg-
ulation will become no more than a nuisance: the bank will end up taking
similar risks to those it would have taken anyway, and the regulation will
do nothing to make it any safer. Indeed, it is quite possible that the regula-
tion will be counterproductive, and induce responses from banks that will
make them even weaker than they would otherwise have been (see, for
example, Koehn and Santomero, 1980).14

3 THE CASE FOR DEPOSIT INSURANCE

Traditional Arguments for Deposit Insurance

We turn now to consider the arguments put forward for government inter-
vention in the financial services sector, and we begin with the arguments put
forward for state-sponsored deposit insurance — systems to insure deposi-
tors against losses they would otherwise suffer if their banks failed. Deposit
insurance was first introduced in nineteenth-century America, and is a now
a key feature of most countries’ financial regulatory systems.!>

One common traditional argument is that deposit insurance is needed to
protect ‘small’ depositors or vulnerable people who might lose their savings
if their bank failed, and this argument is widely accepted, particularly
outside the United States (see, for example, Dewatripont and Tirole, 1993).
The standard objection to this argument is that protecting depositors
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undermines the market discipline that would otherwise force banks to be
strong (for example, Kane, 1985 or Kaufman, 1988). However, for the most
part, this type of argument is fundamentally one of social philosophy (that
is, the merits or otherwise of paternalism) and, apart from the objection
just made, largely stands or falls on such grounds.

But perhaps the main argument traditionally put forward for deposit
insurance is that it is needed to counter alleged instability of the banking
system. If banking is unstable, so the argument goes, then government
support is needed to reassure depositors who would otherwise be prone to
run on their banks. This argument has been around in one form or another
for many years, and was often used to justify the establishment of federal
deposit insurance in the United States after the banking collapses of the
early 1930s. Indeed, after the 1930s, this argument came to be so widely
accepted that Milton Friedman and Anna Schwartz accepted it without
question in their monumental Monetary History of the United States
(1963), and it only came under serious scrutiny again in the early 1980s.

The Diamond-Dybvig Analysis

This argument was subsequently formalized in the early 1980s in a classic
paper by Diamond and Dybvig (1983). Given the influence of this paper
and the issues at stake, it is worth looking at the Diamond-Dybvig analy-
sis in some detail.!® Let us therefore initially suppose that we have a large
number of identical individuals, each of whom lives for three periods, 0, 1
and 2. In period 0, each individual is endowed with a unit of a good and
decides how to invest it. He/she faces an investment technology which, for
each unit invested in period 0, yields 1 unit of output in period 1 or, if left
until then, R>1 units of output in period 2. When period 1 arrives, each
agent receives a signal telling him/her the period in which he/she will want
to consume, with the type I agents wishing to consume only in period 1, and
the type II agents wishing to consume only in period 2. The type Is will
therefore liquidate and consume all the proceeds of their investment in
period 1, but the type IIs have to decide whether to retain their initial invest-
ments until period 2 or liquidate their investments in period 1 and keep the
proceeds until the next period. Storage from one period to another is cost-
less and unobservable. An agent’s type is not publicly observable, but the
proportion of type I agents, ¢, is initially assumed to be fixed and known.
We also assume that agents maximize expected utility, and have a utility
function that exhibits constant relative risk aversion.!” Finally, following
Wallace (1988, p. 9), we also assume that agents are isolated from each
other in period 1, in the sense that those who collect their returns in period
1 do so at random instants during that period.!8
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One option is for agents to plant their endowments in their backyard,
and consume them when they need to. However, since they are risk averse,
agents would value an opportunity to insure themselves in period 0 against
type risk. Given that the proportion of type Is, ¢, is known in advance, we
can deduce that there is an ‘optimal insurance arrangement’ that enables
our agents to diversify this risk among themselves, and one way to provide
this insurance is for agents to form a financial intermediary in period 0.
Agents would deposit their endowments with the intermediary, and the
intermediary would invest them on their behalf. When agents’ types are
revealed in period 1, the intermediary would pay out more to those with-
drawing in period 1 than the one unit they would have received had they
invested in their backyard, with the remainder being paid out to those who
withdraw in period 2, and all these payments would be contingent on 7, the
proportion of type I agents.!® This arrangement also satisfies a self-selec-
tion constraint (that is, it induces type Is to withdraw (only) in period 1, and
type IIs to withdraw (only) in period 2): no type I agent would ever wish to
keep his/her deposit until period 2, because he/she only benefits from con-
sumption in period 1. At the same time, no type II agent would withdraw
prematurely, because the return from premature withdrawal would be less
than the return from withdrawing later. Note, too, that the intermediary
also operates under a sequential service constraint (that is, it deals with
requests for redemption in period 1 in a random order, until it runs out of
assets). This constraint arises because of agents’ isolation in period 1: since
agents collect their returns/deposits at random times within period 1, the
intermediary must deal with their requests for redemption ‘separately, one
after the other’ (Wallace, 1988, p. 4).

Unfortunately, this intermediated arrangement only works if ¢ is known
in advance. If ¢ is random, contractual payments cannot be made condi-
tional on the realized value of ¢ because the sequential service constraint
requires that depositors must be dealt with sequentially, and the realized
value of ¢ cannot be known until all period 1 withdrawals have been com-
pleted. The intermediary does not know what to pay each depositor until
they have all gone and it is too late to do anything about it. It is therefore
not possible to condition any insurance arrangement on the realized value
of t. The obvious alternative is to condition payments on the expected value
of ¢, but if the subsequently realized value of ¢ exceeds its expected value,
the intermediary’s promised payments will exceed the return on its invest-
ments, and the intermediary will not be able to make its contractual pay-
ments. A stochastic ¢ therefore undermines the intermediary’s ability to
offer credible insurance.2’ This implies, in turn, that a type II depositor
cannot be confident of his (or her) promised return if he waits until period
2 to redeem his deposit, so he may decide to ‘play safe’ by redeeming his
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deposit in period 1 and keeping it under the mattress until he consumes it
in period 2. In other words, the self-selection constraint no longer holds,
and type II investors may run on the intermediary in period 1.

The Diamond-Dybvig solution to this problem is for an outside party,
the government, to guarantee the intermediary’s payments to those with-
drawing in period 2 (Diamond and Dybvig, 1983, pp. 413-16). Type II
agents would then have no reason to run; the self-selection constraint
would be satisfied and the intermediary could provide optimal insurance —
and, hence, the Diamond-Dybvig analysis can be interpreted as providing
a rationale for government deposit insurance. However, this ‘solution’is not
feasible if we take investors’ isolation seriously: if the deposit insurance
guarantee is to work, the government must credibly promise that deposi-
tors who keep their deposits until period 2 will get repaid in full. Yet the
only available resources are those the intermediary has already paid out to
agents who have withdrawn in period 1, and the government can only get
access to these resources if it has some means of overcoming the sequential
service constraint — which implies that the government has the means to
overcome the period-1 isolation that gives rise to this constraint in the first
place.2! If we take the isolation assumption seriously, the government has
no way of providing credible deposit insurance — and the Diamond-Dybvig
solution is not feasible. In short, the Diamond-Dybvig justification for
deposit insurance is a failure.

4 THE CASE FOR BANK CAPITAL ADEQUACY
REGULATION

Traditional Arguments for Capital Adequacy Regulation

We now turn to the arguments put forward to justify capital adequacy reg-
ulation, or the imposition by government regulators of minimum capital
standards (or minimum capital ratios) on banks. We find three traditional
arguments for capital regulation in the literature.

The first is that capital adequacy regulation is needed for ‘prudential’
reasons. However, many advocates of this position take the argument no
further and fail to explain why the central bank/financial regulation needs
to impose ‘prudential’ regulation in the first place: they fail to explain why
banks would not be strong enough or responsible enough in the absence of
regulatory pressure. A deeper defence of this position points to agency
problems — conflicts of interest between managers and different types of
investors — to suggest that these might constitute some sort of ‘market
failure’ to which government intervention is a solution (see, for example,
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Stiglitz, 1984). However, the counterargument is that agency problems are
ubiquitous, and markets have evolved many ways of dealing with them. So
why should these particular agency problems be a justification for govern-
ment intervention, when agency problems in other industries are (accord-
ing to free-trade principles) usually accepted as problems that markets can
adequately deal with on their own? This prudential argument is therefore
incomplete, at best.

The second argument is that capital adequacy regulation is needed to
protect ‘small’ depositors in the absence of deposit insurance. However, this
argument is open to various objections — that depositors would rarely lose
their money anyway under laissez-faire, because it would deliver the strong
banking system that depositors want; that if depositors want their depos-
its to be very safe, they should pay for it (for example, by putting their
money in very safe banks that pay low deposit interest rates); and that pro-
tecting depositors undermines the market discipline that would otherwise
force banks to be strong (Kaufman, 1988).

The third argument is that capital adequacy regulation is needed to
counter the moral hazard problems created by other regulatory policies,
such as deposit insurance or a lender-of-last-resort policy to support insti-
tutions in difficulties (see, for example, Benston and Kaufman, 1996). These
other policies are taken as given, so the natural solution to the problems
they create — to abolish these policies and establish laissez-faire — is ruled
out by assumption. One can argue over this assumption, but for present
purposes it suffices to observe that this argument merely defends capital
adequacy regulation given the presence of other interventions, but cannot
defend it in their absence (that is, from first principles, by reference to a
failure of laissez-faire). In other words, advocates of this position concede
that laissez-faire is best, at least in theory, but rule it out on political or other
extraneous grounds.

The Miles Argument — Capital Adequacy Regulation Counters Asymmetric
Information

A fourth and more detailed argument for capital adequacy regulation has
recently been put forward by David Miles (1995). His argument is signifi-
cant because it appears to be the first rigorous attempt to justify capital ade-
quacy regulation from first principles, given that traditional attempts to
justify capital adequacy regulation are either incomplete (for example, the
prudential or paternalistic arguments) or else argue that capital adequacy
regulation is required to counter the effects of other interventions. The
essence of his argument is that if depositors cannot assess the financial
soundness of individual banks, then banks will maintain lower than
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optimal capital ratios — information asymmetry thus leads to a capital ade-
quacy problem. His solution is for a regulator to assess the level of capital
the bank would have maintained in the absence of the information asym-
metry, and then force it to maintain this level of capital.

Miles’s starting point is the need to justify ‘restrictions on the lending and
financing activities of deposit taking financial intermediaries when there
are no limits on the balance sheet structure of car companies, hotel chains
or computer manufacturers’ (Miles, 1995, p. 1366). So what is ‘special’
about banks that might justify regulating their capital adequacy, given that
we agree that non-financial firms should not be subject to such regulation?

Yet, having accepted the need to base a theory of bank regulation on
factors that are specific to banks, Miles then has very little to say on what
those factors might be. His formal analysis is very general, and his model
has nothing in it to make his firm specifically a bank and nothing else. In
fact, the only explicit difference between banks and other firms identified
by Miles is that the average size of bank debt contracts (relative to the
balance sheet) is small (ibid., p. 1376, n. 2), and he uses this piece of evi-
dence only to suggest that this lower relative size gives bank debt-holders
(that is, depositors) less incentive to overcome information problems than
debt-holders at other firms.

The response is that problems of monitoring incentives are not unique
to banking (for example, they arise whenever we have large public firms
with many small shareholders) and, in any case, usually have natural
market solutions (for example, investors can specialize among themselves
so that some have a strong incentive to monitor and others can rely on that
incentive to avoid the need to monitor themselves). Miles thus fails to
explain what is special about banks that justifies bank-specific regulation.
The justification for capital adequacy regulation that he puts forward must
therefore apply to many non-financial firms as well as banks — or not at all.

So does it apply or not? I believe not. A crucial link in Miles’s analysis is
his claim that depositors cannot assess the capital strength of individual
banks. He accepts that this assumption might appear ‘unusual’ (ibid.,
p. 1375), but defends it in part by suggesting that ‘in practice it is not easy’
for depositors to evaluate bank capital because doing so requires valuation
of the banks’ assets.22 He also defends it by suggesting that ‘depositors
cannot depend on stock market valuations of a bank to assess the value of
shareholders’ capital (or equity) backing their deposits; the stock market
value may be increased by gearing up and stock market participants also
face the problem of valuing the underlying assets (loans) of the bank’ (ibid.,
pp. 1375-6).33

However, I would suggest that the depositor monitoring problem is not
as difficult as Miles makes out, and depositors can and do assess the capital
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strengths of individual banks. To some extent, this problem is solved by
depositors relying on shareholders to value bank capital, and depositors
can reasonably assume that their funds are safe if the shareholders give the
bank a sufficiently high capital value.2* The point is that shareholders are
residual claimants who can only be paid after all the depositors have been
paid in full, should the bank default on its debts. Shareholders as a group
therefore have strong incentives to value the bank carefully, and if they
believe that the bank has a high positive net worth (that is, is well capital-
ized), then depositors can reasonably assume that their own funds (which
have prior claim on bank assets) must be fairly safe. The typical depositor’s
monitoring problem is thus considerably simplified and, in practice, it fre-
quently suffices for him/her to check that his/her bank maintains a fairly
high capital valuation and watch for signs of trouble in the media.
Moreover, under free banking there would be fierce competition for market
share, and banks would have a strong incentive to make monitoring easier
for depositors (and shareholders). Banks would have to maintain their con-
fidence if they were to remain in business, and one of the ways in which they
could maintain that confidence is by making it relatively easy for deposi-
tors to satisfy themselves that their banks are sound.

The claim that depositors cannot assess individual banks’ balance sheets
is also empirically falsified, at least under historical circumstances where
the absence of deposit insurance or other forms of bail-out gave depositors
an incentive to be careful where they put their deposits. There is much evi-
dence that depositors did discriminate between banks on the basis of their
relative capital strengths (see, for example, Kaufman, 1988). The Miles
position is also refuted by the empirical evidence on bank-run contagion.
If Miles is right and depositors cannot distinguish between banks, then a
run on one bank should lead to runs on all the others as well (that is, we
should observe universal contagion): if one bank is in difficulty, and I
cannot tell the difference between that bank and mine, then mine must be
in difficulty too, so I had better get my funds out. Yet the evidence over-
whelmingly indicates that bank runs do not spread like wildfire in the way
that the Miles hypothesis predicts (see, for example, Benston et al., 1986,
ch. 2).

Finally, there is the issue of whether regulation can improve on the
laissez-faire outcome: can a regulator formulate a feasible rule to make
banks hold socially optimal levels of capital, assuming — for the sake of
argument — that depositors cannot assess the capital strength of individual
banks? I would suggest that they cannot. If the information exists (or could
exist) for the regulator to formulate a feasible capital adequacy rule, that
same information could also be used to convey credible signals to deposi-
tors about the capital strength of their banks, and thereby enable them to
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distinguish one bank’s capital strength from another’s.2> The market failure
then disappears, and capital regulation is unable to improve on the free-
market outcome. If this information cannot be collected, on the other hand,
then the regulator cannot collect it either, and in that case Miles’s capital
adequacy regulation is not feasible. In short, capital regulation is either fea-
sible but unnecessary, or just not feasible. Once again, state regulation is
unable to improve on laissez-faire.

5 CONCLUSIONS

Although the notion of free banking appears to many to be exotic, and even
bizarre, free banking is no more than free trade or laissez-faire in financial
services. If we examine the case for free banking more carefully, we find that
there are good grounds to believe that a free-banking system would be both
efficient and stable — both of which are obviously very desirable properties.
Furthermore, if we accept that free trade is generally beneficial, then we
should also accept that there is — at the very least — a prima facie case in
favour of free banking. It is therefore up to the critics of free banking to
establish that it is flawed — that there is some sort of market failure that jus-
tifies government intervention into the financial system. This chapter has
looked at the arguments put forward to justify the most important forms
of state intervention — namely, deposit insurance and capital adequacy reg-
ulation — and readers can draw their own conclusions.

NOTES

* This chapter draws heavily from material in Dowd (1996a, 1999, 2000). The author
thanks Andy Mullineux for helpful comments, but the usual caveat applies.

1. Schuler (1992) found about 60 historical examples of relatively free banking systems in
his overview of world free banking, and there are probably others he overlooked; some
specific case studies are collected together in Dowd (ed.) (1992).

2. The two most prominent supporters of laissez-faire, Milton Friedman and Friedrich
Hayek, both rejected free banking in no uncertain terms (Friedman, 1960, pp. 4-9;
Hayek, 1960, p. 324): the idea of free-banking seemed too radical even for them. Both
writers have since retracted their earlier arguments against free banking, and Hayek went
on to champion the idea in the 1970s and afterwards.

3. For surveys of this literature, see Dowd (1996b, ch. 9) and Selgin and White (1994). The
reader interested in pursuing the free-banking literature further might also look at the free-
banking homepage at http://www.nottingham.ac.uk/~lizkd/free-banking-homepage.html.

4. Theidea that the onus of proof rests with the supporters of central banking appears not
to be controversial; one of the most prominent supporters of central banking, Charles
Goodhart, clearly accepted the burden of proof in his book, The Evolution of Central
Banks (Goodhart, 1988, p. 13), and I am not aware of any other supporter of central
banking who has disagreed with him. I would therefore argue that it is up to them to
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make a convincing case against free banking, rather than up to me to provide a convinc-
ing case in favour of it.

It is worth emphasizing that the case for free banking does not depend on assumptions
of perfect competitive markets, full information and so on, as critics of free banking have
sometimes claimed. The trouble with such ‘perfect’ economic environments is that they
assume away the ‘frictions’ that actually underlie much of the economic structure we are
seeking to explain. If we work with a model environment that is too ‘perfect’, we throw
the baby out with the bathwater. For example, if we have a model that assumes away all
‘frictions’ and so gives banks no socially useful purpose, then we should not expect our
model to produce any useful insights about banking or bank regulation.

There is considerable evidence of economies of scale in banking, but no evidence that
these economies of scale are so large that the industry is a natural monopoly. It follows
that one cannot defend the central bank’s monopoly privileges over the currency supply
on the grounds that free banking would lead to a currency monopoly anyway. Nor
should natural monopoly be confused with the use of a single economywide unit of
account. There will typically be one generally used unit of account (for example, the
pound), but the use of a single unit of account reflects economies of standardization (or
economies in use) and not natural monopoly, which necessarily involves economies of
production. For more on these issues, see, for example, Dowd (1993, ch. 5).

Since my focus of interest here is on banking, I skip over issues related to the issue of
currency, the unit of account, the monetary standard, price-level determinacy and so on.
For more on these, see, for example, Dowd (1996b, chs 10-14).

The cost of safe banks is not just that depositors will earn lower returns on their depos-
its, but also that credit and liquidity are more costly. The optimal arrangement necessar-
ily involves a trade-off between the benefits of bank safety, on the one hand, and the
benefits of bank leverage (greater deposit interest rates, and cheaper credit and liquid-
ity), on the other.

Proponents of the excessive cycling theory sometimes look to examples such as the exces-
sive bank lending to less-developed countries (LDCs) in the late 1970s and early 1980s
(for example, Goodhart, 1988, pp. 48-9). However, episodes like these are not examples
of free banking and can hardly be held up as examples of what would happen under it.
Many national authorities were actively encouraging their banks to make loans to LDCs,
and banks could reasonably expect some form of bail-out if things went bad. In the
circumstances, it was therefore hardly surprising that they over-reached themselves.
One other important form of state intervention is the central bank’s lender-of-last-resort
function, which has some of the same effects as deposit insurance. (For more on the spe-
cific impacts of the lender-of-last-resort function, see, for example, Selgin, 1989 or
Dowd, 1996b, ch. 16.)

Admittedly, these systems also typically involve ceilings on the insured amount, but these
are largely ineffective because investors can easily divide large deposits into smaller ones,
each one of which is fully insured.

These claims are also borne out by the evidence: the claim that banks reduce their capital
ratios is confirmed by the observation that US bank capital ratios more than halved in
the 10 years after the establishment of federal deposit insurance (Kaufman, 1992). There
is also abundant evidence that US deposit insurance has increased failure rates and asso-
ciated losses.

The impact of deposit insurance is ameliorated in countries such as the UK where the
deposits are only partially insured. The fraction uninsured then gives depositors some
incentive to monitor their banks. However, this monitoring incentive is also undermined
by the lender-of-last-resort function and by the widespread perception that the central
bank will (or even might) bail out institutions in difficulties, particularly large ones. So
depositor incentives to monitor banks are still fairly poor in countries such as the UK
despite the absence of comprehensive deposit insurance cover. In any case, the political
economy of deposit insurance tends to lead to expanding cover over time, so countries
such as the UK may well be heading for comprehensive deposit insurance cover in the
long run.
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Bank capital regulators are of course aware of some of the problems that capital regula-
tion can create, particularly the problems associated with the ‘building block’ approach
enshrined in the Basle Accord (1988). They have responded by allowing banks to use their
own risk models (so-called ‘internal models’) to help determine their capital requirements.
However, this internal models approach to capital adequacy regulation also has its own
problems, and I would in any case prefer here to focus on general principles of capital ade-
quacy regulation rather than the specifics of particular approaches to implement it.
State-sponsored bank liability insurance schemes were apparently first introduced in
New York in 1829, followed by a number of other northern US states in the period before
the US Civil War. However, these schemes were failures (Calomiris, 1989). National (that
is, federal) deposit insurance schemes were only set up much later in the US in the after-
math of the banking collapses of the early 1930s. Other countries followed later (for
example, Canada in 1967 and the UK in 1983).

The discussion that follows is based on a modified version of the Diamond-Dybvig
model set out by Dowd (2000), rather than on Diamond and Dybvig’s original frame-
work in its entirety. The principal difference is that this modified framework invokes
Wallace’s ‘isolation assumption’ (see note 18) to derive the sequential service constraint
on which the existence of financial intermediation depends in this sort of environment.
The original Diamond and Dybvig framework is less satisfactory because it assumes the
sequential service constraint rather derives it.

We need our agents to be risk averse if they are to derive any benefit at all from financial
intermediation in this environment, since the benefits of intermediation take the form of
insurance. The assumption that the utility function exhibits constant relative risk aver-
sion is fairly innocuous and makes the formal analysis easier.

This ‘isolation assumption’ provides a ‘friction’ in the economic environment that gives
an intermediary an advantage over a credit market in period 1 (see, for example, Jacklin,
1987; Wallace, 1988, p. 9). Without it, or something similar, the outcome obtainable by
an intermediary can also be obtained by the credit market. There would then be no
reason for agents to prefer an intermediary, and therefore no reason to suppose that one
would arise. In addition, as noted already, the isolation assumption provides a motiva-
tion for the sequential service constraint that Diamond and Dybvig assume rather than
derive (Diamond-Dybvig, 1983, p. 408; see also Wallace, 1988, p. 3). This is important
because the sequential service constraint turns out to be inconsistent with the govern-
ment deposit guarantee that Diamond and Dybvig sought to justify (see, for example,
Wallace, 1988, pp. 3-4, and Dowd, 2000).

Since the liabilities issued by the intermediary are identical, the intermediary itself
should be regarded as a mutual fund — albeit an unusual one in that the repayments in
each period are known in advance. The Diamond-Dybvig intermediary cannot there-
fore be interpreted as a bank, because a bank issues more than one type of liability (that
is, at a minimum, deposits and equity). The relevance of this mutual fund model to
banking is therefore unclear, to say the least.

When ¢ is stochastic, the liability of the Diamond-Dybvig intermediary becomes even
stranger: it appears to offer fixed repayments, conditional on expected ¢, to those who
withdraw in period 1, and residual payments to those who withdraw in period 2. Such a
liability is neither debt (which promises specified repayments outside of bankruptcy) nor
equity (which promises a residual payment only). So the Diamond-Dybvig intermedi-
ary is not just an ordinary mutual fund, but one that issues a very strange liability. I am
not surprised that such a mutual fund runs into problems, but fail to see the relevance of
these problems to real-world bank regulatory issues.

If there is to be any feasible insurance arrangement, we clearly need to introduce at least one
additional agent who can pledge his/her resources as collateral and make the insurance
arrangement credible. The natural outcome is then for this additional agent to become an
equity-holder in the financial intermediary, and for the intermediary itself to become a
proper bank (that is, an intermediary with both equity- and debt-holders). We then find our-
selves discussing capital adequacy conditions, and so forth — which, apart from anything
else, is a good sign that we are dealing with ‘real’ banking issues. Deposit insurance is
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theoretically feasible in this sort of environment, but there is no reason to want it, because
free banking in this environment is stable and the private sector can achieve any Pareto
optimal arrangement on its own (Dowd, 2000). So deposit insurance is either not feasible,
as in the original Diamond-Dybvig model, or pointless (as in the stylized Diamond-Dybvig
framework discussed in the text). The advocate of deposit insurance loses either way.

He also suggests that evaluation of bank strength is made difficult because it requires
information about bank deposits, and obtaining this information is difficult because it
‘would require depositors to try to work out the flows of funds in and out of the bank
since the last published report’ (Miles, 1995, p. 1375). However, there is in fact no need
for depositors to ‘work out’ a bank’s flow of funds: all that is required is for the bank to
publish (every so often) the total (face) value of its outstanding deposits (and any other
relevant information). All that depositors then need to do to be confident of the safety
of their deposits is periodically check that their bank does not face a run.

One response to the stock valuation claim is that shareholders do indeed face valuation
problems, but they choose to take on such problems when they buy shares in the first
place. Valuing shares is by no means easy, but shareholders effectively solve it when they
decide for themselves the prices at which they are willing to buy and sell their shares. As
for the claim that the stock market value can be increased by gearing, there are already
strong pressures on shareholders to act in ways that maximize the value of shareholder
equity and therefore rule out the possibility that firms can increase shareholder value any
further, by gearing up or by any other means. This is the case even in Miles’s own model.
If shareholder wealth is not already maximized in neoclassical equilibrium, it should be.
There also exist rating agencies that scrutinize banks and rate their debt issues, and so
simplify the task of assessing banks’ financial conditions. Ratings are widely trusted by
third parties, and evidence suggests that bank ratings are fairly good indicators of their
financial soundness (see, for example, Berger et al., 2000).

Miles considers the possibility of banks providing adequate information, but dismisses
it on three grounds. (1) He doubts that banks have the ‘right incentives’ to provide it and
claims that, given his information asymmetry, banks would have an incentive to play up
the size of their capital positions (Miles, 1995, pp. 1376-7). (2) He acknowledges the pos-
sible role of private rating agencies, but instead of seeing it as restoring the optimality of
laissez-faire, he dismisses it on the grounds that it ‘is much harder to show’ how such an
equilibrium becomes established (ibid., p. 1377). (3) Finally, he suggests that regulation
‘cuts through’ these problems of ‘establishing the right incentive for banks to reveal their
true default risks by using the legal system’ (ibid.).

In response: (1) Banks do have strong incentives to signal their individual capital
strengths, as explained in the text, and the fact that banks have an incentive to exagger-
ate their strength if the public cannot tell them apart proves nothing. The relevant issue
is not whether banks have an incentive to play up their capital positions, given that the
public cannot tell them apart; the real issue is whether an individual bank would wish to
signal its true capital position, if'it had the means to do so. (2) Miles still fails to explain
why a rating agency could not (or would not) provide the information that enables depos-
itors to assess their banks, assuming that they could not otherwise assess them and that
the information is technologically attainable as Miles assumes. (3) The incentives to
provide information already exist in the free market, since good banks will always want
to signal their quality. I therefore deny that regulation ‘cuts through’ any problems, in a
way that could not otherwise be done.
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8. Islamic banking
Humayon A. Dar and John R. Presley

1 INTRODUCTION

Banking and finance witnessed a major rethinking in Muslim countries
during the second half of the twentieth century. The new view rejects the con-
ventional interest-based banking and proposes an interest-free model of
banking based on Islamic modes of financing. The idea was first put into
practice with the establishment of a rural bank in Egypt in 1963, and later a
cooperative bank in Pakistan in 1965.! Since the establishment of the Islamic
Development Bank (IDB) in 1975, a number of Islamic banks and financial
institutions have been established all over the world (Brunei and Bangladesh
in the east, Los Angeles in the west, Denmark in the north, as well as in South
Africa). At present, 166 such institutions exist throughout the world
(Directory of Islamic Banks and Financial Institutions, 1996). Pakistan, Iran
and Sudan have announced the abolition of interest-based banking in favour
of Islamic alternatives of banking and finance. In other countries like
Malaysia and Indonesia, Islamic banking has been a policy issue for many
years. Some Western banks have also started offering Islamic financial prod-
ucts to tap the savings of the oil-rich Middle Eastern countries.

Funds managed by Islamic banks and financial institutions are estimated
to have now reached $100 billion. Twenty-three countries, including 16
developing and emerging market countries, are increasingly involved, with
varying intensity, in Islamic banking. The funds, however, are highly con-
centrated in the Middle East. Over 80 per cent of the funds managed by
Islamic financial institutions are located in the Middle East and the Gulf
Cooperation Council (GCC) countries (ibid.). Although Islamic finance
has attracted practitioners in Europe and the United States, the market is
still very small but growing. The average annual growth of assets under the
management of Islamic financial institutions worldwide was estimated to
be about 15 per cent during the 1990s. It has, however, slowed down
recently. Moreover, most of these institutions are small investment compa-
nies or banks that primarily rely on fixed return modes of financing. The
average annual net profits of Islamic financial institutions in most Muslim
countries fall below $10 million (ibid.).
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How does Islamic banking differ from Western banking styles? Are the
banks as efficient as other financial institutions in responding to the needs
of their clients and earning good returns for their depositors? These ques-
tions are important for the future development of Islamic banking as bil-
lions of dollars, entrusted to these institutions, are at stake. In this brief
chapter, we shall describe the theory of Islamic banking and compare it
with its current practice. The next section provides an overview of the his-
torical development of Islamic banking. Section 3 provides a simple theo-
retical model of Islamic banking. Section 4 discusses the practice of Islamic
banking. Section 5 briefly describes profit and loss sharing (PLS) as an
alternative to interest-based financing. Section 6 provides some suggestions
for the future development of Islamic banking.

2 HISTORICAL DEVELOPMENT OF ISLAMIC
BANKING

Islamic banking is a post-Second World War phenomenon. Two pioneer-
ing institutions that paved the way for further development of this type of
banking are worth mentioning here, as they provide a good understanding
of the idea behind Islamic banking: Mit Ghamr Village Bank in Egypt and
Muslim Pilgrims Savings Corporation in Malaysia. Two international
groups that form the core of Islamic banking are the Dar al-Mal al-Islami
Group and the Al-Baraka Group.

Mit Ghamr Village Bank

Mit Ghamr Village Bank combined the idea of German savings banks with
the principles of rural banking within the general framework of Islamic
values. The advocates of Islamic banking have viewed Mit Ghamr Village
Bank as a success, and many argue that the future of Islamic banking in
this form of banking in Muslim countries lies in this early model.

Mit Ghamr Village Bank was a primitive form of banking in a rural
society where the majority of the population had never dealt with financial
institutions before. Basically rural and religious, they tended to distrust the
bankers operating in the Western style and, what is more, there were few
local branches of such banks that they could patronize. Since a substantial
part of their income was not spent immediately, but put aside for social
events, emergencies and the like, this idle capital could not be used for pro-
ductive investments. A precondition, however, of any change of behaviour
from hoarding and ‘real asset saving’ to ‘financial saving’ was the creation
of a financial institution which would not violate the religious principles of
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a large segment of the population. Only then could the majority of the pop-
ulation be integrated into the process of capital formation.

The bank offered three types of accounts, namely, savings, investment
and Zakah? accounts. There was an impressive growth in deposits of the
bank between 1963 and 1966 (just before it was nationalized), and it can
safely be said that Mit Ghamr Village Bank succeeded in mobilizing the
savings of the rural population to some productive use. The bank would
collect deposits from account holders and would lend to small businesses
on a PLS basis. Investment in trade and industry was also a major activity.

Muslim Pilgrims Savings Corporation

Muslim Pilgrims Savings Corporation was set up by the government of
Malaysia in 1963 as a non-bank financial institution to provide an interest-
free (or ‘clean’) mechanism to save for meeting the expenses of the pilgrim-
age (hajj) to Mecca. Later this was converted to the Pilgrims Management
and Fund Board (commonly known as Tabung Hajj) in 1969. Its basic
objectives were: (i) to help Muslims to save to meet their expenses for pro-
moting the Aajj or for other expenses beneficial to them; and (ii) to enable
Muslims, through their savings, to participate in investment in industry,
commerce and plantations, as well as in real estate, according to Islamic
principles. It also provides social welfare services to Muslims on the Aajj.

Working on the principle of absolute power of attorney by depositors,
Tabung Hajj invests its deposits on PLS and leasing bases. Since its incep-
tion, it has grown into a large organization but has yet to reach its poten-
tial size. Starting with just one branch in 1963, Tabung Hajj has a growing
number of branches in the country.

Dar al-Mal al-Islami Group

The Dar al-Mal al-Islami (DMI) Trust was founded in the Commonwealth
of the Bahamas in July 1981 with an authorized capital of US$1 billion.
Since its inception, it has played a pivotal role in the global development of
Islamic banking. It has invested heavily in Islamic investment companies,
insurance companies, banks and other Islamic businesses all over the
world. It has established banks and other Islamic financial institutions not
only in the Muslim world but also in the Western world.

The Al-Baraka Group

In contrast to the DMI Trust, the Al-Baraka Group has its roots in a small
company in the city of Riyadh, which started its operations with a capital of
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300,000 Saudi riyals. Starting with the Al-Baraka Company for Investment
and Development, set up in Jeddah (Saudi Arabia) in 1982, it has become one
of the two leading giants in the Islamic banking industry worldwide. Like the
DMI Trust, it has helped a number of Islamic financial institutions through-
out the Muslim world. Apart from its major businesses in agriculture, trade
and commerce, industry, transport and health, it has donated huge sums for
research and development in the field of Islamic banking and finance.

Other Developments in Islamic Banking

There were a number of other developments that encouraged Islamic
banking. Mit Ghamr Village Bank was merged with the Nasser Social Bank,?
which started its operations in 1972. Impressed by the experiment of Tabung
Hajj, an Islamic bank in the Philippines was set up to cater for the sajj needs
of the Muslim community in the country. The most notable development,
however, was the establishment of the Islamic Development Bank, a Jeddah-
based intergovernmental bank for the members of the Organization of
Islamic Conference. It was set up in 1974 and started operations in 1975.

Islamic banking in the private sector took a new turn when Dubai
Islamic Bank was set up in 1975 with an initial capital of 50 million UAE
dirhams. Since then there has been a continuous growth in Islamic banking
worldwide. Now there are a number of Muslim countries willing to
Islamize their banking systems, particularly Malaysia and Indonesia, fol-
lowing the traditions set by Pakistan, Iran and Sudan.

3 ISLAMIC BANKING IN THEORY

Islamic banking is based on the idea of profit and loss sharing (PLS)
between bank and depositors, and between the former and borrowers.
Islamic PLS is based on trust financing and financial partnership.*

Earlier models of Islamic banking suggest that an Islamic bank should
function on the principle of a two-tier PLS in which the bank accepts depos-
its on a PLS basis to lend in turn to entrepreneurs on a PLS basis. Profits of
an Islamic bank accepting only PLS deposits can be calculated as an admin-
istrative cost-adjusted differential of profit receipts from the PLS loans
extended to business clients and profit distribution to deposit-holders.

In addition to the PLS deposits, Islamic banks may offer interest-free
current accounts and other banking services that involve no interest charg-
ing. Deposit mobilization based on trust financing and partnership is suit-
able for savings and long-term investment accounts while current accounts
are proposed on the basis of safe custody.
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On the assets side, there is a wide spectrum of modes of financing that
may be used by Islamic banks as a substitute for interest. These are clas-
sified as: (i) investment-based modes, (ii) sale-based modes, (iii) rent-
based modes, and (iv) service-based modes. The investment-based modes
are trust financing and financial partnership. The sale-based financing
comprises trade bills, mark-up,® and buy-back arrangements. The rent-
based financing includes hire-purchase, rent-sharing and leasing. The
service-based business is not actual financing; rather it includes fringe
banking services such as safe custody, provision of lockers and issuance
of (interest-free) credit cards. Apart from the above, Islamic banks have
been increasingly involved in financing based on commissioned manufac-
turing.

Calculation of return on individual deposits by the bank customers and
investments by the bank is straightforward once we have specified the
nature of deposits and investments. This is what we describe in the next sub-
section.

Deposits and Investments

Suppose a spectrum of deposits —P(P , ®,) —is available to depositors/cus-
tomers, where ®, represents PLS deposits® and ®; denotes interest-free
(current) or conditional interest-free depository accounts.”

Banks offer a range of fixed-return and variable-return modes of financ-
ing to borrowers (businesses and consumers): I(If, I, 1), where I stands
for fixed-return investments such as mark-up-based financing, leasing,
commissioned manufacturing and so on, /, are the PLS-based investments,
and /; are the interest-free loans to the holders of conditional interest-free
deposit accounts.

If a= kf/K, B=k /K, and y=k,/K are respective investments in the three
types, then the income the bank receives on all its investments is:

Y=ar,+Br,+r; 8.1)

where 7, r, and r; are the rates of return on the fixed-return, variable-return
and interest-free loans,? respectively.
The bank’s profit is:

n=y-C (8.2)
where C represents all the costs that the bank incurs to receive Y.

Unlike conventional banks, the Islamic banks, however, have to adopt a
detailed accounting system that should differentiate among different
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income streams. This is an important requirement as the banks share profit
with the holders of PLS accounts. Let us decompose the total profit of a
bank into two components according to its investments on the fixed- and
variable-return bases:

H=Hf+ I, (8.3)
where:

Hf: or—¢; (8.4)

II,=Br,—c, (8.5)

Profit from the fixed-return investments, Hf, is independent of the profits of
the projects in which the borrowers use these funds. Hence, we can treat
them as a fixed amount.

r, is the aggregate of returns on all the individual investments on the PLS
basis. The Islamic banks invest in different projects on the PLS basis and
the rates of return they require from the borrowers are not necessarily the
same. If there are n projects they invest in, receiving v, profit shares, then
the total return from the PLS investments is 2b(y,m,;). Thus equation (8.5)
can be rewritten as:

I1,=3b,(yym,;) —c, (8.6)
Thus, total profits of the bank can be rewritten as:
II=A+3b,(yym,) (8.7)

where A =ar,—c,~cv, b;=B,/ such that 2, =.

Equation (8.7) is fundamental to the practice of Islamic banking and
finance. The presence of a fixed-return component (A4) in the profits to be
apportioned has interesting implications for dealing with the agency
problem that is considered to be inherent to the PLS.? Furthermore, this
also explains why Islamic banks extend funds on the basis of the fixed-
return modes of financing. El-Gamal (1999) shows that Islamic banking
will survive in an environment in which both the fixed-return and the vari-
able-return modes of financing co-exist.

We, however, take a different stance here. Equation (8.7) has strong sim-
ilarities with the capital asset pricing model (CAPM). If we suppose that
the bank invests equal amounts of funds on the fixed- and variable-return
bases, then the CAPM implies that % (y,/m ;) > A. In terms of Figure 8.1,
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I1
[I=A+2Xb(yym,)
C
B
D
A
0 E T,

Figure 8.1 The bank’s profits and composition of investments

this implies that funds should be invested on the variable-return basis such
that ACD >0ADE, suggesting that only those investments accruing profits
to the right of point C (on the profit line) are feasible. This may imply that
the proportion of the variable-return investments be greater than the fixed-
return investments in the total portfolio.

Profit Distribution

As mentioned earlier, a bank functioning on a two-tier PLS system accepts
deposits on a PLS basis to invest them in various projects on the same basis.
The bank’s profit is determined by the difference between the profit-sharing
ratios offered to the depositors (y,) and to the borrowers (vy,). For profit-
able banking, vy, —v,>0. A typical deposit of amount d=D,/2D;, into a
PLS account should realize [y, Zb(y,sm,)]d if [1—A =2b (v, ,)>0.

An Islamic bank facing a profit function similar to the one given in equa-
tion (8.7) will, in equilibrium, demand a profit share (y,) from the individ-
ual borrowers (businesses) that equates its marginal profit from each
business. This means, in equilibrium,

ool _ ol

- = (8.8)
Y21 9Y2 Yo
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or, equally,

bm,=bm,=...=bm,. (8.9)

n-vn

This, however, does not imply that the bank’s profit share in each indi-
vidual project is the same. The 