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Preface
For centuries the typical practice of medicine has been and continues to be one where 
the clinician is concerned with an individual patient’s symptoms, medical and fam-
ily history, and, more recently, data from the laboratory, and, if applicable, imaging 
information for diagnosis and treatment. This, however, is a reactive approach rather 
than a preventive approach. After complete characterization of the human genome, 
scientists hoped to translate these findings for better treatment of diseases and pos-
sible cures for genetically inherited diseases. In the 1970s, expansion of therapeutic 
drug monitoring (TDM) services for drugs with narrow therapeutic indices certainly 
improved patient management by reducing incidences of drug toxicity as well as 
achieving better drug response by personalizing the dosage of a drug for a particular 
person. Pharmacogenomics can supplement traditional therapeutic drug monitoring, 
potentially predicting correct dosage before initiation of drug therapy. This may also 
be superior because the approach is proactive rather than reactive. A good example is 
warfarin, where dosage based on polymorphism of CYP2C9 and VCKOR1 has been 
stated in the package insert.

The same pharmacogenomics principles that are applicable for therapeutic drugs 
are also applicable for drugs of abuse. Metabolisms of certain narcotic analgesics 
such as codeine, hydrocodone, and oxymorphone are influenced by polymorphism 
of CYP2D6. Polymorphism of CYP2D6 also affects metabolism of methamphet-
amine, a drug used for treating attention deficit disorder and one that is frequently 
abused. Polymorphism of opiate receptor genes greatly influences response to opioids. 
Currently, abuse of drugs is considered a psychiatric illness, and both genes and 
environment play an important role in determining which individuals are going to 
be more prone to addiction. The majority of clinical trials examining the role of 
OPRM1 Asp 40 alleles in naltrexone treatment response for alcoholism find that 
patients lacking Asp40 allele do more poorly with the treatment.

There are excellent books on pharmacogenomics aspects of therapeutics, but cur-
rent research has also looked at the role of pharmacogenomics in alcohol and drugs 
of abuse. The goal of this book is to provide a platform for readers to become familiar 
with the current state of knowledge in this area. Each chapter is written by experts in 
their field, covering all aspects of pharmacogenomics in alcohol and drugs of abuse. 
Chapter 1 covers the basic aspects of pharmacogenomics applicable to alcohol and 
drugs of abuse. In Chapter 3, both slate and trait markers of alcohol are addressed so 
that readers not only become familiarized with this timely topic, but also consider 
setting appropriate alcohol biomarker tests in their clinical laboratory. In Chapter 10, 
techniques used in pharmacogenomics testing are discussed in detail so that readers 
may consider setting up pharmacogenomics testing in their laboratory if desired. 
Each chapter contains a brief review of the drugs discussed; therefore, readers do 
not need a background of pharmacogenomics to follow the information presented.

We hope you will enjoy this book.
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1 Pharmacogenomics 
Principles of Alcohol 
and DOA

Christine L.H. Snozek and Loralie J. Langman

1.1  �INTRODUCTION

A great deal of interest and research has been dedicated toward pharmacogenom-
ics—that is, the study of genetic variation as it pertains to the use of drugs. Most 
commonly, the term is used to refer to heritable variability in the processes of phar-
macokinetics (PK)—what the body does to the drug—and pharmacodynamics 
(PD)—what the drug does to the body. However, particularly in the context of drugs 
of abuse (DOA), the field can be expanded to include concepts that go beyond phar-
macology into the realms of psychology and neurology (1). Pharmacogenetic stud-
ies have addressed the importance of genetic variation in areas such as individual 
susceptibility to addiction, preference for a given DOA, or ability to cease drug use.

Substance dependence is in many ways a more complicated area than clinical phar-
macological therapy (Box 1.1), despite the fact that there are relatively few drugs that 
are commonly abused. Development of addiction requires initial exposure to a DOA 
(frequently illicitly obtained) followed by continued use of the agent, often despite 
detrimental effects on the user’s financial, emotional, societal, and psychological situ-
ation (1,2). Environmental factors are therefore inextricably intertwined with pharma-
cogenetics—individuals who are never exposed to a DOA cannot become dependent 
upon it, regardless of the strength of their genetic predisposition toward addiction.

In addition to the difficulty presented by the complex gene–environment rela-
tionship, the typical concerns related to genetic studies must be considered, includ-
ing differences in experimental strategies, study populations, and gene variants. The 
prevalence of any given variant can be vastly different between ethnic groups; there 
are numerous instances of alleles that are rare in one population being quite common 
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in a different group (3,4). Although substance abuse is a worldwide problem, most 
pharmacogenetic studies have focused on genetic variants in a limited number of eth-
nicities and have not addressed the applicability of their findings to other ethnic groups.

Approximately half of the risk for addiction is thought to be due to genetic varia-
tion, yet few genes have been solidly associated with substance abuse (5,6). It appears 
increasingly likely that the heritable component of substance abuse is composed of small 
contributions from multiple genes, rather than large effects from fewer genes. Candidate 
gene studies, that is, where specific genes are chosen for examination based on known 

BOX 1.1  CHALLENGES OF DRUGS OF 
ABUSE (DOA) PHARMACOGENETICS

Genetic gap: Although most estimates of the heritability of addiction 
are high (>50%), there are very few confirmed associations between 
genetic variants and aspects of substance abuse such as response to a 
drug or risk of addiction. Genome-wide association studies (GWAS) 
in particular have been criticized for their failure to identify the 
“missing” polymorphisms responsible for susceptibility or resistance 
to drug use and abuse.

Environmental contribution: Substance abuse requires that certain 
environmental conditions be met, most notably that the individual has 
been exposed to the drug of interest. This has significant implications 
for selection of study control groups. Currently, few studies account 
for additional environmental factors such as traumatic life events or 
mental health issues as contributors to drug use.

Genetics of behavior: Addiction-related genes may affect phenomena 
that are not directly related to drug pharmacokinetics or pharma-
codynamics, but rather control behaviors such as risk seeking and 
impulsivity. The resulting behavior patterns may encompass a wide 
range of phenotypes that include, but are not limited to, drug use.

Control groups: Depending on the substance and endpoints being stud-
ied, it can be extremely difficult to define and acquire a good control 
population. Never-users are essentially an unscreened group, as it is 
uncertain how a naïve individual would respond if exposed to a drug. 
Former or occasional users might be more appropriate as controls, 
but, especially for highly addictive drugs, can be difficult to recruit in 
sufficient numbers for high-power studies.

Affected individuals: The definition of an affected study participant 
varies greatly in the literature. There are several tools for assessing 
whether an individual is addicted to a drug, and if so, the severity of 
the addiction. It is quite common for these tools to show very poor 
correlation; some may measure the degree of physical dependence 
while others incorporate the individual’s perception of his or her drug 
use and desire for change.
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mechanisms, have provided the majority of pharmacogenetic information to date. The 
advantage of this strategy is that logical targets (e.g., gene products known to be involved 
in drug metabolism or response) can be examined closely for association with substance 
abuse. However, a major drawback to such studies is that they may miss potential influ-
ences from genes that lack known mechanistic links to the drug(s) of interest (5).

In contrast to these targeted studies, genome-wide association studies (GWAS) 
are able to interrogate a large number of polymorphisms on all chromosomes, thus 
permitting detection of important variants in genes without known associations to 
DOAs (1,5,7). One major caveat to GWAS, though, is that most arrays include only 
single nucleotide polymorphisms (SNPs) with a relatively high prevalence (typically 
>5%), leading to underrepresentation of rare or ethnic-specific variants. Although 
some promising genetic data have come from GWAS reports (8), thus far this tech-
nology has not contributed as greatly to the study of addiction as was anticipated. 
Various strategies to improve this have been proposed: for example, small sample 
size is a frequent issue given the large number of polymorphisms being interrogated 
simultaneously. It may also be that GWAS arrays composed of lower-prevalence 
variants could improve the ability of these studies to detect smaller contributions 
from individual genes.

The chapters of this book will detail the current state of pharmacogenetic knowl-
edge relevant to specific commonly abused drugs. Although some genes only affect 
addiction to a particular DOA, many variants have been associated with multiple 
drugs or with addiction as a general phenomenon. This is not surprising, given the 
degree of overlap between the PK and PD of various DOAs. The remainder of this 
chapter provides background into some of the major PK and PD pathways relevant to 
substance abuse, and into the debate surrounding the “genetic gap” between herita-
bility predictions and identified associations.

1.2  �PHARMACOKINETICS

The majority of pharmacogenetic studies have focused on genes involved in PK—
that is, the processes of absorption, distribution, metabolism, and elimination. 
Together, these steps describe what the body does to a drug, from initial entry of the 
compound until it is removed in waste. Each process in PK is subject to both envi-
ronmental and genetic variability, which creates a great deal of complexity for clini-
cians attempting to address individual differences in drug response or treatment. Not 
surprisingly, many clinicians feel unprepared to incorporate genetic information into 
their practices (9).

The enormous amount of information available regarding drug–drug interactions, 
genetic alterations, and other sources of PK variability have only recently begun to 
be summarized into readily accessible formats, such as online tools for predicting 
interactions between therapeutic drugs or for determining genetic influences on ini-
tial drug dosing. However, whereas these resources are now emerging for therapeutic 
agents, there are notable problems related to DOA. One issue of particular concern 
is that these tools, and the clinicians who employ them, often neglect the influences 
of DOAs. Just as certain therapeutic agents can alter PK parameters of other drugs, 
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there are DOAs with similar capabilities; for example, cocaine is a potent inhibitor 
of the metabolic enzyme cytochrome P450 (CYP) 2D6 (10). Yet online tools and 
scientific publications rarely explore this clinically relevant area of abused drugs.

Within PK, the greatest pharmacogenetic knowledge exists regarding polymor-
phisms in metabolic enzymes and drug transporters (Table 1.1). The most commonly 
studied metabolic enzymes are the CYPs, but clinically important genetic variations 
have also been characterized in uridine diphosphate glucuronyl transferases (UGTs), 
esterases, and other enzyme families (11). By comparison, drug transporters are less 
well characterized, but there is great interest in the role of P-glycoprotein (P-gp, 
encoded by ABCB1/MDR1) and related proteins, which mediate drug entry into and 
exit from target sites.

CYP2D6 is one of the most polymorphic genes of pharmacogenetic relevance, 
with over 80 different alleles described to date (www.cypalleles.ki.se). The enzyme 
is involved in metabolism of roughly one-fourth of drugs, including nicotine and 
certain opioids; various genotypes result in an extremely wide range of phenotypes 
ranging from null alleles to expression many-fold higher than average (3,6,12).

The CYP3A4/5 enzyme family also metabolizes a wide array of therapeutic and 
abused drugs. There are fewer relevant polymorphisms in these genes, although a sub-
stantial fraction of the population (up to 90% in Caucasians) carries the CYP3A5*3 
null allele and therefore does not express CYP3A5 (4). However, environmental reg-
ulation of this system appears to trump genetic variation, and a wide array of enzyme 
inducers and inhibitors have been identified for CYP3A4/5 (13).

Other CYP enzymes are important in the metabolism of individual DOAs, includ-
ing CYP2A6, which metabolizes nicotine, and CYP2B6, which metabolizes metha-
done (6, 13). The chemical structure of methadone is given in Figure 1.2. Most CYP 
genes have polymorphisms described in the literature, although the clinical signifi-
cance varies greatly depending on the prevalence of alleles with altered function, as 
well as the contribution of that particular enzyme to the drug in question. An exam-
ple of this is CYP2B6 polymorphism in relation to methadone metabolism: mutant 
alleles are relatively common and typically decrease enzyme activity (3). However, 
although CYP2B6 is generally the dominant enzyme in methadone metabolism, 

TABLE 1.1
Genes of Pharmacokinetic Relevance to Drugs of Abuse (DOA) Pharmacogenetics

Gene Activity Relevant Drugs of Abuse Key Variants

ADH Metabolism Alcohol ADH1B*2, ADH1C*1, ADH4 C-136A

ALDH Metabolism Alcohol ALDH2*2

BCHE Metabolism Cocaine A, F, K, J, and S forms

CYP2A6 Metabolism Nicotine Several

CYP2B6 Metabolism Methadone, nicotine CYP2B6*5, CYP2B6*6

CYP2D6 Metabolism Opioids, nicotine Several

ABCB1 Transport Opioids ABCB1 C3435T
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there are alternate biotransformation pathways that may mask any effect of CYP2B6 
reduced-function alleles (14).

Metabolic enzymes and drug transporters affect virtually all aspects of PK, 
from absorption to elimination. Most DOAs do not require active transport for oral 
absorption; however, several are subject to first-pass metabolism, thus reducing their 
oral bioavailability. Morphine, for example, is only 20% to 25% bioavailable after 
an oral dose, due in large part to extensive first-pass metabolism converting the drug 
to inactive metabolites (15). The desire to avoid first-pass metabolism and the delay 
inherent in intestinal absorption are major factors behind the rationale for drug abus-
ers finding alternate routes of administration for oral formulations (e.g., crushing 
pills and insufflating the powder, or inserting the drug into the rectum).

Distribution is often heavily dependent on drug transporters, particularly as con-
cerns the blood-brain barrier (BBB). P-gp and related proteins serve to enforce the 
distribution barrier between the central nervous system (CNS) and the systemic cir-
culation, thus altered function of these drug transporters can easily result in unex-
pected consequences due to atypical distribution. An excellent example of this is 
seen with loperamide, an opioid antidiarrheal agent that normally does not efficiently 
pass the BBB, and therefore does not have the CNS effects (e.g., respiratory depres-
sion) associated with opioids. Inhibition of P-gp function during administration of 
loperamide can induce respiratory depression due to the inability to exclude the drug 
from the CNS (16). As with CYP3A4, environmental effects (17) on ABCB1 tran-
scription and enzyme activity typically predominate over the influence of polymor-
phisms, yet some studies have associated atypical drug reactions with variant alleles 
of this gene (7).

Although there are examples of pharmacogenetic influences on DOAs and addic-
tion in all areas of PK, by far the greatest knowledge pertains to the implications 
of genetic variants in drug metabolism. Two of the earliest and best-characterized 
examples of metabolic enzymes affecting drug abuse are the genes encoding alcohol 
dehydrogenase (ADH) and aldehyde dehydrogenase (ALDH), both essential in the 
conversion of ethanol to acetic acid (8,18). ADH converts ethanol to acetaldehyde, a 
toxic compound that is thought to be responsible for facial flushing and other nega-
tive effects associated with ethanol consumption. For this reason, variants resulting 
in accumulation of acetaldehyde (e.g., increased ADH activity or decreased ALDH 
activity) tend to be protective against alcoholism.

There are a number of other target enzymes, both confirmed and theoretical, 
whose genetic variability could play a role in addiction to various DOAs. For example, 
butyrylcholinesterase (also called pseudocholinesterase) is present in the metabolic 
cascades of both cocaine (to benzoylecgonine) and heroin (to 6-monoacetylmorphine) 
(19). Partial or complete deficiency of this enzyme could prolong the CNS effects of 
both these drugs, potentially affecting an individual’s risk of addiction or negative 
response. Although just a few genes encoding metabolic enzymes have been conclu-
sively associated with substance abuse, given the rich complexity of drug metabo-
lism it is likely that current studies have only begun to address the contributions of 
this area to DOA pharmacogenetics.
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1.3  �PHARMACODYNAMICS

The flip side to PK is PD—the effects a drug has on the body. This includes not only 
the receptor responsible for binding a given drug, but also the downstream signaling, 
regulatory processes, gene transcription, and interacting signaling pathways. Most 
DOAs affect one or more of the neural pathways involved in mediating reward, par-
ticularly those relating to monoamine neurotransmitter and opioid receptor signaling 
(20). Select genes involved in the PD of abused drugs are shown in Table 1.2. PD 
responses to different DOAs display a great deal of overlap and crosstalk, as will be 
evident from the detailed discussions in later chapters of this book.

Some of the most important neurological pathways implicated in substance abuse 
are those regulated by monoamine neurotransmitters such as dopamine and sero-
tonin (18,20). Many DOAs affect the release or regulation of monoamines at the 
synapse; most commonly abused stimulants exert a great deal of their pharmaco-
logical activity through this mechanism. Dopamine in particular has been associ-
ated strongly with the reinforcing properties of cocaine, amphetamines, and other 
stimulants, with lesser (though still significant) roles ascribed to other monoamines 
(20). Monoaminergic signaling is thus essential in the development of addiction to 
cocaine and other stimulants that directly affect one or more components of the 
system, but intriguingly, monoamines also play an indirect role in addiction to non-
stimulant DOAs including alcohol (5).

Regulation of monoaminergic signaling is quite complex and can be altered at 
a variety of levels by genetic or environmental influences. The presynaptic neuron 
synthesizes and stores monoamine neurotransmitters until stimulated to release 
them into the synaptic cleft; from there they may be reclaimed by reuptake trans-
porters on the presynaptic neuron, or bound by receptors on the postsynaptic neuron 
(21). Studies have tentatively linked aspects of substance abuse to gene variants in 
all stages from the beginning to the end of this process. Examples include enzymes 
involved in monoamine synthesis (tryptophan hydroxylase, TPH1/2) and catalysis 
(dopamine hydroxylase, DβH, and catechol-o-methyl transferase, COMT); mono-
amine transporters (dopamine and serotonin transporters, SLC6A3 and SLC6A4, 
respectively); and receptors (dopamine receptors, DRD2, DRD3, and DRD4), among 
others (18,21). In general, variants leading to increased concentration or duration of 

TABLE 1.2
Genes of Pharmacodynamic Relevance to Drugs of Abuse (DOA) 
Pharmacogenetics

Gene Product Genes Relevant Drugs of Abuse

Dopamine receptors DRD1–DRD5 Stimulants, nicotine, opioids

Monoamine transporters SLC6A3, SLC6A4 Cocaine, nicotine, opioids

Monoamine metabolism DBH, MAO, COMT Stimulants, nicotine, opioids

Opioid receptors OPRM1, OPRK1, OPRD1 Opioids, alcohol, cocaine

GABA receptors GABR A2 and G2, GABBR2 Alcohol, nicotine, stimulants

Nicotinic acetylcholine receptor CHRN A3-A5, B4 Nicotine, cocaine
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monoamine neurotransmitters at the synapse will tend to reinforce the rewarding 
effects of a drug stimulating that pathway.

Another important neurological network in the pharmacogenetics of DOAs is 
that related to opioid receptors. The mu (μ), delta (δ), and kappa (κ) opioid receptors 
interact with endogenous opioid peptides (e.g., endorphins and enkephalins) as well 
as exogenous opioid drugs, to regulate pain sensation, stress response, respiration, 
gastrointestinal motility, and numerous other activities (20,22). Although the opi-
oidergic system has a variety of physiological effects, the most important consid-
erations for substance abuse are its role in nociception (i.e., the perception of pain) 
and crosstalk with monoaminergic reward pathways. Much of the analgesic capacity 
of endogenous and exogenous opioids is thought to be mediated by the mu recep-
tor, encoded by OPRM1. The delta and kappa receptors (encoded by OPRD1 and 
OPRK1, respectively) also function to regulate nociception, although their contribu-
tions are less well understood as compared to the mu receptor (22).

All opioid receptors are of interest as genetic influences in the development of 
addiction. In addition to obvious potential implications in abuse of heroin and pre-
scription opioids, the opioidergic system has also been associated with dependence 
on alcohol and cocaine, neither of which is thought to directly interact with opioid 
receptors (5,21). The kappa opioid receptor in particular is capable of modulating the 
effects of dopamine surges, such as those that occur during repeated administration 
of cocaine (20). Further support for an integral role of opioid receptor signaling in 
nonopioid addiction is the utility of naloxone and other opioid receptor antagonists 
in the treatment of alcoholism (18,20).

A common missense mutation in OPRM1, A118G, results in altered binding of 
the receptor to opioid ligands and has been associated (although not definitively) 
with differences in opiate addiction and treatment of alcoholism (18,21). Other poly-
morphisms in the opioidergic system are less well characterized but may still be 
important in addiction. Current studies are examining the influence of additional 
OPRM1 alleles, as well as variants in OPRK1, OPRD1, genes encoding endoge-
nous ligands such as dynorphin and enkephalin, and other genes relevant to the opi-
oid system.

Although less well characterized to date, several additional PD targets show prom-
ise as being relevant to DOA pharmacogenetics. Examples include the hypothalamic 
stress-response axis, cannabinoid receptors, nicotinic acetylcholine receptors, and 
gamma-aminobutyric acid (GABA)-responsive signaling (5,6,8,20). Understanding 
of the genes related to these pathways and their specific influences in substance abuse 
lags behind the depth of knowledge of monoaminergic and opioidergic pathways, but 
what is known will be discussed in later chapters of this book.

1.4  �THE GENETIC GAP

Despite fairly high estimates (often upwards of 50%) of the degree to which addic-
tion is a product of genetics (5), very few concrete associations have been made link-
ing substance abuse with heritable variation. The reasons for this apparent gap are 
a subject of much discussion in the literature (2,5,23), including suggestions that the 
previous estimates of heritability are overinflated. Most of the proposed explanations 
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for the genetic gap relate to the design of studies to date (e.g., the technique used, the 
number of individuals included, or the control population chosen). Another likely 
suggestion is that, rather than just a few genes having large effects on determining 
DOA addiction, there may be smaller contributions from a larger number of genes, 
making the influence of any given variant much more difficult to detect (8). This has 
been a major criticism of GWAS, because most chips for these studies include only 
high-prevalence alleles. A third possibility is that the “missing” heritability of addic-
tion does not reside wholly within the DNA code: for example, microRNAs have 
become a hot area of study for understanding gene regulation, and likely play a role 
in substance abuse as well (5). There has so far been comparatively little examination 
of the contribution of epigenetics, which encompasses heritable variation stemming 
from sources other than differences in DNA sequence (e.g., DNA methylation and 
histone modification) (7,23).

Other reasons for the genetic gap might include the array of behavioral pheno-
types that may be related to a given genotype. For example, a genetic predisposi-
tion toward risk-taking behavior may manifest as experimentation with addictive 
substances, or as non-drug-related activities such as skydiving or extreme sports (2). 
The former would provide the opportunity to develop into drug abuse, yet the genetic 
variant(s) involved may not be directly related to DOAs per se. Likewise, even genes 
that play a direct role in the addictive process may be expressed through different 
phenotypes: For example, in ultra-marathoners, the compulsion to exercise and the 
physical damage caused by running 50+ miles certainly seem to parallel the crav-
ings and detrimental effects felt by substance abusers, but the former “addiction” is a 
far healthier and more socially acceptable manifestation than the latter.

Given these complexities, study design is an extremely important consideration 
in identifying genetic associations with DOAs. Specifically, selection of an appro-
priate control population can be quite difficult compared to other clinical studies. 
Controls that are “never-users” of a given DOA may actually have relevant genetic 
variants that predispose toward addiction, but the individuals simply have not been 
exposed to the drug. Ideally, the control group should consist of persons who have 
used the substance being studied but did not develop addiction to it. For alcohol, 
nicotine, prescription opioids, and marijuana, such individuals are in relatively 
high abundance; in contrast, for many other DOAs this type of control is substan-
tially more difficult to find given the issues of social unacceptability, illegality, 
and higher addictive potential. Regardless, closing the genetic gap can only occur 
through careful selection of study populations and controlled design of experimen-
tal strategies.

1.5  �CONCLUSIONS

As will be discussed in detail throughout the remaining chapters of this book, many 
of the same pharmacogenetic targets relevant to therapeutic drugs are also pertinent 
to DOAs and addiction. Current work is expanding the knowledge base into genes 
involved in PD and the addictive process, as well as deepening the comparatively 
richer body of literature surrounding PK-related genes. Careful experimental design 
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that incorporates the lessons learned from previous studies may make progress 
toward closing the genetic gap between heritability estimates and specific variants 
linked definitively to substance abuse.

There remain notable challenges facing the application of pharmacogenetics to 
clinical treatment and prevention of drug abuse. As is also the case for the phar-
macogenetics of therapeutic drugs, few variants relevant to DOAs and addiction 
show consistent association with a particular outcome in multiple studies. The most 
promising polymorphism for clinical implementation in the near future is likely the 
OPRM1 A118G allele, as it relates to naloxone therapy for alcoholism. Although 
genotyping to optimize substance abuse treatment is a very promising application 
of pharmacogenetics, ideally the information could be used to target more intense 
prevention strategies to those at greater risk of addiction, rather than waiting until 
dependence develops. However, there are some serious concerns regarding such an 
approach, including the question of whether third-party payers would reimburse 
for this application of molecular testing, and the risk of stigmatizing individuals as 
potential addicts based solely on genetic predisposition. Yet despite the challenges 
facing clinical implementation of DOA pharmacogenetics, the potential benefits jus-
tify further study beyond a shadow of a doubt.

REFERENCES

	 1.	 Wong, C.C., and Schumann, G. (2008) Review. Genetics of addictions: strategies for 
addressing heterogeneity and polygenicity of substance use disorders, Philos Trans R 
Soc Lond B Biol Sci 363, 3213–3222.

	 2.	 Buckland, P.R. (2008) Will we ever find the genes for addiction?, Addiction 103, 
1768–1776.

	 3.	 Johansson, I., and Ingelman-Sundberg, M. (2011) Genetic polymorphism and toxicol-
ogy—with emphasis on cytochrome p450, Toxicol Sci 120, 1–13.

	 4.	 Lamba, J.K., Lin, Y.S., Schuetz, E.G., and Thummel, K.E. (2002) Genetic contribution 
to variable human CYP3A-mediated metabolism, Adv Drug Deliv Rev 54, 1271–1294.

	 5.	 Ho, M.K., Goldman, D., Heinz, A., Kaprio, J., Kreek, M.J., Li, M.D., Munafo, M.R., 
and Tyndale, R.F. (2010) Breaking barriers in the genomics and pharmacogenetics of 
drug addiction, Clin Pharmacol Ther 88, 779–791.

	 6.	 Rutter, J.L. (2006) Symbiotic relationship of pharmacogenetics and drugs of abuse, 
AAPS J 8, E174–E184.

	 7.	 Yuferov, V., Levran, O., Proudnikov, D., Nielsen, D.A., and Kreek, M.J. (2010) Search 
for genetic markers and functional variants involved in the development of opiate and 
cocaine addiction and treatment, Ann N Y Acad Sci 1187, 184–207.

	 8.	 Bierut, L.J. (2011) Genetic vulnerability and susceptibility to substance dependence, 
Neuron 69, 618–627.

	 9.	 Shields, A.E., and Lerman, C. (2008) Anticipating clinical integration of pharma-
cogenetic treatment strategies for addiction: are primary care physicians ready? Clin 
Pharmacol Ther 83, 635–639.

	 10.	 Shen, H., He, M.M., Liu, H., Wrighton, S.A., Wang, L., Guo, B., and Li, C. (2007) 
Comparative metabolic capabilities and inhibitory profiles of CYP2D6.1, CYP2D6.10, 
and CYP2D6.17, Drug Metab Dispos 35, 1292–1300.

	 11.	 Meyer, M.R., and Maurer, H.H. (2011) Absorption, distribution, metabolism and excre-
tion pharmacogenomics of drugs of abuse, Pharmacogenomics 12, 215–233.



10 Pharmacogenomics of Alcohol and Drugs of Abuse

	 12.	 Shimada, T., Yamazaki, H., Mimura, M., Inui, Y., and Guengerich, F.P. (1994) 
Interindividual variations in human liver cytochrome P-450 enzymes involved in the 
oxidation of drugs, carcinogens and toxic chemicals: studies with liver microsomes of 
30 Japanese and 30 Caucasians, J Pharmacol Exp Ther 270, 414–423.

	 13.	 Musshoff, F., Stamer, U.M., and Madea, B. (2010) Pharmacogenetics and forensic toxi-
cology, Forensic Sci Int 203, 53–62.

	 14.	 Somogyi, A.A., Barratt, D.T., and Coller, J.K. (2007) Pharmacogenetics of opioids, Clin 
Pharmacol Ther 81, 429–444.

	 15.	 Brunton, L., Lazo, J., and Parker, K. (Eds.) (2006) Goodman & Gilman’s the 
Pharmacological Basis of Therapeutics, 11th ed., McGraw-Hill, New York.

	 16.	 Linnet, K., and Ejsing, T.B. (2008) A review on the impact of P-glycoprotein on the pene-
tration of drugs into the brain. Focus on psychotropic drugs, Eur Neuropsychopharmacol 
18, 157–169.

	 17.	 Miller, D.S. (2010) Regulation of P-glycoprotein and other ABC drug transporters at the 
blood-brain barrier, Trends Pharmacol Sci 31, 246–254.

	 18.	 Khokhar, J.Y., Ferguson, C.S., Zhu, A.Z., and Tyndale, R.F. (2010) Pharmacogenetics 
of drug dependence: role of gene variations in susceptibility and treatment, Annu Rev 
Pharmacol Toxicol 50, 39–61.

	 19.	 Kamendulis, L.M., Brzezinski, M.R., Pindel, E.V., Bosron, W.F., and Dean, R.A. (1996) 
Metabolism of cocaine and heroin is catalyzed by the same human liver carboxylester-
ases, J Pharmacol Exp Ther 279, 713–717.

	 20.	 Kreek, M.J., LaForge, K.S., and Butelman, E. (2002) Pharmacotherapy of addictions, 
Nat Rev Drug Discov 1, 710–726.

	 21.	 Kreek, M.J., Bart, G., Lilly, C., LaForge, K.S., and Nielsen, D.A. (2005) Pharmacogenetics 
and human molecular genetics of opiate and cocaine addictions and their treatments, 
Pharmacol Rev 57, 1–26.

	 22.	 Vanderah, T.W. (2010) Delta and kappa opioid receptors as suitable drug targets for 
pain, Clin J Pain 26 Suppl 10, S10–S15.

	 23.	 Wong, C.C., Mill, J., and Fernandes, C. (2011) Drugs and addiction: an introduction to 
epigenetics, Addiction 106, 480–489.



11

2 Alcohol: Use and Abuse

Amitava Dasgupta

CONTENTS

2.1	 Introduction..................................................................................................... 12
2.2	 Alcohol: Historical Perspective....................................................................... 13
2.3	 Alcohol: Definition of a Standard Drink and Calorie..................................... 14
2.4	 Alcohol Metabolism........................................................................................ 15
2.5	 Use and Abuse of Alcohol: U.S. Statistics....................................................... 17
2.6	 Moderate, Heavy, and Binge Drinking............................................................ 18
2.7	 Blood Alcohol Concentrations and Number of Drinks................................... 19

2.7.1	 Widmark Formula...............................................................................20
2.7.2	 Alcoholic Odor in Breath and Endogenous Alcohol Production........ 21

2.8	 Benefits of Moderate Drinking........................................................................22
2.8.1	 Moderate Alcohol Consumption and Reduced Risk of Heart 

Disease.................................................................................................22
2.8.2	 Wine versus Other Alcoholic Beverages on Preventing Heart 

Disease.................................................................................................25
2.8.3	 Consumption of Alcohol and Reduced Risk of Stroke........................25
2.8.4	 Moderate Consumption of Alcohol and Type 2 Diabetes...................25
2.8.5	 Moderate Alcohol Consumption and Lower Risk of Dementia 

and Alzheimer’s Disease.....................................................................26
2.8.6	 Moderate Alcohol Consumption and Cancer......................................27
2.8.7	 Moderate Alcohol Consumption and Prolonging Life?.......................27
2.8.8	 Moderate Alcohol Consumption and Arthritis....................................28
2.8.9	 Can Moderate Drinking Prevent Common Cold?...............................28

2.9	 Hazards of Heavy Drinking and Alcohol Abuse.............................................29
2.9.1	 Chronic Alcohol Abuse and Reduced Life Span.................................29
2.9.2	 Alcohol Abuse and Violent Behavior..................................................30
2.9.3	 Alcohol Abuse and Liver Disease....................................................... 31
2.9.4	 Heavy Alcohol Consumption and Brain Damage............................... 33
2.9.5	 Heavy Alcohol Consumption and Risk of Heart Disease and 

Stroke...................................................................................................36
2.9.6	 Heavy Alcohol Consumption and Immune System............................36
2.9.7	 Alcohol Abuse and Damage to Endocrine System Including 

Reproductive System and Bone........................................................... 37



12 Pharmacogenomics of Alcohol and Drugs of Abuse

2.1  �INTRODUCTION

Alcohol use can be traced back to 10,000 BC, and today drinking alcoholic bever-
ages is common in many civilizations. Moderate alcohol consumption is beneficial 
to health, and drinking one (or less) drink a day may actually help an individual to 
prolong his or her life compared to a nondrinker while consumption of five or more 
drinks per day for a prolonged period results in alcohol dependency and related 
health problems.

Originally proposed by Professor Robert Dudley of the University of California, 
Berkeley, the Drunken Monkey Hypothesis speculates that the human attraction to 
alcohol may have a genetic basis due to the high dependence of primate ancestors of 
Homo sapiens on fruit as a major source of food. For 40 million years, primate diets 
were rich in fruits. In the humid tropical climate where the early evolution of humans 
took place, yeasts on the fruit skin and within fruit converted fruit sugars into ethanol. 
The small alcohol molecules diffused out of the fruit and the alcoholic smell could 
help a primate to identify a food as ripe and ready to consume. In tropical forests 
where monkeys lived, competition for ripe fruits was intense and hungry monkeys 
capable of following the smell of alcohol to identify ripe foods and eating them rap-
idly survived better than others. Eventually “natural selection” favored monkeys with 
a keen appreciation for the smell and taste of alcohol. Fossilized teeth show that fruit 
was a major component of the primate diet between 45 million and 34 million years 
ago, and some of the closest ancestors of the human species (gorillas, chimpanzees, 
and orangutans) ate diets based on fruit. Primates are known to have a higher olfac-
tory sensitivity to alcohol than other mammals. By the time humans evolved from 
apes approximately 1 to 2 million years ago, fruits were mostly replaced by consum-
ing roots, tubers, and meat. Although our ancestors stopped relying mainly on fruit as 
diet, it is possible that the taste for alcohol arose during our long shared ancestry with 
primates. For example, unripe palm contains no alcohol, but ripened palm has about 
0.6% alcohol content and overripe palm falling on the ground has approximately 
4% alcohol. Monkeys usually prefer ripe fruits with approximately 1% alcohol con-
tent but avoid overripe fruits with 4% alcohol but lower sugar content. Anecdotally, 
humans often consume alcohol with food, suggesting that drinking with food is a 
natural instinct. For millions of years, the amount of alcohol consumed by our ances-
tors was strictly limited. The situation did not change even 10,000 years ago when 
humans had knowledge of agriculture and could produce plenty of barley and malt, 
the raw material for fermentation; thus, the human history of consuming alcohol 
was initiated. However, yeasts stop producing alcohol when alcohol reaches between 
10% and 15% because yeasts start dying at this alcohol concentration. The ancient 
beers and wines probably contained only 5% alcohol until alcohol distillation was 
invented in Central Asia around AD 700. Then drinks with higher alcoholic content 
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became available and the history of alcohol abuse by humans began. Alcohol abuse 
can also be considered a disease of nutritional excess (1).

2.2  �ALCOHOL: HISTORICAL PERSPECTIVE

The first historical evidence of alcoholic beverages came from the archeological dis-
covery of Stone Age beer jugs approximately 10,000 years ago. The first palm date 
wine was most likely brewed in Mesopotamia, while wine was probably consumed 
by Egyptians approximately 6,000 years ago. Osiris was worshipped as a wine 
god throughout the nation. The first beer was probably brewed in ancient Egypt and 
both wine and beer were offered to the gods. Egyptians used alcoholic beverages for 
pleasure, rituals, as well as both medical and nutritional purposes, although ancient 
Egyptians were also aware of the harmful effect of alcohol abuse. The earliest evi-
dence of alcohol use in China dates back to 5000 BC when alcohol was mainly 
produced from rice, honey, and fruits. A Chinese imperial edict of about 1116 BC 
made it clear that the use of alcohol in moderation was the key and was prescribed 
from the heavens. In ancient India, alcohol beverages were known as “sura,” a favor-
ite drink of Indra, the king of all gods and goddesses. Use of such drinks was known 
in 3000 to 2000 BC, and Ancient Ayurvedic texts concluded that alcohol is a medi-
cine if consumed in moderation but a poison if consumed in excess. Beer was known 
to Babylonians as early as 2700 BC. In ancient Greece wine making was common 
in 1700 BC. Hippocrates identified numerous medicinal properties of wine but was 
critical of drunkenness (2).

In ancient civilizations, alcohol was used primarily to quench thirst because water 
was contaminated with bacteria. Hippocrates specifically cited that water from only 
springs, deep wells, and rainfall were safe for human consumption. In the event 
that water was contaminated, alcohol was preferred for drinking because alcoholic 
beverages are free from bacteria and other pathogens due to the antiseptic prop-
erty of alcohol. Beer was a drink for common people while wine was reserved for 
elites. Around 30 BC, wine became available to common Romans due to expansion 
of the vineyards. During ancient times, beer and wine produced from fermentation 
of cereals, grapes, or fruits had much lower alcohol content than today’s beer and 
wine and were safer for human consumption in larger quantities. In ancient Eastern 
civilization, drinking alcoholic beverages for thirst quenching was less common 
than in Western civilization because drinking tea was very popular in Eastern coun-
tries. During boiling to prepare tea, all pathogens died, thus making tea drinking 
very safe (3).

Yeast can produce alcoholic beverages with up to 15% alcohol content. In order 
to produce higher alcohol content, distillation is needed. Distilled spirits originated 
in China and India about 800 BC, but the distillation process became common in 
Europe only during the eleventh century and later. Alcohol consumption was com-
mon during the Middle Ages, and monasteries produced alcoholic beverages to nour-
ish their monks as well as to sell to the public for generating revenue. During early 
American history, colonials showed little concern over drunkenness, and production 
of alcoholic beverages was a major source of commerce. In 1791, however, a tax 
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was introduced known popularly as the “Whiskey tax” on both privately and pub-
licly brewed distilled whiskey. The Whiskey tax was repealed by President Thomas 
Jefferson in 1802, but a new alcohol tax was temporally imposed between 1814 and 
1817 to pay for the War of 1812. In 1862 President Abraham Lincoln introduced an 
alcohol tax to pay for Civil War costs. The act also created the office of Internal 
Revenue. In 1906 the Pure Food and Drug Act was passed regulating the labeling 
of products containing alcohol, opiates, cocaine, and cannabis (marijuana), among 
others. The law became effective in January 1907. In 1920 alcohol was prohibited 
in the United States but congress repealed the law in 1933. In 1978 President Jimmy 
Carter signed a bill to legalize home brewing of beer for personal use for the first 
time since Prohibition (4).

2.3  �ALCOHOL: DEFINITION OF A STANDARD 
DRINK AND CALORIE

Alcohol content of various alcoholic beverages varies widely. The average alcohol 
content of beer is 5%, while the average alcohol content of wine is 10%, and the aver-
age alcohol content of whiskey is 40%. However, serving sizes also vary according 
to the type of beverage. For example, beer usually comes in a 10- or 12-ounce bottle, 
while a shot of tequila in a mixed drink is only 1.5 ounces. Therefore, regardless of 
the alcoholic beverage, a standard drink contains roughly the same amount of alco-
hol. In the United States, a standard drink is defined as a bottle of beer (12 ounces) 
containing 5% alcohol, 8.5 ounces of malt liquor containing 7% alcohol, a 5-ounce 
glass of wine containing 12% alcohol, 3.5 ounces of fortified wine like sherry or port 
containing about 17% alcohol, 2.5 ounces of cordial or liqueur containing 24% alco-
hol, or one shot of distilled spirits such as gin, rum, vodka, or whiskey (1.5 ounces). 
Each standard drink contains approximately 0.6 ounce of alcohol. For example, beer 
contains an average of 5% alcohol, and the total alcohol content of 12 ounces of beer 
is 12 × 0.05 = 0.6 ounce of alcohol. In general, the average bottle of beer contains an 
average of 0.56 ounce of alcohol, but a standard wine drink may contain 0.66 ounce 
of alcohol, while distilled spirits may contain up to 0.89 ounce of alcohol (5).

Historically, the alcoholic contents of various drinks were expressed as “proof.” 
The term originated in the eighteenth century when British sailors were paid with 
rum as well as money. In order to ensure that the rum was not diluted with water, it 
was “proofed” by dousing gunpowder with it and setting it on fire. If the gunpowder 
failed to ignite, it indicated that the rum had too much water and was considered 
“under proof.” A sample of rum that was 100 proof contained approximately 57% 
alcohol by volume. In the United States, proof to alcohol by volume is defined as a 
ratio of 1:2. Therefore, a beer that has 4% alcohol by volume is defined as 8 proof. 
In the United Kingdom, alcohol by volume to proof is a ratio of 4:7. Therefore, 
multiplying alcohol by volume content with a factor of 1.75 would provide the 
“proof” of the drink.

Currently, in the United States, the alcohol content of a drink is measured by 
the percentage of alcohol by the volume. The Code of Federal Regulations requires 
that the label of alcoholic beverages must state the alcohol content by volume. The 
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regulation permits but does not require the “proof” of the drink to be printed. In 
the United Kingdom and in European countries, alcohol content of a beverage is 
expressed also as the percentage of alcohol in the drink. Alcohol content of various 
popular beverages is given in Table 2.1.

Alcoholic drinks primarily consist of water, alcohol, and variable amounts of sug-
ars and carbohydrates (residual sugar and starch left after fermentation). Sometimes 
sugars are also added before fermentation to enhance the alcohol content of the bev-
erage. Alcoholic drinks contain negligible amounts of other nutrients such as pro-
teins, vitamins, or minerals. Therefore any calories derived from drinking alcoholic 
beverages come mostly from alcohol content and very little come from carbohydrate 
and sugar. However, distilled liquors such as cognac, vodka, whiskey, and rum con-
tain no sugars. Red wine and dry white wines contain 2 to 10 gm of sugar per liter, 
while sweet wines and port wines may contain up to 120 gm of sugar per liter of 
wine. Beer and dry sherry contain 30 gm of sugar per liter. Usually a standard drink 
contains approximately 14 gm of pure alcohol. Burning 1 gm of alcohol produces 
more calories than burning carbohydrate. Therefore, drinking one can of beer pro-
vides approximately 100 calories (6).

2.4  �ALCOHOL METABOLISM

Genetic aspects of alcohol metabolism are discussed in detail in Chapter 5. This sec-
tion provides only a brief overview. Most of the alcohol is absorbed from the stom-
ach and only a small amount is excreted in breath. Age, gender, race, body weight, 
and amount of food consumed all affect alcohol metabolism. After consumption 
approximately 20% of alcohol is absorbed by the stomach, and the rest is absorbed 
from the small intestine. When alcohol is consumed on an empty stomach, blood 
alcohol levels peak between 15 and 90 minutes after drinking. Food substantially 
slows the absorption of alcohol and can even reduce the rate of absorption of alco-
hol for 4 to 6 hours. Sipping alcohol instead of drinking also slows absorption. In 

TABLE 2.1
Alcohol Content of Various Drinks

Beverage One Standard Drink Alcohol Content

Standard American beer 12 ounce (355 mL) 4%–7%

Table wine 5 ounce (148 mL)   7%–14%

Sparkling wine 5 ounce (148 mL)   8%–14%

Fortified wine 2–5 ounce (59–148 mL) 14%–24%

Whiskey 0.6 ounce (18 mL) 40%–75%

Vodka 0.6 ounce (18 mL) 40%–50%

Gin 0.6 ounce (18 mL) 40%–49%

Rum 0.6 ounce (18 mL) 40%–80%

Tequila 0.6 ounce (18 mL) 45%–50%

Brandies 0.6 ounce (18 mL) 40%–44%
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one study, 10 healthy men drank a moderate dosage of alcohol (0.8 gm of alcohol 
per kg of body weight) in the morning after an overnight fast or immediately after 
breakfast (two cheese sandwiches, one boiled egg, orange juice, and fruit yogurt). 
Subjects who drank alcohol on an empty stomach felt more intoxicated than the sub-
jects who drank the same amount of alcohol after breakfast. The average peak blood 
alcohol in subjects who drank on an empty stomach was 104 mg/dL. In contrast, 
the average peak blood alcohol in subjects who drank alcohol after eating breakfast 
was 67 mg/dL. The time required to metabolize all alcohol was on average 2 hours 
shorter in subjects who drank alcohol after eating breakfast compared to subjects 
who drank on an empty stomach. (7).

A small amount of alcohol is metabolized by the enzyme present in the gastric 
mucosa, and also a small amount of alcohol is metabolized by the liver before it can 
enter the main bloodstream. Then the rest of the alcohol enters the systematic circu-
lation. After drinking the same amount of alcohol, a man would have a lesser peak 
blood alcohol level compared to a woman with the same body weight. This gender 
difference in the blood alcohol level is related to the different body water content 
between a male and a female. Women also metabolize alcohol more slowly than men 
because the concentration of alcohol dehydrogenase is usually lower in women com-
pared to men. Hormonal changes play a role in the metabolism of alcohol in women, 
although this finding has been disputed in the medical literature. Some publications 
indicated that women metabolized alcohol at a higher rate during the luteal phase of 
the menstrual cycle (19 to 22 days of the cycle), but a few days before getting a period 
a woman’s alcohol metabolism may slow down (8).

Alcohol metabolism by the liver usually follows zero-order kinetics, although at 
very low (<20 mg/dL) or high (>300 mg/dL) concentrations, alcohol elimination may 
follow first-order kinetics. Several enzyme systems are involved in the metabolism 
of ethanol (ethyl alcohol or commonly termed alcohol), namely alcohol dehydroge-
nase (ADH), microsomal ethanol oxidizing system (MEOS), and catalase (9). The 
first and most important of these, alcohol dehydrogenase, is a family found primarily 
in hepatocytes.

Ethanol Acetaldehyde

ADH

NAD + NADH + H+

Nicotinamide adenine dinucleotide (NAD)

At least five classes of ADH are found in humans. ADH activity is greatly influ-
enced by the frequency of ethanol consumption. Adults who consume two to three 
alcoholic beverages per week metabolize ethanol at a rate much lower than alcohol-
ics. For medium-sized adults, the blood ethanol level declines at an average rate of 
15 to 20 mg/dL/h or a clearance rate of ~3 oz of ethanol/hour.

The major drug metabolizing family of enzymes found in the liver is the cyto-
chrome P450. This mixed function oxidase plays a minor role in alcohol metabolism, 
although in alcohol abusers metabolism through CYP2E1 may be significant.
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Ethanol Acetaldehyde

CYP2E1

NADPH + H+ +  O2 NADP+ + 2H2O

The acetaldehyde produced due to metabolism of alcohol regardless of pathway 
is subsequently converted to acetate as the result of the action of mitochondrial alde-
hyde dehydrogenase (ALDH2). Acetaldehyde is fairly toxic compared to ethanol and 
must be metabolized fast.

Acetaldehyde AcetateALDH2

NAD+ NADH

Acetate or acetic acid then enters the citric acid cycle, which is a normal meta-
bolic cycle of living cells, and is converted into carbon dioxide and water.

2.5  �USE AND ABUSE OF ALCOHOL: U.S. STATISTICS

Moderate consumption of alcohol has many health benefits, but alcohol abuse is haz-
ardous to the health. According to a survey by the U.S. government of adults age 18 
and over, approximately 50% of adults are current drinkers (at least 12 drinks in the 
past year), 14% are infrequent drinkers (1 to 11 drinks in the past years), 14% were 
former drinkers, and approximately 25% of adults call themselves lifetime abstainers. 
Of all drinkers, 70% considered themselves light drinkers, 23% are moderate drink-
ers, and only 7% identified themselves as heavy drinkers (10). Although the majority 
of Americans drink sensibly and per capita consumption of alcohol from all alco-
holic beverages in 2007 was 2.31 gallons (approximately 24 beers a year per person) 
according to the National Institute on Alcohol Abuse and Alcoholism, approximately 
8% of Americans are alcohol dependent, which is associated with a heavy burden on 
society. Healthy People 2010 set a national objective of reducing per capita annual 
alcohol consumption to no more than 1.96 gallons alcohol (11) because the average 
total societal cost due to alcohol abuse as percent gross domestic product (GDP) 
in high-income countries including the United States is approximately 1%. This is a 
high toll for a single factor and an enormous burden on public health (12). According 
to a 2008 report by Ting-Kai Li, Director of the National Institute on Alcohol Abuse 
and Alcoholism (NIAAA), alcohol-related problems cost the United States an esti-
mated $185 billion annually with almost half the costs from lost productivities due 
to alcohol-related disabilities. In the United States over 18 million people age 18 and 
older suffer from alcohol abuse or dependency, and only 7% of these people receive 
any form of treatment. In addition, heavy drinkers who are not alcoholics but are at 
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high risk of developing alcohol-related physical or mental damage are seldom identi-
fied. The highest prevalence of alcohol dependency in the United States is observed 
among younger people, ages between 18 and 24. The World Health Organization 
(WHO) lists alcohol as one of the world’s leading causes of disability (13).

According to studies conducted by the Centers for Disease Control and Prevention, 
alcohol abuse kills approximately 75,000 Americans each year and shortens the life 
of alcoholics by an average of 30 years. In 2001, 34,833 Americans died from cirrho-
sis of the liver, a major complication of alcohol abuse, and another 40,933 died from 
car crashes and other alcohol-related fatalities. Men accounted for 72% of deaths due 
to alcohol abuse, and 6% of those people were 21 years old or younger (14). In 2005, 
cirrhosis of the liver was the 12th leading cause of death in the United States claiming 
28,175 deaths. Among all cirrhosis-related deaths 45.9% were alcohol related (15). 
California is the largest alcohol market in the United States. Californians consumed 
almost 14 billion alcoholic drinks in 2005 which resulted in an estimated 9,439 
deaths and 921,029 alcohol-related problems such as crime and injury. The economic 
burden was estimated to be $38.5 billion, of which $5.4 billion was for medical and 
mental health spending, $25.3 billion due to loss of work, and another $7.8 billion 
in criminal justice spending (16). In the United Kingdom, alcohol consumption was 
responsible for 31,000 deaths in 2005. The UK National Health Service spent an 
estimated 3 billion pounds in 2005 to 2006 for treating alcohol-related illness and 
disability. Alcohol consumption was responsible for approximately 10% of disabili-
ties (male, 15%; female, 4%) (17).

2.6  �MODERATE, HEAVY, AND BINGE DRINKING

Moderate alcohol consumption is defined by the U.S. government as follows (18):

Men: No more than two standard alcoholic drinks per day
Women: No more than one standard alcoholic drink per day
Adults over 65 (both male and female): No more than one drink per day

Drinking more than recommended can cause serious problems because the health 
benefits of drinking in moderation disappear fast when consuming more than three 
to four drinks a day. For all practical purposes, the National Institute on Alcohol Abuse 
and Alcoholism sets the upper limit of drinking as up to 14 drinks per week for men (no 
more than four drinks per occasion) and up to 7 seven drinks per week for women 
(no more than three drinks per occasion). Individuals whose drinking exceeds these 
guidelines are at increased risk for adverse health effects. Hazardous drinking is 
defined as the quantity or pattern of alcohol consumption that places individuals at 
high risk from alcohol-related disorders. Usually hazardous drinking is defined as 
21 or more drinks per week by men or more than 7 drinks per occasion at least three 
times a week. For women, more than 14 drinks per week or drinking more than 
5 drinks on one occasion at least three times a week is considered hazardous drink-
ing (19). Alcohol abuse is a leading cause of mortality and morbidity internationally 
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and is ranked by the WHO as one of the top five risk factors for disease burden. 
Without treatment, approximately 16% of all hazardous or heavy alcohol consumers 
will progress to becoming alcoholics (20). Heavy consumption of alcohol not only 
leads to increased domestic violence, decreased productivity, and increased risk of 
motor vehicle as well as job-related accidents, but also to increased mortality from 
cirrhosis of the liver, stroke, and cancer. Alcohol overdose may also cause fatality.

Binge drinking is defined as heavy consumption of alcohol within a short period 
of time with an intention to become intoxicated. Although there is no universally 
accepted definition for binge drinking, usually consumption of five or more drinks 
by males and four or more drinks by females is considered “binge drinking,” and 
such a drinking pattern always results in blood alcohol levels above 0.08%, the legal 
limit for driving. Despite having a legal drinking age of 21 in the United States, 
binge drinking is very popular among college students. In one study, the authors 
found that 74.4% of binge drinkers consumed beer exclusively or predominately, 
and 80.5% of binge drinkers consumed at least some beer. Wine accounted for only 
10.9% of binge drinks consumed (21).

2.7  �BLOOD ALCOHOL CONCENTRATIONS 
AND NUMBER OF DRINKS

Blood alcohol level depends on number of alcoholic drinks consumed, gender of 
the person, body weight, and age, as well as genetic makeup. It is usually assumed 
that drinking one drink per hour not exceeding two drinks on one occasion and up 
to one drink for women should be safe because blood alcohol level should be sig-
nificantly below the accepted legal limit for driving in the United States, which is 
0.08% whole blood alcohol (80 mg/dL). DWI stands for “driving with impairment.” 
The charge differs from state to state in the United States and includes driving under 
the influence (DUI). In some states DWI stands for “driving while intoxicated.” 
Although impairment may also be drug related, alcohol is the major cause of DWI 
not only in the United States but worldwide. Alcohol-related motor vehicle acci-
dents kill approximately 17,000 Americans annually and are associated with more 
than $51 billion in total costs annually. There is a strong correlation between binge 
drinkers and alcohol-impaired drivers in the United States. In one study, the authors 
found that overall 84% of all alcohol-impaired drivers are binge drinkers. Nonheavy 
drinkers are also involved in alcohol-related motor vehicle accidents (22). Currently, 
in all states in the United States, the legal limit for driving is 0.08% alcohol in whole 
blood. Serum concentration of alcohol is more than whole blood concentration, and 
in order to calculate whole blood concentration of alcohol, the measured serum con-
centration must be multiplied by a factor that is generally considered to be 0.85.

Although in the United Kingdom and Canada, the legal limit for driving is also 
0.08%, in other countries, lower levels of alcohol are mandated as the acceptable 
upper limit for driving under the influence of alcohol. In Switzerland, Denmark, 
Italy, the Netherlands, Austria, Australia, China, Thailand, and Turkey, the upper 
limit is 0.05% alcohol. In Japan, the upper acceptable limit is only 0.03%, and in 
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certain countries such as various Middle Eastern countries, Hungary, Romania, and 
Georgia, there is a zero tolerance for blood alcohol in drivers. Legal limits for driv-
ing in various countries are listed in Table 2.2.

Although the legal limit of blood alcohol for adult drivers in the United States 
is 0.08%, some driving impairment may occur even at lower blood alcohol levels. 
There is general agreement that some impairment of the ability to drive takes 
place at a blood alcohol level of 0.05%. Even a blood alcohol level of 0.03% 
affects some cognitive functions that rely on perception and processing of visual 
information (23). Low blood alcohol level of 0.05% usually produces more relax-
ation and more social interactions with other individuals. However, intoxication 
can be encountered at a blood alcohol level of 0.1%, and levels over 0.5% are 
potentially lethal. The drunkest reported driver in Sweden had a blood alcohol 
level of 0.55% (24).

2.7.1  �Widmark Formula

In 1932, the Swedish scientist Eric P. Widmark developed a formula that is still used 
today for calculation of the amount of alcohol ingested and for assessing the con-
centration of alcohol prior to a blood alcohol analysis (25). The Widmark formula 
suggests estimating blood alcohol level on a given amount of alcohol administration 
knowing the subject’s body weight and gender.

By using this formula, one can estimate the amount of alcohol consumed by a person:

	 A = C × W × r

where A represents total amount of alcohol consumed by the person in grams, C is 
the blood alcohol concentration in grams per liter, W is the body weight of the person 
expressed in kilograms, and r is a constant assumed to be roughly 0.7 for men and 
0.6 for women. A commonly used form of the formula to calculate a blood alcohol 

TABLE 2.2
Legal Blood Alcohol Content (BAC) Limits of Driving in Various Countries 
in the World

Legal Limit for Driving Countries

0.08% BAC United States, Mexico, United Kingdom, Ghana, Kenya, New Zealand, 
Ireland, Malta, Singapore, Seychelles, Uganda, Zambia

0.05% BAC Austria, Belgium, Bulgaria, Costa Rica, Cambodia, Denmark, Finland, 
Greece, Hong Kong, Israel, Malaysia, Peru, Portugal, Serbia, Spain, 
South Africa, Switzerland, Thailand, Tanzania, Turkey

0.03% BAC India, Nepal, Georgia, Japan, Russia

0.02% BAC China, Poland, Norway, Sweden, Estonia

Zero tolerance (0% BAC) Saudi Arabia, United Arab Emirates, Brazil, Bangladesh, Hungary, Jordan, 
Czech Republic, Kuwait, Pakistan, Iran
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concentration from the amount of alcohol consumed by the individual, the body 
weight, and gender is as follows:

	 C = (A/W × r) – 0.015 t

where t represents time passed since the beginning of drinking.
In the United States, one standard drink of alcohol has 0.6 ounce of alcohol, and 

weight of a person is expressed in pounds. However, blood alcohol concentration is 
expressed as mg per 100 mL of whole blood. Taking into account all these factors, 
this formula can be modified for calculating blood alcohol concentration as follows:

C = (Total amount of alcohol consumed in ounces × 5.14/weight in pounds × r) – 0.015 t

C is the blood alcohol in percent. Assuming each drink contains 0.6 ounce of alco-
hol, this equation can be further modified to

	 C = (Number of drinks × 3.1/Weight in pounds × r) – 0.015 t

The blood alcohol level in women would be higher than that in men of the same 
weight. These calculations show that regardless of gender, drinking five beers or any 
five drinks within a 2-hour time frame would result in a blood alcohol level much 
higher than the legal limit for driving.

2.7.2  �Alcoholic Odor in Breath and Endogenous Alcohol Production

Alcohol is almost odorless and the alcoholic smell perceived by people is due to the 
presence of many complex organic volatile compounds found in alcoholic beverages. 
Wine aroma is attributed to a large range of molecules from different chemical fami-
lies including esters, aldehydes, ketones, terpenes, tannins, and sulfur compounds. 
Some of these compounds originate from grapes, and others are formed during fer-
mentation or aging. In general, more volatile substances are present in white wine 
compared to red wine (26). Therefore, there is no correlation between blood alcohol 
level and alcoholic odor. Such odor may also be present in an individual drinking 
nonalcoholic beer.

In general the human body does not produce enough endogenous alcohol to reach 
a measurable blood alcohol level. There are reports of measurable endogenous etha-
nol production in patients with liver cirrhosis. In one report, after a meal in such 
patients, negligible alcohol levels of 11.3 mg/dL (0.01%) and 8.2 mg/dL (0.008%) 
were detected in two out of eight patients. Small intestinal bacterial overgrowth 
generates such small amounts of endogenous alcohol. Patients with cirrhosis of the 
liver often have small intestinal bacterial overgrowth (27). However, postmortem 
production of alcohol due to fermentation of sugar by bacteria is well documented. 
Toxicological analysis of a specimen from a 14-year-old child reveled high amounts 
of alcohol both in blood and tissue, but ethyl glucuronide, a metabolite of alcohol, 
was not detected in the liver tissue. The authors concluded that postmortem alcohol 
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in that child was due to the action of the bacterial strain Lactococcus garvieae in 
blood of the deceased which is capable of producing alcohol from glucose (28). In 
another article the authors observed the presence of ethyl glucuronide in postmortem 
blood of 93 cases with information of antemortem blood alcohol but detected no ethyl 
glucuronide in 53 cases where there was no indication of antemortem alcohol or use 
of alcohol by the deceased. The authors concluded that the presence of ethyl glucuro-
nide in the postmortem blood is a marker of antemortem ingestion of alcohol (29).

2.8  �BENEFITS OF MODERATE DRINKING

Benefits of drinking in moderation include reduced risk of coronary heart disease, 
better survival chance after a heart attack, reduced risk of stroke, reduced risk of 
developing diabetes, reduced risk of forming gallstones, reduced risk of developing 
arthritis, reduced risk of developing age-related dementia and Alzheimer’s disease, 
reduced risk of certain types of cancer, increased longevity, and possibly less chance 
of getting a common cold.

2.8.1  �Moderate Alcohol Consumption and Reduced Risk 
of Heart Disease

The relationship between alcohol consumption and coronary heart disease was 
examined in the original Framingham Heart Study initiated in 1948 with a 24-year 
follow-up examination using 2,106 males and 2,639 females. The alcohol consump-
tion showed a U-shaped curve with reduced risk of developing heart disease with 
moderate drinking but high risk of developing such diseases with heavy drinking. 
Smoking is a risk factor for developing coronary heart disease, but moderate alco-
hol consumption may also provide some protection against coronary heart disease 
among smokers (30). Smokers who smoke one pack of cigarettes per day have twice 
the risk of developing coronary heart disease than nonsmokers. Alcohol consump-
tion actually lowered the incidence of coronary heart disease in the Framingham 
study, but when greater than two drinks of alcohol per day were consumed, a rise 
in mortality from cancer and stroke was observed (31). In the American Cancer 
Society prospective study among 276,802 American men over a period of 12 years, 
the authors determined that the relative risk (RR) total mortality was 0.88 for the 
occasional drinker, 0.84 for those drinking one drink per day, but 1.38 in people 
drinking six or more drinks per day compared to nondrinkers. However, RR of death 
from coronary heart disease was lower than one in all groups of drinkers compared 
to nondrinkers. The RR is defined as the ratio of the chance of a disease develop-
ing among members of a population exposed to a factor compared with a similar 
population not exposed to the factor. Interestingly, the risk of cardiovascular dis-
ease was mostly reduced in people who consumed one alcoholic drink per day (RR: 
0.79). This group also demonstrated the lowest of all mortality (RR: 0.84) among all 
groups studied (32).

It is beneficial to drink one drink per day or at least six drinks per week to reduce 
the risk of coronary heart disease and heart attack. In a study using 18,445 males 
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(aged 40 to 84 years) and a 7-year follow-up, it was revealed that when those indi-
viduals consuming one drink per week or less increased their consumption between 
more than one to six drinks per week, a further 29% reduction in the risk for devel-
oping cardiovascular disease was observed compared to individuals who did not 
increase their alcohol consumption. The authors concluded that among men with 
initial low alcohol consumption (one or less drink per week), a subsequent moder-
ate increase in alcohol consumption may lower their risk of developing coronary 
heart disease (33). Diabetic patients are at a higher risk of developing cardiovascu-
lar disease. Moderate consumption of alcohol can help these patients to lower their 
chances to get heart disease. In the Physician’s Health Study using a total of 87,938 
U.S. physicians (2,970 diagnosed with diabetes mellitus), the authors observed that 
weekly consumption of alcohol reduced the risk of heart disease by 33% while daily 
consumption of alcohol reduced the risk by 58% among diabetics. For nondiabetics, 
weekly consumption of alcohol reduced the risk of heart disease by 18%, while daily 
consumption of alcohol reduced the risk by 40% (34). Interestingly, women may get 
the beneficial effects of alcohol from consuming lower amounts and less frequently 
than men. In one study with 28,448 women and 25,052 men between 50 and 65 years 
of age who were free from cardiovascular diseases at enrollment in the study, dur-
ing a 5.7-year follow-up, the authors observed that women who consumed alcohol at 
least 1 day per week had lower risk of coronary heart disease than those who drank 
alcohol less than 1 day a week. However, little difference was found between women 
who consumed at least one drink per week compared to women who consumed two 
to four drinks per week, five to six drinks per week, or seven drinks per week. For 
men the lowest risk was found in individuals who consumed one drink per day. The 
authors conclude that for women alcohol consumption can reduce the risk of heart 
disease and the frequency of drinking may not be an important factor, but for men the 
drinking frequency and not the alcohol intake is the determining factor in prevent-
ing heart disease (35). Heart failure or congestive heart failure is another potentially 
lethal heart disease. Moderate alcohol consumption not only can reduce the risk of 
myocardial infarction but can also provide protective effects against heart failure. In 
the Cardiovascular Health Study using 5,595 subjects, the authors observed that the 
risk of heart failure was reduced by 18% in individuals who drank 1 to 6 drinks per 
week and 34% in individuals who drank 7 to 13 drinks per week. In addition, the 
authors observed that moderate alcohol consumption lowered the risk of heart fail-
ure even in individuals who experienced heart attack (36). Another published report 
based on a study using 1,154 participants (580 men and 574 women) in Winnipeg, 
Manitoba, Canada, indicated that the well-established relationship between reduced 
risk of cardiovascular disease and moderate consumption of alcohol may not be evi-
dent until middle age (35 to 49) or older (50 to 64) in men. However, women may 
benefit from moderate consumption of alcohol at a much younger (18 to 34) age. The 
beneficial effects of alcohol consumption are negated when alcohol is consumed in 
a heavy episodic drinking (eight or more drinks per occasion) pattern, especially for 
middle aged and older men (37).

There are several hypotheses on how moderate drinking can reduce the risk of 
developing heart disease (Table  2.3). Many studies have demonstrated increased 
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high-density lipoprotein cholesterol (HDL-cholesterol) levels in drinkers than in 
nondrinkers. The Honolulu Heart Study showed that men who drank alcoholic bev-
erages had higher blood levels of HDL cholesterol than nondrinkers. Gordon et al. 
reviewed data from 10 different studies including the Honolulu Heart Study and 
observed that there was a positive correlation between amounts of alcohol consumed 
and serum level of HDL cholesterol. In the male population between ages 50 and 69, 
the average HDL-cholesterol level was 41.9 mg/dL in people who consumed no alco-
hol, 47.6 mg/dL in people consuming up to 16.9 gm of alcohol per day (a single drink 
is 14 gm of alcohol), 50.7 mg/dL in people consuming between 16.9 and 42.2 gm 
of alcohol per day (one to three drinks a day), and 55.3 mg/dL in people drinking 
between 42.3 and 84.5 gm of alcohol (three to six drinks) per day. Interestingly, 
in the Albany, Framingham, and San Francisco studies, the highest levels of HDL 
cholesterol were 54.6 mg/dL, 50.1 mg/dL, and 57.8 mg/dL (HDL cholesterol levels 
among nondrinkers were 46.3 mg/dL, 41.4 mg/dL, and 44.4 mg/dL), respectively, in 
men between ages 50 and 69 who consumed the highest amounts of alcohol per day 
(42.3 to 85.5 gm/day or approximately three to six drinks per day) (38). In another 
study, the authors observed that the HDL-cholesterol level in blood was increased by 
up to 33% in social drinkers versus nondrinkers. A small experiment also revealed 
an average 15% reduction in HDL-cholesterol levels among social drinkers who 
abstained from alcohol for a 2-week period (39). In females light drinking (one 
drink or less a day) was associated with lower blood levels of low-density lipoprotein 
(LDL) cholesterol and higher levels of HDL cholesterol (40). Another article also 
demonstrated that serum HDL cholesterol was higher in drinkers than nondrinkers 
in all age groups (20 to 69 years) of men and women, and the atherogenic index (cal-
culated by using serum total cholesterol and HDL-cholesterol concentrations) was 
also lower in drinkers than nondrinkers in all age groups of both men and women 
(41). Alcohol also diminishes thrombus formation on damaged walls of the coronary 
artery, and the plausible mechanism of inhibition of platelet aggregation is through 
inhibiting phospholipase A2 (42).

TABLE 2.3
Hypotheses by which Moderate Alcohol Consumption Reduces Risk 
of Heart Disease

Mechanism Comments

Increasing high-density lipoprotein cholesterol Direct effect of ethanol

Decreasing low-density lipoprotein cholesterol Direct effect of ethanol

Reduced plaque formation Ethanol and other polyphenolic compounds 
present in wine

Reduces risk of blood clotting Inhibit platelet aggregation

Reduces level of fibrinogen Complex mechanism

Antioxidant Various polyphenolic compounds present 
in wine, especially red wine
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2.8.2  �Wine versus Other Alcoholic Beverages 
on Preventing Heart Disease

Studies have indicated that the level of increase in HDL cholesterol in blood may 
explain 50% of the protective effect of alcohol against cardiovascular disease, and 
the other 50% may be partly related to inhibition of platelet aggregation thus reduc-
ing blood clot formation in coronary arteries. It has been suggested that although 
alcohol can increase the HDL cholesterol level and also can inhibit platelet aggre-
gation, polyphenolic compounds found abundantly in red wine can further reduce 
platelet activity via mechanisms other than alcohol. In addition, these polyphenolic 
compounds found in red wine can also increase the level of vitamin E, an important 
antioxidant, thus providing further protection against various diseases. Therefore, it 
appears that red wine is more protective against cardiovascular disease than other 
alcoholic beverages (43). It has been postulated that resveratrol, a polyphenolic com-
pound abundant in red wine (compared to white wine, beer, or spirits), plays an 
important role as an antioxidant and inhibitor of platelet aggregation which may 
explain more cardioprotection from consuming red wine (44).

2.8.3  �Consumption of Alcohol and Reduced Risk of Stroke

Another beneficial effect of consuming alcohol in moderation is dramatic reduction 
in the risk of having a stroke among both men and women regardless of age or eth-
nicity. The Copenhagen City Heart Study with 13,329 eligible men and women aged 
between 45 and 84 years with 16 years of follow-up indicated a U-shaped relation 
between intake of alcohol and risk of stroke. People who consume low to moder-
ate amounts of alcohol experience protective effects of alcohol against stroke, but 
heavy consumers of alcohol are at higher risk of suffering from a stroke than mod-
erate drinkers or nondrinkers. For moderate drinkers of wine, monthly drinking 
of alcohol reduced the risk of stroke by 17%, weekly drinking reduced the risk by 
41%, and daily drinking reduced the risk by 30%. There was no association between 
risk of stroke and drinking beer or spirits (45). In the second examination of the 
Copenhagen City Heart Study with 5,373 men and 6,723 women and 16 years of 
follow-up, it was observed that at a high stress level weekly total consumption of 
1 to 14 drinks compared with no consumption of alcohol was associated with 43% 
lower risk of stroke in both men and women, but no clear association was observed 
between risk of stroke and moderate consumption of alcohol in individuals who were 
at lower stress levels. In addition, this study reported that only drinking beer or wine 
reduced the risk of stroke in individuals with high stress levels. It was suggested that 
alcohol may also alter psychological responses to stress in addition to modifying 
physiological responses (46).

2.8.4  �Moderate Consumption of Alcohol and Type 2 Diabetes

Moderate consumption of alcohol reduces the risk of developing Type 2 diabetes. 
Based on 15 studies conducted in the United States, Finland, the Netherlands, 
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Germany, the United Kingdom, and Japan, with 369,862 men and women and an 
average follow-up of 12 years, light drinkers (less than half a drink per day or 6 gm 
of alcohol) had a 13% lower chance of developing Type 2 diabetes while moder-
ate drinkers (half a drink to four drinks per day, 6 to 12 gm of alcohol per day) 
had a 30% lower risk of developing Type 2 diabetes compared to nondrinkers. It 
made little difference whether an individual consumes beer, wine, or spirit, and it 
is better to consume alcohol frequently (such as daily or several times in a week) 
rather than occasionally. In contrast, heavy consumption of alcohol (more than three 
and a half drinks per day or 48 gm of alcohol per day) did not have any protective 
effect against developing Type 2 diabetes. Moreover, these individuals are at slightly 
higher risk of developing (4% more) Type 2 diabetes than nondrinkers (47). The 
Finnish twin study where twins with different drinking patterns (22,778 twins) were 
followed up for 20 years found that moderate alcohol consumption (half a drink to 
two drinks, 5 to 29.9 gm/day for men; half to one and a half drinks, 5 to 19.9 gm/
day for women) was associated with lower risk of developing Type 2 diabetes than 
light drinking (less than half a drink, less than 5 gm/day). Overweight subjects (body 
mass index equal to greater than 25 kg/m2) receive more beneficial effects from 
moderate alcohol consumption as the risk of developing diabetes was 30% lower in 
overweight men and 40% lower in overweight women than in nondrinkers. On the 
other hand, binge drinking and high alcohol consumption may increase the risk of 
Type 2 diabetes in women, especially lean women, but affected men to a lesser extent 
(48). Balinus et al., based on reviewing 20 studies, observed a U-shaped relationship 
between alcohol consumption and risk of developing Type 2 diabetes, where moder-
ate alcohol consumption decreases the risk but heavy alcohol consumption increases 
the risk. Compared to lifetime abstainers from alcohol, the alcohol protected indi-
viduals most from developing diabetes (17% lower risk) who drank an average 22 
gm of alcohol per day (one and a half drinks). For women the most protection was 
observed (40% lower risk) in individuals who consumed 24 gm of alcohol per day. 
Drinking became deleterious among men who consumed over 60 gm of alcohol per 
day (four and half drinks) and among women who consumed over 50 gm of alcohol 
(almost four drinks) a day (49).

2.8.5  �Moderate Alcohol Consumption and Lower Risk 
of Dementia and Alzheimer’s Disease

Moderate alcohol consumption can dramatically reduce the risk of age-related 
dementia and developing Alzheimer’s disease. In a French study using 3,777 com-
munity residents aged 65 years or older, it was shown that the subjects who drank 
three to four glasses of alcoholic beverages (mostly wine) per day (318 subjects) 
had 82% lower risk of developing senile dementia and 75% lower risk of getting 
Alzheimer’s disease compared to nondrinkers (971 subjects) (50). Mitchell et al. 
demonstrated that brain cultures preconditioned with moderate alcohol concentra-
tions are resistant to neurotoxic Alzheimer’s amyloid-beta peptides. The mechanism 
of neuroprotection by moderate levels of alcohol is probably related to early increases 
in NR (N-methyl-D-aspartate receptor) subunits concomitant with enhancement of 
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synaptic localization and activity of NMDA receptors (N-methyl-D-aspartate iono-
tropic glutamate receptor) (51). However, chronic abusers of alcohol are at higher 
risk of developing memory loss, dementia, and lack of appropriate motor control 
due to alcohol-related brain damage. Younger people, especially underage drinkers, 
are at higher risk of alcohol-related brain damage because alcohol has a detrimental 
effect on the developing adolescent brain.

2.8.6  �Moderate Alcohol Consumption and Cancer

Moderate consumption of alcohol may reduce the risk of certain types of cancer. It 
has been suggested that moderate drinking facilitates elimination of Helicobacter 
pylori (H. pylori), a bacteria found in the gut that causes chronic atrophic gastritis 
(CAG) and gastric cancer. Gao et al., using 9,444 subjects aged 50 to 74, observed 
that moderate drinkers (less than 60 gm of alcohol per week or four drinks per week) 
had 29% lower chance of developing CAG than nondrinkers. Both beer and wine 
drinking provided protection against CAG. In addition to facilitating elimination of 
H. pylori, another mechanism may also contribute to reducing the risk of CAG in 
moderate drinkers (52). In the California Men’s Health Study using 84,170 men ages 
between 45 and 69, consumption of one or more drinks per day was associated with 
approximately 60% reduced lung cancer risk in smokers. Even heavy smokers ben-
efitted from consuming red wine in moderation. No clear association was observed 
between moderate drinking and alcohol in individuals who consumed white wine, 
beer, or other liquors (53). In another study, the author observed that although mod-
erate consumption of wine (one drink or less per day) was associated with approxi-
mately 23% reduced risk of developing lung cancer, moderate consumption of beer 
(one or more per day) increases the risk of developing lung cancer by 23% only in 
men but not in women (54). Jiang et al. reported that intake of beer and wine but not 
spirits (hard liquors) can reduce the risk of bladder cancer by up to 32% in people 
drinking beer and wine compared to people who are nondrinkers (55). Consumption 
of up to one drink per day reduced the risk of head and neck cancer in both men 
and women, but consuming more than three alcoholic beverages increased the risk 
of developing this cancer (56). In Italian studies the authors observed that moderate 
consumption of alcohol reduced the risk of developing renal cell carcinoma (kidney 
cancer) in both males and females (57).

2.8.7  �Moderate Alcohol Consumption and Prolonging Life?

Because moderate consumption of alcohol can prevent many diseases including 
the number one killer, cardiovascular disease, it is expected that moderate drink-
ers may live longer than lifetime abstainers of alcohol. Freiberg et al. using 10,576 
African American and 105,610 Caucasian postmenopausal women and an 8-year 
follow-up demonstrated that moderate drinking (one to less than seven drinks per 
week) was associated with lower mortality among both hypertensive and nonhyper-
tensive Caucasian women, but among African American women only hypertensive 
women received benefits from moderate drinking. Even current drinking of only one 
drink per month or more increased longevity among Caucasian hypertensive and 



28 Pharmacogenomics of Alcohol and Drugs of Abuse

nonhypertensive women as well as among African American hypertensive women. 
Low mortality was also observed among African American nondrinking women 
with normal blood pressure (58). Klatsky et al. studied 10-year mortality in relation 
to alcohol in 8,060 subjects and observed that persons who consumed two or fewer 
drinks daily fared best and had 50% reductions in mortality rate compared to non-
drinkers. The heaviest drinkers (six or more drinks a day) had a doubled mortality 
rate compared to moderate drinkers, while people who drink three to five drinks per 
day had a similar mortality rate to nondrinkers. Therefore, consuming two or less 
drinks per day is the best practice (59). In the Physician’s Health Study using 22,071 
male physicians in the United States between ages 40 and 84 with no history of 
myocardial infarction, stroke, or cancer, and 10-year follow-up, the authors observed 
that men who consumed two to six drinks per week had the most favorable results 
(20% to 28% lower mortality rate than people who consumed one drink per week). In 
contrast, people who consumed more than two drinks per day had an approximately 
50% chance of higher mortality than people who consumed just one drink per week 
(60). A study from the Netherlands reported that in the presence of stress, moderate 
drinkers are less likely to be absent from work than nondrinkers (61). A 9-year pro-
spective study indicated that moderate consumption of alcohol was associated with 
the most favorable health scores, indicating that these people in general enjoy better 
overall health quality than abstainers (62).

2.8.8  �Moderate Alcohol Consumption and Arthritis

Moderate alcohol consumption reduces the risk of developing rheumatoid arthritis. 
Results from two Scandinavian studies indicated that among moderate drinkers, 
the risk of rheumatoid arthritis was significantly reduced (40% to 50%). Smokers 
had a higher risk of developing rheumatoid arthritis. The authors concluded that 
smokers should be advised to quit smoking in order to reduce the risk of develop-
ing arthritis, but moderate drinkers should not be discouraged from sensible alco-
hol consumption (63). Moderate alcohol consumption not only reduces the risk of 
developing rheumatoid arthritis but also may slow the progression of the disease. 
Nissen et al. reported in a study using 2,908 patients suffering from rheumatoid 
arthritis that occasional or daily consumption of alcohol reduces the progression of 
the disease based on radiological studies (x-ray). The best results were observed in 
male patients (64).

2.8.9  �Can Moderate Drinking Prevent Common Cold?

In one study, the authors observed that smokers are at greater risk of developing the 
common cold than are nonsmokers. Moderate alcohol consumption reduced the inci-
dence of the common cold among nonsmokers but had no protective effects against 
the common cold in smokers (65). In a large study using 4,272 faculty and staff of 
five Spanish universities as subjects, the investigators observed that total alcohol 
intake from drinking beer and spirits had no protective effect against the common 
cold, whereas moderate wine consumption was associated with reduced risk of com-
mon cold. When individuals consumed 14 or more glasses of wine per week, the 
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relative risk of developing the common cold was reduced by 40% compared to that of 
teetotalers. It was also observed that consumption of red wine provided superior pro-
tection against the common cold. The authors concluded that wine drinking, espe-
cially drinking red wine, may have a protective effect against the common cold (66).

2.9  �HAZARDS OF HEAVY DRINKING AND ALCOHOL ABUSE

As mentioned earlier in the chapter, alcohol abuse costs the U.S. economy approxi-
mately $185 billion annually and many deaths due to traffic accidents (13). In 2005, 
cirrhosis of the liver was the 12th leading cause of death in the United States, claim-
ing 28,175 deaths. Among all cirrhosis-related deaths, 45.9% were alcohol related 
(67). California is the largest alcohol market in the United States, and Californians 
consumed almost 14 billion alcoholic drinks in 2005 which resulted in an estimated 
9,439 deaths and 921,029 alcohol-related problems such as crime and injury. The 
economic burden was estimated to be $38.5 billion of which $5.4 billion was for 
medical and mental health spending, $25.3 billion due to loss of work, and another 
$7.8 billion in criminal justice spending (68). In the United Kingdom, alcohol con-
sumption was responsible for 31,000 deaths in 2005, and the National Health Services 
spent an estimated 3 billion pounds in 2005 and 2006 for treating alcohol-related ill-
ness and disability. Alcohol consumption was responsible for approximately 10% of 
disabilities (male, 15%; female, 4%) (69).

Many studies demonstrated the harmful effects of alcohol on a variety of organ 
systems including liver, heart, brain, immune system, endocrine system, and bones. 
Alcoholic liver disease and alcoholic cirrhosis of the liver cost many lives every year 
worldwide. Major adverse effects of chronic alcohol consumption include decreased 
life span, increased risk of violent behavior, alcohol liver disease including cirrhosis 
of the liver, mood disorder, brain damage, damage to the heart, increased risk of 
stroke, damage to the immune system, damage to the endocrine system, bone dam-
age, and increased risk of various cancers. Drinking during pregnancy is associated 
with poor outcomes in pregnancy including fetal alcohol syndrome.

2.9.1  �Chronic Alcohol Abuse and Reduced Life Span

Although moderate drinking is associated with increased longevity, heavier drinking 
is associated with all causes of decreased longevity compared to abstaining. Heavy 
consumption of alcohol reduced longevity dependent on two factors: frequency of 
drinking and number of drinks consumed on one occasion. Even occasional heavy 
drinking may be detrimental to health. Dawson reported an increased risk of mor-
tality among individuals who usually drink more than five drinks per occasion but 
who drank even less than once a month (70). Irregular heavy drinking even once a 
month (five or more drinks per occasion) increases the risk of heart disease rather 
than protecting the heart as observed in moderate drinkers. The cardioprotective 
effect of moderate drinking also disappears when average light to moderate drinking 
is mixed with occasional heavy drinking episodes (71).

In a British study, the authors, based on an investigation of 5,766 men ages 35 to 
64 with 21 years of follow-up, observed that consuming between 15 and 21 standard 
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drinks increases the risk of all causes of mortality in these drinkers compared to 
moderate drinkers (up to 14 standard drinks per week) and nondrinkers by 34% 
while drinking more than 35 standard drinks per week increases the risk by 49%. 
The authors further observed that men drinking 35 or more standard drinks per week 
had double the risk of stroke compared to nondrinkers. The authors concluded that in 
general the overall association between alcohol consumption and mortality is unfa-
vorable for men drinking 22 standard alcoholic drinks per week or more (72). Using 
over 43,000 participants and a 14-year follow-up when 2,547 people died, Breslow 
and Graubard observed that men who consumed five or more drinks on a drinking 
day had a 30% higher risk of mortality from heart disease, over 50% from cancer, 
and over 40% from all causes of mortality compared to individuals who drank one 
drink on a drinking day. The risk of mortality was also increased to some extent 
with just two drinks per day or more for males. Women drinkers who consumed 
alcohol (two drinks or more in a session) more than in moderation (one drink or less 
a day) also showed all-cause higher mortality than moderate drinkers. Among men 
both quantity and frequency of drinking were significantly associated with mortal-
ity from cardiovascular disease, cancer, and other causes, but among women the 
quantity of alcohol was more important. Women who drank more than in modera-
tion showed higher risk of mortality from cancer than men (73). The London-based 
Whitehall II cohort study using 10,308 government employees between the ages of 
35 and 55 with an 11-year follow-up also concluded that optimal drinking is once or 
twice a week to daily consumption of one drink or less. People who consume twice 
a day or more had an increased risk of mortality compared to those drinking once 
or twice a week (74). Binge drinking is also dangerous. In one study, the authors 
observed that (based on a population of 1,641 men who drank beer) the risk of death 
in men who drank six or more bottles of beer on one occasion was almost three times 
higher than for those who consumed less than three bottles on one occasion (75). 
Another study based on 13,251 adults also reported that individuals who drank five 
or more drinks on one occasion were nearly twice as likely to die from injuries than 
persons who drank fewer than five drinks in a single occasion. Persons drinking nine 
or more drinks on a single occasion are 3.3 times more likely to die from injuries 
than people consuming less than five drinks (76).

Other than increasing mortality from various diseases, alcohol abuse is also 
associated with increased risk of suicide, accidents, and violent crimes. Based on a 
survey of 31,953 school students, Schilling et al. observed that both drinking while 
depressed and episodic heavy drinking were associated with self-reported suicide 
attempts in adolescents (77). Swahn et al. in their study reported that in a high-risk 
school district in the United States, 35% of seventh graders reported alcohol abuse 
starting at age 13 or younger. Preteen alcohol users were more involved in violent 
behavior than nondrinkers. Early alcohol use was also associated with higher risk of 
suicide attempts among these adolescents (78).

2.9.2  �Alcohol Abuse and Violent Behavior

Many investigators reported a close link between violent behavior, homicide, and 
alcohol intoxication. Studies conducted on convicted murderers suggest that about 
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half of them were under heavy influence of alcohol at the time of the murder (79). 
Alcohol may induce aggression and violent behavior by disrupting normal brain 
function when consumed in high dosages. By impairing the normal information-
processing capability of the brain, alcohol can make a person misjudge a perceived 
threat and react more aggressively than warranted. Serotonin, a neurotransmitter, is 
considered a behavioral inhibitor. Alcohol abuse may lead to decreased serotonin 
activity causing aggressive behavior. High testosterone concentrations in criminals 
have been associated with violent crimes. Adolescents and young adults with higher 
levels of testosterone compared to the general population are more often involved in 
heavy drinking and consequently violent behavior. Young men who exhibit antisocial 
behavior often “burn out” with older age due to decreased levels of testosterone and 
increased levels of serotonin. By modulating serotonin and testosterone concentra-
tion, alcohol may exert its effect in inducing aggressive and violent behavior when 
consumed in excess (80).

2.9.3  �Alcohol Abuse and Liver Disease

The liver is one of the largest and most complex organs, that synthesizes impor-
tant proteins vital for life, stores some nutrients, and metabolizes drugs and tox-
ins including alcohol, thus protecting the body from harmful effects of drugs and 
toxins. Alcohol-induced liver disease can be classified under three categories: fatty 
liver, alcoholic hepatitis, and cirrhosis of the liver. Heavy drinking for as little as a 
few days may produce fatty changes in the liver (steatosis) which are reversed after 
abstinence. However, drinking heavily for a longer period may cause more severe 
alcohol-related liver injuries such as alcoholic hepatitis and cirrhosis of the liver. The 
diagnosis of alcoholic hepatitis is a serious medical condition because approximately 
70% of such patients may progress to liver cirrhosis, a major cause of death world-
wide. Although fatty liver may develop in approximately 90% of alcoholics, only 
10% to 35% of them develop alcoholic hepatitis and 10% to 20% of them develop 
liver cirrhosis. In the United States it is estimated that there are 2 million people who 
are suffering from alcohol-related liver diseases. Liver cirrhosis is the seventh lead-
ing cause of death among young and middle-aged adults and approximately 10,000 
to 24,000 deaths from liver cirrhosis annually may be attributable to alcohol abuse 
(81). The risk of developing alcoholic hepatitis and liver cirrhosis depends on several 
factors including amount of alcohol consumed per day, length of heavy drinking, 
gender, ethnicity and genetic predisposition, nutritional status, obesity, type of alco-
holic beverage consumed, and the presence of hepatitis C.

The amount of alcohol consumed is a determining factor in developing alcoholic 
hepatitis and liver cirrhosis. In one report the authors commented that cirrhosis of 
the liver does not develop below a lifetime ingestion of 100 kg of alcohol (one stan-
dard drink is approximately 14 gm of alcohol; therefore lifetime consumption of 
7,143 drinks). This amount corresponds to an average of five drinks a day for about 
4 years. The authors also commented that consuming alcohol with food lowers the 
risk of developing cirrhosis of the liver compared to alcohol being consumed on an 
empty stomach (82). Although only a small percentage of alcoholics develop alco-
holic hepatitis and cirrhosis of the liver, other alcohol-related liver damage occurs at 
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a much lower intake of alcohol. In general, the threshold of alcohol-induced liver 
toxicity is considered to be 40 gm of alcohol per day (approximately three drinks 
a day) for men and 30 gm (more than just two drinks) or more alcohol a day for 
women. But in one report, the authors concluded, based on a study of 6,917 subjects, 
that risk of any alcohol-induced liver damage (noncirrhotic liver damage) may have a 
threshold of just 30 gm or more alcohol consumption (just over two standard drinks) 
per day for both males and females, and the risk increases with increasing daily 
consumption. Drinking outside mealtime and drinking multiple different alcoholic 
beverages increased the alcohol-induced liver damage (83). However, another study 
indicated that above a threshold of 7 to 13 drinks per week for women and 14 to 
27 drinks per week for men there is a risk of developing some alcohol-related liver 
problem. The greater sensitivity of women toward alcohol toxicity may be related to 
genetic predisposition of the metabolism pattern of alcohol in women where more 
oxidative by-products of alcohol are formed compared to that in men. Consumption 
of coffee may protect males against alcohol-induced liver damage but no such data 
are currently available for females (84).

Although fatty liver is common in heavy drinkers, alcohol abuse over a decade 
is usually needed for developing alcoholic hepatitis and liver cirrhosis. Almost a 
decade of alcohol abuse is needed for development of severe alcohol-related liver 
diseases. Daily alcohol consumption of three to six drinks for males and two to 
three drinks for females over a period of 12 years would most likely cause alcoholic 
liver diseases. However, this lower amount of alcohol consumption may cause alco-
holic liver disease in certain ethnic populations. One Chinese study conducted using 
1,300 alcohol drinkers indicated that the risk threshold was only 20 gm of alcohol 
daily (one and half drinks) for 5 years with a greater risk when alcohol is consumed 
on an empty stomach, especially hard liquors (spirits). In addition, obese people 
showed more morbidity from alcohol-related liver diseases (85).

Hepatitis C is a liver disease caused by the Hepatitis C virus. This virus can 
spread through sharing needles or other equipment for injecting illicit drugs in one’s 
body and also through sexual contact with infected partners. It has been estimated 
that approximately 4 million Americans are infected with the Hepatitis C virus and 
between 10,000 and 12,000 die annually. Hepatitis C infection is common among 
alcohol abusers and this infection may even accelerate alcohol-related liver diseases 
including cirrhosis of the liver and liver cancer. How much alcohol consumption is 
safe in a person with hepatitis C infection has not been clearly established. In one 
study the authors observed that moderate alcohol consumption between 31 and 50 gm 
per day (two and half drinks to three and half drinks) for males and 21 to 50 gm per 
day (one and half drinks to three and half drinks) for females could adversely affect 
the progression of liver damage (86).

The mechanism of alcohol-induced liver disease is complex. While in moderate 
drinkers alcohol is mostly metabolized by alcohol dehydrogenase in the liver, in 
alcoholics CYP2E1, a member of the cytochrome P-450 drug-metabolizing family 
of enzymes in the liver, becomes activated. In this process free oxygen radicals are 
generated causing oxidative damage to liver cells. In addition, acetaldehyde, a toxic 
product of alcohol metabolism, if not removed quickly by further metabolism, may 
cause liver toxicity. In alcoholics, due to the tremendous burden of alcohol on the 
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liver for metabolism, both acetaldehyde and NADH (nicotinamide adenine dinucleo-
tide hydrogen) occur leading to oxidative stress on the liver and increased production 
of fatty acid. Metabolism of fatty acid is also impaired causing fatty acids to build up 
in the liver which are eventually turned into fat (triglycerides) by the liver. Fatty liver 
with more alcohol consumption may proceed to liver cirrhosis. Another mechanism 
of liver damage by alcohol is the excess cytokine production by Kupffer cells of the 
liver due to release of bacterial endotoxin in the blood by the action of excess alcohol 
on bacteria present in the gut.

2.9.4  �Heavy Alcohol Consumption and Brain Damage

Although alcohol can cause relaxation and mild euphoria with moderate consump-
tion, these pleasurable effects of alcohol are reversed with increasing blood alcohol 
level above 100 mg/dL (0.1%). Alcohol has more damaging effects on the adolescent 
brain than on the adult brain. Onset of drinking at an early age (13 or earlier) has 
devastating effects on the brain as well as on the life of the person, and such effects 
follow the person throughout his or her life. Early onset of drinking is also linked 
to greater risk of alcohol dependence in adult life. Although thiamine deficiency is 
one of the major factors involved in alcohol-related brain damage, both alcohol and 
its toxic metabolite acetaldehyde also have direct toxic effects on neurons. Underage 
drinkers are also susceptible to immediate ill effects of alcohol use such as blackouts, 
hangover, and alcohol poisoning compared to their adult counterparts. These indi-
viduals are also at higher risk of neurodegeneration, impairment of functional brain 
activity, and neurocognitive deficits. Underage drinking is associated with brain 
damage causing impaired intellectual development and such damage carries through 
to adulthood. Because adolescent drinking induces brain structure abnormalities, 
these changes lead to poor memory, impaired study habits, poor ability to learn, and 
poor academic performance (87). Using data from 8,661 respondents in a survey of a 
10-year study, Harford et al. concluded that education beyond high school has a pro-
tective effect against alcohol abuse and dependence. In addition, people who do not 
attend college may have a higher risk of alcohol abuse than people who attend col-
lege (88). Studies also show that children of alcoholics constitute a population at risk 
for skipping school days, poor performance, and dropping out of school. Children of 
alcoholics also have a higher incidence of repeating a grade (89).

There is a difference between how alcohol damages the male versus female ado-
lescent brain and the extent of damage. In general a female adolescent brain is more 
vulnerable to alcohol exposure than a male brain. Adolescents with alcohol abuse 
disorder have smaller prefrontal cortex volumes compared to healthy adolescents. 
The prefrontal cortex is located in the cortical region of the frontal lobe and is a 
crucial area of the brain that is involved in planning complex cognitive behavior such 
as learning, critical thinking, working with information held mentally, rational judg-
ment, expression of personality, and appropriate social behavior. Unfortunately, the 
prefrontal cortex volume of alcohol-dependent female adolescents was smaller than 
that of their male counterparts. Consistent with adult literature, alcohol use during 
adolescence is associated with prefrontal volume abnormality including differences in 
white matter, but girls are more affected than boys by adverse effects of alcohol (90).
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Although the onset of drinking at an early age carries a much higher risk of alco-
hol dependence and brain damage with long-lasting effects into adulthood, the onset 
of drinking at age 21 followed by chronic abuse of alcohol can also cause significant 
damage to the human brain. The two major alcohol-related brain damages are alco-
holic Korsakoff’s syndrome and alcoholic dementia. Korsakoff’s syndrome is a brain 
disorder caused by deficiency of thiamine, and major symptoms are severe memory 
loss, false memory, lack of insight, poor conversation skills, and apathy. Some heavy 
drinkers may also have a genetic predisposition to developing this syndrome. In 
Korsakoff’s syndrome, loss of neurons is a common feature including micro bleeding 
in certain regions of gray matter (91). When Wernicke’s encephalopathy accompanies 
Korsakoff’s syndrome in an alcoholic, it is called Wernicke–Korsakoff syndrome. 
Wernicke’s encephalopathy and Korsakoff’s syndrome are two related diseases, both 
caused by thiamine deficiency, but clinical symptoms may be different. Alcoholics 
with Korsakoff’s syndrome always have severe amnesic syndrome but may not have 
classical symptoms of Wernicke’s encephalopathy which include ophthalmoplegia, 
ataxia, and confusion. However, patients with Wernicke–Korsakoff syndrome show 
most of the symptoms found in both diseases. Damage to the anterior nucleus of the 
thalamus is commonly found in patients with Korsakoff’s syndrome but may also be 
present in patients suffering from Wernicke’s encephalopathy. The anterior nucleus 
of the thalamus is involved in learning and memory as well as the alertness of an 
individual. The Royal College of Physicians in London recommends that patients 
admitted to the hospital who show evidence of chronic misuse of alcohol and poor 
diet should be treated with B vitamins (92). Paparrigopoulos et al. reported a case 
where a 52-year-old man with a 10-year history of heavy alcohol abuse was admitted 
to the hospital and was treated aggressively for Wernicke–Korsakoff syndrome with 
600 mg per day oral thiamine supplement in addition to 300 mg of thiamine that 
was delivered intravenously every day, and he was fully recovered 2 months after 
therapy (93).

Other than developing Korsakoff’s syndrome or Wernicke–Korsakoff syndrome, 
thiamine deficiency in chronic alcohol abusers is a major cause of alcohol-induced 
brain damage. Thiamine is a cofactor required by three enzymes involved in carbo-
hydrate metabolism, and brain cells can only use sugar as a fuel. In addition, inter-
mediate products of carbohydrate metabolism pathways are needed for generation of 
essential molecules for cellular functions, and a reduction in thiamine can interfere 
with many of these important biochemical processes. Chronic alcohol consumption 
can result in thiamine deficiency by causing inadequate nutritional thiamine uptake, 
reduced absorption of thiamine from the gastrointestinal tract, and impaired thia-
mine utilization by the cells (94). Another study indicated that although thiamine 
deficiency causes neurodegeneration (loss of neurons) in the brain, alcohol potenti-
ates this effect directly because alcohol can cross the blood-brain barrier and diffuse 
in the brain (95).

Prefrontal white matter is most severely affected in alcoholics, and there is a cor-
relation between amount of loss and daily consumption of alcohol. Loss of white 
matter is a major cause of cognitive impairments in alcoholics (96). Significant loss 
of neurons has also been documented in the cortex, hypothalamus, and cerebellum of 
alcoholics. The types of neurons that are damaged in chronic alcohol users are larger 
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neurons from the frontal cortex. These neurons are also damaged in patients with 
Alzheimer’s disease. However, there is no direct link between alcoholic brain damage 
and Alzheimer’s disease. Alzheimer patients are more impaired on recalling names, 
recognition memory, and orientation, while subjects with alcohol-induced dementia 
were impaired in fine motor control, initial letter fluency, and free recall (97).

Chronic abuse of alcohol results in brain damage to both males and females, 
but women are more susceptible to alcohol-induced brain damage than men. For 
the same mean daily alcohol consumption, blood alcohol levels in females may be 
higher than in males because the female’s body burns alcohol slower than the male’s. 
Hommer et al., based on a study of 43 alcoholic men and women and comparing 
them with 39 healthy controls, demonstrated that alcoholic women had a signifi-
cantly smaller volume of gray and white matter than healthy subjects. Although 
alcoholic men also had lower amounts of gray matter and white matter compared 
to healthy controls, the difference in magnitude was smaller in men than in women. 
Direct comparison of alcoholic men and women showed that the proportion of the 
intracranial contents occupied by gray matter was smaller in alcoholic women than 
in alcoholic men when all other factors were adjusted. In addition, the magnitude of 
difference of brain volume between alcoholic women and nonalcoholic women was 
greater than the magnitude of difference of brain volume between alcoholic men and 
nonalcoholic men. The authors concluded that female brains are more susceptible to 
alcohol-related damages than male brains (98).

Binge drinkers, both males and females, are at higher risk of developing alco-
hol-related brain damage. Chronic exposure to the high amounts of alcohol that 
are ingested during binge drinking leads to stimulation of N-methyl-D-aspartate 
(NMDA) and calcium receptors, which results in increased release of glucocorticoids 
(stress molecules such as cortisol that affect carbohydrate metabolism). NMDA-
mediated mechanisms and glucocorticoid actions on the hippocampus are associ-
ated with brain damage. In addition, ethanol withdrawal becomes more difficult for 
binge drinkers (99).

Alcohol-related brain damage and loss of cognitive functions may be reversible 
at least in part, if the brain damage is not permanent and the alcoholic can success-
fully complete a rehabilitation program and practices complete abstinence. Chronic 
alcoholism is often associated with brain shrinkage, but this may be reversed at least 
in part when abstinence is maintained as demonstrated by Trabert et al. based on a 
study using 28 male patients with severe alcohol dependence. Even with 3 weeks of 
abstinence, increased brain tissue densities were observed in these subjects (100). 
Asada reported a case report where a 42-year-old patient was unable to perform 
his office duties because of slowly progressive amnesia. The initial evaluation of 
the patient indicated severe verbal memory loss and an early stage of Alzheimer’s 
disease was suspected because the patient did not disclose his habit of heavy alco-
hol consumption and no thiamine deficiency was found. Later the patient disclosed 
his habit of heavy alcohol consumption in the past, and with complete abstinence, his 
memory and cognitive functions improved markedly. Initial studies with FDG-PET 
(fluorodeoxyglucose-positron emission tomography), an advanced imaging tech-
nique, indicated that glucose metabolism was slower in the brain of the patient, and 
glucose is the only fuel brain cells can use. A 5-year follow-up study using PET 
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imaging indicated that glucose metabolism in the brain was recovered to the normal 
level and the patient showed dramatically improved cognitive functions (101).

2.9.5  �Heavy Alcohol Consumption and Risk of Heart Disease and Stroke

If consumed in moderation alcohol can reduce the risk of heart disease and stroke, 
but if consumed chronically in excess it increases risk of both heart disease and 
stroke. Drinking more than three drinks a day (any type of beverage) may be harm-
ful to the heart. Chronic alcohol abuse for several years may result in the following 
serious medical conditions (102) including alcoholic cardiomyopathy and heart fail-
ure, systematic hypertension, heart rhythm disturbances, and hemorrhagic stroke.

Alcoholics who consume 90 gm or more of alcohol a day (seven to eight drinks) 
for 5 years are at risk of developing alcoholic cardiomyopathy, and if they continue 
drinking alcohol, cardiomyopathy may proceed to heart failure, a potentially fatal 
medical condition. This distinct form of heart failure (congestive heart failure) is 
responsible for 21% to 36% of all cases of nonischemic heart failure. Without com-
plete abstinence, 50% of these patients will die within the next 4 years of developing 
heart failure (103).

A stroke may be evident when the blood supply in a particular part of the brain is 
interrupted or decreased, depriving brain cells from supply of glucose, oxygen, and 
essential nutrients. Within a few minutes brain cells start dying and if not treated soon, 
stroke may lead to severe brain damage, paralysis, or even death. Controlling high 
blood pressure, abstinence from tobacco abuse, and lowering cholesterol all can reduce 
the risk of stroke. Hemorrhagic stroke occurs when a blood vessel in the brain ruptures 
causing interruption in the blood flow to a part of the brain. A blood vessel may rupture 
from high blood pressure, or a weak spot in the blood vessel wall (aneurysms). Heavy 
drinking increases risk of stroke and particularly the risk of hemorrhagic stroke. In one 
study, the authors observed that risk of hemorrhagic stroke increases in an individual 
drinking 300 gm or more of alcohol weekly (21 or more drinks) (104).

2.9.6  �Heavy Alcohol Consumption and Immune System

Alcohol abuse is associated with increased risk of bacterial infections, and opportu-
nistic infections (including viral infection). The increased risk of infection in alcohol 
abusers is due to impairment of the immune system by alcohol. Exposure to alco-
hol can result in reduced cytokine production. Mast cells are important immune cells 
that are widely distributed in tissues that are in contact with the external environ-
ment such as skin, mucosa of lung, and gastrointestinal tract. Mast cells produce a 
variety of compounds including cytokines, histamine, eicosanoid, and TNF-a (tumor 
necrosis factor-alpha) that play important roles in defense against bacteria and para-
sites. Therefore mast cells are considered as the first line of defense against invading 
bacteria and parasites. Alcohol reduces the viability of mast cells and may cause 
cell death. Alcohol-induced reduction of the viability of mast cells could contrib-
ute to an impaired immune system associated with alcohol abuse (105). Alcohol 
also accelerates disease progression in patients with HIV infection because of 
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immunosuppression. In one study using 231 patients with HIV infection who were 
undergoing antiretroviral therapy, the authors observed that even consumption of 
two or more drinks daily can cause a serious decline in CD4+ cell count (higher 
CD4+ counts indicates good response to therapy) (106).

Adult respiratory distress syndrome (ARDS) is a severe form of lung injury. 
Approximately 200,000 individuals develop ARDS in the United States each year, 
and nearly 50% of these patients have a history of alcohol abuse. The mortality from 
ARDS is high (over 40%) and for alcohol abusers approximately 65%. In ARDS 
survivors, alcohol abuse was also associated with longer stay under ventilation in 
intensive care units. Alcohol impairs immune function and decreases the level of 
pulmonary antioxidants; thus it may cause ARDS (107).

2.9.7  �Alcohol Abuse and Damage to Endocrine System 
Including Reproductive System and Bone

The hypothalamus, located deep within the brain, is the control center for most of the 
body’s hormonal system. The hypothalamus, the pituitary gland, and adrenal glands 
function together as a well-coordinated unit controlling the hormonal balance of the 
body. The hypothalamus secretes corticotropin-releasing factor that through a com-
plex mechanism stimulates the adrenal gland to secrete glucocorticoid hormones 
that influence carbohydrate, lipid, protein, and nucleic acid metabolism, as well 
as play a vital role in the cardiovascular system, with bone development, and with 
immune function. The major circulating glucocorticoid hormone in humans is corti-
sol. Alcohol abuse may lead to a disease known as pseudo-Cushing’s syndrome that 
is indistinguishable from Cushing’s syndrome, which is characterized by excess pro-
duction of cortisol causing high blood pressure, muscle weakness, diabetes, obesity, 
and a variety of other physical disturbances. Diminished sexual function in alcoholic 
men has been described for many years. Administration of alcohol in healthy young 
male volunteers caused a diminished level of testosterone. Even drinking three or 
more drinks a day may cause significant problems in women, including delayed ovu-
lation or failure to ovulate and menstrual problems, but such problems were not 
noticed in women who consumed two or fewer drinks a day. This may be related to 
alcohol-induced estrogen levels in women. Alcoholic women often experience repro-
ductive problems. However, these problems may resolve when a woman practices 
abstinence from alcohol. To form healthy bone calcium, phosphorus and an active 
form of vitamin D are essential. Chronic consumption of alcohol may reduce bone 
mass through a complex process of inhibition of hormonal balance needed for bone 
growth including testosterone in men, which is diminished in alcoholics. Alcohol 
abuse may also interfere with pancreatic secretion of insulin, causing diabetes (108).

2.9.8  �Alcohol Abuse Related to Higher Risk of Cancer

Although moderate drinking reduces the risk of certain cancers, chronic abuse of 
alcohol increases cancer risk. Cancer kills an estimated 526,000 Americans annu-
ally, next only to heart disease. Cancers of the lung, large bowel, and breast are most 
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common in the United States, and approximately 2% to 4% of all cancer cases may 
be linked to alcohol abuse. Epidemiological research demonstrated a dose-depen-
dent relation between consumption of alcohol and certain types of cancers; as alco-
hol consumption increases so does the risk of cancer. The strongest link was found 
between alcohol abuse and cancer of the mouth, pharynx, larynx, and esophagus. An 
estimated 75% of all esophageal cancers are attributable to chronic alcohol abuse, 
while nearly 50% of cancers of the mouth, pharynx, and larynx are associated with 
chronic heavy consumption of alcohol. Prolonged drinking may result in alcoholic 
liver disease and cirrhosis of the liver, and such disease can progress to liver carci-
noma (liver cancer). There are weak links between alcohol abuse and cancer of the 
colon, stomach, lung, and pancreatic cancer (109). Disease of the pancreas (pancre-
atitis) and gallstones are common among alcohol abusers. In alcoholics endotoxin 
may be released from gut bacteria by action of excess alcohol, and such a process 
may trigger progression of acute pancreatitis into chronic pancreatitis. Chronic pan-
creatitis may lead to pancreatic cancer (110). Pancreatic cancer is related to a high 
mortality rate.

The relation between moderate alcohol consumption and risk of breast cancer 
is debatable because there are conflicting reports in the medical literature. One 
Spanish study using 762 women between 18 and 75 years of age showed that even 
one drink a day may increase the risk of breast cancer, and women who consumed 
20 gm or more alcohol a day (one and a half drinks or more) have a 70% higher 
chance of developing breast cancer than nondrinkers (111). In contrast, another study 
reported that women who consumed 10 to 12 gm wine per day (one glass of wine) 
had lower risk of developing breast cancer compared to nondrinkers. However, risk 
of breast cancer increases in women who drink more than one drink per day (112). 
Nagata et al., based on a review of 11 reports on the association between alcohol 
consumption and risk of breast cancer, concluded that epidemiological evidence of 
the link between alcohol consumption and risk of developing breast cancer remains 
insufficient (113).

2.9.9  �Fetal Alcohol Syndrome

Fetal alcohol syndrome due to prenatal alcohol exposure was first reported by Jones 
and Smith in 1973 (114). Since then many publications have documented a tera-
togenic effect of alcohol in both human and animal studies. This syndrome is the 
most common noninherited (nongenetic) cause of mental retardation in the United 
States. “Fetal alcohol spectrum disorders” was a term described in 2004 to convey 
that exposure of the fetus to alcohol produces a continuum of effects and that many 
babies who do not fulfill all criteria for diagnosis of fetal alcohol syndrome may 
nevertheless be profoundly impacted negatively throughout their lives due to expo-
sure to alcohol. Therefore, fetal alcohol spectrum disorders include a wide range of 
permanent birth defects due to maternal consumption of alcohol during pregnancy, 
which also includes all serious complications found in babies born with fetal alco-
hol syndrome. The other medical terminology used that was related to birth defects 
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found in babies where the mother consumed alcohol during pregnancy include par-
tial fetal alcohol syndrome, fetal alcohol effect, alcohol-related neurodevelopmental 
disorders, and alcohol-related birth defects. Approximately 1 to 4.8 of every 1,000 
children born in the United States has fetal alcohol syndrome while as many as 
9.1 babies out of 1,000 babies born has fetal alcohol spectrum disorder. This is an 
alarming statistic because nearly 1 in every 100 babies born in the United States is 
born with fetal alcohol spectrum disorders. Therefore, fetal alcohol spectrum disor-
ders are a major public health issue affecting up to 1% of the U.S. population (115). 
Recent school studies indicate that the prevalence of fetal alcohol syndrome in the 
United States is at least 2 to 7 per 1,000 babies and the current prevalence of fetal 
alcohol spectrum disorders may be as high as 2% to 5% in the United States among 
the school population. Such prevalence of alcohol-related complications in new-
borns is higher among school populations than among the general population (116). 
Abnormalities present in babies with fetal alcohol syndrome are listed in Table 2.4.

2.10  �CONCLUSIONS

Although moderate alcohol consumption has many health benefits, heavy consump-
tion of alcohol is detrimental to health. In moderation alcohol use can increase 
longevity and reduce risk of heart disease, stroke, and certain type of cancers. In 
addition, moderate alcohol consumption has neuroprotective effects and reduces the 
risk of dementia including Alzheimer’s type. However, alcohol consumption in excess 
produces intoxication, withdrawal, brain trauma, central nervous system infection, 
hypoglycemia, hepatic failure, and Marchiafava-Bignami disease. Nutritional defi-
ciency due to alcohol abuse also causes pellagra and Wernicke–Korsakoff disor-
der. Additionally, alcohol is a neurotoxin and in sufficient dosage can cause lasting 
dementia (117). It is generally accepted that no more than one drink per day for a 
female and no more than two drinks per day for a male below 65 years of age is safe. 
However, both males and females over 65 must not consume more than one drink per 
day. There is no safe limit of alcohol during pregnancy, and in order to avoid fetal 
alcohol syndrome a pregnant woman must practice total abstinence.

TABLE 2.4
Abnormalities Present in Babies with Fetal Alcohol Syndrome

Abnormality Comments

Growth retardation Low birth weight, lack of weight gain over time, low weight-to-height ratio

Facial abnormalities Small head circumference, small eye opening, small midface, flat upper lip, 
low nasal bridge, short nose

Neurodevelopmental 
problems

Abnormalities of central nervous system, small head size at birth, low or 
impaired motor skills, hearing loss

Behavioral and 
cognitive problems

Mental retardation, learning disability, poor memory, language deficiency, poor 
judgement, problem with reasoning and math

Cardiac malfunctions Atrial septal defect, ventricular septal defect, and related malfunctions
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3.1  �INTRODUCTION

Slate markers are based on measurable biochemical changes following alcohol 
abuse. Such markers can be either direct ethanol intake markers such as ethanol 
and ethanol metabolites, or the elevation of indirect biochemical markers that are 
representative of past ethanol intake. Trait markers are genetic markers indicating 
a degree of susceptibility of an individual for alcohol abuse. Although trait markers 
are generally in research and developmental stages, many slate markers of alcohol 
abuse are well established and widely available. There is increasing interest in the 
further development and understanding of clinically useful genetic markers. This 
chapter reviews both biochemical and genetic markers that could be employed to 
identify susceptibility to alcohol dependence, identify abuse, assist in the selection 
of effective therapeutic options, and monitor therapeutic compliance. These markers 
are summarized in Table 3.1. Please note that unless specified otherwise the term 
alcohol denotes ethanol throughout this chapter.

Alcohol use is widespread in modern society. Alcohol product sales data indicate 
that for the year 2007 every American 14 years and older accounted for 1.21 gal-
lons of beer, 0.38 gallons of wine, and 0.73 gallons of distilled spirits summing to a 
total of 2.31 gallons [1]. Consumption (per capita) declined from 1990 through 1997 
and 1998 reaching a trough of 2.14 gallons. Consumption on a per capita basis has 
steadily increased since [1].

It is clear that not all alcohol consumption is associated with negative health and 
welfare impacts, and it should be noted that the majority of individual consumption 
may not result in notable adverse consequences. Total consumption volume is usu-
ally an indicator of disease linkage, especially for chronic disease states over time. 
Acute effects of alcohol are more closely associated with the patterns of consump-
tion, although the volume may also be important. For example, consumption of two 
standard drinks per day may be associated with positive impacts on some disease 
conditions; however, the same total volume consumed within a few hours is more 
likely to be associated with acute accident or injury [2,3].

Nevertheless, alcohol consumption has important and significant adverse impacts 
throughout our society, including at individual, family, community, business, state, 
and national levels. For example, 39.5% of all individuals dying in a traffic accident 
during the year 2004 are considered to be deaths related to alcohol; a total of 16,919 
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TABLE 3.1
Indicators of Alcohol Abuse and Susceptibility

Observational Markers
DSM-IV (Diagnostic and Statistical Manual of Mental Disorders, 
fourth edition, American Psychiatric Association) diagnostic criteria

Concurrent use of other substances

“Slate” Markers

Short-Term Markers of Alcohol Use
Serum/plasma/blood/saliva

Ethanol

Fatty acid esters (FAEE)

5-Hydroxytryptophol (5-HTOL)

Ethylglucoronide (EtG)

Long-Term Markers of Alcohol Use
General markers of nutritional status and liver damage

N-Acetyl-β-hexosaminase (β-hex)

Mean corpuscular volume (MCV)

Lipid markers

Gamma-glutamyltransferase (GGT)

Carbohydrate deficient transferrin (CDT)

Combination of CDT and GGT

Acetaldehyde

Sialic acid
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people [4]. In addition, 430,000 hospital discharges in the United States during the 
year 2006 carried a primary diagnosis related to alcohol consumption [5].

Extensive studies exist regarding similarities and differences in alcohol consump-
tion based on gender, age, and ethnic background. Within this context it is clear 
that on a gram per day (g/d) basis, men consume more alcohol than women [6,7]. 
Consumption volume tends to increase with age, and heavy drinking is inversely 
related to educational level [6]. In regards to age, the population of young adults 
aged 18 to 29 years, while representing 27% of the total U.S. population, was shown 
to account for roughly 45% of alcohol consumption [7]. Differences in alcohol con-
sumption across the globe are less than might be expected, and perceived differences 
may have more to do with the type of beverage consumed than the absolute amounts 
of alcohol [6].

Alcohol use exposes every organ in the body to the drug, and more than 60 dis-
ease conditions have been linked to its consumption [2,3]. In addition to the obvious 
direct alcohol psychopathologies such as abuse, dependence (or addiction), diseases 
of the liver, and organic brain damage, alcohol use is identified as contributing to a 
wide variety of cancers including stomach, pancreas, colon, rectum, prostate, sal-
ivary gland, ovarium, endometrium, and bladder [2,3]. This contribution of alco-
hol to these cancers is identified as having a linear dose-response impact whereby 
the more volume of alcohol consumed, the greater is the relative risk of a negative 
outcome [2,3].

Using the diagnostic criteria as specified in the Diagnostic and Statistical Manual 
of Mental Disorders (DSM-IV), an estimated 19.3 million Americans over the age of 
12 years required treatment for alcohol abuse or dependence in 2007 [8]. Briefly, 
the DSM-IV criteria differentiate abuse from dependence on the basis of the fre-
quency of events causing clinically significant impairment or distress within specific 
domains of everyday life. These domains can be failures to fulfill major obligations 
at work, school, and so forth; hazardous situations; legal problems resulting from 
abuse; and continued use despite significant problems. The diagnosis of dependence 
requires three or more events within a 12-month period along with the addition of 
evidence of tolerance, withdrawal, or relapse [8,9].

Of those diagnosed with alcohol abuse or dependence by these criteria, only 
8.1% actually received treatment at a specialty treatment facility, and 87.4% did 
not receive any treatment because they did not perceive the need for treatment [8]. 
Among those who did feel the need for treatment between 2004 and 2007, 42% 
admitted they were not ready to actually stop alcohol use and 34.5% indicated cost 
or insurance barriers prevented engagement in treatment [8]. Science continues to 
identify and develop a more detailed understanding of the biological changes in 
specific brain regions that underscore the dependence or addiction process [10]. It 
should be noted that while deemed the most reliable observational criteria for diag-
nosis of alcohol abuse or dependence, the DSM-IV criteria are highly subjective in 
their determination.

Within the context of alcohol consumption and the correlative aspects that might 
lead to a marker of alcohol dependence or addiction, the findings of alcohol-associated 
consequences and concordant use of other substances is promising. In this regard, 
the use of tobacco is highly correlated with heavy alcohol consumption, as is the 
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appearance of characteristic features of antisocial personality disorder [6]. In addi-
tion, the appearance of insomnia when a person stops drinking is highly associated 
with alcohol dependence diagnosis [6]. Individuals who reported anxiety when they 
stopped drinking were 12 times as likely to be alcohol dependent as those not report-
ing anxiety [6]. Thus, the correlation of excess anxiety and insomnia upon alcohol 
withdrawal may be associated with the factors of vulnerability to addiction. Further 
research is ongoing in these areas.

Critical to the identification and treatment of problems resulting from alcohol 
overuse are the identification of objective slate or trait markers or factors highly asso-
ciated in a specific and selective manner with alcohol-related pathologies, especially 
alcohol dependence/addiction (i.e., alcoholism). Given the individual and societal 
costs associated with abuse, there is a clear need for effective testing to conclu-
sively identify alcoholism and alcohol abuse, as well as susceptibility to alcoholism 
although this important goal continues to remain elusive. A number of policy groups 
have recommended the implementation of alcohol screening and intervention strate-
gies in routine health-care settings [11]. Overall studies of such programs have shown 
that these efforts can result in a lowering of disease burden and economic health-care 
costs [12].

A number of widely available biochemical markers of alcohol use have been char-
acterized. These biochemical markers range from short-term direct markers of etha-
nol and its metabolites to long-term biochemical markers that can be used to monitor 
chronic alcohol abuse. In many cases biochemical markers have the advantage that 
they can be performed relatively rapidly and inexpensively. However, sensitivity and 
specificity are always critical concerns with these markers. These markers are dis-
cussed in Section 3.2.

In addition to biochemical changes or markers associated with alcohol use, genetic 
testing could potentially be used to identify individuals who are predisposed to devel-
oping alcoholism or who have clinically relevant abnormalities of ethanol metab-
olism. A number of the candidate genes and polymorphisms have been identified 
based on their involvement in alcohol metabolism or the neuronal response to alco-
hol. Evaluation of variants of these genes and the development of genetic testing may 
also be useful from a pharmacogenetic perspective in guiding drug and dose selec-
tion for detoxification and abstinence therapy and are further explored in Section 3.3.

Alcohol dependence (AD) is a complex psychiatric disorder modulated by genetic 
and environmental factors as well as important gene–environment interactions. 
Although alcoholism does not demonstrate a clear pattern of Mendelian inheritance, 
several large family, adoption, and twin studies have shown that the genetic contribu-
tion to AD etiology is considerable, with heritability estimated at 50% to 64% [13–
19]. Recent twin studies have demonstrated that there is no difference in heritability 
of alcohol dependence between men or women [20]. While some studies indicate 
that the prevalence of alcohol-associated disorders varies among ethnic minorities in 
the United States, other studies indicate that overall total alcohol consumption may 
be similar for different ethnic backgrounds [6,11,21].

Social, cultural, and biological factors all contribute to the differences in alcohol 
use and abuse among these ethnic groups. For instance, a genetic variant in the alde-
hyde dehydrogenase 2 gene may provide Asian and Pacific Islander populations with 
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some protection against alcohol consumption and abuse [22]; yet, effective drug and 
psychosocial treatment options for Asians/Pacific Islanders (as well as other ethnic 
minorities) are understudied [23,24]. Therefore, it is important to identify genes that 
predispose individuals from diverse populations to alcoholism, genes that alter treat-
ment response, and genes that interact with other environmental factors.

Elucidation of the significance of potential genetic polymorphisms associated 
with alcohol abuse is ongoing. Molecular genetics profiling technology is increas-
ingly moving from expensive, single-locus methodologies to cost-effective, genome-
wide analysis formats that may spur further advances in understanding the impact of 
genetic variation on ethanol susceptibility. Advances in molecular profiling technol-
ogies within the disciplines of genomics, transcriptomics, proteomics, and metabo-
lomics are essential for the development of prevention strategies and personalized 
treatments of alcoholism and are discussed in Section 3.4.

Perhaps the most exciting area of current research into potential slate and trait 
markers of alcohol consumption and the onset of alcohol dependence and addiction 
is in the area of epigenetic alterations. Studies of changes in genetic expression or 
epigenetics of the individual’s expression will likely lead to more specific and selec-
tive objective markers. Epigenetics refers to alterations to the chromatin structure or 
related noncoding sequence modifications that alter the expression of the DNA coding 
sequences and involve three general mechanisms: histone-based modifications, meth-
ylation or demethylation of DNA, and the expression of non-protein-coding RNA 
transcripts (termed small RNAs) that modify genetic expression. Such alterations may 
be time and tissue specific and in some cases are shown to be transgenerational [25]. 
Histone methylation and DNA methylation appear to act in concert, although DNA 
methylation may be less important as an epigenetic marker in specific circumstances 
[25]. It has been shown that alcohol-induced hyperacetylation may be identified as 
an indicator of hepatotoxicity [26]. In addition, the role of genetic background and 
alcohol-induced alterations of gene expression has led to initial identification of a 
potential neuroadaptive response pattern triggered by abstinence in mice that could 
result in specific targets for identification of alcohol dependence and addiction [27].

3.2  �BIOCHEMICAL (SLATE) MARKERS 
OF CHRONIC ALCOHOL USE

There is considerable interest in capabilities to detect individuals who have previ-
ously abused alcohol by means of established and widely available biochemical 
markers. Biomarkers for the detection of chronic alcohol use could be used to screen 
for heavy alcohol consumption, identify changes in drinking behavior, and monitor 
therapy of alcoholism [28]. It is proposed that emergency departments would save 
$3.81 for every dollar invested in biochemical marker screening and intervention 
programs [29]. The availability of methods for these markers is varied, with some 
readily available but others requiring “home-brew” testing techniques using mass 
spectroscopy. Estimates of the relative sensitivities and specificities of many of these 
markers can be found in Hannksela et al. [28]. Table 3.2 provides a brief summary of 
the markers discussed in this work.
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TABLE 3.2
Selected Markers of Alcohol Consumption

Marker Abbreviation

Approximate Period 
of Detection of 

Prior Alcohol Use Comments

Ethanol, blood EtOH Less than 1 day Direct marker of intake; elevates 
anion and osmolar gaps; usually 
exhibits zero-order elimination

Fatty acid ethyl esters FAEEs Less than 1 day in 
plasma, several 
months in hair and 
meconium

Exhibits high sensitivity for 
exposure; represents a metabolite 
of ethanol; presence in hair and 
meconium may be useful in 
forensic and neonatal exposure 
applications

5-Hydroxytryptophol, 
urine

5-HTOL 1–3 days Often utilized as part of a 
5-HTOL/5-HIAA ratio

Ethyl glucuronide, 
urine

EtG 1 week A minor metabolite of ethanol, can 
be detected in hair and tissues; 
used in forensic investigations

Aminotransferases, 
plasma

AST/ALT 3 weeks A De Ritis ratio (AST/ALT) >2 
suggests alcoholic liver damage

N-acetyl 
β- hexosaminidase

β-Hex 1–2 weeks, plasma; 
2–4 weeks, urine

Has a half-life of 6 days in plasma; 
elevated in kidney insufficiency, 
pregnancy, and diabetes

High-density 
lipoprotein, plasma

HDL Long term Widely available; elevated values 
associated with alcohol 
dependence; low specificity

Phosphatidylethanol, 
blood

PEth 2–3 weeks A metabolite of ethanol with a 
longer period of detection; poor 
stability in nonfrozen biological 
specimens

Gamma-
glutamyltransferase, 
plasma

GGT 2–3 weeks Nonspecific, but sensitive, 
commonly utilized marker

Carbohydrate- 
deficient transferrin, 
plasma

CDT 2–3 weeks A relatively specific marker; 
genetic variants of transferrin can 
cause false positives

GGT and CDT in 
combination, plasma

Gamma-CDT 2–3 weeks Increased sensitivity as compared 
to GGT or CDT alone without 
loss of specificity

Acetaldehyde adducts 
(hemoglobin-
associated 
acetaldehyde)

HAA Variable, 1–4 months 
for HAA

Titers of IgA autoantibodies can 
also be utilized as alcohol 
exposure markers

continued
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3.2.1  �Short-Term Direct Markers for Alcohol Consumption

The National Academy of Clinical Biochemistry laboratory medicine practice guide-
lines recommend that a direct serum ethanol test be available to emergency depart-
ments with a turnaround time of less than 1 hour [30]. Indeed, alcohol is the most 
common of all drugs involved in emergency department visits, with some emergency 
departments reporting that one third of patients admitted during the evening exhib-
ited substantially elevated blood alcohol levels [31].

3.2.1.1  �Direct Ethanol Measurements
Direct measurements of circulating ethanol in serum have the advantages of being 
widely available and are relatively specific [32]. Commonly used methods include 
serum determinations by enzyme assay and gas chromatography that can be uti-
lized with turnaround times of less than 1 hour. Blood or serum analysis using 
the enzyme alcohol dehydrogenase is relatively specific for ethanol with only slight 
positive interferences observed in the presence of other alcohols such as isopropa-
nol, methanol, and ethylene glycol [33]. Breath analyzers that measure the vapor 
pressure of ethanol are sometimes used at the bedside but suffer a host of potential 
interferences [34]. Although osmolar gap calculation is an imperfect method for 
screening for the presence of ethanol, it still is occasionally utilized in emergency 
situations [35].

Rapid blood or serum/plasma ethanol testing can be used to investigate alco-
hol concentrations in individuals with elevated anion and osmolar gaps and may 
have concurrent poisoning with other alcohols or who exhibit clinical signs of 
ethanol intoxication consistent with a sedation toxidrome. These signs can include 
general central nervous system (CNS) depression, coma, respiratory depression, 

TABLE 3.2 (continued)
Selected Markers of Alcohol Consumption

Marker Abbreviation

Approximate Period 
of Detection of 

Prior Alcohol Use Comments

Mean corpuscular 
volume

MCV 2–4 months MCV >100 fl suggestive of 
alcohol abuse in absence of 
anemia; B12 and/or folate 
deficiency, smoking, 
hypothyroidism, or other liver 
and hematological disorders can 
also increase MCV

Sialic acid 
aminosaccharides, 
apolipoprotein J, 
plasma

SIJ, ApoJ Variable, ~8 weeks 
for ApoJ

Ethanol exposure decreases 
sialylation of ApoJ; false 
positives observed in patients 
with tumors, diabetes, and 
cardiovascular disease
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hypotension, and hypothermia. Other potential uses for serum alcohol testing in 
the emergency room include proving an individual is deemed to be incapacitated 
in regards to making medical care decisions, confirmation of sobriety prior to trans-
fer, as a potential indication of alcohol dependence, and as an indicator for the provi-
sion of counseling [31].

While the direct measurement of alcohol and immediate metabolites in blood, 
saliva, and breath are clinically useful, these types of measurements have a short 
window of detection (lasting less than approximately 12 hours) following alcohol 
ingestion. Ethanol is generally cleared in a linear manner (zero-order kinetics) at a 
rate of approximately 20 mg/dL/hour [36]. Thus, direct ethanol measurement is not 
always well suited for the detection of alcohol dependence, although increased alco-
hol tolerance (reduced functional impairment) and high levels of blood alcohol are 
often associated with alcohol dependence [31]. Given this short window of detection, 
other longer-term markers of ethanol are often preferentially utilized for determina-
tion of alcohol abuse or dependence.

3.2.1.2  �Fatty Acid Ethyl Esters (FAEE)
Fatty acid ethyl esters (FAEE) represent an additional direct alcohol consump-
tion marker with a slightly longer window of detection than ethanol concentration 
determinations. These products are formed as part of the metabolism of ethanol 
and are only present in the serum for approximately 24 hours following alcohol 
ingestion. Fatty acid ethyl esters (FAEE) represent an interesting potential long-
term alcohol consumption marker. A number of FAEE species are incorporated 
into hair where they can be measured after extraction by gas chromatography-
mass spectrometry [37]. This is a potentially powerful method with 90% specific-
ity and sensitivity [28]. Hair samples are useful in forensic and clinical toxicology 
[38,39]. Its concentration in hair appears to be accumulative over time and can be 
a measure of chronic alcohol consumption. Furthermore, this marker can be mea-
sured both in neonatal hair and meconium samples to investigate prenatal alcohol 
exposure [40].

3.2.1.3  �5-Hydroxytryptophol (5-HTOL)
Alcohol and acetaldehyde affect the metabolism of serotonin resulting in an 
increased production the serotonin metabolite 5-hydroxytryptophol (5-HTOL). This 
is excreted in the urine and can be detected for approximately 5 to 15 hours longer 
than ethanol. This marker is deemed a sensitive and specific marker for ethanol con-
sumption in the preceding 24 hours and may have application in forensic toxicology 
[41]. The ratio of 5-HTOL to the serotonin metabolite 5-hydroxyindole-3-acetic acid 
(5-HIAA) is also useful in the detection of recent alcohol intake [42].

3.2.1.4  �Ethylglucuronide (EtG)
Ethylglucuronide/ethylsulfate is a marker garnering increasing interest which 
can be detected for a period of a few days following alcohol ingestion [43,44]. 
Ethylglucuronide is a minor metabolite of ethanol resulting from conjugation with 
glucuronic acid. This can be detected in the blood for ~36 hours and can be detected 
for several days in urine and tissues for several days following cessation of alcohol 



56 Pharmacogenomics of Alcohol and Drugs of Abuse

intake [44]. EtG is also present in hair and is a promising marker for postmortem 
investigations of alcohol use [45].

3.2.2  �Long-Term Alcohol Use Markers

Long-term markers for alcohol use/abuse which remain elevated for long periods 
of time can be used to investigate the role of alcohol as an etiological factor for 
other disorders, to initiate detoxification therapy, to treat dependency and motivate 
patients to modify drinking habits, and to monitor abstinence [28,45]. Thus, markers 
of chronic alcohol intake that can be detected over long periods of time following 
drinking cessation are often preferentially utilized. Several biochemical markers are 
available to identify excessive or chronic alcohol use. Some long-term markers of 
alcohol use include mean corpuscular volume (MCV) or markers of liver function 
such as γ-glutamyltransferase (EGT), and carbohydrate deficient transferrin (CDT). 
In general, long-term markers are responsive to alcohol intake in the preceding 
weeks to months.

3.2.2.1  �General Markers of Nutritional Status and Liver Damage
Almost all alcoholics with liver disease or alcoholic hepatitis suffer from dietary 
imbalance and protein calorie malnutrition (PCM). Reduced albumin and prealbu-
min concentrations have been used as markers for kwashiorkor PCM. A number of 
significant vitamin and mineral deficiencies are also commonly observed in alco-
hol dependent individuals [46]. Serum uric acid is often elevated in cases of alcohol 
dependence [45].

Serum IgG, IgM, and IgA gamma globulins are often elevated in response to 
antigenic stimulation. Twofold elevations of IgA are observed in 90% of alcoholism 
cases, IgG and IgM can also be elevated albeit at a lower frequency. Elevations of 
gamma globulins are nonspecific, which limits their diagnostic value [47,48].

Liver damage is associated with chronic alcohol use. Total bilirubin is elevated in 
60% of patients with alcoholic hepatitis, and prolonged alkaline phosphatase and pro-
longed prothrombin times are often concurrently observed [46]. Hyaluronic acid is a 
marker of liver fibrosis and cirrhosis and is often elevated in cases of severe alcohol 
abuse [45]. The serum transaminases aspartate (AST) and alanine (ALT) amino-
transferase can also be elevated in liver damage but appear to have limited sensi-
tivity for alcohol abuse [49]. Obesity tends to increase overall ALT ratios, limiting 
the specificity of using elevated ALT values alone as a marker of alcohol abuse 
[45]. A De Ritis ratio (AST/ALT) of >2 may be suggestive of an alcohol origin of 
liver disease. Most patients with nonalcoholic liver disease have ratios of less than 
one, except for individuals with nonalcoholic steatohepatitis [45]. Overall, the sensi-
tivities and specificities of AST and ALT are generally considered to be somewhat 
lower than those of some of the other markers described later [28].

3.2.2.2  �N-Acetyl-β-Hexosaminidase (β-Hex)
N-Acetyl-β-hexosaminidase is an enzyme elevated in heavy drinkers. Alcohol intake 
reduces biliary excretion of β-hexosaminidase, which can be measured in the serum 
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or urine and has a serum half-life of 1 week [50]. Levels return to baseline in plasma 
after about 10 days of cessation making it a potential intermediate term marker of 
alcohol consumption. While some studies have shown it to be a sensitive marker of 
heavy drinking, other disorders such as diabetes and hypertension also cause eleva-
tions of β-Hex [51].

3.2.2.3  �Mean Corpuscular Volume (MCV)
Although the exact mechanism remains unknown, red blood cell size (MCV) 
increases in an apparently dose-dependent relationship with intensity of alcohol 
intake. An increase in MCV can be noted in patients with <40 g/day consumption 
of alcohol [52]. Following cessation of alcohol consumption, a significant number 
of enlarged red blood cells remain in circulation for 2 to 4 months. The sensitiv-
ity of MCV for alcohol dependence has been estimated at ~40%. Increased MCV 
can be associated with thyroid disease, folate deficiency, blood loss, pharmaceutical 
intake, nonalcoholic liver diseases, and various hematological disorders. Thus while 
about 4% of all adults exhibit elevated MCV only about 65% of those cases can be 
attributed to alcohol intake [53,54]. In the absence of anemia an MCV of >100 fL is 
strongly suggestive of high alcohol intake in males [45].

3.2.2.4  �Lipid Markers
Concentrations of high-density lipoprotein (HDL) increase in cases of prolonged 
alcohol consumption. Although the diagnostic use of HDL is limited due to a num-
ber of confounding factors, HDL can be elevated in cases of low daily amounts 
of chronic intake [55]. HDL may be useful in the identification of patients in the 
early phase of alcohol dependence who do not yet have significant liver disease [47]. 
Chronic alcohol users also can exhibit increased serum triglyceride concentrations.

The phospholipid phosphatidylethanol (PEth) is formed after alcohol consumption 
and can be detected in whole blood up to 3 weeks after cessation of drinking [56]. 
While PEth appears to be sensitive to heavy alcohol use, specimens have poor stabil-
ity and must be kept frozen at –80°C to prevent degradation prior to analysis [45].

3.2.2.5  �γ-Glutamyltransferase (GGT)
Enzymatic determination of serum enzyme activities of γ-glutamyltransferase 
(GGT) is perhaps the most commonly utilized traditional marker for chronic alcohol 
consumption. In general, a positive correlation exists between GGT serum enzyme 
activity and alcohol consumption [47]. This biliary canalicular enzyme is induced 
by alcohol consumption and is increased in cases of acute hepatocellular damage. 
Increased activity elevations are seen in cases of severe alcoholic liver disease. Binge 
drinking seems to elevate GGT activity more than mild chronic drinking. However, 
lower levels of daily alcohol consumption (<40 g/day) and moderate routine alcohol 
consumption can both result in elevated GGT activities [57,58].

GGT is deemed to be one of the more sensitive markers for alcoholism. Overall 
estimates of sensitivity vary widely ranging from 40% to 80% in alcohol-dependent 
individuals [47]. In cases of heavy alcohol consumption GGT is typically 10-fold 
higher than normal and returns to normal approximately 2 weeks after alcohol 
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intake cessation. The sensitivity of GGT for alcohol consumption has been shown to 
be higher in men than in women [57]. Other individuals who tend to experience mild 
to moderate increases in average GGT activities include obese individuals, smokers, 
older individuals, postmenopausal women as compared to premenopausal women, 
and women taking oral contraceptives [59,60].

The existence of a number of relatively common causes of significantly increased 
GGT activity other than alcohol consumption limits its specificity and utility for 
screening for chronic alcohol consumption. Elevated GGT activity is used as a 
marker of liver disease as almost all liver disorders, especially those involving intra-
hepatic or posthepatic liver consumption. The induction and/or release of GGT can 
occur upon drug ingestion (including barbiturates, tricyclic antidepressants, war
farin, and monoamine oxidase inhibitors). Furthermore, nonalcoholic fatty liver dis-
ease and viral liver infection can cause elevations of serum GGT activity [28].

3.2.2.6  �Carbohydrate Deficient Transferrin (CDT)
Quantification of the relative amount of carbohydrate deficient transferrin (CDT) in 
the serum provides a biomarker for the detection of heavy alcohol use in preceding 
weeks [61,62]. Transferrin is an iron transport glycoprotein involved in iron trans-
port and is produced in hepatocytes. Transferrin exists as a heterogenous population 
of isoforms that differ in the number of attached charged carbohydrate sialic acid 
chains. Chronic alcohol (ethanol) use markedly increases the concentrations of the 
asialo and disialo CDT isoforms. The half-life of these marker CDT isoforms is 
approximately 2 weeks. Alcohol intake has little or no effect on the concentrations 
of the trisialo, tetrasialo, and pentasialo transferrin isoforms. Thus, the detection of 
specific CDT isoforms relative to total transferrin concentrations can be utilized to 
monitor sustained alcohol intake.

There are several analytical methods cleared by the U.S. Food and Drug 
Administration (FDA) for detecting CDT. These methods include immunoassay, 
high-performance liquid chromatography (HPLC) methods, and capillary gel elec-
trophoresis methods [63]. Consumption of greater than 50 g of ethanol per day 
(roughly four to five drinks/day) for a period of 1 to 2 weeks is required to cause a 
significant measurable increase in the serum CDT fraction by these methods.

A number of clinical uses have been proposed for CDT. While false-positives 
can result from this test and it may not be suitable for general population-based 
screening, this test can be used in the initial evaluation of patients for whom there is 
suspicion of alcohol abuse or in patients with disorders that are often associated with 
alcohol abuse such as liver disease, pancreatitis, or depression. The specificity of 
this test makes it suitable for follow-up testing to investigate abnormalities of other 
biomarkers for alcohol abuse. Finally this test has been used to monitor patients who 
are considered to be at high risk for excessive alcohol use or alcohol abuse relapse.

As a biomarker for heavy alcohol consumption, the use of %CDT compares 
favorably with γ-glutamyltransferase and mean corpuscular volume, demonstrating 
equal or superior sensitivity and specificity in a number of studies. A study of 119 
normal and 46 pathological (heavy alcohol use) samples correctly classified all sam-
ples. However, meta-analysis has shown that commonly used methods demonstrate 
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clinical sensitivity of approximately 40% at 95% clinical specificity for substantial 
alcoholic intake [64,65].

Although elevated levels of CDT are deemed to be fairly specific for sustained alco-
hol intake, a number of factors can elevate CDT. Patients suspected of having auto-
somal congenital disorders of glycosylation may exhibit elevation of CDT isoforms 
in the absence of alcohol intake. In addition, the presence of rare genetic variants of 
transferrin (including D, B1, B2) may interfere with CDT analysis. Advanced liver 
damage (including biliary cirrhosis, hepatocellular carcinoma, and severe chronic 
viral hepatitis) can increase observed relative CDT levels, leading to an estimated 
reduction in specificity to 70% to 80% for the exclusion of heavy alcohol use. Other 
potential confounding factors include the presence of monoclonal antibodies, pancre-
atic or kidney transplantation, and immunosuppressive or anti-epileptic drug therapy.

CDT has been demonstrated to be most sensitive in males older than 40 years. 
Sensitivity of the CDT assay may be decreased in females, especially in those admin-
istered hormone replacement or hormone contraceptives, and pregnant females. 
Furthermore, increased body mass index has been demonstrated to decrease overall 
sensitivity for excessive alcohol intake while smoking increases diagnostic sensitiv-
ity [61,66,67].

3.2.2.7  �Combination of CDT and GGT or γ-CDT
Although no single marker gives ideal sensitivity and specificity, increased perfor-
mance can be achieved by the use of multiple markers for alcohol use. One marker 
combination that has been shown to exhibit superior prediction of heavy chronic 
alcohol use is that of GGT and CDT, which is often referred to as γ-CDT. A γ-CDT 
equation has been generated that includes contributions by both GGT and CDT 
markers and has been shown to correlate to alcohol consumption and is consistently 
elevated in patients who consume >40 g/day of ethanol. In a comparison of 257 male 
alcoholics versus 362 moderate to occasional social drinkers, γ-CDT was able to dif-
ferentiate the populations with 75% sensitivity and 93% specificity [62].

3.2.2.8  �Acetaldehyde
Acetaldehyde adducts are produced when acetaldehyde formed during alcohol 
metabolism conjugates to various circulating proteins [47]. The half-life of these 
adducts is dependent on the circulating protein. One potential useful acetalde-
hyde adduct is hemoglobin-associated acetaldehyde that can be detected for 28 days 
following alcohol ingestion [68]. Diagnostically useful autoantibodies are often pro-
duced against these adducts and can also be used to detect heavy alcohol intake [32]. 
The concentrations of free and bound acetaldehyde in whole blood or whole-blood-
associated acetaldehyde have been used as markers of heavy alcohol consumption 
[69]. Hemoglobin-bound acetaldehyde will continue to increase in the presence of 
alcohol intake over the course of the 4-month life span of red blood cells in a pro-
cess analogous to the well-known accumulation of hemoglobin A1C in the presence 
of glucose. This process makes whole-blood-associated acetaldehyde a potentially 
attractive monitor of cumulative longer-term alcohol consumption in individuals in 
alcohol treatment programs.
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3.2.2.9  �Sialic Acid
Sialic acid is a potential marker for alcohol intake. Total serum sialic acid levels 
have been shown to be increased in social drinkers. While total serum sialic acid 
may have sensitivities and specificities approaching CDT, it appears to take longer to 
return to baseline following cessation potentially limiting its utility as a marker. The 
presence of increased sialic acid aminosaccharides was demonstrated to be elevated 
in the serum of heavy alcohol users and has potential as a marker of alcohol abuse in 
the preceding 2 to 5 weeks [70]. The level of sialylation of the glycoprotein apolipo-
protein J has also been proposed as a marker of heavy alcohol intake [71].

3.3  �GENETIC MARKERS OF ALCOHOL DEPENDENCE

3.3.1  �Specific Markers of Alcohol Susceptibility

In this section, a summary of the best characterized genetic markers of alcohol 
susceptibility is presented. Each section focuses on genetic variations in a particu-
lar enzymatic pathway and reviews what is known about the resulting impact on 
alcohol-related diseases. Comprehensive reviews exist for each of these markers and 
should be consulted for more specific details [72–77].

Genotyping, which includes the identification of polymorphic gene variants such 
as single nucleotide polymorphisms (SNPs), has experienced rapid improvement in 
regard to throughput rates, reduction of costs, increased accuracy, and simplicity 
of operation [78]. All SNP genotyping methods share two common steps: sample 
preparation for interrogating an SNP, followed by measurement of the allele-specific 
product using a variety of physical methods. Commonly utilized SNP genotyping 
methods include quantitative real-time PCR, rapid DNA sequencing, and oligonucle-
otide microarrays [79]. Table 3.3 provides a summary of some of the polymorphisms 
discussed in this work.

3.3.2  �Alcohol and Aldehyde Dehydrogenases

Metabolism of ethanol is a two-stage process of elimination: The first stage involves 
oxidation of ethanol to acetaldehyde by the liver enzymes from the alcohol dehy-
drogenase (ADH) family. Acetaldehyde is a toxic by-product that may contribute to 
the addictive process [80]. In the second stage, aldehyde dehydrogenases (ALDHs) 
oxidize the acetaldehyde intermediate to NADH and acetate which are subse-
quently oxidized to carbon dioxide for elimination. Linkage and association studies 
have identified the genes involved in this two-stage process as major contributors 
to the pathobiology of alcoholism or as important for possible pharmacotherapeu-
tic approaches to alcohol dependence treatment [81–84]. Several of the genes that 
encode ADH and ALDH enzymes exhibit functional polymorphisms that contribute 
to the interindividual variation in alcohol metabolizing capacity. Seven known ADH 
genes cluster on a 365 kb region of chromosome 4q23: Class I ADH (1A, 1B, 1C), 
ADH4, ADH5, ADH6, and ADH7 [85,86]. The Class I ADH genes, mainly expressed 
in the liver, are responsible for about 70% of the total metabolism of ethanol [87]. 
Polymorphisms in ADH1A, ADH1B, and ADH1C genes produce enzymes with 
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TABLE 3.3
Selected Polymorphisms from Genes Associated with Alcohol Dependence

CHR Gene Mutation
Protein 
Residue Enzyme Affected Effect of Polymorphism on Enzyme Reference

4q23 ADH1B*2 His47Arg ADH1B *2 allele has faster conversion of alcohol to 
acetaldehyde; protective effect against alcoholism 
in several populations

Crabb et al., 2004 [89]; Whitfield 
et al., 2002 [90]

4q23 ADH1B*3 Arg370Cys ADH1B *3 allele has a protective effect against alcoholism in 
African Americans and Native Americans

Osier et al., 1999 [95]

9q21.13 ALDH1A1*2
ALDH1A1*3

17bp Del
3bp Del 
(promoter)

ALDH1A Modulates expression of ALDH1A gene; protective 
effect against alcohol dependency in African 
Americans and Native Americans

Spence et al., 2003 [99]
Ehlers et al., 2004 [100]

11q22-q23 ANKK1 “TaqIA”
rs1800497 C > T

Glu713Lys DRD2

(dopamine receptor)
T-allele affects substrate binding; specificity of the 
gene product is affected

Le Foll et al., 2009 [103]

11p15.5 DRD4 VNTR
(Exon 3)

2–10 repeats 
of 48bp

DRD4

(dopamine receptor)
7-repeat VNTR decreases expression of gene; 
reduced sensitivity to dopamine as compared to the 
2- and 4-repeat VNTR

Du et al., 2010 [122]

5p15.33 DAT1 VNTR 3’UTR VNTR SLC6A3 (dopamine 
transporter)

May lower the expression rate of DAT; allele 9 
carriers associated with alcohol dependence

Köhnke et al., 2005 [129]; 
Samochowiec et al., 2006 [126]

9q34.2 DβH*444 
rs1108580 G > A

(Exon 2)

Silent mutation 
(Glu > Glu)

Dopamine A-allele associated with low DβH and alcoholism
(note: effect may result from linkage disequilibrium 
with a functional polymorphism in close proximity)

Köhnke et al., 2006a [134]; 
Zabetian et al., 2003 [135]

22q11.2 COMT
rs4680 A > G

Val158/108Met Dopamine Met158/108 enzyme has lower activity; linked to 
decreased dopamine in frontal cortex, higher 
alcohol consumption in men

Kauhanen et al., 2000 [140]; 
Köhnke, 2008 [76]

continued
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TABLE 3.3 (continued)
Selected Polymorphisms from Genes Associated with Alcohol Dependence

CHR Gene Mutation
Protein 
Residue Enzyme Affected Effect of Polymorphism on Enzyme Reference

Xp11 MAO-A-μVNTR 30bp repeat 
(promoter)

Dopamine 3,5 VNTR copies are associated with lower 
transcriptional efficiency; VNTR polymorphism 
associated with dependence and antisocial behavior

Contini et al., 2006 [146]

5q34 GABAA

1236 C > T
α6 Pro385Ser GABAA T-allele (Ser385) linked with susceptibility to alcohol 

dependence
Radel et al., 2005 [167]

7q33 CHRM2
rs1824024 G > T

(intron 4) nAChRs T-allele linked with susceptibility to alcohol 
dependence

Luo et al., 2005 [183]

9q34.3
12p12

NMDAR1
NMDA2B

(intron) Glutamate Increased expression of NMDA receptor influences 
EtOH tolerance and dependence

Schumann et al., 2003 [192]
Wernicke et al., 2003 [191]

6q13-15 5-HTR1B G861C Serotonin autoreceptor Increased risk of EtOH antisocial alcoholism Lappalainen et al., 1998 [200]

17q11 5-HTT 5-HTTLPR Serotonin transporter 
5-HTT linked 
polymorphic region

Association between severe alcohol dependence and 
the S allele of the 5-HTTLPR

Pinto et al., 2008 [198]

7p15
4q32
4q32
4q32

NPY
NYP1R
NYP2R
NYP5R

Leu7Pro(NYP)
and multiple 
others

Neuropeptide Y
Receptor
Receptor
Receptor

Associated with increased EtOH dependence and 
withdrawal; may also influence cocaine addiction

Wetherill et al., 2008 [202]; 
Vengeliene et al., 2008 [201]

7q21 ACN9 Multiple ACN9 Associated with increased EtOH dependence Dick et al., 2008 [252]

8q11.2 OPRK1 Multiple Opioid receptor 
(Kappa)

Associated with increased EtOH dependence Haile et al., 2008 [206]; 
Edenberg et al., 2008 [253]

1p36.3 PDYN1 Multiple (ligand)

6q24-25 OPMR1 A118G variant 
Asn40Asp

Opioid receptor (mu) Associated with customizing naltrexone EtOH 
treatment

Van der Zwaluw et al., 2007 [210]; 
Ooteman et al., 2009 [208]

Notes:	 GWAS, genome-wide association study; SNP, single-nucleotide polymorphism; CHR, chromosome; MAF, minor allele frequency; Freq, frequency.
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kinetic properties that differ from the reference proteins [85]. The ADH1B*2 allele 
(His47Arg), which is common in Asian populations and responsible for “facial flush-
ing,” has a Km almost 18 times greater than the ADH1B*1 allele, therefore, it rapidly 
converts ethanol to aldehyde: Km (ethanol) = concentration of ethanol equivalent to 
a 50% enzyme capacity) [85]. The ADH1B*2 allele is protective against alcoholism 
in East Asian, Chinese, European, Jewish, and African populations [88–92]. The 
ADH1B*3 allele (Arg370Cys), which is common in African and Native American 
Indian populations, has a Km that is 400 times greater than the reference allele. 
The ADH1B*3 allele has also shown a protective effect against alcoholism in select 
African American and Native American populations [93,94]. The ADH1C gene has 
three polymorphic alleles: ADH1C*1 (reference allele), ADH1C*2 (Arg272Gln, 
Ile350Val), and ADH1C*3 (Thr352). In one study, ADH1C*1 has been associated 
with protection from alcohol dependence in Native Americans [95].

The human aldehyde dehydrogenase (ALDH) family of enzymes is encoded by 19 
putatively functional genes and 3 pseudogenes located on several different chromo-
somes. Two genes, ALDH1 (located on 9q21.13; cytosolic isoenzyme) and ALDH2 
(located on 12q24.2; mitochondrial isoenzyme), encode enzymes significantly asso-
ciated with acetaldehyde oxidation in the liver [96]. The ALDH2*2 (Glu487Lys) 
polymorphism located in the mutant ADLH2 enzyme is prevalent in many Asian 
ethnic groups [97] and produces acetaldehyde accumulation with an alcohol-flushing 
reaction [98] similar to the ADH1B*2 allele (also see www.aldh.org). Another gene 
from the ALDH superfamily has two promoter variants, ALDH1A1*2 (a 17bp dele-
tion) and ALDH1A1*3 (a 3bp deletion), with protective effects against alcohol depen-
dence in African American and Native American populations [99,100].

Thus far, association studies have not attempted a comprehensive genotyping 
approach on functional polymorphisms in both ADH and ALDH genes for alco-
hol dependence in multiple ethnic populations. Recently, Kuo et al. [101] tested 
polymorphisms in seven ADH genes, along with the ALDH1A1 and ALDH2 
genes, for association with alcohol dependence in the Irish Affected Sibling Pair 
Study of Alcohol Dependence. In this study, numerous SNPs in the ADH gene 
were associated with AD; however, the authors concluded that they did not have 
a full coverage set of SNPs in the alcohol metabolism genes to adequately test for 
associations in AD [101]. Microarray or whole-genome sequencing strategies can 
overcome this limitation. Another large case-control study found associations 
between AD and ADH5 genotypes; also, diplotypes of ADH1A, ADH1B, ADH7, 
and ALDH2 were linked to AD in European Americans or African Americans 
[102]. Likewise, these authors suggested that a dense set of genetic markers is 
essential for comprehending the complex interactions among the alcohol-metab-
olizing enzymes and AD.

3.3.3  �Neurotransmitter Systems

Neurotransmitters located in the brain are endogenous chemicals responsible for 
transmission of signals from neurons to target cells across synapses. Major neu-
rotransmitter systems include the dopamine, noradrenaline, cholinergic, and sero-
tonin systems; they are linked to the behavioral aspects of ethanol dependence. A 
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synopsis of select neurotransmitters and the genes encoding them is described in 
this section: dopamine receptors and transporters, dopamine metabolizing enzymes, 
γ-aminobutyric acid, acetylcholine, glutamate, serotonin, neuropeptide Y, ACN9, 
and opioids. A brief discussion of individual genetic variants in genes from each 
major neurotransmitter system is included. In this review chapter, focus is placed on 
the mesolimbic dopamine system because it has been extensively studied in relation-
ship to alcoholism.

3.3.4  �Dopamine

Dopamine is the neurotransmitter used by the mesolimbic, nigrostriatal, and 
tuberoinfundibular pathways of the brain. The mesolimbic dopaminergic pathway 
or “reward” pathway and the mesocortical pathway are associated with memory, 
motivation, emotional response, desire/reward, addiction, and hallucinations (if not 
working properly). Dysfunctions in the dopaminergic systems are involved in several 
pathological conditions including Parkinson’s disease, Tourette’s syndrome, drug 
addiction, and hyperactivity disorders [103]. Therefore, it is highly likely that the 
dopaminergic system may contribute to alcoholism predisposition and vulnerability.

3.3.5  �Dopamine Receptors

Dopamine receptors, metabotropic G-protein-coupled receptors, include the D1 fam-
ily (DRD1, DRD5) and the D2 family (DRD2, DRD3, DRD4). DRD1 is involved in 
the rewarding/reinforcing effects of drugs of abuse, but few genetic studies have 
been completed because functional polymorphisms in the DRD1 gene have not been 
elucidated. DRD1 does contain a 5′ UTR polymorphism with an A > G transition 
on chromosome 5q35.1 [103]. Batel et al. [104] found a specific haplotype (rs686-
T-rs4532*G) within DRD1 that is significantly linked to alcohol dependence [104].

By contrast, DRD2 is the most studied dopamine receptor in relation to alcohol-
associated disorders. 10kb downstream from the DRD2 gene is TaqIA, a C > T sub-
stitution actually located in an exon of the ANKK1 gene [105]. This polymorphism 
causes a nonsynonymous coding change (Glu713Arg) that has been investigated in 
40 case-control studies and several meta-analyses involving alcoholism (see Table 1 
in Le Foll et al. [103]. A meta-analysis by Smith et al. [106] of genotyping data from 
44 studies of the Taq1 polymorphism found a significant association with alcohol 
dependency in persons with one or two copies of the A1 allele [106]. A similar meta-
analysis by Le Foll et al. [103] also detected a modest association of the A1 allele 
and alcohol dependency. Because these results conflict with other studies [107–109], 
one possible explanation for the discrepancies is that the A1 allele is in linkage dis-
equilibrium with other influential genes near the chromosomal region of DRD2 such 
as the ANKK1 gene. The amino acid substitution may change the substrate-binding 
specificity of ANKK1 which is involved in signal transduction [105]. This possibility 
is also supported by the COGA study on ANKK1 and alcoholism that found a strong 
association with the 5′ linkage disequilibrium block of this gene; this region does not 
contain TaqIA [73].
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The dopamine receptor DRD3 contains a functional polymorphism (Ser9Gly), 
producing an allele (Gly) that is more sensitive to dopamine [110]. A small case-
control study by Limosin et al. [111] found an increased risk of impulsiveness, an 
addiction trait, in French alcoholics who are heterozygous for the Ser9Gly mutation 
(also known as the BalI polymorphism due to a restriction site produced by the vari-
ant) [111]. Numerous studies have failed to find any association with alcohol depen-
dence and DRD3 variants [112–114].

DRD4 receptors, G-coupled receptors encoded by the DRD4 gene, have been 
linked to several psychiatric disorders (schizophrenia, bipolar disorder), neurologi-
cal disorders (Parkinson’s disease), and addictive behaviors (including novelty or 
thrill seeking). DRD4 has a variable number of tandem repeat (VNTR) polymor-
phisms on exon 3 that may affect gene expression by binding nuclear factors [115]. 
The DRD4 VNTR can vary from 2 to 10 48-bp repeats. Alleles with less than seven 
repeats are “short alleles” and alleles with more than seven repeats are “long alleles.” 
Novelty seeking, which is found in some alcoholic personalities, has been associated 
with the DRD4 VNTR long allele [116–118]. Several older studies tried to find an 
association of the DRD4 VNTR with alcoholism but failed [119–121]. A study by 
Du et al. reported an association between DRD4 VNTR and alcoholism in Mexican 
Americans [122].

DRD5 receptors, G-coupled receptors that stimulate adenylyl cyclase, are simi-
lar in structure and function to the D1 receptors [123]. There are several functional 
polymorphisms located in DRD5 [124], but genetic studies in relation to alcohol have 
not been attempted due to the complexity of the gene location [125]. Nevertheless, 
advanced molecular technologies make the analysis of this candidate locus feasible, 
and polymorphisms in DRD may contribute to disorders influenced by the dopami-
nergic system.

3.3.6  �Dopamine Transporters

One member of the SLC6 gene family of neurotransmitter transporters is the sodium-
dependent dopamine transporter (DAT, alias SLCA3). Expression of this transporter 
is influenced by a VNTR polymorphism located in the 3′ untranslated region of 
the dopamine transporter (DAT1) gene, found on chromosome 5q15.3 [76]. Several 
case-control studies and family-based association studies have reported conflicting 
associations with the DAT1 VNTR polymorphism and alcohol-related phenotypes; 
however, most of these studies had very small sample sizes [120,126–131]. A case-
control study using a German population by Köhnke et al. found a significant asso-
ciation between the diagnosis of alcoholism and prevalence of the nine-repeat allele 
in the DAT1 gene [129].

3.3.7  �Dopamine Metabolizing Enzymes DβH

Dopamine-β-hydroxylase (DβH) catalyzes the conversion of dopamine to norepi-
nephrine; several polymorphisms in the DβH gene have been the focus of addic-
tion research for many years. Two studies did not find an association between the 
DβH-1021 C > T polymorphism and alcoholism or severe withdrawal symptoms 
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[132,133]. The DβH *444 G > A polymorphism, found in exon 2, was associated with 
alcoholism [134] but is probably linked with another functional polymorphism close 
to DβH on chromosome 9q34 [134–136].

3.3.8  �Catechol-O-Methyltransferase (COMT)

Catechol-O-methyltransferase (COMT) is a major enzyme located in the frontal cor-
tex of the brain that metabolizes epinephrine, norepinephrine, and dopamine. COMT 
metabolizes dopamine to the metabolite homovanillic acid (HVA). The COMT gene 
is found on chromosome 22q11, a locus previously linked to schizophrenia [137]. It 
contains the functional polymorphism Val158/108Met in soluble COMT (S-COMT) or 
Val108Met in membrane-bound COMT (MB-COMT), an enzyme that is expressed in 
brain neurons [138,139]. The Val158/108 enzyme has more activity than the Met158/108 
form and is linked with decreased amounts of dopamine in the frontal cortex [14]. 
The Met158/108 allele is associated with higher consumption of alcohol in men [140] 
and higher anxiety levels in women [141]. In a genetic substudy from the COMBINE 
Alcoholism Treatment Study, the relationship between candidate loci and drug metab-
olism or alcohol addiction was explored [142,143]. In the COMT gene, the Val158Met 
polymorphism was associated with brain endogenous opioid function, response to 
stress and anxiety, and differences in cognitive and emotional processes [144].

3.3.9  �Monoamine Oxidase (MAO)-A

Monoamine oxidase (MAO) enzyme, which also catalyzes dopamine to HVA, has 
a repeat polymorphism in the MAO-A gene (located on chromosome Xp11) that 
affects the transcriptional activity of the gene. Alleles with three or five copies of 
the repeat have diminished transcriptional efficiency as compared to alleles with 
three and a half or four copies [145]. Numerous association studies have found a 
positive relationship between MAO-A-μVNTR genotype and alcohol dependence or 
antisocial behavior linked to alcohol dependence [146–148]. These results have been 
contradicted by other case-control studies that did not find a positive association 
between MAO-A-μVNTR genotype and alcohol dependence phenotype [149–152].

3.3.10  �GABA (γ-Aminobutyric Acid)

The chief inhibitory neurotransmitter in the central nervous system, γ-aminobutyric 
acid (GABA), is an amino acid responsible for regulating neuronal excitability. The 
neurotransmitter GABA binds to specific receptors located in the plasma membrane 
of neuronal cells. Two main classes of GABA receptors have been well character-
ized: ionotropic GABAA and GABAC receptors, and metabotropic GABAB receptors 
[153–156]. GABAA receptors are a family of ligand-activated chloride ion channels 
composed of multiple receptor subunits: (α 1–6), β 1–3), γ 1–3), δ, ε, θ, π, and ρ 1–3), 
and their splice variants [153,157,158]. Most of the receptor subunits of GABAA have 
been assigned to chromosomes 4, 5, 15, and X [74,159]. When the neurotransmitter 
GABA binds to GABAA, the conformational structure of the receptor is changed, 
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and the membrane pore opens for the flow of chloride ions. GABAB receptors, 
widely distributed throughout the human brain, are G-protein coupled receptors 
that stimulate the opening of potassium channels. GABAC receptors, which differ 
in complexity of structure, abundance, distribution, and function from GABAA and 
GABAB receptors, can be found in retinal, hippocampus, spinal cord, and pituitary 
tissues [160,161].

The GABA neurotransmitter system interacts with the corticomesolimbic dopa-
mine system (CMDS) in the brain to reinforce the effects of alcohol. New pharmaco-
logical treatments that target the inhibitory and excitatory modulators of the CMDS 
may prevent relapse or reduce heavy drinking [160]. Two clinical trials on the anticon-
vulsant drug Topiramate, which modulates the CMDS by facilitating GABA function 
through interaction with the GABAA receptor, have significantly increased abstinence 
from alcohol and reduced heavy drinking in alcohol-dependent subjects [160,162].

Tabakoff et al. [163] used a genomics approach in the rat model to identify a list 
of candidate genes that influence human consumption of alcohol. They compiled a 
PubMed literature search on the functionality of the candidate gene products and 
determined that “defined pathways are linked to presynaptic GABA release, activa-
tion of dopamine neurons, and postsynaptic GABA receptor trafficking, in brain 
regions including the hypothalamus, ventral tegmentum and amygdale” [163]. Then, 
a custom genotyping microarray of 1,350 single nucleotide polymorphisms (SNPs) 
was designed from the list of candidate genes (i.e., an “addiction array”) and used to 
conduct genetic association studies with two different human populations. SNPs in 
two genes (GAD1, MPDZ) were significantly associated with alcohol consumption in 
the Montreal, Canada, population, whereas SNPs in four genes (CHRM5, GABRB2, 
MAPK1, PPP1R1B) were associated with alcohol consumption in the Sydney, 
Australia, population. An interesting outcome from this study is the observation that 
genetic factors contributing to alcohol consumption may differ from genetic factors 
associated with alcohol dependence in humans.

Chromosomal region 5q34 in humans contains a GABAA receptor gene cluster 
implicated in the genetics of alcoholism [74,164]. Previous association studies in 
humans have implicated GABRA6, GABRB2, and GABRG2 (major GABAA recep-
tor subunit genes in the human genome located on 5q34) with alcohol dependence 
[164–166]. The α6 Pro385Ser amino acid polymorphism, located within the GABAA 
subunit cluster on 5q34, was implicated by haplotype-based localization with sus-
ceptibility to alcohol dependence [74,167]. Radel et al. discovered two other poly-
morphisms localized on 5q34, the GABRA6 1519T and the GABRB2 1412T alleles, 
which were associated with alcohol dependence in both Finns and Southwestern 
Native American populations [167].

3.3.11  �Acetylcholine

Acetylcholine (ACh) is a neurotransmitter found in the brain and autonomic nervous 
system; it is the natural agonist of muscarinic and nicotinic receptors. Muscarinic 
receptors (mAChRs) are G protein-coupled acetylcholine receptors found in the 
plasma membrane of neurons throughout the central nervous system. Nicotinic ace-
tylcholine receptors (nAChRs) are receptor ion channels found in the autonomic 
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nervous system. Several genetic studies have shown that common genetic factors 
in genes may contribute to alcohol and nicotine co-addiction [168–171]. Because 
neuronal nicotinic receptors (nAChRs) are a common site of action of nicotine and 
alcohol, candidate gene and whole genome association studies have targeted genes 
coding the nAChRs [172].

Human clinical research studies have implicated two genes that encode the α4 
and β2 nAChR subunits (CHRNA4 and CHRNB2) with alcohol and tobacco depen-
dence [173–175]. However, most genetic association studies examining single nucle-
otide polymorphisms within CHRNA4 and CHRNB2 genes have not found evidence 
for an association between nicotine or alcohol addictions and these genetic variants 
[176–178]. Because several neuronal pathways (opioidergic, serotonergic, glutama-
tergic, dopaminergic, GABAergic, and cholinergic systems) with connections to 
nAChRs are modified by nicotine and alcohol use, research continues with candi-
date gene and whole genome association studies to understand the comorbidity of 
these two drugs [172] and to search for effective drug treatments. In a recent review 
of neuronal nicotinic acetylcholine receptors, Chatterjee et al. [179] suggest that two 
FDA-approved nAChR ligands, varenicline and mecamylamine, may be effective 
drugs to treat not only smoking cessation but also alcohol use disorders [179].

The cholinergic muscarinic receptor 2 (CHRM2) gene is located on the long arm 
of chromosome 7 where a locus for genetic susceptibility was found in two sepa-
rate genome-wide linkage studies [180,181]. The Collaborative Study of the Genetics 
of Alcoholism (COGA) found three SNPs in CHRM2 that increase risk of alcohol 
dependence [182]. One of these SNPs, rs1824024, was implicated in another associa-
tion study of CHRM2 and alcohol dependence in European American and African 
American populations [183]. In a Korean case-control study, SNP rs1824024 was 
significantly associated with the Alcohol Use Disorders Identification Test (AUDIT) 
and the Alcohol Dependence Scale (ADS), instruments used to measure the sever-
ity of symptoms in alcohol dependence subjects [184]. Recent studies associate the 
CHRM2 gene with brain oscillations and cognition [185], alcohol and drug comor-
bidity [186], and major depression in women [187].

3.3.12  �Glutamate

Glutamate is the main excitatory neurotransmitter. Ethanol potently inhibits glu-
tamate receptor activity. There are many locations of various glutamate receptor 
subunits throughout the genome for NMDA (N-methyl-D-aspartic acid) receptor 
genes that can be found on chromosomes 9q, 16p, 12p, 17q, 19p, and 19q [188]. A 
calcium-conducting glutamate receptor known as the N-methyl-D-aspartate receptor 
(NMDAR) is believed to be involved in the evolution of alcohol addiction. Ethanol 
has an inhibitory effect on this receptor which is attenuated upon prolonged etha-
nol exposure. Increased receptor expression is believed to underlie the development 
of ethanol tolerance and dependence as well as acute and delayed signs of with-
drawal, particularly agitation and delirium tremens [189]. Protein kinases such as 
Fyn and Src are important in phosphorylation of NR2 subunits (A and B) that upreg-
ulate channel function, regulating NMDA receptors, and controlling signal pathways 
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[190]. Several allelic variants of the NMDAR1 and the NMDAR2B receptor genes 
have been linked with alcoholism and related traits [191], but other studies have 
not consistently linked an association [192]. Withdrawal from chronic alcohol usage 
leads to increased activity in the NMDA receptor and increased influx of calcium 
which are attributed to neurotoxicity and neuronal cell death. Topiramate, which can 
decrease release of dopamine and also antagonize the glutamate activity, has been 
shown to be efficacious to placebo in the management of alcohol dependence [193].

3.3.13  �Serotonin

Serotonin, also known as 5-hydroxytryptamine (5-HT), is a monoamine neurotrans-
mitter that is derived from tryptophan. Serotonin is found in the central nervous 
system, the gastrointestinal tract, and the dense granules of platelets. The serotonin 
transporter (5-HTT) has received attention as a marker for alcohol dependency risk 
because of evidence supporting a relationship between serotonergic function and 
alcohol consumption [194]. Halliday has suggested that chronic alcohol intake may 
exert neurotoxic effects upon neurotransmitter systems such as the serotonergic 
system [195]. A serotonin deficiency state has been postulated to account for an 
alcohol-dependent individual’s undercontrol of intrusive alcohol-related thoughts 
and inability to restrain impulses to engage in drinking behaviors [196]. Several stud-
ies showed inconsistent data on the potential association of the serotonin transporter 
genotype with the risk of developing alcoholism, with differences in data possibly 
stemming from numerous environmental and biochemical variables [197]. A variant 
in the gene that encodes for the 5-HT transporter, the 5-HTTLPR polymorphism, 
has been associated with alcohol consumption. Expression of the gene stems from 
either short (S) alleles of 14 copies or long (L) 16 copies of a 20–23 base pair repeated 
sequence, with the S variant associated with reduced transporter protein expres-
sion and increased alcohol dependence [198]. In a study of 176 treatment-seeking 
men and women with alcohol dependence, Thompson et al. used genotyping meth-
ods to examine the association between 5-HTTLPR genotype and obsessive compul-
sive alcohol craving but did not find a significant relationship to the particular variant 
allele (La), which is associated with greater 5-HTT transcription and alcohol craving 
[199]. An older study by Lappaleinan et al. examined both Finnish and Southwestern 
American Indian subjects and noted significance of the HTR1B-G861C (a serotonin 
autoreceptor) as well as a dinucleotide repeat locus, D6S284, closely linked to anti-
social alcoholism [200]. The end result of many studies is suggestive that there are 
most likely several, if not many, genetic factors such as single nucleotide repeats or 
polymorphisms of the serotonin neurotransmitter system that play a role in alco-
hol dependence.

3.3.14  �Neuropeptide Y (NPY)

Neuropeptide Y (NPY) is a 36-amino-acid peptide widely expressed in the mam-
malian nervous system, with high levels in brain regions such as the hypothalamus, 
in particular the arcuate and the paraventricular nuclei, the hippocampal formation, 
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the amygdala, and the septum. Neuropeptide Y has been demonstrated in animal and 
human studies, either with NPY variation or NPY receptors, to be associated with 
alcohol dependence and alcohol withdrawal symptoms. Hypoactivity of the NPY 
system has been shown to promote alcohol consumption [201]. Genetic variations 
in NPY receptors appear to be associated with alcohol dependence, alcohol with-
drawal, cocaine dependence, and concurrent alcohol and cocaine dependence [202].

3.3.15  �ACN9

The ACN9 gene is located on chromosome 7q in humans. ACN9 was originally iden-
tified in respiratory-competent yeast mutants that were not able to use acetate for 
carbon assimilation, and there are homologs of the ACN9 gene proteins that are also 
found not only in humans, but in the mouse, and in nematodes as well [203]. The 
ACN9 protein is a mitochondrial intermembrane space protein that is involved in 
gluconeogenesis and the assimilation of ethanol or acetate into carbohydrate [204]. 
The Collaborative Study on the Genetics of Alcoholism (COGA) is a multisite col-
laboration aimed at identifying genes contributing to alcohol dependence in which 
in a sampling of 105 pedigrees, chromosome 7 provided the strongest evidence of 
linkage to alcohol dependence [76]. Furthermore, four of the eight significant single 
nucleotide polymorphisms identified in this project as being associated with alcohol 
dependence were located in or near the ACN9 gene.

3.3.16  �Opioids

The opioid neurotransmitter system has been associated with alcoholism, due to the 
fact that certain opioid antagonists, such as naltrexone, have been used to clinically 
manage alcohol dependence and withdrawal [205]. While no conclusive association 
has been made between the mu and delta opioid receptor genes and alcohol depen-
dence, the genetic variants of the kappa receptor gene (OPRK1) and a gene encoding 
for an opioid ligand, prodynorphin (PDYN), have been strongly associated with a 
risk of alcohol dependence [76]. Earlier studies in rodents demonstrated that alcohol 
consumption increases levels of beta-endorphin that binds to the opioid receptor 
[206]. It should be noted that some variants of the mu opioid receptor OPRM1 gene 
alter the efficacy of naltrexone [205]. A factor that may be of importance in the 
opioid system is that there are polymorphisms in genes that can be utilized not only 
in the evaluation of alcohol dependence, such as OPRK1 and PDYN, but also in the 
treatment of alcoholism, such as OPRM1. This is discussed in more detail below.

3.4  �PHARMACOGENETICS OF ALCOHOL ABUSE TREATMENT

Several classes of drugs have been utilized for alleviation of alcohol withdrawal 
symptoms and dependency treatment [205]. Pharmacogenetic intra-individual 
genetic variation may impact metabolism and response to these drugs and repre-
sents an emerging area of study. Benzodiazepines, for example, are utilized to treat 
alcohol withdrawal symptoms. As the metabolism is mediated by cytochrome P450 
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isozymes, pharmacogenetic variation in these isozymes may substantially affect 
drug kinetics resulting in altered efficacy or potential toxicity [207].

Some of the genes described previously in this chapter may also be relevant to 
potential pharmacologic treatment of dependence. These include genetic variations 
in the ADH and ALDH genes which can affect response to the alcohol dependence 
treatment drug disulfiram. This drug inhibits ALDH and leads to the accumulation 
of the ethanol metabolite acetaldehyde, which contributes to a “sick” feeling on the 
part of the individual (M81).

The drug naltrexone is sometimes utilized in order to attempt to prevent the devel-
opment of alcohol dependence. The OPMR1 gene encodes the mu opioid receptor, 
which is the primary site of action for the most commonly used opioids. At the 
OPRM1 gene a functional receptor polymorphism (A118G) has been identified that 
can alter β-endorphin binding to the receptor and has been linked to increased effi-
cacy of naltrexone treatment among alcohol-dependent patients [208]. β-Endorphin 
is approximately three times more potent against the A118G variant receptor than 
at the most common allelic form in agonist-induced activation of G protein-coupled 
potassium channels [209]. While a literature review of the OPRM1 gene concluded 
that clinical studies do not unequivocally support an association between polymor-
phisms in OPRM1 and alcohol dependence, the discovery of such polymorphisms in 
the opioid system is promising in tailoring treatment for alcohol dependency [210].

3.5  �ADVANCES IN MOLECULAR PROFILING TECHNOLOGIES 
OF MARKERS OF ALCOHOLISM

Advances in molecular profiling technologies within the disciplines of genomics, 
transcriptomics, proteomics, and metabolomics will likely play an essential role in 
the development of prevention strategies and personalized treatments of alcoholism, 
as well as the identification of new therapeutic targets. While these techniques are 
not in current clinical use, they may ultimately substantially change our approach to 
testing for trait markers of alcoholism. This section will provide an overview of the 
sophisticated array-based “omics” technologies used in the context of large epide-
miological studies to expand the genetic knowledge of alcoholism.

3.5.1  �Transcriptomics

Two relatively new technologies, next-generation sequencing and microarray sys-
tems, have changed the way complex genetic disorders are studied. Entire “tran-
scriptomes” from large numbers of tissues can be analyzed simultaneously by 
either sequencing or microarray technology [217]. Gene expression profiling, using 
high-quality RNA extracted from human postmortem brain tissue, has been applied 
to several neurological and psychiatric disorders including Alzheimer’s disease 
[211–213], schizophrenia [212,214], and major depression [215,216]. Numerous 
expression studies in postmortem brains of alcohol abusers versus matched controls 
have identified differentially expressed genes involved in “myelination, ubiquitina-
tion, apoptosis, cell adhesion, neurogenesis, and neural disease” [217]. Data from 
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these transcriptional studies indicate that multiple genes in multiple systems are 
affected by alcohol abuse. Subsequent informatics-based analyses of the function of 
candidate gene products found in whole-genome gene expression studies may lead to 
the discovery of important genetic/biochemical pathways that contribute to alcohol 
consumption and dependence [163]. Recently, the field of transcriptomics has been 
transformed by RNA sequencing of alternate splice variants [218], novel transcripts 
from gene fusion events [219], and new classes of noncoding RNAs (ncRNAs) using 
next-generation sequencing [220,221].

3.5.2  �Genomics

The complex etiology of alcoholism and hundreds of genes are involved in mul-
tiple molecular networks within neuronal cells. Identification of genes associated 
with alcohol dependence can be accomplished by candidate gene studies, whole-
genome association (WGA) and whole-genome linkage studies. In whole-genome 
linkage studies, broad chromosomal regions are linked to a disease using a panel 
of polymorphisms tested for meiotic linkage in a large family-based set of DNAs 
[75]. Next, a candidate gene study using microarray or another molecular approach 
is conducted on the region of interest found in the whole-genome linkage study. 
One example of a large-scale family-based data set is the Collaborative Study on 
the Genetics of Alcoholism (COGA) conducted by the National Institute of Alcohol 
Abuse and Alcoholism (NIAAA), whose primary goal is the identification of genes 
contributing to alcoholism susceptibility (see the following National Institutes of 
Health link: http://www.niaaa.nih.gov/ResearchInformation/ExtramuralResearch/
SharedResources/projcoga.htm). COGA has more than 228 publications listed 
at www.niaaagenetics.org; results from their whole-genome linkage studies have 
been summarized in previous publications [222,223], and a brief synopsis follows. 
Linkage analysis on the COGA study using a large panel of 1,717 SNPs found addi-
tional regions on chromosome 1 for alcohol dependence, chromosome 10 and 13 for 
illicit drug dependence, and chromosomes 2, 10, and 13 for comorbidity of alcohol 
and drug dependence [224].

Genome-wide association studies (GWAS) use dense microarray panels with 
more than 1 million polymorphisms and copy number variant markers run on unre-
lated individuals from case-control studies of complex diseases. A summary table of 
the models used and the major findings obtained by applying microarray technolo-
gies to GWAS studies of alcoholism is presented (see Table 3.4). The first study listed 
in Table 3.4 is a GWAS using case-control samples from the COGA families [223]. 
After genotyping almost 1.2 × 106 markers on 1,192 cases and 692 controls, a focused 
genotyping panel with 199 of the most promising SNP candidates was analyzed in 
262 pedigrees and 59 trios. None of the SNPs met genome-wide significance, but a 
cluster of genes on chromosome 11 was associated with alcohol dependence.

Another study summarized in Table 3.4 is a pooling-based genome-wide associa-
tion study of alcohol addiction (AD) and nicotine addiction (ND) in Australian and 
Netherland populations [225]. The Australian GWAS found three SNPs for comorbid 
AD/ND that achieved genome-wide significance: rs7530302 near MARK1, rs1784300 
near DD6, and rs12882384 in KIAA1409. After performing a meta-analysis of the 
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TABLE 3.4
Genome-Wide Association Studies in Alcohol Dependence

Biological Model
Genotyping 

Platform

Number of Cases/
Controls in 

Discovery Panel
Replication 

Panel(s) Novel Genes Reported Authors Reference

COGA: Family case-control 
study on alcohol 
dependence

Illumina Human 
Hap1M v3 
(1,199,187 markers)

1,192/692 199 SNPs in 262 
pedigrees and 
59 trios

Chrm11: SLC22A18, PHLDA2, 
NAP1L4, SNORA54, CARS, 
OSBPL5

Replicated from previous 
GWAS publications: CPE, 
DNASE2B, SLC10A2, 
ARL6IP5, ID4, GATA4, SYNE1, 
ADCY3

Edenberg 
et al. 
[223]

Alcohol Clin 
Exp Res 
34(5): 
840–852, 2010

Australian Twin Registry: 
large sibship study 
(BIGSHIP), Alcohol 
Extreme discordant and 
concordant study (EDAC), 
and Nicotine Addiction 
Genetics (NAG) study

Illumina Human 
Hap1M v3 
(1,199,187 markers) 
or Human Hap1M 
v1 (1.05 × 106 
markers)

1,224/1,162 (AD*)
1,273/1,113 (ND*)
599/488 (AD and 
ND)*

1738 cases/1802 
controls

Replication 
panel 
Netherlands 
Study of 
Depression and 
Anxiety 
(NESDA) and 
Netherlands 
Twin Registry 
(NTR)

ND: ARHGAP10
AD and ND: MARK1, near 
DDX6, KIAA1409

Lind et al. 
[225]

Twin Res Hum 
Genet 13(1): 
10–29, 2010

continued
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TABLE 3.4 (continued)
Genome-Wide Association Studies in Alcohol Dependence

Biological Model
Genotyping 

Platform

Number of Cases/
Controls in 

Discovery Panel
Replication 

Panel(s) Novel Genes Reported Authors Reference

German Addiction Research 
Network (GARN) for 
cases; PopGen, KORA-
gen, Heinz RECALL 
study for controls

Illumina Human 
Hap 550 (550 × 103 
markers)

487/1,358 1,024 cases/996 
controls

PECR, CAST, ERAP1, 
PPP2R2B, ESR1, CCDC41, 
ADH1C, GATA4, CDH13

Treutlein 
et al. 
[226]

Arch Gen 
Psychiatry 
66(7): 
773–784, 2009

Study of Addiction, 
Genetics, and Environment 
(SAGE): COGA, FSCD, 
COGEND

Human Hap1M v1 
(1.05 × 106 markers)

1,897/1,932 258 COGA 
Pedigree cases; 
487cases/1,358 
controls

None Bierut 
et al. 
[222]

Proc Natl Acad 
Sci 107(11): 
5082–5087, 
2010

Notes: *AD, alcohol dependence; ND, nicotine dependence; AD and ND, comorbidity for alcohol and nicotine dependence.
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10,000 most significant AD and ND polymorphisms from both populations, they 
found a gene network (ion-channels, cell adhesion molecules) that may be associated 
with AD, ND, or comorbid AD/ND.

A third GWAS study summarized in Table 3.4 is from a population of 487 German 
male inpatients with alcohol dependence and an age onset of younger than 28 years, 
along with 1,358 population-based controls [226]. All samples were genotyped using 
the Illumina Human Hap 550 Beadchip containing more than 550,000 markers. A 
replication panel of 139 SNPs was genotyped in a follow-up study of 1,024 cases and 
996 controls. Fifteen SNPs in the replication panel showed genome-wide significance 
(just like the GWAS); nine SNPs were located in genes previously associated with 
alcohol dependence (PECR, CAST, ERAP1, PPP2R2B, ESR1, CCDC41, ADH1C, 
GATA4, and CDH13). An additional two SNPs had genome-wide significance and 
are located in chromosomal region 2q35, implicated by linkage and animal studies 
with alcohol phenotypes. These two SNPs are near the peroxisomal trans-2-enoyl-
CoA reductase (PECR) gene, a possible candidate for further genomic tests.

Finally, the last study mentioned in Table 3.4 is a large GWAS of 1,897 alcohol-
dependent cases and 1,932 alcohol-exposed controls from the Study of Addiction: 
Genetics and Environment (SAGE) as part of the Gene, Environment Association 
Studies (GENEVA) consortium [222]. Although 15 SNPs had p < 10–5, all of these SNPs 
failed to meet genome-wide significant thresholds of 5 × 10–8 in replication studies.

Copy number variants (CNVs) are large DNA sequences (>1,000 nucleotides in 
length) that are duplicated or deleted a variable number of times as copies of a genome 
relative to a reference genome. These have been associated with susceptibility or 
resistance to many diseases including CNS disorders like autism, schizophrenia, and 
idiopathic learning disability [199,227–229]. A European study on schizophrenia 
(4,345 schizophrenia patients; 35,079 controls) focused on genomic copy number 
variants in chromosome 16p13.1 using microarray tools [230]. They discovered a 
copy number duplication located within the 16p13.1 locus that is associated with 
schizophrenia, alcoholism, dyslexia, and attention deficit hyperactivity disorder in 
a single Icelandic family. Association statistics were not calculated for this finding 
due to the small size of the affected family; obviously, a large case-control study of 
alcoholism using whole-genome copy number variation arrays is needed for replica-
tion of this association and to search for novel CNV events.

3.5.2.1  �Metabolomics
The National Institute on Alcohol Abuse (NIAAA); National Institute of 
Diabetes, Digestive, and Kidney Diseases (NIDDK), and Office of Dietary 
Supplements (ODS) have prioritized the need for research to identify new bio-
markers of alcohol use disorders using genomic, proteomic, and metabolomic 
technologies as evidenced by recent R21 grant opportunities (www.niaaa.nih.
gov/Search/Results.aspx?k=proteomics). Current advances in metabolomics, the 
study of small-molecule metabolite profiles that are the end products of cellular 
processes [231], offer unique opportunities to discover novel biomarkers for alco-
hol severity [232]. Traditionally, endogenous metabolites from biological speci-
mens are analyzed by nuclear magnetic resonance (NMR), whereas exogenous 
metabolites from acute or chronic toxicity are measured with mass spectrometry. 



76 Pharmacogenomics of Alcohol and Drugs of Abuse

New bioinformatic approaches and computational tools have been developed to 
integrate the data obtained from metabolomics and other “omics.” For exam-
ple, FDA’s National Center for Toxicological Research (Jefferson, Arkansas), 
Center for Excellence on Metabolomics, uses a software tool known as Scaled-
to-Maximum, Aligned, and Reduced Trajectories (SMART) analysis to interpret 
metabolomic data (see www.fda.gov/nctr).

3.5.3  �Proteomics

Proteomics (the large-scale study of proteins, their structures, and their functions) is 
another approach to search for biomarkers of dependence, consumption, and relapse, 
in addition to pathologies induced by alcohol. Conventional techniques to study pro-
teins include Western blot, enzyme-linked immunosorbent assay (ELISA) and mass 
spectrometry. High-throughput proteomic approaches, including protein microarray 
platforms, matrix-assisted laser desorption/ionization time-of-flight mass spectrom-
etry, liquid chromatography-tandem mass spectrometry, isotope-coded affinity tags, 
and next-generation sequencing, will facilitate rapid biomarker and drug discover-
ies. Lai [232a] used laser capture-mass spectrometry/mass spectrometry to profile 
322 serum carrier protein-based proteins as potential biomarkers of alcohol depen-
dence. They identified eight novel proteins associated with alcohol abuse: gelsolin, 
selenoprotein P, serotransferrin, tetranectin, hemopexin, histidine-rich glycoprotein, 
plasma kallikrein, and vitronectin. Next-generation sequencing identifies and quan-
tifies proteins on a genome-wide scale by parallel processing of clonally amplified 
molecules; massive numbers of analytes as well as samples are processed simultane-
ously [233,234]. Since one practical application of proteomics is the identification of 
potential new drug targets for medication development, the use of next-generation 
sequencing will accelerate this field of alcohol research [235].

3.5.4  �Epigenetics

The study of epigenetic changes (DNA methylation, posttranslational histone modifi-
cations, and regulation) in both normal and pathological biospecimens on a genome-
scale is known as epigenetics. Epigenetic changes can regulate gene expression by 
modulating the structure of the chromatin without changing the DNA code; aber-
rant epigenetic mechanisms are implicated in the development of many diseases, 
including cancer, cardiovascular, immunological, and neuropsychiatric disorders 
[236–238].

A recent study shows that individuals may have personalized epigenomic signa-
tures that are subject to modification by environmental exposures or aging [236,239]. 
The authors analyzed global CpG methylation using high-throughput array-based 
methylation in a small sample set of DNAs from the AGES (Age, Gene/Environment 
Susceptibility) study in Reykjavik, Iceland. Each participant provided two DNA 
specimens: at the start of the study and 11 years later. Data from the second collec-
tion of specimens had 227 regions with highly variable patterns of methylation that 
correlated with body mass index, a phenotype associated with disease risk. These 
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experiments lay the groundwork for future studies to identify associations between 
global methylation signatures and alcohol dependence.

Histone modifications affect the gene-regulatory functions of proteins. 
Modifications of histones can occur by any of at least six different chemical moi-
eties including methylation, acetylation, phosphorylation, ubiqiutinylation, ADP-
ribosylation, and sumoylation [25]. There is clear evidence that alterations in 
epigenetic regulation through histone modifications contribute to alcohol-related 
brain damage [240]. The authors demonstrated that a histone deacetylase inhibi-
tor (trichostatin A) reduced suppression seen in neural stem cell differentiation in 
the presence of ethanol. They postulated that ethanol alters neural differentiation 
through modifications in histones and other epigenetic dysfunctions. Discovery of 
posttranslational histone modifications on a global scale is accomplished with a 
next-generation sequencing (NGS) technique known as ChIP-seq (i.e., chromatin 
immunoprecipitation followed by sequencing) [220,241]. In their review article on 
technological advances in genomics, de Magalhaes et al. suggest that next-genera-
tion sequencing platforms and their applications like ChIP-seq will form the basis 
of molecular biology research for many years; therefore, ChIP-seq may become a 
valuable tool for alcohol research [242].

MicroRNAs, a class of noncoding RNAs transcribed by RNA polymerase II, 
regulate epigenetic modification by directly targeting histone deacetylases and 
DNA methyltransferases [243]. More than 500 microRNAs (miRNAs) have been 
discovered in humans, and control cellular proliferation, differentiation, and apop-
tosis [244]. Tsang et al. used a computational approach to predict functionality of 
miRNAs and determined that they may regulate cellular pathways by targeting sev-
eral members of a specific network [245]. A small subset of miRNAs is sensitive 
to alcohol (see Table 1 in Pietrzykowski [244]), and a specific microRNA species, 
miR-9, can cause both gene activation and gene suppression. There are three miR-9 
genes that encode for different miR-9 precursors; two of the genes are located on 
different alcoholism susceptibility loci within chromosomes 1 and 15 [246–250]. 
Experiments are ongoing to determine if miR-9 is linked to susceptibility to alco-
holism. An exciting development in the field of molecular genomics is the develop-
ment of microarray and sequencing technologies for whole-genome miRNA studies. 
Screening the entire set of human miRNAs for susceptibility to alcoholism is a fea-
sible option for future research.

An epigenetic model has been applied to fetal alcohol spectrum disorders 
(FASDs) in an attempt to identify testable hypotheses and to include the altera-
tions that occur subsequent to alcohol use prior to conception or consideration of 
reproduction [251]. This important aspect of alcohol teratology has been a rare 
point of discussion that has suffered by a lack of a hypothetical model for rigorous 
investigation. This recent report now outlines a usable and elegant model that war-
rants attention.

The availability of a framework for the analysis and mechanistic understanding 
of the alterations to genetic expression that can be induced by alcohol consump-
tion beyond direct gene mutation or single nucleotide polymorphism analysis adds 
a further dimension to the realm of slate and trait markers. There is an expansive 
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network for a variety of epigenetic modifications that will need to be identified and 
associated with their ability to indicate increasing states of alcohol consumption, 
abuse, and ultimately dependence/addiction. The ultimate future identification of an 
epigenetic “alcoholism signature” is a distinct possibility.

3.6  �CONCLUSIONS

In addition to available biochemical “slate” markers, a number of promising gene 
variant “trait” markers have been identified and may see more widespread use. 
Emerging microarray and sequencing technologies, in concert with large data 
repositories, are making it easier to understand the organization and function of the 
human genome sequence. Finally, it is becoming clear that in order to more fully 
understand a complex polygenic disease like alcoholism, which has many environ-
mental effectors, researchers will need to account for both genomic and epigenetic 
data. These advances may substantially change our use of trait markers associated 
with alcohol abuse.
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4 Introduction to Drugs 
of Abuse

Larry Broussard and Catherine Hammett-Stabler

4.1  �INTRODUCTION

A consensus definition of the term drugs of abuse is practically impossible to obtain 
because it is one of those terms that almost everyone defines differently. Any defini-
tion requires agreement on the meaning of the words, drug and abuse—a difficulty 
in itself as reflected by the finding that an Internet search of the term yields more than 
2 million results. Furthermore, the context of use (medical, criminal justice, work-
place, public health, public perception, etc.) contributes heavily to the definition. And 
finally, the term denotes a negative connotation (i.e., the misuse of a substance) to 
most people. For these reasons, any listing and classification of drugs of abuse depend 
on both the definition and context. Nevertheless, there are several drugs and classes 
of drugs that are usually included when compiling such a list (Table 4.1). Frequently 
such drugs are considered in groups such as illegal substances, prescription medi-
cations, over-the-counter medications, performance-enhancing substances, and so 
forth. The National Institute on Drug Abuse (NIDA) publishes several relevant lists 
including a chart of commonly abused drugs (1) and another of prescription drugs 
that are abused (2). The following substances are included in the NIDA commonly 
abused drugs list: nicotine, ethyl alcohol, cannabinoids, heroin, opium, cocaine, 
amphetamine, methamphetamine, methylenedioxymethamphetamine (MDMA), 
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TABLE 4.1
Drugs That May Be Considered Drugs of Abuse

Class
Drugs (Pharmaceutical or 

Chemical Names) Street Names

Opiates and Opioids
Heroin (diacetylmorphine) China white, white horse, junk, 

H, dope, skag, brown sugar, 
smack

Morphine (MS-Contin) M, morph, Miss Emma, white 
stuff, monkey

Codeine (Tylenol #3) Cody, Captain Cody, schoolboy

Hydrocodone (Lorcet, Lortab, 
Vicodin)

Hydromorphone (Dilaudid) Juice

Oxycodone (OxyContin, Percocet) Oxy, oxy 80s, oxy c’s, oc’s, 
hillbilly heroin, percs

Oxymorphone (Numorphan)

Propoxyphene (Darvon, Darvocet) Pinks, footballs, 65’s, D’s, 
Dan’s, dance

Fentanyl (Duragesic, Sublimaze) China white, dance fever, friend, 
goodfella, China girl

Methadone (Methadose, Dolophine) Amidone, chocolate chip 
cookies, wafer

Meperidine (Demerol)

Buprenorphine (Buprenex, Subutex)

Barbiturates
Amobarbital (Amytal)
Butalbital (Fiorinal, Fioricet)
Butabarbital (Butisol)
Secobarbital (Seconal)
Phenobarbital

Barbs, reds, red birds, yellows, 
yellow jackets

Antidepressants and Antianxiety Drugs
Benzodiazepines Alprazolam (Xanax)

Chlordiazepoxide (Librium)
Clonazepam (Klonopin)
Clorazepate (Tranxene)
Diazepam (Valium)
Lorazepam (Ativan)
Oxazepam (Serax)
Flunitrazepam (Rohypnol)

Candy, downers, sleeping pills, 
tranks

Tricyclic antidepressants Amitriptyline (Elavil, Endep)
Amoxapine (Asendin)
Climipramine (Anafranil)
Desipramine (Norpramin, 
Pertofrane)

Downers, Blue angels, blue 
birds, TCA
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TABLE 4.1 (continued)
Drugs That May Be Considered Drugs of Abuse

Class
Drugs (Pharmaceutical or 

Chemical Names) Street Names

Doxepin (Sinequan, Zonalon)
Imipramine (Tofranil)
Nortriptyline (Pamelor)
Protriptyline (Vivactil)
Trimipramine (Surmontil)

Selective serotonin reuptake 
inhibitors

Citalopram (Celexa)
Fluvoxamine (Prozac)
Paroxetine (Paxil)
Sertraline (Zoloft)
Venlafaxine (Effexor)
Bupropion (Wellbutrin)
Duloxetine (Cymbalta)
Buspirone (BuSpar)

Cannabinoids and Synthetics
Hashish Hash, boom, gangster, hash oil, 

hemp

Marijuana Dope, ganja, grass, joint, Mary 
Jane, pot, reefer, weed, skunk

JWH-018 series
HU-210 series
CP-47, 497 series

Spice, gene, sence, K2,

Club Drugs
Gamma-hydroxybutyrate (GHB) Georgia home boy, grievous 

bodily harm, G, liquid ecstasy

Flunitrazepam (also under 
benzodiazepines)

Roofies, roofinol, rophies, rope, 
Roche, roach, R2, Mexican 
valium, forget-me pill

Methylenedioxymethamphetamine 
(MDMA)

Ecstasy, Adam, clarity, Eve, 
lover’s speed, peace

Stimulants
Cocaine (cocaine hydrochloride) C, coke, crack, blow, candy, 

rock, snow, Charlie

Amphetamine (Adderall, 
Biphetamine, Dexedrine) 

Speed, bennies, black beauties, 
LA turnaround, uppers

Methamphetamine (Desoxyn) Meth, ice, crank, crystal, fire, 
black beauties, biker’s coffee, 
speed, glass, chalk, chicken 
feed, poor man’s cocaine, 
trash, yaba

continued
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flunitrazepam, gamma-hydroxybutyrate (GHB), ketamine, phencyclidine (PCP), 
salvia divinorum, dextromethorphan, lysergic acid diethylamide (LSD), mescaline, 
psilocybin, anabolic steroids, and inhalants. Several of these substances are also 
included on the list of prescription drugs that are often abused. Other medications 
or classes of drugs on the prescription drug abuse chart include barbiturates, benzo-
diazepines, codeine, fentanyl, morphine, other opioids (such as oxycodone, meperi-
dine, hydromorphone, hydrocodone, and propoxyphene), and methylphenidate. This 

TABLE 4.1 (continued)
Drugs That May Be Considered Drugs of Abuse

Class
Drugs (Pharmaceutical or 

Chemical Names) Street Names

Methylphenidate (Ritalin) Skippy, vitamin R, JIF, MPH, 
R-ball

Mephedrone MCAT, drone, meow-meow

Methcathione Ephedrine, cat, MCAT

Dissociative Drugs and Hallucinogens
Dextromethorphan (DXM) Robo, triple C

Phencyclidine (PCP) Angel dust, hog, love boat, 
peace pill

Ketamine K, special K, vitamin K, Cat 
valium

Salvia divinorum Magic mint, shepherdess’s herb, 
maria pastora, magic mint

Lysergic acid diethylamide (LSD) Acid, sunshine

Mescaline Peyote, mesc, buttons, cactus

Psilocybin Magic mushrooms, shrooms, 
purple passion

Inhalants Gases (butane, propane, aerosol 
propellants, nitrous oxide)

Nitrates (isoamyl, isobutyl, 
cyclohexyl)

Solvents (paint thinners, gasoline, 
glues)

Phenylethylamines 2C-I 
(4-iodo-2,5-
dimethoxyphenethylamine)

2C-T
2C-B-Fly 
(4-bromo-2,5-
dimethyoxyphenethylamine)

Nexus, cyber

Tryptamines DMT
5-MeO-DIPT
5-MeO-DMT
Bufotenine (5-OH-DMT)

Foxy 
Foxy methoxy
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table is not meant to be all inclusive but is given to illustrate that the range of drugs 
of abuse is extensive. This chapter will focus on the laboratory detection of many, 
but not all, of these substances. The genetic aspects of the metabolism and abuse of 
several of these substances are discussed in more detail in other chapters.

4.2  �TESTING FOR DRUGS OF ABUSE

Drug screens or drugs of abuse panels are not equal. The drugs included in such a 
panel and the criteria for reporting positive or negative results vary depending on 
several factors including the purpose of testing, regulatory and contractual require-
ments, and the capability of the laboratory performing the testing. The purpose 
of testing depends upon the setting and may have medical-legal implications. For 
example, in the emergency setting testing is usually requested to assist in determin-
ing whether symptoms observed are caused by drugs versus trauma or disease (3). 
In the pain management setting, testing may be used to identify patients who are not 
taking their medications as prescribed and possibly diverting or selling them. In the 
workplace setting, the scope of testing may be mandated by a specific regulatory 
agency (such as the Department of Transportation, DOT, or the Nuclear Regulatory 
Commission, NRC), included in employment contracts (unions, etc.), or simply cho-
sen by the employer. In the criminal justice setting, testing may be used as part of 
the sentencing or parole process. In the medical examiner setting, drug testing is 
routinely performed on autopsy specimens as part of postmortem investigation to 
determine cause and manner of death.

Testing for drugs of abuse can be performed using a variety of samples including 
serum/plasma/blood, urine, hair, oral fluid, and sweat, but urine is the sample most 
commonly used. Urine offers the advantages of noninvasive collection, relatively 
easy, cost-effective, proven technology, and a moderate window of detection for most 
of the drugs of interest (Table 4.2). When deciding to use urine as the specimen, one 
must weigh these advantages against the lack of correlation between concentration 
and impairment. Serum, plasma, or blood may be useful in selected situations as 
concentrations determined in these matrices may correlate with pharmacological 
effects or impairment in many cases. Unfortunately, the use of these samples in a 
therapeutic context is not recommended routinely as therapeutic ranges are simply 
not defined or have been found to lack correlation with efficacy. The use of oral 
fluid has gained a great deal of interest recently because of its ease of collection, 
but when interpreting results it should be remembered that the metabolic profile and 
window of detection for most of the drugs of interest differ from those reported in 
urine. Hair offers the advantage of the longest window of detection for many drugs 
reflecting their presence in the circulation at the follicle. Any drug present at this 
time becomes trapped in the growing hair shaft where it remains and can thus be 
quantified. Obviously, the presence of a drug in hair reflects use or exposure of sev-
eral weeks, even months, past. Methods for analysis are fairly cumbersome, often 
requiring significant sample preparation. For these reasons, most testing begins with 
immunoassay screening for drugs or their metabolites in urine because the testing is 
relatively inexpensive, rapid, and can be automated.
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Immunoassays utilize an antibody whose reaction with the drugs or metabolites 
is monitored using some type of measurable label such as an enzyme or chemi-
luminescent chemical. The primary analytical parameters affecting immunoassay 
use and interpretation of results are sensitivity and antibody specificity. Antigen–
antibody reactions are not linear with respect to drug/metabolite concentration, so 
even if an immunoassay gives concentration values, the results are semiquantitative 
at best. Immunoassays are formulated to be most effective at cutoff concentrations 
such as those seen in Table 4.3 that are often established by workplace drug testing 
regulations rather than analytical or clinical considerations. A few instruments used 
in this testing allow the laboratory to set or establish their own cutoffs (usually lower 
than the workplace regulations). Laboratories that choose to do so must carefully 
validate and monitor subsequent performance. Values equal to or below the cutoff 
concentration are usually reported as negative even though there may be some drug 
or metabolite present. Because most clinicians interpret “negative” to mean “nothing 
is present,” some clinical laboratories have adopted the practice of reporting results 
as < the cutoff or ≥ the cutoff. In the clinical setting it may be important to subject 
selected negative samples by screening to a more sensitive mass spectrometry based 
method. This has been particularly useful in pain management where, as will be 
discussed below, immunoassay cross-reactivity for many drugs is less than optimal 
for clinical use. It is also important to recognize that neither immunoassay nor mass 
spectrometry based methods can measure to zero.

TABLE 4.2
Approximate Windows of Detection 
of Drugs in Urine

Drug/Class Detection Time (Days)

Amphetamines 2–3

Barbiturates 1–3 (short-acting)

1–3 weeks for long-acting

Benzodiazepines 1–3 (short-term therapeutic use)

1–3 weeks (long-term chronic use)

Cannabinoids 5–7 (single use)

Up to 4 weeks (chronic use)

Cocaine metabolite 2–3

Up to 16 days (chronic use)

Opiates 3–4

Phencyclidine (PCP) 3–8

Note:	 These times are approximate and can vary depending 
on many factors including amount and frequency of 
use, individual metabolism, coadministered drugs, 
illness, age, drug tolerance, fluid ingestion, sensitiv-
ity and specificity of assay, urine pH, and so forth.
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Specificity of an immunoassay is demonstrated by the amount (or lack) of cross-
reactivity of the antibody with other similar, but unrelated compounds. The specific-
ity of the assay may be dictated by its intended use. For example, in the clinical setting 
it may be desirable to detect all of the compounds of a given class, but in the work-
place setting detection of only the compounds specified by law or contract is allowed.

As mentioned above, immunoassay cross-reactivity to other drugs is of particu-
lar concern when interpreting drug testing results. For example, opiate immuno
assays do not detect all opioids, particularly oxycodone, and different immunoassays 
may have different reactivity. Up-to-date cross-reactivity data are typically listed in 
immunoassay package inserts or may be obtained from the manufacturer. Ideally, 
laboratories should perform cross-reactivity studies of the most common interfering 
substances on their reagent/instrument system, but at a minimum they should con-
tact the manufacturer to verify that they have the most recent cross-reactivity infor-
mation. When reviewing cross-reactivity data, the reader should realize that studies 
of potential interfering substances sometimes use concentrations that are lower than 
those encountered in the clinical setting and that manufacturers often do not test 
for cross-reactivity of endogenous metabolites. Unexpected immunoassay positive 
results should be verified using a confirmatory method such as gas chromatography 
mass spectrometry (GCMS) or liquid chromatography–tandem mass spectrometry 
(LCMSMS) because there have been several reports of false positives due to cross-
reacting drugs (3–5). Confirmation testing may also be needed to identify which 
drug of a class is actually present.

TABLE 4.3
Cutoff Concentrations for Federal Workplace Drug Testing Programs

Drug/Class
Screening Cutoff 

(ng/mL)
Confirmation Cutoff 

(ng/mL)

Amphetamines

  Amphetamine/methamphetamine   500   250 (amp/meth)

MDMA   500   250

  MDA   250

  MDEA   250

Marijuana metabolites (cannabinoids)     50     15 (THCA)

Cocaine metabolite (benzoylecgonine)   150   100

Opiates

  Codeine/morphine 2000 2000 (cod/mor)

6-Acetyl-morphine     10 ng/mL     10 ng/mL

Phencyclidine (PCP)     25 ng/mL     25 ng/mL

Notes:	 MDMA, methylenedioxymethamphetamine; MDA, methylenedioxyamphetamine, 
MDEA, methylenedioxyethylamphetamine; THCA, delta-9-tetrahydrocannabinol car-
boxylic acid.
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Knowledge of the sensitivity and specificity of the assay is essential for interpreta-
tion of results, and implementation of follow-up action as false-positive (incorrectly 
reporting the presence of a drug) and false-negative (failure to detect the presence 
of a drug) results have serious consequences. The presence or absence of drug in a 
sample must be carefully interpreted with a strong knowledge of the characteristics 
of the method and of the drug of interest. Furthermore, detection of a drug or metab-
olite in urine does not automatically indicate that the drug is still in the circulation or 
causing biological activity, which may cause confusion for clinicians whose patient 
no longer shows clinical symptoms of intoxication at the time of sample collection.

The 1988 Mandatory Guidelines for Federal Workplace Drug Testing Programs 
and subsequent revisions mandate scientific and technical procedures for the drug-
testing process including collection; transportation of specimens; testing procedures 
incorporating quality control, method evaluation, and results reporting; and stan-
dards for laboratory accreditation by the National Laboratory Certification Program 
(NLCP). Although private-sector industries are not required to follow the guide-
lines developed for the federal program, many choose to do so. Workplace drug test-
ing performed under these regulations requires confirmation of all screen-positive 
samples using GCMS or another approved methodology. The cutoff concentrations 
for confirmation testing are often lower than those for screening because confirma-
tion testing typically measures only the primary compound of interest (either drug 
or principal metabolite), whereas immunoassay screening may detect and measure 
multiple metabolites.

In the clinical setting, confirmation testing using a more sensitive and specific 
technique may not be necessary or even possible given the rapid turn-around times 
required. There are however situations, such as with the type of monitoring per-
formed in pain management clinics, in which a “negative” drug screen warrants 
confirmation. Table 4.4 provides a listing of the various techniques used for confir-
matory testing of the aforementioned specimen types. While it is hoped that the table 
is useful to the reader, it is by no means a complete listing of all published methods.

4.3  �SYMPATHOMIMETIC AMINES INCLUDING 
AMPHETAMINES AND ECSTASY

Amphetamines, methamphetamine, and MDMA belong to the class of drugs known 
as sympathomimetic amines. These stimulants mimic the actions of naturally 
occurring neurotransmitters on the sympathetic nervous system both centrally and 
peripherally. Their structural similarity to the catecholamines, dopamine and nor-
epinephrine, is such that the proteins involved in catecholamine transport fail to dis-
tinguish between them. Upon entry into the presynaptic terminal, these compounds 
stimulate the vesicles to release dopamine and norepinephrine. In addition, amphet-
amines inhibit the enzymatic action of monoamine oxidase preventing the deactiva-
tion of the free catecholamines released. The excess dopamine and norepinephrine 
are transported from the presynaptic terminal and into the synapse to produce 
euphoria and pleasure. Amphetamine and methamphetamine, the primary com-
pounds in this class, are available as active ingredients in prescription medication 
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TABLE 4.4
Confirmation Procedures for Detection of Drugs in Biological Samples

Drug Method Specimen References

Sympathomimetic Amines
Amphetamine/methamphetamine GCMS Urine 6–12

GCMS Urine, blood, hair 13

GCMS Hair 14,15

GCMS Sweat 16

GCMS Oral fluid 17–19

LCMS Blood 20

LCMS Hair 21

LCMSMS Urine, blood, hair 22

LCMSMS Plasma, oral fluid 23

LCMSMS Oral fluid 24–29

LCMSMS Hair 31,32

MDA (methylenedioxyamphetamine)/
  MDMA (methylenedioxymethamphetamine)/
  MDEA (methylenedioxyethylamphetamine)

GCMS Urine 8,10,11

GCMS Hair 14,15

GCMS Sweat 16

GCMS Oral fluid 17–19

LCMS Blood 20

LCMSMS Urine, blood, hair 22

LCMSMS Plasma, oral fluid 23

LCMSMS Oral fluid 24–30

LCMSMS Hair 32

Barbiturates
Barbiturates GCMS Urine 35,36

GCMS Urine, serum, plasma 37

LCMSMS Oral fluid, urine, 
plasma

38

Benzodiazepines
Benzodiazepines GCMS Urine 39,40

GCMS Oral fluid 17,18

LCMS Plasma, oral fluid 41

LC DAD Urine, plasma, saliva 42

LCMSMS Oral fluid 24–26,30,40

LCMSMS Hair 31,46

UPLCMSMS Blood, serum, urine 44

LCMSMS Blood, serum, urine 45,46

Opiates and Opioids
Opiates/opioids including 6-acetylmorphine GCMS Urine 48–55

GCMS Hair 14

continued
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TABLE 4.4 (continued)
Confirmation Procedures for Detection of Drugs in Biological Samples

Drug Method Specimen References

GCMS Oral fluid 17,18

LCMSMS Plasma, oral fluid 23,56,57

LCMSMS Oral fluid 24,26–30

LCMSMS Hair 31,58

Methadone GCMS Urine 58–60

GCMS Hair 61

GCMS Oral fluid 62

Fentanyl GCMS Urine 58,63,64

LCMSMS Urine, blood 65–67

Cocaine
Cocaine, benzoylecgonine GCMS Urine 71–74

GCMS Urine, blood 75–78

GCMS Oral fluid 17,18

LCMSMS Plasma, oral fluid 23

LCMSMS Oral fluid 26,27–30,79

LCMSMS Hair 31–81

Cannabinoids
Cannabinoids GCMS Urine 82–92

GCMS Oral fluid 17,18

GCMSMS Hair 93

GCMSMS Oral fluid 94,95

LCMS Urine, blood, oral 
fluid

96

LCMS Oral fluid 97–99

LCMSMS Plasma, oral fluid 23

LCMSMS Oral fluid 24,25,100

LCMSMS Hair 101

Phencyclidine
Phencyclidine GCMS Urine 102,103

GCMS Hair 104

LCMSMS Oral fluid 24,27–29,​
105

Club Drugs
LSD (lysergic acid diethylamide) LCFD Urine, blood 107

LCFD Serum, hair 108

LCMSMS Urine, blood, serum, 
plasma

109

LCMSMS Urine, blood 110

GHB (gamma-hydroxybutyrate) GCMS Urine 111
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(Adderall®, Dexedrine®, etc.) or as prodrugs that are subsequently metabolized to 
these compounds (Didrex®, Eldepryl®, etc.). Table 4.5 provides a listing of additional 
current pharmaceutical sources of amphetamine or methamphetamine. Therapeutic 
uses include treatment of narcolepsy, obesity, and attention deficit-hyperactivity dis-
orders. Other sympathomimetic amines include pseudoephedrine, ephedrine, pro-
pylhexedrine, phenylephrine, phenmetrazine, and phentermine, which are available 
by prescription or as over-the-counter treatments for nasal congestion and appetite 
suppression. In 2005, the U.S. Food and Drug Administration (FDA) removed phenyl
propanolamine, another sympathomimetic amine, from over-the-counter sale due to its 
association with hemorrhagic stroke. Methamphetamine recently became the most 
frequently encountered clandestinely produced controlled substance in the United 
States partly because of its ease of manufacture from ephedrine or pseudoephedrine. 
Purchase of ephedrine- and pseudoephedrine-containing products is now subject to 
reporting and record-keeping in an effort to limit the purchase of these products to an 
approximately 120-day supply.

TABLE 4.4 (continued)
Confirmation Procedures for Detection of Drugs in Biological Samples

Drug Method Specimen References

GCMS Blood 112

GCMS Urine, blood 113

LCMS Urine, serum 114

LCMSMS Urine 115

LCMSMS Urine, blood 116

LCMSMS Hair 117

Ketamine GCMS Urine 54

GCMS Oral fluid 30

GCMS Hair 118

LCMS Blood 19

LCMSMS Urine 109,119

LCMSMS Oral fluid 29

LCMSMS Hair 32

Inhalants
Inhalants HSGC Blood, multiple 

body fluids
123

HSGCMS Blood 124,125

HSGCMS Blood, viscera 126

Notes: GCMS, gas chromatography mass spectrometry; LCMS, liquid chromatography–mass spectrom-
etry; LCMSMS, liquid chromatography–tandem mass spectrometry; LCDAD, liquid chromatog-
raphy diode array detection; UPLCMSMS, ultra-performance liquid chromatography-tandem 
mass spectrometry; LCFD, liquid chromatography fluorescence detection; HSGC, head space gas 
chromatography; HSGCMS, head space gas chromatography mass spectrometry.
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These drugs are rapidly absorbed after oral, intranasal, or intravenous admin-
istration. In addition to stimulation of the central nervous system, they stimulate 
adrenergic receptors and thus increase blood pressure. They are metabolized hepati-
cally and excreted renally. Chapter 6 of this text discusses the pharmacogenomics 
of these compounds. Many sympathomimetic amines exist as stereoisomers. The 
pharmacological and toxicological activities observed depend on the chiral com-
pound involved or dominating the product. Determining chirality is also critical in 
distinguishing use of a legitimate, legally used amphetamine versus an illicit form.

Ironically, several now illicit amphetamines were originally produced as a result of 
the practice employed by most pharmaceutical companies where slight modifications 
of the molecular structure of a given drug are made in an attempt to design additional 
drugs with similar or enhanced properties, or as a means of circumventing patent 
restrictions of competitors’ products. MDMA (ecstasy; Adam) and methylenedioxy-
amphetamine (MDA) were the products of such investigations in the early 1900s, but 
were never marketed for any extended period of time. A third, similar amphetamine 
designer drug is methylenedioxyethylamphetamine (MDEA), sometimes known as 
Eve. In the 1960s and 1970s these illegally produced drugs became widely abused 
because of reported hallucinogenic and psychoactive properties. MDMA, MDA, and 
MDEA gained notoriety as club drugs because of their association with dance parties 
known as raves. All three of these drugs produce perception distortions, a desire to 
communicate, and euphoria. Undesirable and dangerous side effects include tachy-
cardia, hyperthermia, jaw clenching (sometimes leading to the use of pacifiers to 
prevent grinding of teeth), nystagmus, panic attacks, and neurotoxicity.

TABLE 4.5
Pharmaceutical Sources of Amphetamine or Methamphetamine

Drug

Adderall

Dexedrine

DextroStat Contains d-amphetamine or d,l-amphetamine

Dexosyn Contains d-methamphetamine

Vicks inhaler Contains l-methamphetamine

Amphetaminil

Clobenzorex

Ethylamphetamine

Fenethylline

Fenproporex

Mefenorex Metabolized to amphetamine

Benzphetamine (Didrex)

Dimethylamphetamine

Famprofazone

Fencamine

Furfenorex

Selegiline (Eldepryl) Metabolized to methamphetamine and amphetamine
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Federally regulated workplace drug testing has always included testing for 
amphetamine and methamphetamine, and in October 2010 screening for MDMA 
with confirmation testing for MDMA, MDA, and MDEA was added. The current 
screening cutoff for amphetamines (amphetamine and methamphetamine) mandated 
for federal workplace testing is 500 ng/mL and 250 ng/mL for MDMA (Table 4.3). 
Because of the structural similarity of the other sympathomimetic amines, cross-
reactivity of antibodies is a primary concern when interpreting results of immuno-
assay screening for amphetamines. Different amphetamines assays are designed to 
target methamphetamine, amphetamine, both, and other sympathomimetic amines. 
For regulated workplace drug testing an immunoassay specific for only amphet-
amine and methamphetamine is desirable, but in the clinical setting it is desirable to 
have an assay that will detect all sympathomimetic amines including amphetamine 
and methamphetamine (3). Immunoassays specifically designed to detect MDMA 
(ecstasy) and related compounds are also available. Investigation of positive amphet-
amines screening results should include inquiry about ingestion of diet and herbal 
preparations because sympathomimetic amines are known appetite suppressants, 
and some of these products work simply because they contain active pharmaceutical 
agents. For example, the FDA warned consumers in January 2006 that the Brazilian 
dietary supplements Emagrece Sim® and Herbathin® contained several active drug 
ingredients including fenproporex that is metabolized to amphetamine. As previ-
ously mentioned, several prescription medications contain amphetamine, metham-
phetamine, or prodrugs to these compounds, and ingestion of these drugs would be 
expected to cause a positive drug screen (Table 4.5).

Confirmation using GCMS or other approved methodologies (Table 4.4) is required 
before a positive amphetamine, methamphetamine, or MDMA is reported in the regu-
lated workplace drug setting. Because methamphetamine is metabolized to amphet-
amine, a positive methamphetamine result is reported only if the specimen also 
contains amphetamine at a concentration greater than 100 ng/mL, in addition to meth-
amphetamine that must be present at a concentration of greater than the 250 ng/mL 
cutoff. This is not the case in the clinical setting; nevertheless, confirmation using 
GCMS or LCMSMS is very useful because many amphetamine immunoassays exhibit 
the cross-reactivity problems noted earlier. Numerous methods using both technolo-
gies are described for urine, plasma/serum, blood, hair, sweat, and oral fluid (6–32).

Because GCMS procedures using nonchiral derivatives and nonchiral columns do 
not differentiate the d (+)- or l(–)- isomers of amphetamine and methamphetamine, 
it is necessary to perform isomer resolution to determine that a positive result is due 
to the presence of the d-(illicit) isomer (12,15,21). In most instances the laboratory 
does not automatically perform isomer resolution analysis so the physician must order 
the analysis after receiving the positive amphetamine or methamphetamine results. 
Primary examples are the presence of l-methamphetamine in Vicks® inhaler, which 
cannot be distinguished from use of illicit methamphetamine that is typically found 
as the d-isomer or a racemic mixture, depending on method of production, and the 
excretion of l-methamphetamine and l-amphetamine by patients taking selegiline 
(Eldepryl®) for Parkinson’s. The generally accepted interpretation of isomer resolu-
tion results is that greater than 80% of the l-isomer is considered consistent with use 
of legitimate medication, or conversely, greater than 20% of the d-isomer (and total 
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concentration above the cutoff) is considered evidence of illicit use. Confirmation 
testing for MDMA screen-positive samples includes testing for MDMA, MDA, and 
MDEA with a cutoff of 250 ng/mL. MDA is both a separate drug and a metabolite of 
MDMA, so a positive MDA can indicate ingestion of either MDMA or MDA or both.

All GCMS confirmation procedures for amphetamines and related compounds 
should include preventative measures to avoid loss of these volatile compounds during 
the evaporation step of extraction or during analysis. Procedures to reduce/eliminate 
loss of amphetamines during evaporation include lowering the temperature for 
evaporation, performing incomplete evaporation, or adding methanolic HCl prior 
to evaporation in order to produce more stable hydrochloride salts. Use of derivatiz-
ing agents decreases the volatility of amphetamines, improves chromatography and 
quantitation, and reduces the effect of potentially interfering compounds by form-
ing higher molecular weight fragments yielding different mass ions and ion ratios. 
Laboratories that are Substance Abuse and Mental Health Services Administration 
(SAMHSA)-certified must perform interference studies for amphetamines con-
firmation assays by analyzing samples containing interferents (phentermine at 
50,000 ng/mL and phenylpropanolamine, ephedrine, pseudoephedrine at 1 mg/mL, 
and MDMA, MDEA, and MDA at 5000 ng/mL) in the presence of and without 
amphetamine and methamphetamine at 40% of the cutoff (33). Interference studies 
for MDMA, MDEA, and MDA confirmation assays must include the same inter-
ferents listed above with the substitution of amphetamine and methamphetamine at 
5000 ng/mL for the MDMA, MDEA, and MDA (33). Hydroxynorephedrine, nor-
ephedrine, norpseudoephedrine, phenylephrine, and propylhexedrine are other com-
pounds with structures similar to amphetamine and methamphetamine that may be 
included in interference studies.

When using blood, plasma, or serum, the collection tubes should be carefully 
validated to test for drug loss or interfering substances. This is particularly true when 
testing samples collected using gel-barrier tubes.

4.4  �BARBITURATES

Barbiturates are general central nervous system (CNS) depressants that are typi-
cally classified by their duration of action. The therapeutic uses of the drugs found 
in this group correlate to this classification system. Ultrashort-acting barbiturates, 
such as thiopental, are used as anesthetics, whereas the short- (pentobarbital and 
secobarbital) and intermediate-acting barbiturates (amobarbital, butalbital, and but-
abarbital) are prescribed as sedative-hypnotic agents. Phenobarbital, a long-acting 
barbiturate, is used to control seizures. When used as a sedative-hypnotic or anti-
convulsant, the route of administration is usually oral and absorption takes place 
primarily in the intestine. All barbiturates are strong inducers of hepatic microsomal 
enzymes; for this reason, they are often found to influence the metabolism of coad-
ministered drugs. For example, phenobarbital induces uridine diphosphate gluc-
uronosyl transferase (UGT) enzymes and the CYP2C and CYP3A subfamilies of 
cytochrome P450. Other drugs metabolized by these enzymes would be metabolized 
more rapidly when coadministered with phenobarbital. Similarly secobarbital is a 
strong CYP2A6 and CYP2C8/9 inducer (34).
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Barbiturates became popular as treatment for anxiety, insomnia, and seizure dis-
orders in the 1960s and 1970s. With this increased use, abuse of barbiturates for 
reduction of anxiety, decrease of inhibition, and treatment of unwanted side effects 
of illicit drugs also increased. Not surprisingly, abuse tends to most commonly occur 
with short- to intermediate-acting barbiturates and is rare with the long-acting bar-
biturates such as phenobarbital. The clinical presentation of barbiturate abuse and 
toxicity ranges from ataxia, slurred speech, lethargy, confusion, and nystagmus to 
respiratory depression, hypotension, hypothermia, loss of deep tendon reflexes, car-
diovascular collapse, and coma. Toxicity is usually apparent within 15 to 30 minutes 
after ingestion of short-acting barbiturates. For the longer-acting drugs, symp-
toms of toxicity may appear within 1 to 2 hours following an overdose but may be 
delayed due to slowed gastric emptying. Since the 1970s barbiturate abuse and use 
has declined dramatically as the use of benzodiazepines, a safer group of sedative-
hypnotics, grew.

The immunoassays for barbiturates are designed to detect secobarbital, usually 
with a screening cutoff of 200 or 300 ng/mL. Cross-reactivity to other barbitu-
rates varies but is generally sufficient to allow their detection at therapeutic levels. 
Acceptable confirmation methodologies include GC, high-performance liquid chro-
matography (HPLC), GCMS, or LCMSMS as noted in Table 4.4 (35–38). The most 
common barbiturates included in a confirmation panel are amobarbital, butalbital, 
pentobarbital, phenobarbital, secobarbital, and less often, butabarbital.

Although GCMS analysis can be performed without derivatization, derivatiza-
tion of the drugs is preferred to improve the chromatography. Several techniques 
are used, including flash methylation in which the sample extract is mixed with a 
methylation reagent, such as trimethylanilinium hydroxide, and injected into a hot 
injection port where the reaction takes place.

4.5  �BENZODIAZEPINES

Benzodiazepines are among the most frequently prescribed drugs in the United 
States today. The name of this class of drugs is derived from the common gen-
eral structure consisting of a benzene ring fused to a seven-membered diazepine 
ring. Benzodiazepines are selective CNS depressants prescribed for their anxio-
lytic, sedative, and anticonvulsant activities. They are also used as preanesthetic 
and intraoperative medications. The benzodiazepine class is extensive and includes 
alprazolam (Xanax®), chlordiazepoxide (Librium®), clonazepam (Klonopin®), 
diazepam (Valium®), estazolam (ProSom®), flunitrazepam (Rohypnol®), fluraze-
pam (Dalmane®), lorazepam (Ativan®), midazolam (Versed®), oxazepam (Serax®), 
prazepam (Centrax®), quazepam (Doral®), temazepam (Restoril®), and triazolam 
(Halcion®). With the exception of flunitrazepam, those listed are available for use in 
the United States. It should be noted that a number of others are available in other 
countries and occasionally make their way into this country. There are at least two 
classification systems for benzodiazepines based on either the time of action, like 
the barbiturates, or structure, but neither system is used extensively. The structure 
classification system includes three groups: 1,4-benzodiazepines (e.g., diazepam), 
diazolobenzodiazepines (midazolam), and triazolobenzodiazepines (alprazolam).
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After oral administration, benzodiazepines are well absorbed and distributed 
throughout the body. They are extensively metabolized in the liver via dealkylation, 
reduction, and hydroxylation, followed by conjugation. The major urinary prod-
ucts of benzodiazepines are the glucuronide metabolite conjugates. Interpretation 
of urinary metabolite results is difficult because the metabolism of different ben-
zodiazepines often results in common metabolites such as oxazepam, temazepam, 
and nordiazepam. The cytochrome P450s 3A3 and 3A4 mediate the hydroxylation 
and dealkylation reactions, so coadministration of drugs that inhibit or induce these 
enzymes affects benzodiazepine metabolism (44). Similarly any drugs that alter 
glucuronyl transferase activity may affect benzodiazepine metabolism.

The widespread use of benzodiazepines has led to abuse of these drugs, typically 
in conjunction with other drugs (including alcohol or other CNS depressants) as part 
of polydrug abuse. Some abusers take benzodiazepines as a means to mitigate the 
stimulant effects of ecstasy or cocaine. Long-term use of benzodiazepines can lead 
to development of a tolerance, requiring larger doses to achieve the desired effects. 
In turn, physical and psychological dependence can develop, and a withdrawal syn-
drome may occur following abrupt cessation of use. The clinical presentation of 
benzodiazepine toxicity includes initial lethargy, slurred speech, and may progress 
to coma. Respiratory depression is the most serious consequence of an overdose, and 
the degree varies with the specific compound ingested and any co-ingestions.

Immunoassays for benzodiazepines target oxazepam or nordiazepam at cutoff 
concentrations of 200 or 300 ng/mL. Cross-reactivity to other benzodiazepines 
varies substantially. Those benzodiazepines that are not metabolized to oxazepam 
or nordiazepam, such as flurazepam, alprazolam, lorazepam, clonazepam, and 
triazolam, may not be detected. To date, no immunoassay detects every benzodi-
azepine or all of the metabolites, and as a result, false-negatives occur. Because 
metabolites are excreted as glucuronide conjugates, the sensitivity of immunoassays 
may be improved by using a hydrolysis step prior to immunoassay testing. This is 
cumbersome and not realistic in many settings. It is thus important that the labora-
tory clearly understand which benzodiazepines and metabolites are detected.

Methods for confirmation testing of benzodiazepines include GC and HPLC, and 
the better methods utilize detection using mass spectrometry as seen in Table 4.4 
(39–46). Confirmation methods using GCMS generally report cutoff concentra-
tions of 50 ng/mL. Most procedures detect oxazepam, nordiazepam, temazepam, 
α-hydroxylprazolam, and diazepam at a minimum. The first step in confirmation 
testing is hydrolysis of the conjugated metabolites using either glucuronidase or HCl. 
HCl hydrolysis cleaves the benzodiazepine ring to form benzophenones that can 
be separated and identified. Disadvantages of benzophenone-producing methods 
include inability to identify specific benzodiazepines present and the inability to 
detect triazolobenzodiazepines such as alprazolam. For this reason, some laborato-
ries have turned to LCMSMS, and some of these methods permit the identification of 
multiple benzodiazepines and metabolites at low concentrations (43–46). The use of 
deuterated internal standards (for each benzodiazepine measured) facilitates quan-
tification and minimizes issues such as ion suppression. An advantage of LCMSMS 
is that many of these methods can be adapted for the testing of other matrices such 
as blood, serum, and meconium. As mentioned previously interpretation of results 
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to determine benzodiazepines ingested is challenging because several of these drugs 
are metabolized to the same metabolites.

Flunitrazepam (Rohypnol®) is a potent sedative hypnotic that is banned in the 
United States but is prescribed in other countries for the treatment of insomnia. 
Initial effects are rapid, occurring within 15 to 30 minutes of ingestion. The indi-
vidual also experiences disinhibition and anterograde amnesia (forgetting events that 
occurred during intoxication). Many individuals report residual “hangover” effects 
persisting into the day following ingestion. In the early 1990s these properties led 
to the use of flunitrazepam (often with alcohol) as a “date rape” drug. The colorless, 
odorless drug could be easily added to a drink without means of visual detection. 
In response, the manufacturer reformulated the tablets to impart an easily identifi-
able blue color to clear beverages and haziness to colored beverages. In the United 
States flunitrazepam use as a date rape drug has declined primarily in response to 
the reformulation and implementation of stricter legal penalties for drug-facilitated 
sexual assault (DFSA). Unfortunately, illicitly manufactured and procured tablets 
continue to surface and obviously do not have the coloring safeguards. It is important 
to remember that benzodiazepines immunoassays vary considerably in their ability 
to detect flunitrazepam and many have very little cross-reactivity with the drug or its 
metabolites. There are, however, specific immunoassays designed specifically for 
flunitrazepam detection. Confirmation testing using GCMS or LCMSMS typically 
targets detection of flunitrazepam and its principal metabolite, 7-aminoflunitrazepam.

4.6  �OPIATES AND OPIOIDS

The term opiates refers to naturally occurring alkaloids of the poppy plant, Papaver 
somniferum, notably morphine and codeine, and semisynthetic alkaloids with simi-
lar structures. The semisynthetic alkaloids of this class include heroin along with 
the prescriptive medications buprenorphine (Buprenex®), dihydrocodeine, heroin, 
hydrocodone (Vicodin®), hydromorphone (Dilaudid®), oxycodone (Percodan®, 
Oxycontin®), and oxymorphone (Opana®). The term opioids refers to compounds 
that have affinity toward opioid receptors and exhibit pharmacological properties 
similar to morphine but may be structurally unrelated to morphine. These include 
fentanyl (Duragesic®, Sublimaze®), meperidine (Demerol®), methadone, pentazo-
cine (Talwin®), propoxyphene (Darvon®), and tramadol (Ultram®). Thus, it can be 
said that all opiates are opioids, but all opioids are not opiates.

These drugs play an important role in the treatment of chronic pain. Chronic pain 
is an extremely complex condition and afflicts many patients worldwide. By many 
estimates, ~30% of the U.S. population is currently suffering from chronic pain. 
Current pharmacological therapy for pain management focuses on opioids, so much 
so, that up to 90% of chronic pain patients presenting to pain centers are prescribed 
one or more of these drugs. Opioids have important therapeutic uses beyond pain 
management. They are also used for their antitussive and antidiarrheal effects, for 
relief of acute pulmonary edema, and in the treatment of heroin addiction.

Use and abuse of opioids dates to ancient times, and the addictive properties of 
this class of drugs were recognized in the United States during the Civil War. The 
genetic aspects of opiate addiction, as well as metabolism, are discussed in detail 
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in Chapter 9. The clinical presentation of opiate toxicity includes CNS depression, 
pulmonary edema, hypotension, decreased bowel sounds, hyporeflexia, miosis, and 
respiratory depression in which breathing is shallow. The presence of miosis is rarely 
seen with other clinical causes of CNS depression so that patients with this finding 
are usually given the narcotic antagonist naloxone (Narcan®) as part of the initial 
evaluation and treatment (47).

Opiate immunoassays are designed to detect morphine and codeine at defined cut-
off levels. In the clinical and nonregulated workplace settings, cutoffs of 300 ng/mL 
are often used. Unfortunately, there is considerable variability between immunoas-
says regarding their ability to detect other opiates such as hydromorphone, hydro-
codone, and oxycodone. This is very much dependent upon the specificity of the 
antibody and also varies between lots of a given assay. When abuse of oxycodone 
increased, a separate immunoassay was developed. Similarly an assay for buprenor-
phine was developed when it was introduced as a treatment option for heroin depen-
dency. Laboratories using these assays should include the cutoff used in reporting 
results. Generally, the opiate assays do not detect the nonopiate opioids, such as 
methadone, propoxyphene (withdrawn from the U.S. market in November 2010), 
or fentanyl. Separate immunoassays are available for these compounds, but many 
clinicians are unaware that the opiate assays they order are not able to detect 
these clinically relevant compounds. Numerous methods are described for confirma-
tion of opiates and opioids in urine and other matrices using GCMS or LCMSMS 
as seen in Table 4.4 (14,17,18,23,24,26–31,48–56). Because many of these drugs are 
extensively metabolized by conjugation with glucuronic acid, samples are hydro-
lyzed when it is desired to determine total drug, as is the case when using urine.

Interpretation of opiate results requires knowledge of natural sources of mor-
phine as well as an understanding of the pharmacology of the various drugs. For 
example, poppy seeds contain morphine naturally, and their ingestion may cause 
a positive opiates result regardless of the testing methods (immunoassay or chro-
matography). In an effort to eliminate or reduce the number of positive results due 
to poppy seed ingestion, the Department of Defense raised the cutoff levels from 
300 ng/mL to 2000 ng/mL in 1994. In December 1998, federally mandated work-
place programs followed suit. Lower cutoffs continue to be used in clinical and non-
regulated settings.

Heroin (diacetylmorphine) is rapidly metabolized to 6-acetylmorphine (6-AM; 
6-MAM) and subsequently to morphine. Testing for 6-AM in addition to mor-
phine and codeine is now required in the federally regulated drug testing system. 
Detection of morphine and 6-AM, a metabolite unique to heroin, confirms heroin 
use, but because it has a shorter half-life than morphine the absence of 6-AM does 
not confirm nonuse. In addition, there have been cases reported in which 6-AM was 
detected in the absence of detectable morphine. The recent identification of hydro-
morphone in urine samples with very high morphine concentrations has now been 
determined to reflect a minor metabolic pathway for morphine metabolism found in 
some patients. In these cases, the percentage of hydromorphone present is less than 
6% of the total morphine.

SAMHSA-certified laboratories must perform interference studies for opiates 
confirmation assays by analyzing samples containing interferents (hydrocodone, 
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hydromorphone, oxycodone, oxymorphone, and norcodeine at 5000 ng/mL) in the 
presence and absence of morphine and codeine at 40% of the cutoff (33). Similarly 
interference studies for 6-acetylmorphine assays must test free morphine, codeine, 
hydrocodone, hydromorphone, oxycodone, oxymorphone, and norcodeine at 
5000 ng/mL as potential interferents (33).

Methadone, a synthetic opioid originally developed by German scientists prior to 
World War II, is used as a treatment for heroin (and other opioids) dependence and for 
chronic pain. Methadone is relatively inexpensive when compared to other opioids, 
and by 2008 the number of patients taking methadone for pain was three times the 
number of patients taking it for addiction. Methadone abuse can be dangerous as evi-
denced by the fact that even though only 5% of the nation’s opioid prescriptions are 
for methadone, 30% of opioid-related deaths involve the drug. This disproportionate 
increase in methadone use, misuse, and mortality has led to an increased emphasis 
on monitoring patients being treated with methadone regardless of purpose.

Methadone is administered orally and is subject to first-pass metabolism by 
the liver. Interindividual differences in bioavailability range from 80% to 95%. 
Additionally, wide variations in inter- and intraindividual pharmacokinetics are 
encountered. The primary methadone metabolite is 2-ethylidene-1,5-dimethyl-3,3-
diphenylpyrrolidine (EDDP), which is inactive. Both methadone and EDDP are 
excreted primarily through the kidneys. Approximately 5% to 50% of a dose is elim-
inated as methadone and 3% to 25% as EDDP. Excretion of unmodified methadone 
in urine is pH dependent, with increased excretion observed when the urine is acidic.

Although methadone’s structure is different from that of morphine or heroin, it 
interacts with opioid receptors similarly. When used in opioid treatment programs, 
daily doses of methadone reduce cravings and prevent symptoms of opiate withdrawal 
while blocking their euphoric effects. When used for addiction treatment, methadone 
must be dispensed by an opioid treatment program (OTP) that is SAMHSA certi-
fied. The treatment process is usually long term and typically includes three phases 
including an extended maintenance phase with the ultimate goal of gradually taper-
ing the dosage to the point of complete withdrawal from methadone. Urine drug 
testing is the most objective technique for patient monitoring in an OTP and is used 
for several purposes. SAMHSA requires the patient undergo a minimum of eight 
drug tests per year, but some states require more frequent testing. Initial urine drug 
testing is used to determine the primary opioid along with any other drugs that may 
be abused. Subsequent testing is used to verify abstinence and compliance (metha-
done) and to detect abuse of drugs other than methadone.

Unlike methadone’s use in addiction treatment where it must be dispensed by 
OTPs, methadone when used to treat pain may be prescribed by any appropriately 
licensed and registered practitioner and dispensed by licensed and registered retail 
pharmacies. For several reasons standardized dosing of methadone is difficult and 
treatment should be individualized. The use of urine drug testing as part of a com-
prehensive patient monitoring program for pain management has been shown to be 
an effective method of detecting misuse of opioids. There is no mandated require-
ment for periodic drug testing when methadone is used for pain management, but the 
Clinical Guidelines for the Use of Chronic Opioid Therapy in Chronic Noncancer 



112 Pharmacogenomics of Alcohol and Drugs of Abuse

Pain recommends periodic drug screens in patients at high risk of misuse, abuse, and 
diversion (sale) (34).

Detection of both methadone and its primary metabolite, EDDP, should be 
included when using urine drug testing to monitor methadone treatment for addic-
tion or pain management. When immunoassay is used as the testing technique, two 
separate assays are required because the immunoassays for methadone and EDDP 
demonstrate little or no cross-reactivity to each other. The most frequently used 
cutoff concentration for methadone immunoassays is 300 ng/mL and for EDDP 
is 100 ng/mL. Methadone immunoassays with cutoff concentrations of 200 and 
250 ng/mL are also available. Chromatography-based methods (Table 4.4) provide a 
means to quantify both parent and metabolite simultaneously (58–62).

The variable pharmacokinetics and potential drug–drug interactions associated 
with methadone contribute to a range of methadone and EDDP concentrations in the 
urine of patients being monitored. Interpretation of methadone and EDDP results is 
shown in Table 4.6. Compliant patients are expected to be positive for both methadone 
and EDDP, but a sample that is negative for methadone and positive for EDDP could 
indicate the patient is a rapid metabolizer. Negative results for both methadone and 
EDDP typically indicate that methadone was not ingested and could result from 
bingeing. These results could also occur if levels of both methadone and EDDP are 
below the cutoff concentrations as would occur in a dilute urine sample. A technique 
known as spiking has been used by patients to mimic compliance when diverting 
methadone for sale. Because this involves the addition of a small amount of the dose 
to the urine after collection (before testing), this yields a strongly positive result for 
methadone but a negative EDDP. It should be noted that this is also attempted with 
other drugs used in other rehabilitation programs (such as buprenorphine).

Fentanyl, a fast-acting and potent synthetic narcotic analgesic and anesthetic, is 
approximately 75 to 100 times more potent than morphine. It is available as loz-
enges (Actiq®) and transdermal patches (Duragesic®) for management of severe pain 
including breakthrough pain in cancer patients. A common mode of fentanyl abuse 
is injection, but the patches can be abused via transdermal application or ingestion 
of the fentanyl-containing gel in the patch. Several analogs of fentanyl synthesized 
by pharmaceutical companies are used clinically. These drugs and their uses include 
sufentanil for cardiac surgery, alfentanil for minor surgeries, lofentanil for trauma 

TABLE 4.6
Interpretation of Urine Test Results for Methadone and Its Metabolite 
2-Ethylidene-1,5-Dimethyl-3,3-Diphenylpyrrolidine (EDDP)

Methadone EDDP Interpretation

Positive Positive Methadone ingested, normal situation

Negative Negative No methadone ingested, bingeing, or levels below detection limit

Negative Positive Fast metabolism, interaction with other drugs

Positive Negative Methadone added to sample (“spiker”)

Notes:	 EDDP, 2-ethylidene-1,5-dimethyl-3,3-diphenylpyrrolidine.
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patients, and remifentanil that can be used in conjunction with hypnotic drugs such as 
propofol. Availability has led to abuse of fentanyl and its analogs by health-care pro-
fessionals. Signs and symptoms of abuse and intoxication resemble those described 
for opiates. Other fentanyl derivatives have been illicitly produced and gained popu-
larity as street or designer drugs. Abuse of two of these designer fentanyl derivatives, 
α-methylfentanyl (China white) and 3-methylfentanyl, has resulted in epidemics and 
multiple deaths. Opiate immunoassays do not detect fentanyl or its analogs, but 
immunoassays specific for these drugs have been developed. Confirmation proce-
dures (Table 4.4) include GCMS- and LCMSMS-based methods (63–67).

Meperidine, another synthetic narcotic agonist that is less potent than morphine, 
is another opioid commonly abused by health-care professionals. It is available in 
injectable and oral forms. An illicit meperidine designer drug derivative that is 
also abused is 1-methyl-4-phenyl-4-propionoxypiperdine (MPPP). Clandestine pro-
duction of MPPP can produce a highly neurotoxic by-product, 1-methyl-4-phenyl-
1,2,3,6-tetrahydropyridine (MPTP), that can cause parkinsonism. Detection of 
meperidine and its analogs requires chromatographic methods such as GC, GCMS, 
and LCMSMS (Table  4.4) because opiate immunoassays do not cross-react with 
these compounds (68–70).

4.7  �COCAINE

Cocaine, a naturally occurring alkaloid obtained from the South American shrub 
Erythroxylum coca, is one of the most common illicit drugs of abuse. This potent 
CNS stimulant also has local anesthetic and vasoconstrictive properties and is used 
clinically as a local anesthetic in otolaryngological procedures (as a 10% to 20% 
solution) and in ophthalmologic procedures (as a 1% to 4% solution). The illicit forms 
of cocaine are the hydrochloride salt and the freebase form known as crack. The 
hydrochloride salt is typically cut with agents such as mannitol, lactose, and sucrose 
to dilute the product or agents such as caffeine, pseudoephedrine, and lidocaine to 
enhance the effects of the actual drug. Crack cocaine is prepared by adding baking 
soda to the hydrochloride salt in an aqueous solution and then heating to remove 
water. The precipitated product is usually smoked for rapid absorption. Leaves from 
the coca are used to prepare teas that while commonly used in South America are 
illegal in the United States. The teas prepared from these products contain enough 
cocaine to cause a positive urine drug screen, but the slow absorption via the gas-
trointestinal (GI) tract diminishes any stimulatory effects. Unfortunately, some indi-
viduals who are unaware of the illegal status of these teas face serious consequences 
after ingestion, from loss of insurance to even loss of their jobs. Two of the herbal 
teas that have been encountered are Health Inca and Mate De Coca.

Cocaine is rapidly metabolized to several metabolites including ecgonine methyl 
ester and benzoylecgonine. A unique cocaine metabolite, cocaethylene, is produced 
when co-ingested with ethanol. This metabolite has significant clinical implications 
due to its toxicity. The genetic aspects of cocaine metabolism and abuse are discussed 
in Chapter 7. The clinical manifestations of acute cocaine toxicity include CNS 
stimulation, psychosis, convulsions, small-muscle twitching, mydriasis, ventricu-
lar arrhythmias, and ultimately possible respiratory paralysis, coma, or myocardial 
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infarction leading to death. Some symptoms of chronic cocaine use include psychi-
atric disturbances, rhinitis, possible nasal septum perforation, distorted perception, 
tachycardia, and tachypnea.

The primary compound measured by cocaine (metabolite) immunoassays is the 
urinary metabolite benzoylecgonine. The antibody specificity of current assays for 
cocaine metabolites is excellent although the cross-reactivity for cocaine metabolites 
other than benzoylecgonine may vary between assays. Many assays, for example, do 
not readily detect parent cocaine, and the cross-reactivity for cocaethylene varies 
considerably. In October 2010, the cutoff concentrations used in federally regulated 
workplace drug testing programs were lowered to 150 ng/mL for immunoassays 
and to 100 ng/mL for GCMS confirmation methods (Table  4.4) (17,18,23,71–78). 
Much lower cutoffs are often found in clinical and nonregulated workplace settings. 
Several LCMSMS methods (Table  4.4) have been described including a method 
for detection in meconium in which sample pretreatment is minimized to a simple 
deproteinization step in which the specimen is mixed with an acetonitrile–internal 
standard mixture prior to injection (79).

4.8  �CANNABINOIDS

Cannabinoids are a group of compounds present in marijuana, a recreational drug 
that originates from the dried leaves and flowers of Cannabis sativa. The principal 
psychoactive cannabinoid is D9-tetrahydrocannabinol (THC). The drug produces a 
range of behavioral effects that prevent its classification as a stimulant, sedative, 
tranquilizer, or hallucinogen. These effects include euphoria, relaxation, lack of 
concentration, altered time perception, mood changes, and impaired learning and 
memory. Physiological effects include tachycardia, dry mouth and throat, redness of 
the conjunctiva, and in some subjects, hypotension. Smoking, the principal means 
of administration, provides rapid and efficient delivery. Oral and sublingual admin-
istration results in lower THC concentrations than smoking. More than 100 THC 
metabolites have been identified, and more of the dose is excreted in feces than in 
urine. The major urinary metabolites are 11-nor-tetrahydrocannabinol-9-carboxylic 
acid (THCA) and its glucuronide conjugate. The genetic aspects of marijuana metab-
olism and abuse are discussed in Chapter 8.

Screening immunoassays for cannabinoids detect multiple metabolites of mari-
juana with a cutoff concentration of 50 ng/mL used for regulated drug testing and 
as low as 20 ng/mL in the clinical and nonregulated setting. GCMS confirmation 
identifies and quantifies THCA in urine (Table 4.4) using a cutoff of 15 ng/mL in 
regulated drug testing (82–92). Hair and oral fluid are often used for testing as well 
(93–95). GCMS confirmation procedures include a hydrolysis step of the glucuro-
nide conjugate. LCMSMS also usually includes a hydrolysis step and limits of quan-
tification (LOQ) as low as 3 ng/mL are reported (96–101).

Chronic marijuana users may produce positive results for longer periods of time 
because of accumulation of cannabinoid metabolites in fatty tissue followed by slow 
release. This variable release from tissue and differences in hydration status can 
lead to a false assumption of new marijuana use if a negative result is followed by a 
positive result. Creatinine normalization (dividing the THCA result by the creatinine 
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result) has been used to address this problem. For less-than-daily users, an increase 
of greater than 50% in the normalized THCA concentration is considered indica-
tive of new marijuana use. For chronic users, the excretion pattern is more com-
plicated as they have smaller decreases in excretion later in the elimination phase. 
Increases of greater than 150% for these users have been suggested as an indicator 
of new use. Marijuana smoke can be inhaled by a nonsmoking individual, but stud-
ies have shown that it is virtually impossible that this passive inhalation can cause a 
positive result when using a screening cutoff of 50 ng/mL.

4.9  �PHENCYCLIDINE

Pharmacologically, phencyclidine (l-phenylcyclohexylpiperidine, PCP) is classified 
as a dissociative anesthetic but it also exhibits hallucinogenic, stimulant, depres-
sant, and analgesic properties. Originally marketed as a short-acting analgesic or 
general anesthetic in humans and later as a large-animal veterinary tranquilizer, 
it has had no legal use since 1979. Illegal use of PCP has fluctuated and tends to 
be highly regionalized in the United States. PCP can be self-administered by oral, 
intravenous, or smoked routes. Crystalline PCP may be sprinkled on marijuana, and 
liquid PCP can be soaked into marijuana or tobacco cigarettes. In addition to halluci-
nations, other effects of PCP may include staggering gait, slurred speech, nystagmus, 
mood elevation, agitation, increased blood pressure, violent behavior, and coma. 
PCP is metabolized by hepatic CYP3A4 with at least three hydroxylated metabolites 
excreted in urine in conjugated and unconjugated forms.

Although PCP immunoassays target the parent drug at a cutoff concentration of 
25 ng/mL, most cross-react with metabolites. In addition, unrelated drugs such as 
dextromethorphan, diphendyramine, thioridazine, and zolpidem have been reported 
to cause false-positive PCP screening results for some immunoassays. It has even 
been suggested that some PCP assays could possibly be used to detect dextromethor
phan abuse. Chromatography-based methods are described for testing urine, hair, 
and oral fluid (Table 4.4) (24,27–29,102–105). The cutoff concentration for GCMS 
confirmation of PCP in regulated drug testing is also 25 ng/mL.

4.10  �CLUB DRUGS

Club drugs are so named because of the popularity and use of these drugs in bars, 
nightclubs, concerts, and parties. Which of these is found depends on local avail-
ability, costs, and local lore. These drugs are used for their psychoactive effects or in 
some cases surreptitiously used to facilitate sexual assault (date rape drugs). Drugs 
common to the club drug scene include MDMA (see 4.3), flunitrazepam (see 4.5), 
g-hydroxybutyrate (GHB), g-butyrolactone (GBL), 1.4-butanediol (1,4-BD), lysergic 
acid diethylamide (LSD), nitrates, ketamine, diphenhydramine, and dextrometho-
rphan. Hallucinogenic tryptamines and phenylalkylamines have recently been 
rediscovered by this population of users. The compounds are similar to psilocybin, 
psilocin, and bufotenine, and include N,N-dipropyltryptamine (DPT), N,N-dimethyl-
tryptamine (DMT), N,N-α-methyltryptamine (AMT), 5-methoxy-N,N-α-methyl-
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tryptamine (5-MeO-AMT), 5-methoxy-N, N-dimethyltryptamine (5-MeO-DMT), 
4-iodo-2,5-dimethoxy-phenethylamine (2C-I), and 4-iodo-2,5-dimethoxyamphet-
amine (DOI). Also of growing concern is the appearance of piperazine derivatives 
in the club scene. These drugs, originally used for their antihelminthic properties 
in animals, are also hallucinogenic. N-Benzylpiperazine (BZP) and 1-(3-trifluoro-
methylphenyl) piperazine (TFMPP) are two of the most popular piperazines and 
have been referred to as “Legal E” and “Legal X” because of their similarities to 
MDMA (106). Of the drugs listed above only LSD, MDMA, and flunitrazepam are 
detected by specific immunoassays. Detection using other methods such as GC, 
HPLC, GCMS, or LCMSMS (Table 4.4) often requires suspicion of use and utiliza-
tion of assays targeted to suspected drugs.

LSD, a very powerful hallucinogen, is a colorless, odorless, tasteless liquid that 
is available in several forms including tablets and blotter paper impregnated with 
the drug. Oral ingestion is the most common route, but it may also be adminis-
tered nasally or by injection. In addition to hallucinations characterized by visual 
illusions and alterations in sound and intensity of colors, LSD causes physiological 
changes including mydriasis (pupil dilation of 3 to 5 mm), lacrimation, tachycardia, 
and hyperpyrexia. Metabolism of LSD, which is not completely understood, includes 
production of hydroxylated metabolites excreted in urine as glucuronide metabolites. 
Excretion of unchanged LSD in urine is low, representing from 1% to ~20% of the 
original dose. The combination of ingestion of small doses of the drug and rapid 
extensive metabolism results in low urinary concentrations; thus LSD immunoas-
says target a common cutoff of 0.5 ng/mL (107–110). The rapid metabolism of LSD 
results in a detection window as short as 12 to 24 hours. Confirmation methods 
include GCMS and LCMSMS with cutoff concentrations as low as 0.2 ng/mL. The 
reported low rate of positive results could be due to low usage, low dosage, rapid 
metabolism, or a combination of these factors.

Gamma hydroxybutyrate (GHB, Xyrem®) is a CNS depressant used in the treat-
ment of narcolepsy. The compound exists at low concentrations naturally in the brain 
as a metabolite of the neurotransmitter gamma-aminobutyric acid (GABA). It is now 
a controlled substance but was previously sold as a food supplement. In this form, 
GHB was a popular alternative to steroids for building muscle mass without exercise 
because it was believed to cause an increased release of growth hormone. Several 
GHB analogs, including GBL and 1,4-BD, are available as industrial solvents and are 
abused because they are converted endogenously into GHB. The drug is also abused 
for its CNS depressant properties. Depending on the dosage, GHB can cause a range 
of effects from wakefulness and euphoria to deep sleep or coma. Like flunitrazepam, 
GHB is used as a date rape drug because of its sedative and anterograde amnesia-
producing properties.

GHB is rapidly and extensively metabolized with an elimination half-life of less 
than 1 hour and excretion of less than 5% of the ingested dose as the unchanged drug. 
In order to detect GHB, ingestion samples must be collected within 6 to 12 hours; 
and even then, it is difficult to detect the drug. The short detection window and the 
effects after ingestion may lead to delayed collection of samples and negative test-
ing results. It is often recommended that both urine and blood samples be collected 
when a drug-facilitated sexual assault (DFSA) involving GHB is suspected. There 
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are no immunoassays available for testing of GHB and its analogs. Procedures avail-
able for GHB testing include GC, GCMS, and LCMSMS (111–117).

Interpretation of GHB levels in blood and urine samples can be complicated 
because it exists as an endogenous compound. GHB concentrations exceeding 
10 ng/mL in urine and 2 ng/mL in blood are considered indicative of exogenous 
GHB exposure. Blood should not be collected in citrate-buffered collection tubes 
because of reports that this may cause falsely elevated GHB levels (118).

Ketamine, 2-2-chlorophenyl-2-(methylamino)cyclohexanone, is a dissociative 
anesthetic that is abused as an hallucinogen and as a date rape drug because of its 
CNS depression properties including amnesia. It is structurally and pharmacologi-
cally related to PCP. When used as an anesthetic it is administered intravenously 
(IV) and when used illicitly routes of administration include IV, oral, intramuscular, 
smoking, and subcutaneous. Ketamine is rapidly metabolized with a half-life of 2 to 
3 hours and conjugated metabolites are excreted in urine. There are no immuno
assays available for testing of ketamine and its metabolites. Procedures available for 
ketamine testing include GC, GCMS, and LCMSMS (19,29,30,32,54,109,119–121).

4.11  �INHALANTS

The terms inhalants or volatile organic compounds (VOCs) are used to describe a 
wide range of volatile chemicals that may be inhaled accidentally or intentionally. 
The common feature is volatility, the property of existing in or being able to be con-
verted to a form that may be inhaled. Volatile compounds are present in many com-
mercial products—solvents, contact adhesives, typewriter correction fluid, gasoline, 
lighter fluid, refrigerants, fire extinguishers—and are the propellants for virtually all 
aerosol products. Extensive availability and low cost of inhalants have contributed to 
an increased incidence of intentional inhalation of volatile substances (inhalant abuse, 
volatile substance abuse, glue sniffing) in younger adolescents even though legisla-
tion has been enacted to limit accessibility and to make their use by adolescents ille-
gal. Inhalants continue to be one of the most dangerous classes of abused substances 
worldwide because of their high prevalence in underdeveloped countries (122).

Products preferred by inhalant users include airplane glue, hair spray or aerosols, 
gasoline, paint or solvents, marker pens or correction fluid, and amyl or butyl nitrates 
(poppers). These products are generally relatively inexpensive, easy to obtain, and 
contain volatile substances free of secondary toxic components. Some of the vola-
tile substances in these products include toluene, chloroform, butane, propane, ace-
tone, and many halogenated hydrocarbons. The development of replacements of the 
ozone-depleting CFCs has led to the introduction of new compounds (Freon replace-
ments) as propellants. The abuse of many of these substances has also been reported.

Depending on the product, volatile substances may be inhaled directly from the 
container (snorting or sniffing), from a plastic bag (bagging) particularly if the prod-
uct is an aerosol or a viscous liquid such as glue, or from a saturated cloth (huffing). 
Of these routes of administration bagging usually results in the highest concentra-
tion, snorting the lowest, and huffing an in-between concentration. Clues to inhalant 
abuse include chronic sore throat, cough, and runny nose; unexplained listlessness; 
moodiness; weight loss; bloodshot eyes or blurred vision; and chemical odors on 
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breath, hair, bed linen, and clothes. Oral and nasal ulceration or a rash around the 
mouth (“glue sniffer’s or huffer’s rash”) may be observed. Sometimes the products 
may be discovered in the room of the abuser.

Some pharmacokinetic properties and principles apply to all inhalants. The 
metabolism of volatile substances includes elimination unchanged in exhaled air and 
elimination as metabolites in exhaled air and urine. The primary site of metabolism 
is the liver, with the metabolism often including oxidation or reduction followed by 
conjugation leading to a more polar and water-soluble compound. The metabolites of 
some volatiles are more toxic than the parent compounds.

The abuse appeal of these inhaled substances is that they produce effects simi-
lar to those caused by ethanol (i.e., euphoria and loss of inhibition, which may be 
followed by hallucinations, confusion, nausea, vomiting, and ataxia). Convulsions, 
coma, or death may result from larger doses. Causes of death associated with inhal-
ant abuse include asphyxiation, suffocation, and dangerous high-risk behavior. 
Cardiac arrhythmias leading to cardiac arrest are reported when an intoxicated sub-
ject becomes alarmed or frightened (“sudden sniffing death syndrome”). Problems 
caused by chronic inhalant abuse include central nervous system (CNS) damage 
characterized by loss of cognitive and other higher functions, gait disturbance, and 
loss of coordination. Other features of chronic abuse include nosebleed and rhini-
tis, halitosis, oral and nasal ulceration, conjunctivitis and bloodshot eyes, anorexia, 
thirst, lethargy, weight loss, and fatigue (122).

Routine urine drug screens do not detect the commonly abused inhalants. Blood 
is the specimen of choice, although analysis of urine for metabolites sometimes 
extends the time frame for detection of exposure. Proper collection techniques 
include use of a glass tube with minimal headspace remaining after collection, an 
anticoagulant such as lithium heparin or EDTA, and a cap that ensures a tight seal. 
The most common method for the detection of volatile substances in blood and other 
samples is headspace gas chromatography with flame ionization, electron capture, or 
mass spectrometer detection devices (123–126).

4.12  �SPECIMEN VALIDITY TESTING

Drug abusers try to avoid detection by drug testing in many ways including use 
of products designed to prevent detection of drugs present in a urine sample. An 
Internet search of the topic “pass a drug test” yields more than 2 million results. 
Some products require ingestion (usually in conjunction with large amounts of 
water) prior to submission of a urine sample while other products are to be added 
to or substituted for the urine sample. Collection procedures have been designed to 
prevent such substitution, dilution, or adulteration of the specimen. These procedures 
include collection site preparation (i.e., no hot water, addition of a coloring agent to 
the toilet, no coats or purses, etc.) and use of collection cup temperature monitoring 
devices. Tests of specimen validity can be performed in an attempt to detect tamper-
ing with the samples.

In addition to testing for the drugs in Table 4.3, SAMHSA-certified laboratories 
are now required to perform specimen validity testing to identify dilute, substituted, 
adulterated, or invalid samples submitted for regulated drug testing. This testing 
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includes creatinine, specific gravity (when the creatinine is below 20 ng/mL), pH, 
and nitrites measurements. Testing for known adulterants such as glutaraldehyde, 
pyridinium chlorochromate, or oxidizing chemicals as a class is optional. Criteria 
for the testing process are similar to those of testing for drugs—that is, the results 
must be obtained using approved initial and confirmatory tests on two separate 
aliquots of urine. Guidelines for the interpretation of specimen validity testing 
are listed in Table 4.7. A sample is reported as adulterated when test results show 
the presence of a substance that is not a normal constituent or an endogenous sub-
stance present in an abnormal concentration. A sample is reported as substituted 
when creatinine and specific gravity values are outside the physiologically pro-
ducible ranges of human urine indicating submission of a nonurine specimen. A 
result of “substituted” or “adulterated” indicates intention to circumvent testing for 
drugs and, in some settings, is treated the same as a positive drug result. A sample 
is reported dilute when the creatinine and specific gravity values are lower than 
expected but are still within the physiologically producible ranges of human urine. 
A dilute specimen does not necessarily indicate specimen tampering because it can 
result from consumption of large amounts of fluid or by addition of liquid to the 
urine specimen.

If the laboratory is unable to complete testing or obtain a valid drug test result due 
to the specimen containing an unidentified adulterant or interfering substance, or 
having an abnormal physical characteristic or endogenous substance at an abnormal 
concentration, the result is reported as invalid. Reporting the specimen validity test 
results does not preclude reporting the drug test results. Thus a result of dilute, adul-
terated, substituted, or invalid can be reported in conjunction with positive results for 

TABLE 4.7
Reporting Specimen Validity Test Results

Test(s) Result(s) Reported As

pH <3.0 or >11.0
>3.0 and <4.5
>9.0 and <11.0

Adulterated
Invalid
Invalid

Nitrite >500 mcg/mL
>200 and <500 mcg/mL

Adulterated
Invalid

Creatinine and specific gravity >2.0 and <20 mg/dL

>1.0010 and <1.0030 Dilute

Creatinine and specific gravity <2.0 mg/dL

<1.0010 or >1.0200 Substituted

Creatinine and specific gravity < 2.0 mg/dL

Acceptable (1.0011–1.0199) Invalid

Creatinine and specific gravity >2.0 mg/dL

<1.0010 Invalid

Source:	 National Laboratory Certification Program Manual for Laboratories and 
Inspectors, October 1, 2010.
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specific drugs if the criteria for identification and reporting of the positive result are 
met. Regulated samples reported as positive for any drug, substituted, adulterated, or 
invalid must be retained in secured frozen storage for a minimum of 1 year.
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5 Pharmacogenomics 
of Amphetamine 
and Related Drugs

Steven C. Kazmierczak

5.1  �INTRODUCTION

Illicit psychostimulant drugs such as amphetamines and derivatives represent a 
highly addictive class of compounds. Included in this group are L-amphetamine, 
ephedrine, methamphetamine, methylphenidate and pemoline, the latter used previ-
ously to treat attention-deficit hyperactivity disorder and narcolepsy. An additional 
compound also frequently included in this group is cathinone which is the active 
ingredient found in the leaves of the Khat shrub (Catha edulis) found primarily in 
East Africa and southern Arabia. Cathinone is easily extracted from fresh leaves of 
the Khat shrub upon chewing or following brewing and produces effects that are 
similar to that of amphetamine.

Amphetamine was first synthesized in Germany in 1887, while methamphetamine 
was synthesized in Japan in 1919. The medical utility of amphetamines includes 
their previous use as an appetite suppressant, and in the treatment of narcolepsy and 
the symptoms of attention deficit-hyperactivity disorder (ADHD) in children. With 
repeated use, individuals develop tolerance to many of the effects of amphetamines 
such as appetite suppression, euphoria, and insomnia. However, tolerance does not 
develop in children taking amphetamines for ADHD or individuals taking amphet-
amines for narcolepsy.

The nonmedical use of amphetamines has seen a dramatic increase in recent 
years due to the relative ease by which these drugs can be synthesized, and both 
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methamphetamine and 3,4-methylenedioxymethamphetamine (MDMA, or “ecstasy”) 
have seen a significant increase in usage. The chemical structures of MDMA and 
MDA are given in Figure 5.1.

5.1.1  �Methylenedioxymethamphetamine (MDMA, or Ecstacy)

Ecstacy or MDMA is a synthetic amphetamine that is classified as a hallucinogen 
due to its potential to induce hallucinations when used in extremely high doses. The 
use of MDMA is often associated with dance parties or “raves.” Users of MDMA 
experience increased self-confidence and empathy and intimacy with other peo-
ple along with enhanced sensation of proximity. Also reported are euphoria and 
increased physical energy. However, negative psychological effects such as anxiety, 
paranoia, and depression have also been reported.

Following ingestion of a moderate dose, the effects of MDMA are observed 
within 1 hour and last up to 4 hours. Blood MDMA concentrations peak approxi-
mately 2 hours following ingestion and can remain detectable for up to 24 hours. 
Ingestion of large amounts of the drug can result in disproportional increases in 
blood concentrations. Individuals with severe intoxication usually have plasma drug 
concentrations of 8 mg/L or more, while concentrations of 1 mg/L or less are usually 
associated with lesser clinical effects. With a half-life of close to 8 hours, patients 
with toxic concentrations of MDMA may show effects of the drug for up to 24 hours 
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FIGURE 5.1  Chemical structure of 3,4-methylenedioxymethamphetamine (MDMA) and 
3,4-methylenedioxyamphetamine (MDA).
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postingestion. MDMA has a large volume of distribution and readily crosses the 
blood-brain barrier. Less than 10% of ingested MDMA is metabolized by the liver to 
produce methylenedioxyamphetamine (MDA), and approximately 65% of MDMA is 
eliminated unchanged via the kidney.

Both physical and psychological effects are typically encountered for 48 to 
72 hours following use of MDMA, and these effects are typical of the “crash” often 
seen following the use of amphetamines. Physical effects associated with acute with-
drawal of the drug include muscle stiffness and muscle pain, blurred vision, loss of 
appetite, nausea, dry mouth, and insomnia. The psychological effects associated with 
acute withdrawal include difficulty in concentration, anxiety, fatigue, and depression.

Chronic users of MDMA quickly develop tolerance and require progressively 
greater amounts of drug to achieve the same effects. Chronic use of the drug results 
in neurotoxicity and the effect is related to the dose and the frequency of use. Long-
term use is associated with decreased brain serotonin concentrations and loss of 
neurons, transporters, and terminals.

5.1.2  �Methamphetamine

Methamphetamine is the second most popular drug of abuse worldwide, with an 
annual global prevalence estimated to be 0.4%, and an annual prevalence among 
adults in the United States estimated to be 0.8% (1,2). Methamphetamine is a potent 
synthetic psychostimulant that can be administered via a variety of ways includ-
ing injection, smoking, snorting, ingestion, or transrectally. Although methamphet-
amine use is a global problem, the vast majority of users of methamphetamine can 
be found in East and Southeast Asia as well as in North America. Most of the meth-
amphetamine found in the North America is produced in Mexico due to restrictions 
on precursor chemicals in the United States and Canada.

In 2005 there were close to 100,000 admissions to emergency departments in 
the United States associated with recent methamphetamine use (7). Both the acute 
and chronic effects of methamphetamine use are highly dependent on factors such 
as purity of the drug, the amount of drug consumed, duration of consumption, and 
route of administration. The most common features associated with methamphet-
amine overdose are tachycardia, hypertension, rapid respiration, dilated pupils, and 
agitation. Rhabdomyolysis may be seen in a small proportion of patients and cardiac, 
hepatic, and renal failure can also occur. Fatalities associated with methamphet-
amine use are usually the result of hyperpyrexia, aspiration asphyxia, acute car-
diac failure, cerebrovascular hemorrhage as a result of hypertension, and pulmonary 
edema or pulmonary congestion.

Low to moderate doses of methamphetamine stimulate the central nervous system 
resulting in increased self-confidence and an overall feeling of well-being, decreased 
appetite and increased alertness, increased blood pressure and heart rate, pupil dila-
tion, and increased temperature. All of these effects are intensified at higher doses, 
and violent behavior is typically present. Plasma methamphetamine concentrations 
greater than 100 ug/L were found to typically be associated with rapid and confused 
speech, hyperthermia, agitation, paranoia, and restlessness (3).
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There are two different genetic aspects of response to amphetamine, methamphet-
amine, and related designer drugs (such as MDMA) on individuals: a genetic aspect 
of metabolism through polymorphic CYP2 D6 liver enzymes and differences in 
addiction response due to genetic variations in the dopamine transporter, dopamine 
receptors, catechol-O-methyltransferase receptor and norepinephrine transporter 
protein. People with the met/met catechol-O-methyltransferase genotype appear to 
be at increased risk of an adverse effect from amphetamines and related compounds.

5.2  �PHARMACOKINETICS OF AMPHETAMINE 
AND RELATED COMPOUNDS

Methamphetamine is metabolized primarily in the liver, and the metabolites that are 
produced do not contribute significantly to the clinical effects of the parent drug. The 
major metabolic pathways include N-demethylation to produce amphetamine. This 
step is catalyzed by cytochrome P450 2D6 (CYP2D6). Another major metabolite 
produced by CYP2D6 is 4-hydroxymethamphetamine through hydroxylation and 
β-hydroxylation to produce norephedrine. Genetic polymorphism in this enzyme 
may contribute to the interindividual variability in metabolism (4).

Following ingestion approximately 70% of a dose of methamphetamine is 
excreted in the urine within 24 hours. The primary compounds detected in the urine 
include methamphetamine (30% to 50%), up to 10% amphetamine, and up to 15% 
4-hydroxymethamphetamine. Because methamphetamine has a urinary half-life of 
approximately 24 hours, repeated use of methamphetamine will result in the drug 
being detectable for up to 7 days following use (5). The half-life of methamphet-
amine in plasma is approximately 10 hours. Thus, an intravenous dose of 10 mg of 
methamphetamine can be detected in plasma for up to 48 hours afterwards (6). It 
should be noted that the route of administration does not appreciably alter the plasma 
half-life of the drug. The effects of methamphetamine infusion are fairly rapid with 
effects on the cardiovascular system detectable within 2 minutes following infusion.

5.3  �HERITABILITY OF METHAMPHETAMINE USE

Addiction to methamphetamine is a highly heritable disorder. Estimates of heritabil-
ity for stimulants such as methamphetamine have been found to range from 0.33 to 
0.44 for male twins and as high as 0.79 for female twins. Stated differently, depend-
ing on gender, 33% to 79% of the variance in stimulant abuse can be attributed to 
genetic factors, and 21% to 67% can be attributed to environmental factors (9).

Genome scans have been conducted in an attempt to identify chromosomal loci 
that may be associated with vulnerability to methamphetamine addiction. Linkage 
and genome-wide association studies have identified candidate genes and polymor-
phisms conferring susceptibility to methamphetamine addiction. Close to 40 dif-
ferent genes have been studied with respect to methamphetamine use disorders 
(9). The majority of the genes identified in methamphetamine use disorders are 
involved in neurotransmitter reception, signaling, or metabolism. Of those genes 
studied, approximately half have been shown to have a significant association with 
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methamphetamine use disorders. Minor alleles for markers in seven genes conferred 
significant risk for a methamphetamine use disorder. Table 5.1 lists the genes associ-
ated with significant risk of a methamphetamine use disorder and the function that 
the gene is assumed to regulate.

5.4  �MOLECULAR MECHANISM OF AMPHETAMINE ABUSE

Amphetamines exert several neurotoxic effects that can be permanent. The drug 
shows structural similarity to monoamines and can substitute for this compound 
at the dopamine transporter, noradrenaline transporter, serotonin transporter, and 
vesicular monoamine transporter-2 (10). The result of this insult includes decreases in 
dopamine concentrations, decreased activity of tyrosine hydroxylase, and decreases 
in the concentration of dopamine uptake sites and vesicular monoamine transporters. 
Methamphetamine causes the redistribution of monoamines from storage vesicles 
into the cytosol by reversing the function of the vesicular monoamine transporter-2 
and reversing the pH gradient that normally serves to aid in the accumulation of 
monoamine in the vesicles. Also, there is a reversal in function of the dopamine 
transporter, noradrenaline transporter, and serotonin transporter. This reversal in 
function results, respectively, in the release of dopamine, noradrenaline, and sero-
tonin from the cytosol into the synapses. These monoamines that are released into 
the synapse are then able to continually stimulate postsynaptic monoamine receptors. 
Methamphetamine also inhibits monoamine oxidase, thereby attenuating the metab-
olism of monoamine. Methamphetamine has been found to be twice as effective as 
dopamine in causing the release of noradrenaline. In addition, the effect of meth-
amphetamine on noradrenaline is 60-fold greater that its effect on serotonin release.

5.4.1  �Identification of Genes Leading to Addiction Vulnerability

A number of factors can influence the response of an individual to a certain drug 
or medication. Poor compliance and drug–drug interactions are well-known causes 

TABLE 5.1
Genes Found to Be Associated with Significant Risk of a Methamphetamine 
Use Disorder

Gene Gene Name Function Reference

AKT1 v-akt murine thymoma viral 
oncogene homolog 1

Mediates dopamine-associated behavior 11

ARRB2 Arrestin, beta 2 Mediates dopamine signaling pathways 12

DTNBP1 Dystrobevin-binding protein 1 Mediates glutamate/dopamine systems 13

GSTP1 Glutathione S-transferase P1 Detoxification of xenobiotics 14

OPRM1 μ-Opioid receptor 1 Mediates opiate response 15,16

PDYN Prodynorpin Regulates dopamine release 17

SNCA α-Synuclein Involved in dopamine uptake 18
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of adverse drug reactions and poor therapeutic outcome. Another factor that has 
been recognized to have a significant impact on an individual’s response to drugs 
is the genetics of the person using the drug. Pharmacogenetics is the area of study 
that considers the genetics of each individual and how these genetic differences 
can be used to assess one’s response to a particular drug. Differences in response 
to a particular drug can occur at the level of drug transporters, drug metabolizing 
enzymes, and drug targets. It is well appreciated that interindividual differences in 
drug response are significantly impacted by variability in the genes that encode for 
the enzymes involved in drug metabolism.

With respect to drug metabolism, the cytochrome P450 genes show significant 
polymorphism. As a result, the response of individuals to a particular drug can be 
highly variable. The variations that have been categorized include copy number 
variants, missense mutations, insertions and deletions, and mutations affecting gene 
expression and activity of the cytochrome P450 genes (4).

Cytochrome P450 enzymes play a key role in drug metabolism and are sug-
gested to be responsible for approximately 80% of all phase I drug metabolism 
(8). In particular, CYP2D6 is the most important polymorphic enzyme in drug 
metabolism. Of particular interest is the fact that this enzyme is the only drug metab-
olizing cytochrome enzymes which is not inducible. Thus, genetic variation in 
CYP2D6 is largely responsible for the interindividual variation in the metabolism 
of methamphetamine. Polymorphisms in cytochrome P450 genes include gene 
deletions, gene duplications, and mutations resulting in inactive gene products.

More than 100 different functional CYP2D6 alleles or gene variants that affect 
the function or activity of the enzyme have been described. These variants are 
divided into alleles resulting in ultrarapid, normal, decreased, and no or null enzyme 
activity. CYP2D6*4 and CYP2D6*5 are the most important null alleles resulting 
from, respectively, a splice defect and gene deletion. Alleles with severely decreased 
enzyme activity include CYP2D6*10, CYP2D6*17, and CYP2D6*41 as a result of a 
splicing defect. Ultrarapid enzyme activity is caused by duplication or multiduplica-
tion of active CYP2D6 genes. Table 5.1 shows those genes that confer significant risk 
for a methamphetamine use disorder (11–18).

Some minor alleles have been found to confer a significant protective effect against 
methamphetamine use disorders. Those genes that confer a protective effect are 
encoded for proteins that modulate dopaminergic functions, function in the metabo-
lism of catecholamine transmitters, are involved in metabolism of methamphetamine, 
function as major inhibitory neurotransmitter receptors, and interact with dopa-
mine transporters.

5.5  �CONCLUSIONS

The fields of genomics and proteomics provide very powerful tools for understand-
ing and identifying genes and proteins that control behaviors such as addiction. 
Although significant progress has been made in understanding the complex nature 
of abuse and dependence on amphetamines, much work still needs to be done in 
elucidating the genetics of this disorder. A number of candidate genes have been 
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identified that can impart a greater or lesser vulnerability to addiction. The hope 
is that a better understanding of the genetics of this disorder will enable improved 
treatment and prevention of amphetamine addiction.
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6 Pharmacogenomics 
of Cocaine

Loralie J. Langman and Christine L.H. Snozek

6.1  �INTRODUCTION

Cocaine is an alkaloid found in Erythroxylon coca, which grows principally in the 
northern Andes in South America, and to a lesser extent in India, Africa, and Java 
(1). The drug has been used for its stimulant properties for over 2000 years. In clini-
cal medicine, cocaine is used mainly for local anesthesia and vasoconstriction in 
nasal surgery, and to dilate pupils in ophthalmology. Sigmund Freud famously pro-
posed its use to treat depression and alcohol dependence, but the realities of cocaine 
addiction quickly brought this idea to an end. Cocaine abuse is firmly entrenched in 
the drug culture in the United States and remains one of the most commonly used 
illicit drugs (2). According to the National Survey on Drug Use and Health, the rate 
of past-year use for cocaine (powder and crack combined) among individuals aged 
12 and older has remained relatively stable since 2002; there were 1.6 million current 
users of cocaine in 2009 (3).
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Cocaine is sold on the street in two forms. The hydrochloride salt (powder) form 
of cocaine is administered by nasal insufflation (i.e., snorting) or, less frequently, by 
intravenous injection. The other form, commonly called crack or crack cocaine, is a 
free-base form that has not been neutralized by an acid to make the hydrochloride 
salt. It comes as a rock crystal that is heated and its vapors smoked. The term refers 
to the crackling sound heard when it is heated (2). The use of crack cocaine should 
not be confused with “free-basing.” The latter is a process in which the user purifies 
cocaine hydrochloride by mixing an aqueous solution of cocaine with baking soda 
or ammonia, then adding diethyl ether (ethyl acetate) to extract the free form of the 
drug. The organic solvent can then be evaporated to dryness and the purified drug 
smoked. However, because of the extremely flammable nature of diethyl ether, and 
therefore the risk of igniting any remaining solvent, free-basing is no longer com-
monly practiced (2).

As will be discussed below, cocaine is a powerful stimulant that results in a sensa-
tion of euphoria. The feeling of well-being combined with potent activation of neural 
reward pathways make cocaine an extremely addictive substance. There is a great 
deal of interest in understanding the addictive process, in order to effectively treat 
or prevent drug dependence. Much research has therefore been devoted to the study 
of genetic polymorphisms that are associated with variability in responses to illicit 
drugs and development of addiction. This chapter will focus on pharmacogenetic 
data relevant to cocaine use and abuse, with emphasis on individual differences in 
pharmacokinetics (PK), especially metabolism, and pharmacodynamics (PD).

6.2  �PHARMACOLOGY OF COCAINE

Cocaine is a potent central nervous system (CNS) stimulant that elicits a state of 
increased alertness and euphoria (2), with actions similar to those of amphetamine 
but of shorter duration (4). Cocaine blocks the reuptake of multiple monoamine 
neurotransmitters at nerve synapses, but the majority of its CNS effects are thought 
to be related to inhibition of dopamine reuptake, which prolongs the action of dopa-
mine in the synapse. The euphoria associated with prolonged dopaminergic signal-
ing is what leads to recreational abuse of cocaine. Cocaine also blocks reuptake 
of serotonin and norepinephrine at presynaptic nerve terminals (Figure  6.1); this 
produces a sympathomimetic response (including cardiovascular effects such as 
increased blood pressure, heart rate, and body temperature). Cocaine is effective as a 
local anesthetic and vasoconstrictor; therefore it is used clinically for nasal surgery, 
rhinoplasty, and emergency nasotracheal intubation.

The CNS and cardiovascular responses to cocaine exhibit acute tolerance—that 
is, the effects at a given blood concentration of cocaine are more pronounced if the 
drug level is increasing (during absorption) than at similar concentrations during the 
clearance phase (a phenomenon referred to in pharmacology as clockwise hysteresis) 
(5,6). Thus, a single, nonpeak concentration can be associated with greater or lesser 
physiological responses depending on the time since cocaine administration. This 
phenomenon makes attempts to correlate single-time point blood concentrations 
with psychomotor effects difficult. In addition, because both the rate and direction 
of change in drug concentration significantly influence the intensity of response to 
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cocaine, the drug’s stimulant effects are dependent both on dose and on route of 
administration, with intravenous administration and smoking resulting in the most 
rapid increases in concentration and therefore the strongest “high.”

Acute cocaine toxicity produces a sympathomimetic response that may result in 
mydriasis, diaphoresis, hyperactive bowel sounds, tachycardia, hypertension, hyper-
thermia, hyperactivity, agitation, seizures, or coma. Excited delirium and extreme 
physical activity may also lead to rhabdomyolysis, acute renal failure, and dissemi-
nated intravascular coagulopathy. Sudden death due to cardiotoxicity can occur with 
cocaine use. Death may also follow the sequential development of hyperthermia, 
agitated delirium (cocaine-induced psychosis), and respiratory arrest.

6.3  �GENETICS OF COCAINE PHARMACODYNAMICS

The major neurotransmitters involved in the addictive process are the monoamines: 
dopamine, serotonin, and norepinephrine (7,8). The monoaminergic neurotransmit-
ters act as messengers throughout various regions of the nervous system and function 
in a variety of aspects pertinent to addiction, including impulse control, behavior 
modulation, reward response, and positive motivation. The monoamines are of par-
ticular interest with respect to psychostimulants, most of which have a substantial 
effect on these neurotransmitter systems. It has been estimated that the genetic con-
tribution to variability in response to stimulants is approximately 60% (9,10), thus 
there is a great deal of interest in polymorphisms of genes related to monoaminer-
gic signaling.

6.3.1  �Dopamine Receptors (DRD1–DRD5)

Drug-induced dopamine elevations appear to mediate reinforcement indepen-
dently of conscious pleasure perception, increasing the desire to acquire more 
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FIGURE 6.1  The effect of cocaine on synaptic dopamine regulation.
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of the drug regardless of whether its use is enjoyable (11). Dopamine recep-
tors therefore play a large role in substance abuse, functioning in both short-
term rewarding effects and the long-term development of dependence (12,13). 
Signaling through dopamine receptors is implicated in physiological changes 
following drug exposure, including regulation of transcription and alterations in 
gene expression (14). These receptors are encoded by at least five separate genes 
(DRD1–DRD5), the products of which are often categorized as D1-like (DRD1 
and DRD5) or D2-like (DRD2, DRD3, and DRD4) based on function. The best 
studied of these genes is DRD2.

A restriction fragment length polymorphism (RFLP), TaqIA, is present some 
10,000 base pairs downstream of the DRD2 gene and has been variably asso-
ciated with abuse and dependence on numerous substances, including cocaine 
(15) and other psychostimulants (16). Another RFLP, TaqIB, affects intron 2 of 
DRD2 and was significantly associated with cocaine dependence (15) and poly-
substance abuse in Caucasians (17). However, for both polymorphisms the findings 
remain inconclusive and are frequently discrepant between studies. Intriguingly, the 
TaqIA and TaqIB polymorphisms are in linkage disequilibrium, suggesting that hap-
lotype analysis might provide more definitive results (18).

Other DRD2 polymorphisms have been linked to drug dependence as well. One 
example is a promoter region variant (–141C Ins/Del) where the −141C Del allele is 
thought to reduce expression of DRD2 (19). Several other DRD2 variants can also 
cause decreased gene expression, including the C957T polymorphism. This sequence 
change, though silent at the amino acid level, alters mRNA folding to cause decreased 
stability and translational efficiency. In addition, the ability of dopamine to stabilize 
DRD2 mRNA was greatly attenuated with the 957T allele (20). Variants leading to 
reduced expression of DRD2 are of particular interest, because it has been suggested 
that low dopamine receptor levels may support use of dopaminergic stimulants that 
compensate for the inherent deficiency (21).

Other dopamine receptor genes (DRD1, DRD3, and DRD4) have been studied 
as well, with conflicting outcomes. A variable number of tandem repeats (VNTR) 
polymorphism in exon 3 of DRD4 occurred more frequently in methamphetamine 
abusers than in the controls; however, DRD2 and DRD3 showed no association (22). 
This variant has been linked to other addiction-related phenomena (23–25), but 
these results have been challenged by other studies (26). The existence of numerous 
DRD4 alleles and the low prevalence of some variants are undoubtedly confounding 
factors. Nevertheless, some larger studies (23) have indicated that these genes may 
exhibit a legitimate association with the addictive process.

6.3.2  �Dopamine Transporter (DAT1/SLC6A3)

The dopamine transporter gene (SLC6A3 or DAT1) encodes a protein involved in 
two key functions: release of dopamine into the synapse to activate neurotransmis-
sion, and reuptake of dopamine into presynaptic neurons to terminate the signal. 
The former process is stimulated by amphetamines, while the latter is inhibited 
by cocaine, resulting in similar dopaminergic responses and activation of neural 
reward pathways. Several studies indicate that DAT1 polymorphisms are important 
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in determining susceptibility to addiction and interindividual variability in response 
to psychostimulants and other drugs. The most commonly studied genetic polymor-
phism in DAT1 is a variable number of tandem repeats (VNTR) in the 3′-untranslated 
region of exon 15; the repeated 40-nucleotide sequence is most commonly present 
10 times in the gene. It is thought that the 9-repeat variant shows different transcrip-
tional activity compared to the 10-repeat gene, although studies have yet to conclu-
sively determine the relative in vivo expression of these alleles (27,28).

The DAT1 VNTR polymorphism has been implicated in individual responses 
to stimulants, particularly cocaine and amphetamines. An early study showed 
increased likelihood of cocaine-induced paranoia in individuals with at least one 
copy of the 9-repeat allele, although no association between the variant allele and 
cocaine dependence could be determined (29). Cocaine-induced paranoia is a 
common idiosyncratic reaction, the development of which is thought to be more 
dependent upon the susceptibility of individual users than the amount of drug used, 
although frequent high-dose exposure to cocaine does increase the likelihood of 
mood disturbances and paranoia.

Relatively few studies have examined non-VNTR DAT1 polymorphisms in addic-
tion, though several such variants have been described. Two nonsynonymous single 
nucleotide polymorphisms (SNPs), T265C and T1246C, encode valine to alanine 
substitutions at amino acid residues 55 and 382, respectively (30). Both represent 
conservative changes but appear to alter the uptake of dopamine and affinity of 
cocaine binding with the transporter (31,32). Numerous studies (33–35) suggest that 
there is a great deal of potential for a role for DAT1 variants in addiction, though 
assessment of haplotypes is likely to be more informative than study of individual 
polymorphisms in isolation.

6.3.3  �Other Monoaminergic-Related Genes

Several other genes involved in neurotransmission by monoamines have been stud-
ied in the context of cocaine. Most have received limited attention to date, and thus 
they will be discussed only briefly.

6.3.4  �Serotonin Transporter (SLC6A4)

Analogous to the role of the dopamine transporter, the function of the serotonin 
transporter (encoded by SLC6A4) is to regulate synaptic serotonin levels, both 
during physiological processes and in response to exogenous substances including 
cocaine (13). The SLC6A4 polymorphism most commonly studied in addiction is the 
presence or absence of a 44-nucleotide sequence in the promoter region, resulting 
in a long (L) or short (S) allele, respectively (36). This polymorphism is referred to 
as the 5-HTTLPR (serotonin transporter linked polymorphic region). The S variant 
produces lower serotonin transporter levels and activity compared to the L allele, in a 
dominant fashion (36,37). Although some reports link the S allele to substance abuse 
(38), several other studies show no correlation between an S genotype and addiction 
to various substances, including cocaine (39).
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A second SLC6A4 polymorphism is an intron 2 VNTR, with three known alleles 
consisting of 9, 10, or 12 copies of a 16–17 nucleotide repeated sequence. In a case-
control study, an association of the 10-repeat allele with heroin addiction was found 
(40). A trend toward diminished amphetamine response was seen for combined 
analysis of the 5-HTTLPR and intron 2 VNTR polymorphisms (41), suggesting 
that variants of this gene may prove more useful in combination with other genetic 
information. Given the interconnected nature of the monoamine neurotransmitter 
systems, it is not surprising that combined analysis of multiple genes in the pathway 
provides greater pharmacogenetic information than single genes in isolation.

6.3.5  �Norepinephrine Transporter (SLC6A2)

As is the case with other monoamine transporters, the norepinephrine transporter 
is involved in neurotransmitter reuptake, particularly with norepinephrine and 
dopamine (42,43). Several polymorphisms have been identified, including variants 
affecting the promoter, nonsynonymous SNPs, as well as synonymous and intronic 
variants (44). The 1369C allele encodes for a proline substitution at residue 457, 
which appears to result in differential response to cocaine, suggesting a possible role 
in addiction to that drug (45). Norepinephrine appears to contribute less to substance 
abuse and dependence compared with dopamine and serotonin, thus SLC6A2 vari-
ants may have only minor influences on the pharmacogenetics of drug use.

6.3.6  �Dopamine β-Hydroxylase (DBH)

The dopamine β-hydroxylase (DβH, DBH) enzyme converts dopamine into nor-
epinephrine (46); thus, altered expression of DBH could affect both the dopaminer-
gic and noradrenergic systems. Although several studies have confirmed the ability 
of various polymorphisms to affect DBH production (47–49), less is known about 
the functional significance of this differential gene expression. One study did link 
a DBH haplotype with low DBH levels and cocaine-induced paranoia (47). Low 
DBH per se does not necessarily correlate with risk for addiction; for example, the 
C-1021T promoter polymorphism strongly affects DBH expression but did not show 
a link to cocaine dependence (50), suggesting that any association between DBH and 
substance abuse is more complex than a simple gene dosage model.

6.4  �OPIOID RECEPTORS

Compounds derived from the opium poppy have been used since ancient times 
as analgesics, antitussives, and soporifics. Endogenous receptors for opiates were 
reported in 1973 (51–53) and consist of the μ (MOR), Δ (DOR), and κ (KOR) recep-
tors, encoded by OPRM1, OPRD1, and OPRK1, respectively. The opioid receptors 
mediate both analgesic and rewarding properties of opioid compounds, as well 
as other physiological effects. Opioid receptors are also important in modulating 
responses to a variety of drugs, including alcohol and psychostimulants such as 
cocaine (54).
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6.4.1  �μ Opioid Receptor (OPRM1)

Although the direct pharmacological targets of cocaine and other stimulants are the 
monoamine transporters, cocaine use also affects expression and function of the μ 
opioid receptor (MOR), particularly during long-term abuse. Chronic experimen-
tal administration of cocaine increases MOR density and mRNA levels in several 
regions of rat brain (55–57), and similar results have been seen in cocaine-dependent 
humans (58,59). Many SNPs have been identified in OPRM1 and evaluated for asso-
ciation with addiction to cocaine and other drugs of abuse.

To date, the best-studied OPRM1 polymorphisms are A118G and C17T (60,61). 
There is evidence to suggest that A118G is associated with the polysubstance depen-
dence (ethanol, cocaine, and opiates) but not cocaine in isolation (62,63). However, 
a meta-analysis suggests that A118G does not appear to affect risk for substance 
dependence (64). Additional carefully designed studies are required to elucidate what 
role this polymorphism has in drug abuse. Similarly, evaluation of the role of C17T in 
addictions again shows mixed results. In one study, the 17T allele was more preva-
lent in opiate- or cocaine-dependent subjects of various ethnic groups; similar find-
ings have been reported in opioid-dependent individuals stratified by ethnic/cultural 
group (60,61). However, studies in other populations found no association of this 
SNP with alcohol or mixed (opiate or cocaine) dependence (65).

6.4.2  �κ Opioid Receptor (OPRK1)

Similar to the MOR, the KOR is also involved in response to addictive drugs, most 
notably cocaine and opiates. The role of the KOR in cocaine addiction is thought to 
be a consequence of dopamine regulation: signaling through the KOR is associated 
with reduction of dopamine levels, while its major endogenous ligand, dynorphin, 
can attenuate cocaine-mediated blockade of dopamine reuptake (54). Elevation of 
synaptic dopamine levels provides reward and reinforcement, thus modulation of this 
neurotransmitter is a key component of addiction to numerous substances including 
cocaine (56,66,67). For this reason, the role of the KOR in modulating dopamine lev-
els and response to substances such as cocaine implicates OPRK1 as a likely target 
for understanding hereditary predisposition toward addiction.

At least seven SNPs in the human OPRK1 gene have been reported (68,69), of 
which only G36T in exon 2 has been extensively studied. Animal studies have sug-
gested a role for the G36T polymorphism in drug addiction and alcoholism. Most 
OPRK1 polymorphisms described to date, including G36T, are silent (i.e., do not 
affect the amino acid sequence). However, synonymous SNPs can affect mRNA sta-
bility and folding, thereby influencing the eventual expression of the gene product.

6.5  �GENETICS OF COCAINE METABOLISM

Cocaine has a complex metabolic pathway (Figure 6.2) that occurs via both non-
enzymatic hydrolysis and enzymatic transformation in the plasma and liver. It is 
rapidly metabolized to benzoylecgonine (BE) and ecgonine methyl ester, both of 
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which are inactive (2,70). Despite lacking pharmacological activity, BE is extremely 
relevant to clinical testing because its half-life is longer than that of cocaine; thus it 
is the most commonly monitored analyte in urine for determination of cocaine use.

BE is further metabolized to minor metabolites such as m-hydroxybenzoylecgo-
nine (m-HOBE) (1,71), which is an important metabolite in the meconium of cocaine-
exposed babies (72,73). In adults, m-HOBE has a longer half-life than BE and thus 
has the potential to be detected for longer periods of time (71,74). Further, m-HOBE 
is believed to arise exclusively via in vivo metabolism (75), therefore, its presence 
confirms cocaine use if positive drug test results are challenged on the grounds that 
BE can form spontaneously in vitro in urine contaminated with cocaine.

Cocaine is frequently used with other drugs, most commonly ethanol. In simul-
taneous cocaine and ethanol use, liver methylesterase catalyzes the transesterifica-
tion of cocaine and ethanol to cocaethylene (2,76,77). This reaction occurs about 
3.5 times faster than cocaine hydrolysis to BE (78). Cocaethylene appears to pos-
ses the same CNS stimulatory activity as cocaine (79,80) and has a longer half-life 
(81,82); thus coadministration of ethanol with cocaine produces greater euphoria and 
enhanced perception of well-being relative to cocaine use alone (2,83). Simultaneous 
use of even small amounts of cocaine and ethanol creates greater risk for toxicity 
than either drug alone; it has been suggested that simultaneous use carries an 18- to 
25-fold increase in risk for immediate death over use of cocaine alone (2,83–85).

Other cocaine metabolites are also of toxicological interest. Norcocaine is an 
N-demethylated metabolite that can be converted into the hepatotoxic metabolites 
hydroxyl-norcocaine and norcocaine-nitroxide (86,87). In animals, these metabolites 
have been reported to inhibit mitochondrial respiration leading to ATP depletion and 
subsequent cell death (88). Norcocaine concentrations have been shown to be present 
in greater concentrations in cholinesterase-deficient subjects (89) and in simultane-
ous cocaine and ethanol users (90). Anhydroecgonine methyl ester (AEME, methyl 
ecgonidine) and anhydroecgonine ethyl ester (AEEE, ethyl ecgonidine) are pyrolysis 
products formed after cocaine is smoked (crack cocaine); the latter forms in the pres-
ence of coadministered ethanol (91,92).
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FIGURE 6.2  Cocaine and select metabolites.
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6.6  �METABOLIC ENZYMES

6.6.1  �Human Carboxylesterase 1 (CES1)

Human carboxylesterase 1 (hCE1 or CES1) is a serine esterase involved in hydroly-
sis of various xenobiotics and endogenous substrates with ester, thioester, or amide 
bonds, and is thought to have a role in drug metabolism and detoxification (93). CES1 
is primarily expressed in the liver, with lesser amounts in the intestine, kidney, lung, 
testes, heart, monocytes, and macrophages (94,95). CES1 hydrolyzes the methyl ester 
linkage to generate benzoylecgonine, the primary and inactive metabolite of cocaine 
(94,96); CES1 is also responsible for the formation of the toxic cocaine metabolite 
cocaethylene (94,96,97).

There are few reports of genetic mutations that result in complete loss of hydrolytic 
activity (98). The predicted clinical effects of such a mutation would be significant alter-
ations in the pharmacokinetics and drug responses of CES1 substrates such as cocaine. 
Therefore, a deficiency of this enzyme would lead to increased cocaine concentration, 
increased area under the concentration-time curve (AUC), and possible prolongation of 
cocaine’s effects. However, these mutations are rare, and there is no literature available 
on the actual effect of deficiency of this enzyme in relation to cocaine metabolism.

6.6.2  �Human Butyrylcholinesterase (BChE)

Human butyrylcholinesterase (BChE), also called serum cholinesterase or pseudo-
cholinesterase, hydrolyzes the larger benzoyl ester linkage on cocaine (96). BChE 
is also responsible for the hydrolysis of succinylcholine, a muscle relaxant given 
to patients undergoing surgery to facilitate tracheal intubation during anaesthesia. 
The effect of succinylcholine usually disappears within 3 to 5 minutes; however, 
some patients exhibit prolonged apnea after standard doses. In the early 1950s it 
was suggested that deficiencies of BChE could prolong apnea after succinylcholine 
administration (99). Kalow and Genest first associated BChE with this phenomenon 
and categorized different enzyme forms based on combinations of catalytic activity 
measurement in serum and inhibition tests (100).

Serum BChE concentrations, and measures of catalytic activity such as the dibu-
caine number (percentage of activity inhibited by dibucaine) and the fluoride num-
ber (percentage of activity inhibited by sodium fluoride), are conventionally used to 
identify BChE phenotypes associated with succinylcholine sensitivity. Mutant BChE 
is less sensitive to enzyme inhibitors than the wild-type form, and thus the dibucaine 
and fluoride numbers can define the three main BChE types:

	 1.	The U form with normal dibucaine number and fluoride number
	 2.	The A form, less inhibited by dibucaine than U phenotype
	 3.	The F form with lower dibucaine and fluoride inhibition

There are additional subtypes of BChE characterized by altered enzyme production, 
stability, and half-life. The quantitative variants display decreased numbers (H-, J-, 



146 Pharmacogenomics of Alcohol and Drugs of Abuse

and K variants) or absence (S form, silent form) of effective circulating molecules 
(101). Inhibition tests are unable to discriminate between these quantitative vari-
ants and the U form, except when they are simultaneously present with the A form 
(102–104). Numerous mutations (Table 6.1) in the coding region of the gene have 
been described and result in the variations detailed above (102,105).

Studies evaluating the relationship between blood cocaine concentrations and their 
effects have demonstrated that peak plasma cocaine concentrations tend to correlate 
with peak pharmacological and behavioral effects (2,106). It would be anticipated 
that reduced levels of plasma BChE would increase the plasma half-life of cocaine, 
resulting in increased levels of cocaine in the CNS and potentiation of dopaminergic 
transmission. This hypothesis was supported by a study using knockout mice where 
animals deficient in BChE demonstrated behavioral and physiological responses to 
cocaine for a significantly longer period of time than did wild-type mice (107).

Even though there is some evidence that peak cocaine correlates with peak phar-
macological effect, deaths due to cocaine do not appear to be dose related, and blood 
levels do not accurately predict toxicity (108). One explanation for the lack of con-
sistent concentration-dependence may be the existence of genetic mutations found in 
the BCHE gene. It was suggested that BChE levels in humans may be predictive of 
complications from cocaine use. BChE hydrolyzes cocaine to ecgonine methyl ester, 
a pharmacologically inert substance (109). Reductions in the activity of BChE would 
increase the amount of cocaine available to undergo alternate metabolism, including 

TABLE 6.1
Butyrylcholinesterase Variants

Phenotypic 
Description Amino Acid Alterations

Formal Name 
for Genotype References

Usual Normal None BCHE (120,121)

Atypical Dibucaine 
resistant

Asp70Gly BCHE*70G (105,119,122)

Fluoride 1 Fluoride 
resistant

Thr243et BCHE*243M (103)

Fluoride 2 Fluoride 
resistant

Gly390Val BCHE*390V (123)

K variant 30% reduction 
in activity

Ala539Thr BCHE*539T (124)

J variant 66% reduction 
in activity

Glu467Val BCHE*497V (124)

Silent No activity 117 Gly-Frameshift stop codon, 
12 amino acids further along, at 
position 129

BCHE*FS117 (125,126)

Note:	 The table omits a number of very rare variants that have been seen in only a few isolated families: 
http://www.ncbi.nlm.nih.gov/gene?Db=omim&DbFrom=gene&Cmd=Link&LinkName=gene_
omim&LinkReadableName=OMIM&IdsFromResult=590
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N-demethylation by hepatic carboxylesterase into the metabolically active, vasocon-
strictive and toxic metabolite norcocaine (107,110,111). Studies in a knockout mouse 
model (112) suggest that mice with atypical or silent BChE may be more susceptible 
to the pathophysiological effects of cocaine at typical doses (113). It would be antici-
pated that a reduction in the level of endogenous BChE in humans would increase 
the risk of cocaine toxicity, with potentially fatal consequences (114).

Because of its vital role in cocaine metabolism and toxicity, BChE holds promise 
as a therapeutic agent. Increasing the available metabolic capacity of BChE would 
shorten the duration of response to cocaine and may be able to reduce and finally 
eliminate the rewarding effects of cocaine, thereby weaning a user from cocaine 
addiction (115). Exogenously delivered BChE prevents cocaine seizures in rats 
(116) and has been proposed as a treatment for cocaine overdose and addiction in 
humans (117–119).

6.7  �CONCLUSIONS

Cocaine is a powerfully addictive substance that modulates monoaminergic signal-
ing and other neurological reward pathways, yet the genetic variants controlling 
individual responses and susceptibility to cocaine abuse remain largely unknown. 
The drug exerts its pharmacological effects through increasing synaptic levels of 
dopamine, serotonin, and to a lesser extent norepinephrine. Genes encoding proteins 
involved in synaptic monoamine signaling are therefore of great interest to cocaine 
pharmacogenetics. Dopamine in particular is thought to play a major role in the 
development of addiction to numerous drugs; in addition, the opioidergic system has 
been associated with abuse of various substances including cocaine.

However, despite several promising targets for scientific inquiry, most studies 
show only weak or contradictory associations between genetic polymorphisms and 
cocaine use or abuse. Addiction in general is thought to have a large hereditary com-
ponent, yet the current understanding of which genes and specific variants control 
an individual’s risk remains poor. This is true for both cocaine and most other drugs 
of abuse, yet the study of cocaine dependence is in some ways even more challeng-
ing: for instance, it is notably more difficult to locate nonaddicted cocaine users for 
a control group than it is to recruit nonalcoholic drinkers. Regardless, the knowledge 
of cocaine pharmacogenetics has profited greatly from the findings of related stud-
ies, for example, the delineation of numerous BCHE variants as they affect response 
to succinylcholine. Increased availability of tools such as genome-wide association 
studies may build upon this foundation to expand the existing knowledge of indi-
vidual responses to cocaine.
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7 Genetic Aspect of 
Marijuana Metabolism 
and Abuse

Pradip Datta

7.1  �INTRODUCTION

Marijuana and hashish contain many components, Δ9-tetrahydrocannabinol 
(Δ9-THC) being the principal psychoactive ingredient. The chemical structure 
of marijuana is given in Figure 7.1. Marijuana has recently come to the forefront 
of the news as more U.S. states legalize “medical marijuana,” and as the U.S. 
Food and Drug Administration (FDA) approved the first Δ9-THC-containing 
drug, Marinol (or Dronabinol) [1]. Marinol is used to treat nausea and vomit
ing caused by chemotherapy and loss of appetite and weight loss in people who 
have acquired immunodeficiency syndrome (AIDS). The FDA recently approved 
a newer drug, Sativex, containing Δ9-THC and cannabidiol, to treat spasticity 
due to multiple sclerosis; various researchers have studied off-label applications 
of the drug to other diseases like Crohn’s disease, ulcerative colitis, colorec-
tal cancer, posttraumatic stress disorder, glaucoma, Tourette syndrome, ADHD, 
clinical depression, epilepsy, bipolar disorder, and schizophrenia [2]. Δ9-THC 
and its pharmacologically active analogs produce other characteristic behaviors 
in humans and animals as well, including memory impairment, antinociception, 
and locomotor and psychoactive effects. It also stimulates appetite [3]. However, 
tolerance to and dependence on cannabinoids develop after chronic use, as 
demonstrated both clinically and in animal models. The potential therapeutic 
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benefits of certain cannabinoid-mediated effects, as well as the use of marijuana 
for its psychoactive properties and creating dependence, has raised interest in 
understanding the cellular adaptations and their pharmacogenetics, produced 
by chronic administration of this class of drugs. Pharmacogenomics of canna-
binoids not only will assist in therapeutic applications of Δ9-THC drugs like 
Marinol, but also will allow newer personalized treatments of marijuana depen-
dence using micro-RNA.

There are various genetic components that may introduce individual variation 
in the effect of the drug: absorption in the bloodstream, metabolism, crossing the 
blood-brain barrier, binding to target neurons, and the resulting effects. Δ9-THC is 
absorbed via inhalation or the gastrointestinal tract and is almost completely metabo-
lized by liver enzymes. The various active and inactive components pass the blood-
brain barrier and bind to specific receptors in the brain to produce the psychoactivity.

7.2  �MARIJUANA ABSORPTION

Marijuana can be administered via various routes, smoking being most common. It 
is also orally taken. The drug Marinol comes as a pill for oral administration. Recent 
application of a marijuana patch also has been of interest [4].

If breathed in, Δ9-THC is rapidly transferred from lungs to blood during smoking. 
Δ9-THC bioavailability averages 30%. In one study, with a 3.55% Δ9-THC cigarette, 
a peak plasma level of 86.3 ng/mL of the drug occurred approximately 10 minutes 
after inhalation [5]. One study shows that the “style” of smoking marijuana ciga-
rettes influences the THC concentration absorbed in blood [6]: the longer the “breath 
holding time,” the more of THC is absorbed. Puff volume, on the other hand, had no 
effect on serum THC levels. Thus there is a genetic component in marijuana smok-
ing—the longer one can hold the smoke from the drug, the more drug is absorbed. 
Furthermore, interindividual variability in obtaining the peak psychologic “high” 
was observed after inhalation. The duration of the “high” also varied considerably, 
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ranging from 10 to 140 minutes (average peak “high” of 70 minutes). Lemburger 
et al. demonstrated that this variability correlated well with the peak plasma levels 
of metabolites of Δ9-THC [7].

Oral THC, on the other hand, is only 4% to 12% bioavailable, and absorption 
is highly variable [4]. The psychologic effects and plasma levels of metabolites of 
Δ9-THC peaked at 3 hours after oral administration [6].

Even though interindividual variability in marijuana absorption is acknowledged 
and documented, no definite pharmacogenetic study has been conducted in this 
regard. This topic needs to be explored further.

7.3  �MARIJUANA METABOLISM

Δ9-THC is eliminated from plasma in a multiphasic manner, with low amounts 
detectable for over 1 week after dosing. A major active metabolite, 11-hydroxy-Δ-9-
tetrahydrocannabinol (11-OH-THC), is formed after both inhalation and oral dosing 
(20% and 100% of parent, respectively). Δ9-THC is widely distributed, particularly 
to fatty tissues, but less than 1% of an administered dose reaches the brain, while the 
spleen and body fat are long-term storage sites. The elimination of Δ9-THC and its 
many metabolites (from all routes) occurs via the feces and urine. Metabolites persist 
in the urine and feces for several weeks [5].

Δ9-THC is almost completely metabolized by the liver microsomal enzymes 
yielding the active metabolite, 11-OH-THC, and the inactive metabolite, 11-nor-9-
carboxy-delta 9-tetrahydrocannabinol (THCCOOH). In addition, 7-hydroxy-THC 
and 6-beta-hydroxy-THC are formed at almost equal rates. Furthermore, 1α,2α-
epoxyhexahydrocannabinol (EHHC) was formed at approximately one-third the rate 
of 7-hydroxy- and 6β-hydroxy-THC, and small amounts of 6α-hydroxy- and 6-keto-
THC were also found [6]. Immunoinhibition studies with antibodies raised against 
human hepatic P-450 2C9, or a mouse hepatic P-450 isozyme belonging to the P-450 
3A subfamily, revealed that P-450 2C9 catalyzed the formation of 7-hydroxy-THC, 
whereas P-450 3A catalyzed the formation of 6β-hydroxy-THC, EHHC, and the 
relatively minor metabolites. In contrast, antibodies raised against human P-450 
2C8 had no effect on human microsomal THC hydroxylation. Excellent correlations 
were found between hepatic microsomal P-450 2C9 and 3A content and 7-hydroxy- 
and 6β-hydroxy-THC formation, respectively. In addition, purified P-450 2C9 cata-
lyzed the formation of 7-hydroxy-THC at a sevenfold higher rate than that observed 
with microsomes. Microsomal 7-hydroxy-THC formation varied less than fivefold 
between the livers, suggesting that this activity is normally expressed and probably 
not subject to environmental influences [8].

Another study incorporated a highly automated gas chromatography mass spec-
trometry (GCMS) procedure for Δ9-THC, 11-OH THC, and THCCOOH to sample 
blood and to capture rapid drug-level changes during and following smoking. Human 
subjects smoked one marijuana cigarette (placebo, 1.75%, or 3.55% Δ9-THC) once 
a week according to a randomized, crossover, double-blind Latin square design. 
Δ9-THC levels increased rapidly, peaked prior to the end of smoking, and quickly 
dissipated. Mean peak 11-OH-THC levels were substantially lower than Δ9-THC 
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levels and occurred immediately after the end of smoking. THCCOOH levels 
increased slowly and plateaued for an extended period. The mean peak time for 
THCCOOH was 113 minutes [9].

In another study, the human liver enzyme microsomal alcohol oxygenase was able 
to oxidize both 7α- and 7β-hydroxy-Δ8-tetrahydrocannabinol (7α- and 7β-hydroxy-
Δ8-THC) to 7-oxo-Δ8-THC. The oxidative activity was determined by using a panel 
of 12 individual cDNA-expressed human cytochrome P450s (CYPs) (1A1, 1A2, 2A6, 
2B6, 2C8, 2C9-Arg, 2C9-Cys, 2C19, 2D6-Met, 2D6-Val, 2E1, and 3A4). Among 
the CYP isoforms examined, CYP3A4 showed the highest activity for both of sub-
strates. The metabolism of 7α- and 7β-hydroxy-Δ8-THC to 7-oxo-Δ8-THC was also 
detected for CYPs 1A1 (4.8% of CYP3A4), 1A2 (4.7%), 2A6 (2.3%), 2C8 (16.6%), and 
2C9-Cys (5.4%), and CYPs 1A1 (0.4%), 2C8 (1.3%), 2C9-Arg (4.3%), and 2C9-Cys 
(0.9%), respectively [10].

The importance of various isozyme expressions toward the rate and formation 
of various cannabinoid metabolites have been reviewed well in the literature [11]. 
However, no specific reference was found about their relevant pharmacogenomics. 
The major metabolites of Δ9-THC become detectable in urine within hours after 
exposure. Urine concentrations depend on the total amount of THC absorbed, fre-
quency of abuse, rate of release from fatty tissue, and time lapse between exposure and 
specimen collection. Detection of Δ9-THC and its metabolites in blood and urine can 
be done by high-performance liquid chromatography (HPLC) or by immunoassay.

7.3.1  �Pharmacogenomics of Marijuana Metabolism

CYP3A4 and CYP2C9 enzymes are primarily involved in Δ9-THC metabolism. The 
CYP3A4 gene is part of a cluster of cytochrome P450 genes on chromosome 7q21.1 
[12]. Over 28 single nucleotide polymorphisms (SNPs) have been identified in the 
CYP3A4 gene; for example, 2 polymorphisms, CYP3A4*1B and *3, were connected 
to pharmacokinetics of the calcineurin inhibitors, cyclosporine and tacrolimus [13]. 
Variability in CYP3A4 function can be determined noninvasively by the erythro-
mycin breath test (ERMBT) [14]. The ERMBT estimates in vivo CYP3A4 activity 
by measuring the radiolabeled carbon dioxide exhaled after an intravenous dose of 
(14C-N-methyl)-erythromycin. However, none of these polymorphisms have been 
established to translate into significant interindividual variability of Δ9-THC metab-
olism in vivo. It can be supposed that this may be due to the induction of CYP3A4 on 
exposure to substrates.

Similarly multiple polymorphisms of the CYP2C9 gene have been studied in 
metabolism of drugs like the anticoagulant warfarin and the anti-epileptic phenytoin. 
In fact clinical pharmacogenomic analysis of this and other associated genes are now 
recommended for safe and individualized therapy of the warfarin. Such studies are 
needed for Δ9-THC metabolism.

Another source of genetic variability, CYP3A4 is induced by a wide variety of 
ligands. These ligands bind to the pregnane X receptor (PXR). The activated PXR 
complex forms a heterodimer with the retinoid X receptor (RXR) that binds to the 
XREM region of the CYP3A4 gene. XREM is a regulatory region of the CYP3A4 gene, 
and binding causes a cooperative interaction with proximal promoter regions of the 
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gene, resulting in increased transcription and expression of CYP3A4 [15]. But again no 
specific studies have been done to show this variability to affect Δ9-THC metabolism.

In summary, CYP3A4 and CYP2C9 pharmacogenomics are expected to affect 
marijuana metabolism and its pharmacological effects. However, more such studies 
are warranted in this area. Genes of possible pharmacokinetic relevance to THC are 
summarized in Table 7.1.

7.4  �MARIJUANA: MECHANISM OF ACTION

Although marijuana is fat soluble, less than 1% of marijuana active components reach 
the brain passing the blood-brain barrier. Even though interindividual variability of 
the blood-brain barrier toward cannabinoid absorption will affect various aspects of 
the drug’s pharmacological effects, there is no literature available for it. As with all 
psychoactive drugs, it is suspected that the cannabinoids will express their activity 
by binding to receptors, where endogenous, cannabinoid-like “endorcannabinoids” 
bind too, probably as part of the body’s pain sensing and processing pathway.

7.4.1  �Marijuana Receptors

As expected, once in the brain, Δ9-THC binds to specific G-protein-coupled cell 
membrane receptors called cannabinoid receptors (CB) present at the neurons [16–18]. 
There are currently two known subtypes, termed central cannabinoid receptor, CB1, 
and the peripheral cannabinoid receptor, CB2 [19]. The protein sequences of CB1 and 
CB2 receptors are about 44% similar [19]. In both are proteins with seven transmem-
brane spanning domains [20]. These receptors were originally found in rat brain and 
spleen, respectively. The CB1 receptor is expressed mainly in the central nervous 
system (CNS); it is also found to a lesser extent in numerous other tissues, such as 
vas deferens, adrenal gland, heart, lungs, liver, prostate, uterus, ovary, testis, bone 
marrow, thymus, tonsils, and kidneys [16–21]. The CB2 receptor is mainly expressed 
in the immune system and hematopoietic cells, specially the B cells [16–21].

The CNS effects of Δ9-THC are mediated by CB1 receptors, which couple pri-
marily to inhibitory G-proteins. The involvement of CB1 receptors in the pain path-
way may explain the analgesic effects of the cannabinoids [22–23]. These receptors 
play an important and not yet fully understood role in hypothalamic and peripheral 

TABLE 7.1
Genes of Possible Pharmacokinetic Relevance 
to D9-Tetrahydrocannabinol (THC)

Gene Activity

CYP3A4 THC Metabolism

CYP2C9 THC Metabolism

CNR1 Cannabinoid receptor

CNR2 Cannabinoid receptor

FAAH Endocannabinoid metabolism
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regulation of food intake, obesity, and metabolism. High levels of CB1 receptors are 
found in the basal ganglia, hippocampus, cortex, and cerebellum, consistent with the 
profile of behavioral effects. Studies over the past decade have determined that CB1 
receptors undergo downregulation and desensitization following chronic adminis-
tration of THC or synthetic cannabinoid agonists. In general, these adaptations are 
regionally widespread and of considerable magnitude, and are thought to contribute 
to tolerance to cannabinoid-mediated behavioral effects. Adaptation at the effector 
level has been more difficult to characterize, although it appears that alterations in 
cyclic adenosine monophosphate (cAMP) and protein kinase A (PKA) activity may be 
particularly important in cannabinoid dependence. Thus, receptor binding may acti-
vate the receptor-mediated adenyl cyclases, expressing the ligands’ activity through 
the second messenger cAMP. A striking characteristic of CB1 receptor adaptation 
is the region dependence of the magnitude and rate of development of downregula-
tion and desensitization. These regional differences may provide interesting insights 
into the mechanisms of CB1 receptor signaling in different brain regions. Moreover, 
region-specific adaptations in CB1 receptors following chronic cannabinoid admin-
istration may produce differential adaptations at the in vivo level [24].

Cannabinoid receptor type 1 (CB1) receptors are thought to be the most widely 
expressed G-protein-coupled receptors in the brain. This is due to endocannabinoid-
mediated depolarization-induced suppression of inhibition, a very common form of 
short-term plasticity in which the depolarization of a single neuron induces a reduction 
in GABA-mediated neurotransmission. Endocannabinoid released from the depolar-
ized neuron binds to CB1 receptors in the presynaptic neuron and causes a reduction 
in gamma-aminobutyric acid (GABA) release [18]. These receptors are also found 
in other parts of the body. For instance, in the liver, activation of the CB1 receptor 
is known to increase de novo lipogenesis associated with obesity [25]. Activation of 
presynaptic CB1 receptors is also known to inhibit sympathetic innervation of blood 
vessels and contributes to the suppression of the neurogenic vasopressor response 
in septic shock [26]. A study done on CB1 knockout mice (genetically altered mice 
that cannot produce CB1) showed an increase in mortality rate. They also displayed 
suppressed locomotor activity as well as hypoalgesia (decreased pain sensitivity). 
The CB1 knockout mice responded to Δ9-THC. The anti-inflammatory effects of 
the cannabinoids, on the other hand, have been suggested to arise from CB2 recep-
tor binding [27]. CB2 receptors are expressed primarily on T cells of the immune 
system, on macrophages and B cells, and in hematopoietic cells. They also have a 
function in keratinocytes, and are expressed on mouse preimplantation embryos. It 
is also expressed on peripheral nerve terminals. Current research suggests that these 
receptors may also play a role in nociception. In the brain, they are mainly expressed 
by microglial cells, where their role remains unclear. Structure–activity relation-
ships as regards binding to CB1 versus CB2 show that different cannabinoid analogs 
bind differently to the two receptors, which may explain the analogs’ different phar-
macological effects The physical and genetic localization of the CB1 and CB2 genes, 
CNR1 and CNR2, have been mapped to chromosomes 6 and 1, respectively [28–30].

New evidence suggests that there are additional novel cannabinoid receptors—
that is, non-CB1 and non-CB2—that are expressed in endothelial cells and in the 
CNS. In one study the authors showed the activation of capsaicin-sensitive sensory 
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nerves by Δ9-THC, independent of the CB1 and CB2 receptors [28]. Recent molecu-
lar biology research suggested that the orphan receptor GPR55 should in fact be 
characterized as a cannabinoid receptor, on the basis of sequence homology at the 
binding site. Subsequent studies showed that GPR55 does respond to cannabinoid 
ligands. This profile, as a distinct non-CB1/CB2 receptor that responds to a variety 
of both endogenous and exogenous cannabinoid ligands, has led some groups to 
suggest GPR55 should be categorized as the CB3 receptor, and this reclassification 
may follow in time [31]. The existence of several additional CB receptors, including 
GPR119, has recently been proposed. In addition, minor variations in each recep-
tor have been identified. Cannabinoids bind reversibly and stereoselectively to the 
cannabinoid receptors. The affinity of an individual cannabinoid to each receptor 
determines the effect of that cannabinoid. Obviously, cannabinoids that bind more 
selectively to certain receptors are more desirable for medical usage.

7.4.2  �Polymorphisms of Cannabinoid Binding Receptors

Many genetic polymorphisms of CB1 receptor gene (CNR) and their physiological 
effects have been described. A number of variations in CNR genes have been asso-
ciated with human disorders including osteoporosis, attention deficit-hyperactivity 
disorder (ADHD), posttraumatic stress disorder (PTSD), drug dependency, obesity, 
and depression. Another family of lipid receptors including vanilloid (VR1) and 
lysophosphatidic acid (LPA) receptors appears to be related to the CNRs at the phy-
logenetic level [32].

Because the abuse of cannabis is frequent among the young and is suspected to 
precipitate schizophrenia in vulnerable subjects, this association was examined in 
a French Caucasian population [33]. The CB1 receptor is particularly concentrated 
in dopamine-modulated areas of the nervous system, and an association between 
an AAT polymorphism of the CB1 gene (CNR1) and intravenous drug abuse was 
reported. The authors compared the distribution of a single-base polymorphism 
revealed by MspI within the first exon of the CNR1 gene in patients with schizo-
phrenia and ethnic- and gender-matched controls. No significant difference was seen 
in the allele or genotype distribution between the whole sample of schizophrenic 
patients and controls. However, a borderline lack of allele g and a significant lack of 
gg genotype in the non-substance-abusing patients compared to substance-abusing 
patients were found. The authors concluded that further studies are needed to con-
firm and explore the precise role of the cannabinoid system in schizophrenia.

Another study examined the polymorphisms of CB1 receptor gene in people with 
Parkinson’s disease (PD), because depression is a common symptom in this dis-
ease (present in up to 40% of patients). The cause of depression in PD is thought to 
be related to disturbance of monoamine neurotransmission. The endogenous can-
nabinoid system mediates different brain processes that play a role in the control 
of behavior and emotions. Cannabinoid function may be altered in neuropsychiatry 
diseases, directly or through interactions with monoamine, GABA, and glutamate 
systems. Depression was more frequent in patients with PD than in controls with 
osteoarthritis. The presence of depression did not correlate with the stage of the 
disease, but it was more frequent in patients with pure akinetic syndrome than in 
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those with tremoric or mixed type PD. The CB1 receptor gene polymorphism (AAT)
n is considered to modify the transcription of the gene; therefore, it may have func-
tional relevance. The authors analyzed the length of the polymorphic triplet (AAT)
n of the gene that encodes CB1 (CNR1) receptor in 89 subjects (48 PD patients and 
41 controls). In patients with PD, the presence of two long alleles, with more than 
16 repeated AAT trinucleotides in the CNR1 gene, was associated with a reduced 
prevalence of depression (Fisher’s exact test: P = 0.003). This association did not 
reach significant differences in the control group, but the number of control individu-
als with depression was too small to allow for statistical analysis. Because the alleles 
with long expansions may have functional impact in cannabinoid neurotransmission, 
the results suggest that the pharmacological manipulation of cannabinoid neuro-
transmission could open a new therapeutic approach for the treatment of depression 
in PD and possibly in other conditions [34].

Because the CB1 receptor is involved in the involvement of the endogenous canna-
binoid system in brain reward mechanisms, another study explored the association of a 
silent polymorphism (1359G/A; Thr453Thr) in the single coding exon of the CB1 gene 
(CNR1) in 121 severely affected Caucasian alcoholics and 136 most likely nonalcoholic 
controls [35]. The authors observed a frequency of the A allele was 31.2% for controls 
and 42.1% for alcoholics with severe withdrawal syndromes (P = 0.010). Post hoc explo-
ration indicated that this allelic association resulted from an excess of the homozygous 
A/A genotype in patients with a history of alcohol delirium (P = 0.031, DF 2), suggest-
ing an increased risk of delirium (OR = 2.45, 95% CI 1.14 to 5.25). Thus the homozy-
gous genotype CNR1 1359A/A confers vulnerability to alcohol withdrawal delirium.

Another frequent single nucleotide polymorphism (SNP) was identified in the 
fatty acid amide hydrolase (FAAH), a key degradation enzyme of endocannabinoid: 
P129T polymorphism. This polymorphism was proved to be correlated to a higher 
body mass index (BMI) in a group of black and white Americans. Aberle et al. 
explored the association of both the 1359 G/A variant of the CNR1 and P129T vari-
ant in FAAH in a group of 451 obese and dyslipidemic participants and observed the 
biometric and metabolic outcome of a 6-week low-fat diet [36]. While no signifi-
cance was seen for the 1359 G/A variant, carriers of the P129T mutation in FAAH 
had a significantly greater decrease in triglycerides and total cholesterol as compared 
to wild type. The authors hypothesized that a hepatic downregulation of endocan-
nabinoid tone may contribute to the observed outcome in studied subjects.

7.4.3  �Application of Marijuana Pharmacogenomics

The pharmacogenomics variability of various aspects of marijuana absorption, 
disposition, and activity discussed so far opens up enormous prospects of safe and 
effective treatments not only for marijuana dependence, but also use of cannabi-
noids as drugs in many diseases. Thus, depending on the SNP-pattern, one could 
choose among the various cannabinoid antagonists to treat cannabinoid dependence. 
An antagonist of the CB1 receptor, the experimental drug, SR141716A (Rimonabant), 
could be used in treating marijuana dependence. SR141716A is used for weight 
reduction and smoking cessation. Other antagonists suggested are the natural endo-
cannabinoids themselves, for example, anandamide.
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7.5  �CONCLUSIONS

Marijuana is one of the most commonly abused drugs, and Marinol, the synthetic 
marijuana, is clinically used in appetite stimulation in terminal cancer patients as 
well as patients with HIV infection. Marijuana is fat soluble but only a small fraction 
crosses the blood-brain barrier for exertion of pharmacological activity. Marijuana 
receptors in the brain play a major role in the mechanism of action of marijuana, and 
there are significant pharmacogenomics variations in metabolism as well as pharma-
cological activity of marijuana.
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8 Genetic Aspect of Opiate 
Metabolism and Addiction

Jorge L. Sepulveda

8.1  �INTRODUCTION

Opiates are alkaloids derived from the poppy plant Papaver somniferum, named by 
Linnaeus in 1753 for its well-known sleep-inducing properties. The first evidence 
for the use of the opium plant comes from a fourth millennium BC Neolithic site 
in Switzerland, where P. somniferum seeds were found in crop sites. It is likely that 
these poppies were used for their oil and possibly for their analgesic effects. From these 
early sites, knowledge of opium spread to the Middle East and subsequently to the 
East. Although the evidence for use of opium by the Sumerians is highly controver-
sial (1), there is ample mention of opium in the Egyptian “Therapeutic Papyrus of 
Thebes,” dated from 1552 BC, and in an Assyrian Herbal tablet from the seventh 
century BC. Alexander the Great first and then Arab traders and conquerors spread 
the opium poppy to east Asia, reaching India in the fourth century BC and China 
by the fourth century AD. However, recreational use was not prominent in China 
until the sixteenth and seventeenth centuries, when Portuguese merchants used the 
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more efficient maritime route to significantly expand the volume of opium trade, espe-
cially transporting it from India, where it had become widely cultivated, to China.

By the beginning of the nineteenth century, opium addiction was pervasive 
among the Chinese population, and attempts by the government to restrict the opium 
trade caused the two Opium wars (1840 to 1842 and 1856 to 1860), won by the British 
and their Western allies. As a result of these wars, an epidemic of opium addiction 
quickly spread to affect over 25% of the Chinese population.

The addictive properties of opium were already feared in the fifth century BC 
by Erasistratus, who proscribed the use of opium. Hippocrates (460 to 357 BC) was 
well aware of its benefits and limitations and advocated its limited use. In the mod-
ern world, by 1878 the British had restricted the selling of opium, and in 1906 the 
U.S. Congress banned the sale of opium and required contents labeling on patent 
medicines, many of which contained opium derivatives. During U.S. involvement in 
Vietnam, the American support for anti-communist groups in Laos and Burma lead 
to the development of the “Golden Triangle” of opium production, comprising the 
mountainous regions of Burma, Laos, Vietnam, and Thailand, which became the 
largest world producer of opium until the Afghan War. Subsequently, illegal heroin 
flooded the U.S., resulting in an estimated prevalence of 750,000 heroin addicts. 
In another example of opium links to war, opium growth and trade have increased 
since the start of the war in Afghanistan and currently underlies the economy of 
Afghanistan, which currently produces 95% of the world opium.

This historical perspective highlights the main issues about opioid use: on the one 
hand, these drugs are potent analgesics and became a mainstay of pain treatment; 
on the other hand, their high potential for secondary effects and addiction mandates 
caution in their use. Key concepts in opioid pharmacology and pharmacogenetics are 
summarized in this chapter. While pharmacogenetic testing for opioid treatment is not 
widely used in clinical practice in the present time, better understanding of common 
genetic polymorphisms affecting opioid pharmacokinetics and pharmacodynamics 
will certainly contribute to progress in optimizing the use of these difficult drugs.

8.2  �STRUCTURE OF OPIOIDS

The general definition of opioids consists of all substances able to interact with the 
opioid receptors, including the naturally occurring, semisynthetic, or fully synthetic 
alkaloids, as well as endogenous neuropeptides such as endorphins, enkephalins, 
dynorphins, and endomorphins, which will not be further discussed. The alkaloid 
opioids are characterized by at least two aromatic rings and their alkaline nature, 
typically resulting in a protonated molecule at physiologic pH. Opiates are those 
naturally occurring alkaloids found in the poppy resin, primarily morphine, codeine, 
and thebaine and their semisynthetic derivatives. By extension, naturally occurring 
opioids found in other plants, such as salvinorin A, may also be considered opi-
ates, although they are rarely analyzed. Semisynthetic opiates are derived from 
natural opiates by chemical modification. The first semisynthetic opioid was syn-
thesized in 1874 by heating morphine with acetyl anhydride to create diacetylmor-
phine, which was named heroin. Acetylation of morphine significantly increased 
the ability to penetrate the blood-brain barrier, thereby imparting higher analgesic 
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and psychotropic effects to heroin. Other semisynthetic and synthetic opioids are 
described in Table 8.1. Relatively small changes in chemical structure significantly 
affect the pharmacokinetics (disposition and metabolism, see Table 8.2) and pharma-
codynamics (receptor interaction, potency, see Table 8.5), of opioids.

8.3  �PHARMACOKINETICS OF OPIOIDS

Pharmacokinetics describes the absorption, disposition, metabolism, and elimina-
tion of a drug. Some opioids have low oral bioavailability (<30%), including mor-
phine, fentanyl and its derivatives, and buprenorphine, which require parenteric 
routes (e.g., sublingual, subcutaneous, transdermal) to achieve therapeutic levels. The 
absorption and distribution of opioids is affected by intestinal transporters, including 
P-glycoprotein, or multidrug resistance protein (mdr), coded by the ABCB1 gene. 
This protein is a member of the ATP-binding cassette (ABC) class of transmembrane 
transporters, which play a role in drug absorption by promoting drug efflux into the 
intestinal lumen (2). In addition, and perhaps more importantly, these efflux trans-
porters are also present in the brain capillaries and affect the distribution of the drug 
into the brain tissue, therefore contributing to the blood-brain barrier. This effect 
is clearly demonstrated in the negative correlation between the analgesic effects of 
morphine, fentanyl, and other opioids, and the abundance of ABCB1 in model ani-
mals (3–6). These central effects explain the observation that polymorphisms in the 
ABCB1 gene affect the response to some opioids, even those administered by par-
enteric route, such as fentanyl (7,8). ABCB1 polymorphisms appear to make a small 
contribution to the wide interindividual variability in methadone efficacy (9–12). 
Opioids with decreased P-glycoprotein interaction, such as buprenorphine, may be 
preferable in patients with opioid dependence or tolerance (13,14), especially those 
with ABCB1 polymorphisms associated with increased P-glycoprotein activity (15).

The three most common single nucleotide polymorphisms (SNPs) in the ABCB1 
gene (1236C>T, 2677G>T, and 3435C>T) have been associated with changes in the 
activity of P-glycoprotein, with the 1236T/2677G/3435T haplotype carriers dem-
onstrating higher activity than noncarriers (15). In agreement with this finding, 
patients with homozygous 1236T/2677G/3435T haplotype, associated with higher 
P-glycoprotein efflux activity, showed up to fivefold increased probability of high 
methadone dose requirements (12). In contrast with several publications describing a 
contribution of ABCB1 to methadone response (9–12), other studies did not show an 
effect of ABCB1 polymorphisms on methadone dose requirements (9,16,17). To add 
to the difficulty in interpreting genotyping findings, the activity of ABCB1 is subject 
to a multitude of inducers and repressors (18). For example, inhibition of ABCB1 by 
quetiapine resulted in increased levels of methadone, particularly in those patients 
with the most active alleles of ABCB1 (19).

All opioids are metabolized to varying extents (see [20] for an excellent review 
on the metabolism of opioids), and the rates of metabolism and elimination through 
the renal and hepatobiliary routes determine the half-life of the drugs in circula-
tion (Table  8.2). Practical clinical consequences of understanding opioid metabo-
lism and pharmacokinetics include knowledge of the duration of therapeutic effect, 
detectability of the drug in urine screen tests, and proper interpretation of detected 
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TABLE 8.1
Opioid Classification

Opioid Class Common Name
Selected Trade® 

and Street Names

Drug 
Enforcement 

Administration 
(DEA) Schedule Chemical Class

Natural 
opiates

Morphine Duramorph®; M, Junk, 
Morpho, Morphia, White 
Stuff, Methadose

II Phenanthrene

Codeine ®: Empirin, Robitussin, 
etc.; Rabo, School Boy

IIb

Semisynthetic 
opiates

Heroin Diacetylmorphine, Horse, 
Stuff, Smack, Junk, Skag

I

Hydromorphone Dihydromorphinone; 
®: Dilaudid, 
Dimorphone, Hymor
phan, Hydal, Laudicon, 
Novolaudon, Palladone

II

Hydrocodone Dihydrocodeinone; 
®: Vicodin, Dicodid, 
Hydromet, Hydrocet, 
Lortab, Orthoxycol, 
Norco, Zydone, etc.

IIa, III

Dihydrocodeine 6-α-Hydrocodol; 
®: Codhydrine, 
Dehacodin, Dico, 
Fortuss, Hydrocodin, 
Nadeine, Novicodin, 
Panlor,etc.

III

Oxycodone OxyContin®, Percodan®; 
Oxy, Oc, Oxycotton, 
Killer

II

Oxymorphone Numorphan®, Opana®; 
Blues, Blue Morphine, 
Biscuits

II

Buprenorphine ®: Buprenex, Leptan, 
Suboxone, Subutex, 
Temgesic

III

Dihydromorphine Paramorfan® I

Desomorphine Permonid® I

Nicomorphine Vilan® I

Dipropionyl
morphine

Dipropanoylmorphine I

Benzylmorphine Peronine® I
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TABLE 8.1 (continued)
Opioid Classification

Opioid Class Common Name
Selected Trade® 

and Street Names

Drug 
Enforcement 

Administration 
(DEA) Schedule Chemical Class

Ethylmorphine Codethyline, Dionine, 
Ethyl Morphine

IIa

Ethorphine Immobilon®, M99® Ic

Synthetic 
opioids

Fentanyl ®: Duragesic, Fentanest, 
Fentora, Ionsys, 
Leptanal, Pentanyl, 
Sublimaze

II Phenyl-piperidines

Sufentanyl Sufenta® II

Carfentanyl Wildnil® Ic

Meperidine Fortis®, Demies® II

Methadone ®: Symoron, Dolophine, 
Amidone, Methadose, 
Physeptone, Heptadon, 
Phy

II Phenylheptylamines

Propoxyphene Darvon®, Dolocap®, 
Proxagesic®; Yellow, 
Footballs

IV

Levorphanol ®: Levorphan, Lemoran, 
Racemorphan, 
Methorphinan, 
Dromoran

II Morphinans

Butorphanol Beforal®, Moradol®, 
Torbugesic®, various 
generics

IV

Nalbuphine Nubain® Noned

Tramadol ®: Topalgic, Tramal, 
Tramol, Ultram, 
Zamudol, etc.

Noned Cyclohexanol

Tapentadol Nucynta® II Phenol

Pentazocine ®: Fortral, Fortwin, 
Talwin, Talcen; T’s

IV Benzomorphan

a	 In bulk quantities or stand-alone product.
b	 In doses ≥90 mg.
c	 Allowed for veterinary use only.
d	 Scheduled in some states.
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TABLE 8.2
Some Pharmacokinetic Parameters for Common Opioids

Common Name t1/2 (hours)

Detectability 
in Urine (Days)

Metabolitesa

Single 
Use

Chronic 
Use

Heroin 1.7–6 min 0.3–1 (6AM) Unch (0.1), 6AM (1.3), 3AM, Morphine 
(4, 1st 60′), Morphine© (38), Normorphine 
(minor)

Morphine 1–7 1–2 4 Unch (10), M3G (75); M6G (<1); Sulfate 
(<1); Hydromorphone (<3%, only if large 
doses); Nor (1); Nor© (4)

Codeine 2–4 1–2 Unch (5–20), © (32–46), Nor© (10–21); 
Morphine (5–13), M6G, Hydrocodone 
(minor)

Dihydrocodeine 3–5 1–2 Unch (31), © (28), Nor (19), 
Dihydromorphine (9), 
Dihydronormorphine (1.8), 
Hydrocodone (0.2)

Ethylmorphine 2–3 Unch (4), EM6G (41), M3G (12), Norethyl-
M6G (5), Normorphine (5), 
Norethylmorphine (4), M6G (3), 
Morphine (0.8)

Hydrocodone 3–9 1–2 4 Unch (12); Hydromorphone (4), Nor (5), 
Dihydrocodeine (3)

Hydromorphone 1.5–4 1–2 4 Unch (6); Glucuronides (30), 
Dihydrocodeine (trace)

Oxycodone 2–3 IR

4–8 CR

1–1.5 IR

1.5–3 CR

4 Unch (13–19), © (7–29), Oxymorphone© 
(14), Nor (?)

Oxymorphone 3–12 IR

7–21CR

1.5–2.5 IR

1–4 CR

Unch (2), © (44), 6α-Oxymorphol (3)

Methadone 12–55 3–11 Unch (5, Acid Urine: 22–50); EDDP (5–25, 
Acid Urine: 2); EMDP (<1)

Meperidine 2–5 0.5–1 3 Unch (7); Nor (4–23), Meperidinic acid, 
Normeperidinic acid

Fentanyl 3–29 1–3 Unch (0.4–6), Nor (26–55), Despropionyl 
(plasma only), Hydroxy (?), Hydroxynor (?)

Sufentanyl 1.5–6 0.3–1.5 Unch (2), N-Desalkyl + O-Desmethyl (2)

Tramadol 4–7 0.3–2 Unch (29), O-Desmethyl (20), 
O-Desmethyl-Nor (20), Nor (17), Dinor 
(0.4), O-Desmethyldinor (1)

Buprenorphine 1–7 0.5–1 Unch (1), Nor (3); © (10) ©-Nor (10)

Propoxyphene 3–24 0.3–2 5 Unch Dextro (1), Nordextro (13), 
Dinorpropoxyphene (0.7)

Levorphanol 11–16 2–3 Unch (7), Nor (2.5), 3-Glucuronide (31), 
Nor© (14)
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urine metabolites (Table 8.2). In general, metabolism of drugs can be classified into 
two phases:

Phase I—The drug undergoes nonsynthetic chemical modification, typically oxi-
dation, reduction, or hydrolysis. The most important enzymes catalyzing 
these reactions are the P450 cytochrome containing enzymes coded by the 
CYP450 genes, which are most abundant in the liver microsomes. Table 8.3 
summarizes CYP450 enzymes of importance in opioid metabolism.

Phase II—The drug is conjugated in a synthetic reaction with an endogenous moi-
ety (glucuronate, glycine, and sulfate) that facilitates renal elimination by 
increasing solubility. Opioids such as morphine, codeine, hydromorphone, 
and oxymorphone are largely eliminated by glucuronide conjugation, pre-
dominantly dependent on the glucuronyl-transferase coded by UGT2B7 
(Table 8.3).

The major CYP450 genes involved in opioid metabolism include CYP2A4 and 
CYP2D6. The CYP3A4 gene is highly inducible by pregnane X receptor (PXR) 
ligands, which include a large variety of substances, such as steroids, bile acids, 

TABLE 8.2 (continued)
Some Pharmacokinetic Parameters for Common Opioids

Common Name t1/2 (hours)

Detectability in 
Urine (Days)

Metabolitesa

Single 
Use

Chronic 
Use

Butorphanol 3–8 1–2 Unch (5–10), Hydroxy (36), Nor (4), 
Nor© (4)

Nalbuphine 2–8 0.3–2 Unch + Nor + © (71)

Tapentadol 4 1–2 Unch (3), © (70), N-Desmethyl (13), 
Hydroxy (2)

Pentazocine 2–4 1–2 Free and ©: Unch (10), Hydroxy (12), 
Carboxy (40)

Note:	 Parameters can be altered with dosing amount, frequency, and route, tolerance, genetic variation, 
concurrent medications, and various pathologies, such as kidney or liver disease.

a	 Bold, active metabolite; numbers in parenthesis represent typical percentage (%) of a dose in urine; data 
adapted predominantly from Baselt, R.C., Disposition of Toxic Drugs and Chemicals in Man, 8 ed., 
Biomedical Publications, Foster City, CA, 2008; t1/2 = half-life of parent drug in blood. Detectability is 
the time interval that the urine concentration of drug or metabolites remains above a typical cutoff level 
in an average individual. Unch, unchanged, free parent drug; M3G, morphine-3-glucuronide; M6G, 
morphine-6-glucuronide; 6AM, 6-acetylmorphine; 3AM, 3-acetylmorphine; EM3G, ethylmorphine-6-
glucoronide; EDDP, 2-ethylidene-1,5-dimethyl-3,3-diphenylpyrrolidine; EMDP, 2-ethyl-5-methyl-3,3-
diphenylpyrroline; Nor, Nor-metabolite of the parent drug; other prefixes likewise refer to metabolites 
of the parent drug; ©, glucuronide and sulfate conjugates. IR, immediate release tablets; CR, controlled 
release tablets.
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St. John’s Wort herbs, rifampicin, phenytoin, carbamazepine, barbiturates, and 
reverse transcriptase inhibitors such as efavirenz and nevirapine, and modafinil. On 
the other hand, CYP3A4 is potently inhibited by grapefruit juice and drugs such 
as nefazodone, protease inhibitors (ritonavir, indinavir, and nelfinavir), and mac-
rolides such as erythromycin, chloramphenicol, azole antifungals, aprepitant, and 
verapamil. These effects account for the large number of potential drug interactions 
among CYP3A4 substrates. In contrast, CYP3A4 polymorphisms do not appear to be 
of major concern in predicting opioid response, although recent reports have associ-
ated the CYP3A4*1G (20230G>A), a hypofunctional intronic SNP present in about 
18% to 26% of Asians, with lower fentanyl dose requirements (21,22).

With a spectrum of substrates similar to CYP3A4, the related CYP3A5 and 
CYP3A7 enzymes also contribute to CYP3A activity. For example, both of these 
enzymes play a role in N-demethylation of codeine, ethylmorphine, and alfentanyl 
(23,24). CYP3A7 is predominant in the fetal liver, but it can play a minor role 
in the adult as well. This redundancy of genes contributing to CYP3A4 activ-
ity is one reason why genetic variability in CYP3A4 does not commonly result 

TABLE 8.3
Genes of Interest in Opioid Metabolism

Common Name 3A4 2D6 2B6 1A2 Glucuronidases Others

Heroin Esterases

Morphine (↓) ↓ 2C8 (↓)

Codeine (↓) ↑ ↓
Dihydrocodeine ↓ ↑ ↓
Ethylmorphine ↓ ↑ ↓
Hydrocodone (↓) ↑

Hydromorphone ↓ ↓
Oxycodone ↓ ↑ ↓
Oxymorphone ↓ ↓
Methadone ↓ (↓) ↓a (↓) 2C19 (↓)b

Meperidine (↓) ↓ 2C19 (↓)

Fentanyl, Sufentanyl, Alfentanyl ↓
Tramadol ↓ ↑ (↓)

Buprenorphine ↓ ↓ 2C8 (↓)

Propoxyphene ↓
Levorphanol (↓) ↓
Nalbuphine ↓
Tapentadol ↓
Pentazocine ↓ 1A2 (↓) ?

Notes:	 (↓) small role in inactivation; ↓ major inactivating enzyme; ↑  activation or conversion to a 
more active metabolite.

a	 S-methadone only.
b	 R-methadone only.
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in significant variability in the metabolism of CYP3A substrates. On the other 
hand, the CYP3A enzymes tend to be coinhibited by the same spectrum of drugs; 
therefore drug interactions become major factors in predicting the pharmacoki-
netics of CYP3A4 substrates.

In contrast to CYP3A4, the CYP2D6 gene is highly polymorphic, with 126 allelic 
variations acknowledged by the Human Cytochrome P450 Allele Nomenclature 
Committee (http://www.cypalleles.ki.se/cyp2a6.htm). CYP2D6 variants can be clas-
sified into null alleles, with no enzymatic activity (*3–8, *11–16, *18–21, *38, *40, 
*42, *44, *56, and *62), partial functional (*9, *10, *17, *29, *36, and *41), and fully 
functional alleles (*1, *2, *35). The *17 variant can have decreased activity against 
some drugs, such as dextromethorphan, but normal activity against other drugs, 
such as codeine (25). Depending on the activity of the CYP2D6 enzyme, individuals 
are grouped into poor metabolizers (PMs), who have no active alleles; intermediate 
metabolizers (IMs), with one or two partially active alleles; extensive metaboliz-
ers (EMs), with one or two active alleles; and ultrarapid metabolizers (UMs), with 
more than two active alleles. CYP2D6 can be inhibited by drugs such as quinidine, 
cinacalcet, citalopram, fluoxetine, paroxetine, and sertraline (in high doses only), 
but in contrast to CYP3A4, CYP2D6 is not significantly inducible. The closely 
related CYP2D7 gene is generally considered a pseudogene; however, a rare frame 
shift mutation can cause an active enzyme to be produced that is able to metabolize 
codeine to morphine (26).

The UGT2B7 glucuronyl transferase is the major enzyme responsible for opi-
oid glucuronidation (27), with UGT1A1 and UGT1A3 making a small contribution, 
particularly in the case of buprenorphine glucuronidation (28). The UGT2B7-840G 
allele was associated with significantly reduced glucuronidation of morphine (29) 
and the 802C>T (*2) genotype was associated with lower morphine levels, higher 
morphine-glucuronide concentrations, and decreased adverse effects (30,31), 
although other studies showed lack of an effect of UGT2B7 polymorphisms on mor-
phine glucuronidation rates (32,33). One possible explanation for these contradictory 
results is that only certain haplotypes associated with UGT2B7 mRNA expression 
result in changes in enzymatic efficiency (34). In addition to the potential role of 
polymorphisms, the UGT2B7 enzyme is inhibited by drugs such as ketoconazole 
and fluconazole and induced by a variety of xenobiotics, including polycyclic aro-
matic hydrocarbons and antioxidants.

8.3.1  �Heroin and Morphine

Heroin is converted to active metabolites 6-acetylmorphine and morphine through 
the action of various plasma, liver, and brain esterases. It is not well understood to 
what extent genetic variability in esterase activity affects the response to heroin, 
although one report described the lack of heroin hydrolysis in the plasma of a cho-
linesterase-null individual (35). Morphine is predominantly eliminated by glucuro-
nide conjugation into the inactive metabolite morphine-3-glucuronide and to a minor 
extent into the active metabolite morphine-6-glucuronide (Table 8.2) by the action 
of UGT2B7 with a minor contribution from UGT1A1. The role of genetic variabil-
ity in these two glucuronyl-transferases in the response to heroin and morphine is 
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controversial (see above). A small amount of morphine is N-demethylated to inactive 
normorphine by CYP3A4 and CYP2C8 (36) and in large doses, up to 3% of mor-
phine can be metabolized to hydromorphone by an unknown mechanism (Table 8.2). 
Interestingly, small amounts of endogenous morphine are synthesized by the leu-
kocytes, liver, and brain, from tyramine, norlaudanosoline, reticulin, and codeine 
through the action of CYP2D6 and CYP3A4 (37). Polymorphisms in CYP450 
enzymes do not appear to significantly affect the response to morphine or heroin.

8.3.2  �Codeine

The majority of codeine is inactivated by glucuronidation to codeine-6-glucuro-
nide by the action of UGT2B7. About 0.5% to 10% of codeine is demethylated by 
CYP2D6 to morphine, a step that appears required for the full analgesic effects 
of codeine. CYP2D6 variants significantly affect the morphine-to-codeine (M/C) 
ratio, with PMs showing urinary excretion ratios at 12 hours between 0.17% and 
0.4% while EMs have M/C ratios of 2% to 9%, and UMs have ratios up to 17% (38). 
After 12 hours, UMs and EMs may have M/C ratios exceeding one (39), which can 
also be seen in individuals consuming heroin. Local conversion of codeine to mor-
phine in the brain via CYP2D6 may explain the analgesic effect of codeine despite 
low plasma concentrations of morphine. CYP2D6 poor metabolizers are unable to 
convert codeine to morphine efficiently and therefore may not experience pain relief 
(40). Ultrametabolizers may convert codeine too efficiently into morphine leading to 
possible central nervous system (CNS) and respiratory depression, especially when 
combined with other predisposing factors such as renal failure and CYP3A4 inhi-
bition (41), or with UGT2B7 deficiency in mothers of breast-feeding infants (42). 
The effect of CYP3A4 is explained by the fact that a minor amount of codeine is 
N-demethylated to inactive norcodeine via CYP3A4, and therefore inhibition of 
CYP3A4 activity (usually by coadministered drugs that act on CYP3A4), in con-
junction with CYP2D6-catalyzed enhanced conversion to morphine, can increase 
the toxicity of codeine (41).

Genotyping for CYP2D6 can correctly predict the rate of morphine formation, 
especially when supplemented by knowledge of coadministered drugs and CYP2D6 
phenotyping by determining the dextromethorphan metabolic ratio (43), but explains 
only about 50% of patients with codeine ineffectiveness. This lack of predictive value of 
CYP2D6 genotyping could be due to the possibility that the major codeine metabolite, 
codeine-6-glucuronide, is an active metabolite, similarly to the morphine-6-glucuro-
nide (44). However, due to the risk of toxicity, it is reasonable to avoid codeine in 
CYP2D6 ultrarapid metabolizers, especially in patients with renal insufficiency, with 
coadministered CYP3A4 inhibitors, and in breast-feeding mothers (41,42).

8.3.3  �Dihydrocodeine

The metabolism of dihydrocodeine is similar to codeine: a small amount of dihydro-
codeine is O-demethylated by CYP2D6 to dihydromorphine, and excretion of this 
metabolite is impaired in CYP2D6 PMs (45). However, the main urinary metabolites 
are composed of the parent drug and its conjugates, as well as of norhydrocodeine 
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produced by N-demethylation catalyzed by CYP3A4 (46). A small amount of hydro-
codone is also produced from dihydrocodeine (Table 8.2). Given the various elimina-
tion pathways, genetic variation in CYP450 enzymes does not appear to significantly 
affect the pharmacokinetics of dihydrocodeine.

8.3.4  �Ethylmorphine

Ethylmorphine is converted to morphine by O-de-ethylation through the action of 
CYP2D6, and consequently PMs have higher ethylmorphine-to-morphine ratios 
than EMs (47). Regardless of the CYP2D6 genotype, more morphine is generated 
from ethylmorphine than from an identical dose of codeine (47). Ethylmorphine is 
also converted by N-demethylation to inactive norethylmorphine by the action of 
CYP3A4 (48).

8.3.5  �Hydrocodone and Hydromorphone

Hydrocodone is converted to hydromorphone by CYP2D6 (49), and while both drugs 
show analgesic effects, hydromorphone is about five times more potent at binding 
the μ opioid receptor (MOP). In addition, hydrocodone is metabolized by CYP3A4 
to the inactive metabolite norhydrocodone, and a small amount is converted to dihy-
drocodeine. Very little hydrocodone is eliminated by glucuronide conjugation. The 
importance of CYP2D6 activity in the elimination of hydrocodone, by conversion to 
hydromorphone and subsequent glucuronidation, is highlighted by the case of fatal 
hydrocodone toxicity in a 5-year-old child with a CYP2D6 PM genotype (*2A/*41) 
who also received a potent CYP3A4 inhibitor, clarithromycin (50). The lack of 
CYP2D6 activity, combined with reduced CYP3A4 activity, presumably resulted in 
accumulation of hydrocodone and consequent toxicity. On the other hand, CYP2D6 
ultrametabolizers may also experience increased toxicity due to enhanced conver-
sion to hydromorphone and increased opioid effects (51).

8.3.6  �Oxycodone and Oxymorphone

Oxycodone is similar to hydrocodone and is likewise metabolized by CYP2D6 
to oxymorphone, a stronger analgesic, and by CYP3A4 to noroxycodone, an inac-
tive or very weak analgesic. Oxymorphone is also converted to inactive noroxy-
morphone by CYP3A4 and eliminated by glucuronide conjugation. Conversion to 
oxymorphone may reduce oxycodone toxicity, as individuals with poor CYP2D6 
metabolism, either with a PM genotype or cotreated with inhibitors such as parox-
etine or fluoxetine, are overrepresented in cases of fatal oxycodone overdose (52). 
One reported case described a patient with CYP2D6 PM genotype who had poor 
tolerance and limited response to oxycodone therapy, associated with higher than 
expected levels of oxycodone and noroxycodone and with lower levels of oxymor-
phone (53). In contrast, a randomized study failed to demonstrate a critical role of 
CYP2D6 inhibition alone in oxycodone pharmacokinetics, while it showed that 
combined inhibition of CYP2D6 and CYP3A4 did result in substantial increases in 
oxycodone levels (54,55). Another study showed that inhibition of CYP3A4 resulted 
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in increased pharmacodynamic response to oxycodone, an effect probably medi-
ated by increased conversion to oxymorphone (56). Finally, a double-blind placebo-
controlled study in 10 healthy volunteers genotyped for CYP2D6 showed that the 
level of oxymorphone, decreased by CYP2D6 inhibition and increased in CYP2D6 
UMs or CYP3A4 inhibited individuals, was the major determinant of the analgesic 
response to oxycodone (57).

8.3.7  �Methadone

Methadone maintenance therapy is extensively used for the treatment of opioid depen-
dence, and given its safety, it is widely regarded to outweigh the harms of illicit drug 
use. However, methadone’s use is complicated and potentially dangerous because of 
the variability of its metabolism in populations, its interaction with other medications 
(e.g., antidepressants and anticonvulsants) commonly used to treat chronic pain (58), 
its association with potential cardiac effects (59), and the lack of clearly developed 
guidelines to help convert from other opioids to methadone therapy. Therapeutic 
plasma methadone concentrations greater than 200 to 400 ng/mL are usually neces-
sary for therapeutic effects and prevention of opioid withdrawal symptoms. However, 
there is up to a 17-fold variation in plasma concentrations of methadone after a given 
dose, some of it depending on variation in metabolism by CYP450 enzymes in the 
liver (60). Clearly, it is of major interest to fully understand the genetic and environ-
mental factors contributing to variability in response to methadone therapy.

Methadone can be metabolized in vitro to the inactive metabolite 2-ethylidene-
1,5-dimethyl-3,3-diphenylpyrrolidine (EDDP) by N-demethylation by liver CYP2A1, 
2C9, 2C19, 2B6, 2D6, 3A4, and 3A5 (61). Because methadone is typically adminis-
tered as a racemic mixture of (R)- and (S)-enantiomers, it is of interest that CYP2C19 
metabolizes only the (R)-enantiomer, while CYP2B6 acts predominantly on the inac-
tive (S)-enantiomer (62). A pharmacogenetics study in Switzerland (63) suggested 
that CYP3A4 and CYP2B6 are the major contributors to plasma levels of methadone, 
while CYP2D6 is a minor contributor to in vivo metabolism. Polymorphisms in other 
CYP enzymes (1A2, 2C9, 2C19) and other genes implicated in methadone metabo-
lism (ABCB1, UGT2B7) did not affect serum methadone levels in this study. A role 
for hepatic CYP3A4/5 activity on methadone metabolism was suggested by the cor-
relation between higher methadone levels and metabolism of midazolam, a CYP3A4 
and CYP3A5 substrate (63). Due to the rarity of hypofunctional alleles of CYP3A4 in 
the studied populations, there is no reported correlation between CYP3A4 genotypes 
and (R)-methadone metabolism, although Crettol et al. showed a 1.5-fold increase in 
S-methadone levels in individuals with the CYP3A4*1B genotype, a rare allele that is 
associated with decreased expression of the enzyme (63).

The contribution of CYP2D6 variation to methadone metabolism is controversial, 
with Coller et al. (64) finding no effect, while Crettol et al. (63) found lower levels 
in CYP2D6 UMs. In a recent study, CYP2D6 UMs responded poorly to methadone 
and required higher doses, while PMs required slightly lower doses despite doubled 
methadone steady-state levels (9). Importantly, this enzyme has been associated with 
higher levels of methadone when inhibited by other coadministered drugs, such as 
paroxetine (58), commonly used to treat depression in patients with chronic pain. This 
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effect may be augmented in patients with hypofunctional alleles of CYP2D6, espe-
cially in combination with hypofunctional alleles of other CYP enzymes involved 
in methadone metabolism. CYP2D6 PM alleles are underrepresented in oral opioid-
dependent patients (65), suggesting that these patients need high levels of opioids 
to overcome their rapid metabolism and achieve effective pain relief. Alternatively, 
addictive behavior may be associated with high pain sensitivity related to low levels 
of endogenous opiates resulting from their fast metabolism, or to decreased syn-
thesis of endogenous morphine mediated by CYP2D6 (66). On the other hand, the 
frequency of PM alleles is increased in methadone and other opioid-related fatali-
ties (67), suggesting that CYP2D6 metabolism is protective against accumulation of 
toxic levels of opioids.

CYP2B6 is more selective toward the inactive S-methadone enantiomer and 
does not play a major role in dose requirements, although Fonseca et al. showed that 
the slow metabolizer CYP2B6*6/*6 genotype was associated with higher levels of 
(S)-methadone and lower dose requirements (9). Another study showed that CYP2D6 
*6/*6 individuals were overrepresented in methadone-associated fatalities and had 
higher methadone levels (68). It is possible that patients with high S-methadone have 
increased adverse effects associated with this enantiomer (tension, fatigue, confu-
sion) and do not tolerate higher doses of the racemic methadone.

An important issue in methadone pharmacogenetics is the prediction of cardiac 
arrhythmias associated with QT prolongation. The potassium voltage-gated channel 
subunit alpha (KCNH2) channel, also known as hERG, mediates the “rapid” delayed 
rectifier K+ current (IKr), which plays an important role in ventricular repolarization. 
Mutations in this gene or inhibition by various drugs, including antipsychotic agents, 
quinolones, and macrolides, can result in cardiac arrhythmias, such as prolonged 
QT and torsades de pointes. Methadone directly inhibits KCNH2 (MIRK) channels 
(69), a postulated mechanism for its association with the long QT syndrome (70). 
Overall, methadone causes moderate prolongation of the QT interval, but in a minor-
ity of patients (around 2%) it may result in increased risk for severe arrhythmias and 
death, resulting in the recommendation that EKG screening should be performed 
premethadone treatment and subsequently (71). Interestingly, the S-enantiomer 
appears to have a 3.5-fold higher inhibitory effect than the R-enantiomer, and 
CYP2B6 poor metabolizers were associated with increased heart-rate-corrected QT 
interval (QTc) (72), which can be explained by the fact that CYP2B6 metabolizes 
only the S-enantiomer. These results suggest that CYP2B6 genotyping may predict 
QT prolongation by racemic methadone therapy and that pure (R)-methadone may 
be a safer alternative. On the other hand, genotyping for KCNH2 and CYP2B6 poly-
morphisms may provide another predictor of risk for prolonged QT syndrome in 
patients with normal or borderline QT.

8.3.8  �Meperidine

Meperidine is metabolized in the liver by hydrolysis to meperidinic acid, and by 
N-demethylation to normeperidine through the action of CYP2B6 with a smaller 
contribution by CYP2C19 and CYP3A4 (73). Normeperidine as an analgesic is half 
as potent as meperidine, but it has significantly higher CNS stimulation properties 
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potentially leading to toxic effects such as convulsive seizures. The impact of 
CYP2B6 polymorphisms in meperidine efficacy and toxicity has not been exten-
sively studied, although in one published dissertation describing pharmacogenetic 
studies in 49 children, CYP2B6 variants appeared to affect the effectiveness of 
meperidine for oral sedation (74).

8.3.9  �Fentanyl and Analogs

Fentanyl and its analogs alfentanyl and sufentanyl are predominantly metabo-
lized by oxidative N-dealkylation by CYP3A enzymes to the inactive and nontoxic 
metabolites norfentanyl, noralfentanyl, and norsufentanyl, respectively (75). A poly-
morphism in the CYP3A4 gene (*1G), particularly when linked to a CYP3A5*3 hypo-
functional allele, was associated with lower fentanyl dose requirements in Asian 
populations (21,22,76). In agreement with these data, a pharmacogenetic study of 
fentanyl-related fatalities in Milwaukee County showed higher mean fentanyl levels 
in homozygous CYP3A5*3 cases (77). The importance of drug interactions inhib-
iting CYP3A activity is highlighted by a report of a case of delirium induced by 
fentanyl in a patient with concomitantly administered diltiazem (78). In contrast, the 
short-acting drug remifentanyl is not metabolized by CYP3A enzymes, but rather by 
liver carboxylases, and less interindividual variation is expected (79).

8.3.10  �Tramadol

Tramadol is available as a racemic mixture of the (1R,2R)-(+) and (1S,2S)-(–) enan-
tiomers, similarly to methadone, but in contrast to methadone, analgesic activity 
requires O-demethylation of tramadol by CYP2D6 to form the active compound M1 
(O-desmethyl-tramadol), which binds the MOP with 200- to 300-fold higher affin-
ity than the parent drug. Although both enantiomers are metabolized, CYP2D6 has 
some preference for the (+)-enantiomer (80). The (+) M1 metabolite is about 10-fold 
more potent as an analgesic than the (–)-enantiomer. Interestingly, the parent drug 
(+)-tramadol is more potent as a serotonin reuptake inhibitor, and (–)-tramadol is 
more active as a norepinephrine reuptake inhibitor than the M1 metabolites, and 
these effects contribute to analgesia by inhibiting pain transmission in the spinal 
cord. These properties of tramadol lead to an increased risk of serotonin toxicity with 
concomitant administration of serotoninergic drugs or in individuals carrying poly-
morphisms in the serotonin transporter SLC6A4 (81), and may be a consideration in 
individuals with genetic changes in CYP2D6 affecting the ratios of tramadol/M1.

In competition with the O-demethylation reaction to form the active com-
pound, the (+) enantiomer of tramadol also undergoes N-demethylation to M2 
(N-desmethyl-tramadol), mediated by CYP3A4 and CYP2B6 (82). The M1 and 
M2 metabolites are further inactivated by CYP2D6 and phase II conjugation 
to sulfates and glucuronides. CYP2D6 PMs have increased levels of (+) and (–) 
tramadol, M1 and M2 metabolites, and tramadol/M1 ratios (83). In a study in 
the Faroe Islands, where the prevalence of CYP2D6 PMs is double that of other 
Europeans, individuals with the CYP2D6 PM genotype had levels of (+)-M1 
and (+)-M1/(+)-tramadol ratios 14 times lower than EMs (84). This decreased 
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metabolism to the active drug by impaired CYP2D6 activity resulted in poor 
analgesic response (85), higher dose requirements, and increased adverse effects, 
as observed in carriers of the CYP2D6*10 allele (86,87). In a contrasting report, 
CYP2D6 UMs were more sensitive to the analgesic effects of tramadol and had 
higher propensity for nausea, an adverse effect related to opioid receptor stimu-
lation (88). In another study, the risk of nausea and vomiting was increased in 
CYP2D6 EMs versus intermediate metabolizers, and the effect was amplified by 
OPRM1 polymorphisms associated with higher levels of the MOP (89). A small 
role for ABCB1 polymorphism in determining the bioavailability of tramadol has 
also been demonstrated (90). In summary, it appears that the CYP2D6 genotype, 
in conjunction with modifying genes, is a major determinant of tramadol effec-
tiveness and toxicity.

8.3.11  �Buprenorphine

Buprenorphine is a partial MOP agonist and a κ opioid receptor (KOP) antagonist 
with a good safety profile. It is a very potent analgesic at lower doses, but its analge-
sic potential decreases at higher doses due to nociceptin receptor (NOP) stimulation 
(91). Buprenorphine is metabolized by N-dealkylation via CYP3A4 with a minor 
contribution of CYP2C8 into norbuprenorphine, which is also active at the MOP, 
δ opioid receptor (DOP), and NOP, and a KOP antagonist. Importantly, norbuprenor-
phine is 10 times more active as a respiratory depressant. Although CYP3A4 is the 
major enzyme responsible for buprenorphine metabolism, inhibition of CYP3A4 
with flunitrazepam (92) or ketoconazole (93) does not appear to significantly affect 
buprenorphine concentrations. In contrast, induction of CYP3A4 with antiretrovirals 
such as efavirenz and delavirdine resulted in a decrease in buprenorphine levels, but 
the effect may not be clinically significant (94). Despite these reassuring findings, 
caution is recommended when coadministering buprenorphine with drugs that affect 
CYP3A4 activity (95). Both buprenorphine and norbuprenorphine are glucuronide 
conjugated by a variety of enzymes including UGT1A1, UGT1A3, UGT1B7, and 
UGT1A8, and polymorphisms in UGT1A1 and UGT2B7 affect the rate of glucuroni-
dation of buprenorphine in vitro (28).

8.4  �PHARMACODYNAMICS OF OPIOIDS

Opioids act though inhibitory G-protein-coupled, seven transmembrane receptors, 
which are classified in four types (see Table 8.4). An additional receptor, the sigma 
receptor, was formerly classified as an opioid receptor, because it mediates some 
effects of opioids such as pentazocine and nalbuphine, but is encoded by a completely 
unrelated gene (SIGMAR1), and appears to interact with the endogenous hallucino-
gen dimethyltryptamine. Sigma receptors may mediate some of the effects of heroin, 
cocaine, methamphetamines, and phencyclidine, such as CNS excitation, hallucina-
tions, respiratory and vasomotor excitation, and mydriasis (96). These receptors may 
also mediate the antitussic effects of opioids, including those that do not interact with 
μ, κ, or δ receptors, such as the (+) stereoisomer of pentazocine. The interactions 
of selected opioids with the different opioid receptors are summarized in Table 8.5.
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The μ-type receptor (MOP), coded by OPRM1, is central to the analgesic activ-
ity of morphine and most other opioids. The gene is highly polymorphic, with the 
A118G SNP being the most extensively studied polymorphism. This nucleotide 
change causes a substitution of the asparagine residue at position 40 with an aspar-
tate residue, resulting in removal of a highly conserved N-glycosylation site in the 
extracellular domain of the protein, and appears to be associated with 10-fold lower 
levels of the receptor (97). Despite this postulated effect, the association results are 
contradictory, with four studies showing higher prevalence of the G allele in opioid-
addicted patients while three other studies showed the converse (98). The associa-
tion with addictive behavior seems stronger for alcohol than for opioid drugs (99). 

TABLE 8.4
Opioid Receptor Types

Receptor Gene Protein Subtypesa

Presumed 
Endogenous 

Ligands Effects

Mu OPRM1 MOP μ1, μ2, μ3 β-Endorphin
Enkephalins
Endomorphin-1
Endomorphin-2

μ1: Supraspinal analgesia, 
some euphoria; μ2: spinal 
analgesia, respiratory 
depression, pruritus, miosis, 
prolactin release, reduced 
gastrointestinal (GI) motility, 
and anorexia; both μ1 and μ2: 
physical tolerance and 
dependence

Kappa OPRK1 KOP κ1, κ2, κ3 Enkephalins
β-endorphin

Spinal analgesia, sedation, 
miosis, inhibition of 
antidiuretic hormone release, 
respiratory depression, 
intense dysphoria, and 
psychomimetic effects; minor 
tolerance and dependence 
liability

Delta OPRD1 DOP δ1, δ2 Dynorphin A, B
α-neoendorphin

Spinal analgesia, euphoria, 
antidepressant, 
psychomimetic, and 
cardiovascular effects

Nociceptin 
receptor

OPRL1 NOP Nociceptin Anxiety, depression, appetite, 
inhibition of mu (μ) agonists, 
hyperalgesia

a	 Receptor subtypes identified by pharmacological methods, (e.g., μ1, μ2, μ3), probably derive from the 
same gene product by posttranscriptional modification. For example, different splice variants of 
the OPRM1 gene code for receptors with significantly different affinities for morphine versus fentanyl. 
In addition, posttranslation modifications, heterodimerization, and interaction with different regulatory 
proteins at different locations contribute to receptor heterogeneity.
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TABLE 8.5
Pharmacodynamic Effects of Opioids

Common Name μ κ δ σ Potencya Additional Targets/Comments

Heroin +++ ++ 1–5 (IV) After conversion to 
6-acetylmorphine and 
morphine

Morphine +++ + + + 1 (IV = 4) Morphine-6-glucuronide 
metabolite is 2× potent

Dihydromorphine +++ 0.5–1.2

Desomorphine +++ 10

Nicomorphine +++ 2–3

Dipropionylmorphine +++ 1.1

Benzylmorphine + 0.1

Ethylmorphine + 0.1

Ethorphine +++ + + 1000–3000 NOP agonist

Codeine + + 0.1 After conversion to morphine

Dihydrocodeine ++ 0.3

Hydrocodone ++ 0.6–2 Hydromorphone is a metabolite 
with higher potency

Hydromorphone +++ 3–10

Oxycodone ++ + + 1–2 Oxymorphone is a metabolite 
with higher potency

Oxymorphone +++ 7–15

Methadone +++ 0.5–1 (R)-methadone: analgesia; 
(S)-methadone: NMDA, and 
nicotinic α3β4 antagonist, 
SNRI

Meperidine ++ ++ 0.1–0.4 NMDA-antagonist

Fentanyl +++ 50–200

Sufentanyl +++ 500–1000

Carfentanyl +++ 104–105

Tramadol + 0.1–0.2 SNRI, NMDA-antagonist; 
O-Desmethyl-metabolite 
2-10× more potent analgesic 
than tramadol

Buprenorphine +/– – + 25–50 Partial μ agonist, opioid κ 
antagonist, NOP agonist; 
norbuprenorphine is full δ, μ, 
NOP agonist

Propoxyphene ++ <0.1 Only D-isomer is analgesic; 
SNRI, nicotinic α3β4 
antagonist

Levorphanol +++ +++ + 4–8 SNRI, NMDA-antagonist

Butorphanol – +++ 4–8 Opioid μ antagonist

Nalbuphine +/– +++ +++ 0.5–1 Opioid μ partial agonist

continued
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Randomized trials showed a significant effect of the 118G allele in the response to 
OPRM1 antagonist naltrexone in alcoholics (100–102). On the other hand, a meta-
analysis of 22 studies concluded that this particular polymorphism had no signifi-
cant association with substance dependence (98). These discrepancies may be due 
to the different populations studied and to linkage disequilibrium with other poly-
morphisms in the OPRM1 gene. A recent study disclosed an association between 
certain OPRM1 haplotypes and addictive behavior (103). OPRM1 polymorphisms 
did correlate with methadone response as measured by pupil diameter (104) and pain 
perception (105), but the preponderance of evidence is insufficient to recommend 
personalized opioid treatment based on OPRM1 genotyping at this time.

The other opioid receptors have not been as extensively studied for association 
of polymorphisms with opioid response or drug addiction. Various polymorphisms 
have been reported in the OPRK1 gene, and preliminary studies showed the G36T 
SNP may be associated with opiate addiction (106), while an insertion/deletion in 
the promoter region has been associated with alcohol dependence (107). The OPRD1 
gene is well conserved, but a polymorphism in the promoter region associated with 
increased transcription (rs569356) (108) is in close linkage disequilibrium with the 
C80T SNP, which has been linked with opioid dependence (109).

In addition to the opioid receptors, polymorphisms in the endogenous opioid ago-
nists have been associated with addiction disorders. Striatal enkephalin opioid path-
ways mediate reward and a 3′-untranslated region dinucleotide repeat polymorphism 
in the proenkephalin (PENK) gene was associated with higher PENK levels in the 
nucleus accumbens and with opioid dependence (110,111). The pituitary secretes pro-
opiomelanocortin (POMC), which can be cleaved into a variety of hormonally active 
substances including beta-endorphin, which interacts with mu- and kappa-opioid 
receptors, adrenocorticotropin (ACTH) in the anterior pituitary, and melanocortin 
(MSH) in the intermediate lobe of the pituitary. MSH interacts with melanocortin 
receptors to stimulate melanin production in melanocytes, and also exerts pronoci-
ceptive effects in spinal neurons. Interestingly, a polymorphism in the melanocor-
tin-1-receptor (MC1R) gene was associated with red hair, fair skin, and increased 
analgesia by the kappa-opioid agonist pentazocine, especially in women (112). The 

TABLE 8.5 (continued)
Pharmacodynamic Effects of Opioids

Common Name μ κ δ σ Potencya Additional Targets/Comments

Tapentadol + 0.3–0.5 SNRI

Pentazocine +/– ++ ++ 0.2–0.3 (–)-pentazocine: κ agonist; 
(+)-pentazocine: σ agonist

Notes:	 μ, κ, δ, σ, extent of agonist activity at the μ, κ, δ, and σ opioid receptors (+++ strong, ++ intermedi-
ate, + weak, +/– partial agonist, – antagonist). NMDA, N-methyl-D-aspartate receptor; SNRI, 
serotonin and norepinephrine reuptake inhibitor; NOP, nociceptin receptor, also known as ORL1, 
orphanin FQ, and kappa-3 opioid receptor.

a	 Relative analgesic potency (morphine = 1).
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POMC gene is a highly polymorphic gene, particularly in the beta-endorphin region, 
and the minor allele of the rs1866146 SNP has been associated with alcohol, cocaine, 
and opioid dependence (111,113).

Several other genes are modifiers of the opioid response. Therefore it is illustra-
tive to summarize some of the pathways affected by opioids, as polymorphisms 
in some of the genes involved may affect the opioid response and become targets 
for pharmacogenetic testing. Typical opioid agonists cause inhibition of nociceptive 
pathways. On sensory neurons, opioid receptors reduce release of pain neurotrans-
mitters such as neuropeptide substance P, glutamate, calcitonin gene-related peptide 
(CGRP), and the noxious heat transducer TRPV1. On spinal presynaptic axons of 
nociceptive type C and A-delta fibers, opioid receptor stimulation causes inhibition 
of voltage-gated calcium channels (VDCC) to reduce sensory input from nocicep-
tive receptors.

On postsynaptic locations the MOP activates inward-rectifying potassium chan-
nels (GIRK) to reduce excitability. Interestingly, the rs2070995 AA polymorphism 
in one of the GIRK genes (KCNJ6 = GIRK2 = Kir3.2) has been associated with 
increased opioid and methadone requirements (114). Presynaptic opioid receptors 
also inhibit central GABA neurons, resulting in increased dopaminergic activity 
in the nucleus accumbens and stimulation of the pleasure and reward pathways. 
Some opioids also antagonize the N-methyl-aspartate (NMDA) receptors, which are 
involved in some nociceptive pathways and development of opioid tolerance, and act 
as inhibitors of serotonin and norepinephrine reuptake (SNRI), with resulting anxio-
lytic and antidepressive effects.

Opioid receptor signal transduction also involves inhibitory G-protein (Gi) inac-
tivation of adenylate cyclase followed by reduction in cAMP-dependent phosphor-
ylation of various transcription factors and consequent gene expression changes 
underlying long-term effects of opioids. Opioid receptor deactivation occurs acutely 
by the effect of β-arrestin 1 and 2 and RGS proteins (115). Interestingly, a common 
allele in the beta-arrestin-2 (ARRB2) gene was associated with decreased morphine 
response in cancer patients (116), and a haplotype block in the ARRB2 gene was asso-
ciated with methadone nonresponsiveness (117). Long-term desensitization to opioids 
occurs by reduced expression of the MOP at the neuronal surface. Other mechanisms 
of desensitization involve activation of glutamate and other anti-opioid pathways.

The opioid antagonist naloxone, better referred to as a reverse agonist, blocks 
the activity of μ, κ, or δ agonists but not of σ, or NOP agonists. The NOP receptor 
has very different effects than the classic opioid receptors, mediating a variety of 
physiologic functions depending on its anatomic location. In general, NOP receptor 
agonists tend to create anxiety and increased pain perception and to antagonize the 
analgesic properties of opioids.

Monoaminergic neurotransmitters are relevant for the opioid response in that they 
affect pain perception and response, as well as the reward mechanisms involved 
in potential for addiction, and there is significant cross-talk between monoaminer-
gic pathways and the opioid pathways. The main monoamine neurotransmitters are 
dopamine, norepinephrine, and serotonin. Dopaminergic pathways are involved in 
cognition, mood, motivation, reward, sleep, fine motor control, and inhibition of pro-
lactin release. The dopamine receptor D2 (DRD2) is a G-protein coupled receptor 
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located in postsynaptic dopaminergic neurons, and binding of dopamine results in 
stimulation of motivation and reward-mediating mesocorticolimbic pathways (118). 
Polymorphisms in this gene (particularly the A1 allele) have been associated with 
myoclonal dystonia, schizophrenia, and predisposition to addictive behavior, includ-
ing cocaine, alcohol, and opioid abuse. In Chinese and Australian populations, the 
A1 allele was a strong predictor of heroin abuse (119,120), while the converse was 
observed in a German population (121). In Australian patients, the A1 allele was asso-
ciated with poor outcomes of methadone therapy (119) and with fewer withdrawal 
symptoms (122), while in Spain the A1 allele correlated with heroin dependence 
only in males (123). A recent study in 238 methadone maintenance therapy patients 
concluded that while the A1 allele was not significantly associated with response to 
methadone, another polymorphism (957C>T) was more frequent in nonresponders 
(124). These discrepancies may be in part explained by the fact that the A1 poly-
morphism is actually located 3′ of the DRD2 gene, in the closely linked ANKK1 
gene. In a study of 85 methadone-substituted Caucasian patients, certain DRD2/
ANKK1 haplotypes were associated with the risk of opiate addiction and the metha-
done dose requirements (125). The ANKK1 gene codes for a serine-threonine kinase 
that presumably regulates signal transduction pathways. Interestingly, the DRD2 A1 
polymorphism is closely linked to the SNP rs7118900, which changes the alanine 
at position 239 to threonine in the ANKK1 protein. This change results in altered 
nuclear-cytoplasmic transport and affects the response to the dopaminergic ago-
nist apomorphine (126), suggesting that functional interactions between DRD2 and 
ANNK1 may be conserved at the haplotype level.

Other dopaminergic receptor genes have been related to addictive behavior. The 
-521 C/T SNP in the DRD4 gene has been associated with heroin dependence and 
may predispose individuals to chronic opioid use through modulation of cold-pain 
responses (127). The DRD4 exon III 7-repeat allele has also been associated with 
novelty seeking behavior and opioid addiction (128).

The catechol-O-methyltransferase (COMT) enzyme degrades catecholamines, 
including dopamine and norepinephrine, and is involved in pain pathways. A poly-
morphism (val158met) in the COMT gene correlated with decreased mu-opioid 
response to pain, with higher pain perception and more negative emotional effects 
(129). Analysis of haplotypes improves the predictive value of COMT genotyping for 
pain sensitivity and response to opioids (130).

Serotoninergic pathways play an important role in various psychiatric and addic-
tion disorders. Polymorphisms in the tryptophan hydroxylase genes (TPH1 and 
TPH2) and coding for a critical enzyme for serotonin synthesis correlated with 
heroin addiction (131). The serotonin receptor 5-HT1B, coded by the HTR1B gene, 
has also been associated with drug and alcohol dependence, and the 1180G allele 
correlated with a protective effect from heroin addiction (132). Similarly, polymor-
phisms in HTR3A and HTR3B were associated with cocaine and heroin dependence, 
possibly through increased synaptic serotonin responsiveness leading to enhanced 
dopamine transmission in the reward pathway, which increases the addictive risk 
(133). Finally, the serotonin transporter SLC6A4 has been associated with addictive 
behavior toward alcohol, nicotine, and opioids, and modulates the analgesic effect 
of opioids (134).
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The endocannabinoid pathways are involved in analgesia, memory extinction, and 
appetite, which are well-known effects of cannabinoid use. Interestingly, polymor-
phisms in endocannabinoid pathway genes have been associated with opioid depen-
dence. The major endocannabinoids are arachidonic acid derivatives, anandamide and 
2-arachidonoyl glycerol, which bind to the central (CB1) and peripheral (CB2) canna-
binoid receptors, respectively encoded by the CNR1 and CNR2 genes. Anandamide is 
rapidly degraded by the fatty acid amide hydrolase (FAAH) enzyme. Polymorphisms 
in CNR1 have been associated with opioid dependence (135), while certain FAAH hap-
lotypes have been associated with vulnerability to addiction to multiple drugs (136).

Glutamate is the most abundant neurotransmitter in the brain, and together with 
the opioid receptor system, is involved in synaptic plasticity in limbic circuits induced 
by chronic substance abuse. Polymorphisms in the metabotropic glutamate receptors 
GRM6 and GRM8 were associated with heroin addiction (137), with GRM6 involved 
in modulating interindividual variations in the response to methadone maintenance 
therapy (138).

8.5  �CONCLUSIONS

In this chapter several examples of genetic polymorphisms affecting metabolism, 
response, and tolerability of various opioids are presented. Many studies show signifi-
cant differences in the pharmacokinetics of opioids among individuals with different 
polymorphisms in drug-metabolizing enzymes, with the most significant examples 
being the effects of CYP2D6 in the metabolism of codeine, dihydrocodeine, ethyl-
morphine, hydrocodone, oxycodone, and tramadol. Genetic variation in other drug 
disposition enzymes, such as CYP2B6, CYP3A4, CYP3A5, and UGT2B7, as well 
as a variety of genes involved in opioid pharmacodynamics, such as the OPRM1 
and DDR2 receptors, has also been demonstrated to play a significant role in the 
response to opioid treatment and to influence the potential for addiction to these 
drugs. On the other hand, several studies simultaneously looking at multiple genetic 
polymorphisms failed to show significant effects. For example, a multicenter study 
of the effects of polymorphisms in OPRM1, COMT, MC1R, ABCB1, and CYP2D6 in 
outpatients treated with opioids showed only minor effects for ABCB1 and OPRM1 
variants (139). The lack of a positive result has to be regarded with some caution, as 
the probability of type II errors (failing to demonstrate an effect when it is present) is 
largely affected by the sample size and the power of the study. Another issue poten-
tially contributing to negative results may be the lack of complete haplotype and 
genetic interaction analyses, and there are several examples of studies including hap-
lotype analysis that show positive results missed by isolated SNP analysis. Further 
pharmacogenomic studies, ideally using deep sequencing of the entire genome, 
should resolve these discrepancies and ultimately lead to a full understanding of all 
of the genetic contributors to the response to opioids.

While the predictive value of genotyping to forecast the outcome of opioid ther-
apy is generally low at present, some practical applications of current knowledge 
can be recommended. For example, patients with known CYP2D6 deficiency should 
avoid the opioids metabolized by this enzyme. Conversely, patients showing difficul-
ties in the management of their opioid treatment, either because of lack of analgesic 
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response or unexpected secondary effects, may benefit from genotyping for CYP2D6 
and potentially other genes of interest, such as UGT2B7, CYP3A5, OPRM1, DRD2, 
and so forth. Knowledge of the genetic variants of the various enzymes involved in 
opioid metabolism and their inhibitors and inducers is critical to avoid potentially 
harmful drug interactions. As illustrated in the various examples provided, in sev-
eral cases genotyping provides a plausible explanation for the therapeutic difficulties 
and will help exclude alternative hypothesis, such as noncompliance or overdose.
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9 Pharmacogenomics 
Aspects of 
Addiction Treatment

F. Gerard Moeller

9.1  �INTRODUCTION

As with other pharmacogenomics studies, two potential targets for research on phar-
macogenomics of medication treatment for drug addiction include genes encoding 
enzymes that metabolize the medications used in the treatment of addictions and 
genes encoding the putative neurochemical target of the pharmacotherapy. Examples 
of these two areas of research include genes encoding cytochrome P450 enzymes 
and genes encoding opiate receptors in studies of opiate agonists and antagonists for 
addiction. In addition to these two potential targets, drug addiction has a third poten-
tial area of research; drugs of abuse have known biochemical effects on the brain 
which could be altered by genetic variation in neurotransmitter receptors. Although 
these three areas could provide important lines of research in the development of med-
ication for addiction, to date research in this area has not lived up to its potential, with 
the few studies that have been done on pharmacogenomics of medication treatment 
of addictions finding some inconsistent results. Recently genome-wide association 
studies (GWAS) have been done on the treatment response for medications for nico-
tine addiction with more consistent findings across studies. This chapter will review 
the research done to date on pharmacogenomics of addiction medication and discuss 
potential future areas of research based on promising findings in addiction treatment.
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9.2  �PHARMCOGENOMICS OF METABOLISM OF MEDICATIONS 
FOR THE TREATMENT OF ADDICTION

A large body of research supports the use of opiate agonists as treatments for opi-
ate dependence. (Reviewed in Kosten.1) Two opiate agonists are currently approved 
by the U.S. Food and Drug Administration (FDA) for the treatment of opiate 
dependence. The first of the opiates to be approved by the FDA as an agonist or 
replacement therapy for opiate dependence is methadone. Methadone in the racemic 
mixture of R and S enantiomers undergoes extensive hepatic metabolism, primarily 
through CYP3A4 and to a lesser extent CYP2D6, and CYP2B6, with primarily inac-
tive metabolites.2 The analgesic and therapeutic effect for opiate maintenance treat-
ment is thought to primarily occur through the R enantiomer of methadone. There is 
a large interindividual variability in the metabolism of methadone, which is thought 
to be based on variability in CYP enzyme activity.3

As discussed more extensively in Chapter 9, due to deletions or mutations in 
the gene coding for the CYP2D6 enzyme leading to a loss of CYP2D6 enzyme 
activity, a minority of Caucasian individuals are classified as poor metabolizers. 
Reviewed by Zhou,2 studies that examined blood levels of methadone in extensive 
and poor metabolizers based on CYP2D6 activity found inconsistent results, with 
some studies finding higher plasma concentrations in poor metabolizers than in 
extensive metabolizers, and other studies finding no difference in plasma levels 
between groups.

In studies that examined the effect of CYP genotype on treatment outcome in 
methadone patients, Eap et al.4 genotyped 256 patients who were undergoing treat-
ment for opiate dependence using methadone maintenance to determine whether 
CYP2D6 genotype was related to differences in treatment outcome and to blood lev-
els of methadone. Results of that study showed that of the 256 patients studied, only 
18 were found to be CYP2D6 poor metabolizers, with the rest of the subjects being 
either heterozygous extensive metabolizers (106 subjects) or homozygous extensive 
metabolizers (132 subjects). Within the extensive metabolizers, 10 subjects were 
found to be ultrarapid metabolizers due to extra functional copies of the CYP2D6 
gene. There was a significant difference between genotypes for methadone concen-
trations to dose-to-weight ratios (methadone concentrations divided by patient doses 
and patient weight), with the poor metabolizers having significantly higher levels 
than ultrarapid metabolizers. With respect to treatment outcome, 72% of the poor 
metabolizers were considered to be successful in treatment, whereas only 40% of 
the ultrarapid metabolizers were considered to be successful based on a chart review. 
Although the differences between groups were not statistically significant, these 
results suggest that CYP2D6 genotype could affect treatment outcome in methadone-
maintained patients. A second study examined the relationship between CYP2D6 
genotype and treatment satisfaction in methadone-maintained patients.5 In that study 
205 patients in methadone maintenance therapy were genotyped for CYP2D6 alleles 
and completed a treatment satisfaction scale. Results of this study showed that 4.4% 
of patients were poor metabolizers, 90.2% of patients were extensive metabolizers, 
and 5.4% of patients were ultrarapid metabolizers. No significant differences were 
found between groups for either retention in treatment or methadone doses or plasma 
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levels. The only significant difference between groups was a lower overall patient 
satisfaction score in ultrarapid metabolizers compared to the other groups.5

One possible explanation for the relatively inconsistent results regarding the asso-
ciation between CYP2D6 genotype and either methadone plasma levels or treatment 
outcome is that methadone inhibits CYP2D6 enzyme activity, which could make 
patients who are genotypically extensive metabolizers phenotypically poor metabo-
lizers, minimizing any difference between groups. This could be important clinically 
for the use of methadone with other drugs extensively metabolized by CYP2D6, as 
methadone could significantly increase blood levels of other drugs metabolized by 
this enzyme.2

In a study of other genes associated with methadone metabolism, 209 patients 
in methadone maintenance were genotyped for CYP2B6, CYP2C9, and CYPC19. 
Results of that study were that there was no effect of CYP2C9 or CYPC19 genotype 
on plasma methadone levels. CYP2B6 genotype had a significant impact on plasma 
levels of the S-enantiomer of methadone, but because the majority of the clinical 
effect of methadone is mediated by the R-enantiomer, the authors concluded that 
CYP2B6 genotype was unlikely to be of significance clinically.3

Buprenorphine, the other opiate agonist approved for the treatment of opiate 
addiction, is not significantly metabolized by the CYP2D6 enzyme;6 thus any effect 
of CYP2D6 genotype on this drug would be expected to be minimal.

9.3  �PHARMACOGENOMICS OF SITE OF ACTION 
OF MEDICATIONS FOR ADDICTION

The μ opiate receptor is the primary binding site and primary site of action of both 
endogenous opiates, such as β-endorphin, and opiate drugs of abuse as well as opiate 
agonists used in the treatment of opiate abuse. A single nucelotide polymorphism 
(SNP) in the coding region of the μ opiate receptor gene (OPRM1) with a nucleotide 
substitution at position 118 (A118G) has been shown to alter β-endorphin binding, 
which could have a significant impact on treatment response in addictions.7

Although a number of studies have examined the frequency of this and other 
OPRM1 SNPs in addictive disorders, few studies have examined the role of OPRM1 
gene polymorphisms in treatment response with opiate agonists. In a study of 169 
methadone-maintained subjects, SNP variants in multiple candidate genes were 
examined in relation to treatment response, including OPRM1 as well as genes for 
glutamate receptors GRM6 and GRM8, the nuclear receptor NR4A2, the transcrip-
tion factor MYOCD, and the enzyme CRY1 chosen based on some studies showing 
an association between these genes and opiate dependence. Results of that study 
found no relationship between OPRM1 genotype and treatment response. However, 
there was an association between CRY1 and MYOCD genotype, and those subjects 
who carried the AA genotype of CRY1 were more likely to be nonresponders to 
methadone, although this finding did not survive correction for multiple compari-
sons. The study also found that subjects who carried the A allele of the MYOCD gene 
were more likely to be nonresponders, but only if they also carried the AG genotype 
of GRM6.8
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The other class of drugs approved for the treatment of opiate dependence is the 
opiate antagonists. Naltrexone pharmacotherapy for opiate dependence has a clear 
mechanism of action and a compelling rationale.9 Naltrexone selectively competes 
for μ opiate receptors and prevents opiate-dependent individuals from achieving 
reinforcement from continued opiate use. Naltrexone has a high affinity for μ opi-
ate receptors and is not psychoactive, thus minimizing the risk of diversion. It can 
be administered on an outpatient basis, and compliance is associated with favorable 
outcomes.10,11 Naltrexone has been extensively evaluated in several trials and results 
are uniformly positive for patients who comply and remain in treatment. In addi-
tion to reducing relapse, patients typically show reductions in nonopiate drug use, 
improvement in employment status, and reduction in the social and legal problems 
associated with addiction.12–14 It has been demonstrated that long-acting sustained-
release injectable formulation of naltrexone has a higher efficacy for relapse preven-
tion in heroin-dependent subjects,15 and the FDA approved long-acting injectable 
naltrexone (Vivitrol) for opiate dependence. The major problem with naltrexone has 
been compliance. A number of controlled studies demonstrating safety and efficacy 
noted this problem.16,17 Possibly because of the problem of compliance, no stud-
ies have been published on the role of OPRM1 gene polymorphisms on treatment 
response to naltrexone in opiate dependence.

However, naltrexone has also been shown to reduce alcohol consumption, and 
naltrexone in oral and depot injectable formulations is approved by the FDA for 
the treatment of alcohol dependence. OPRM1 gene polymorphisms have been stud-
ied extensively in the treatment response of naltrexone for alcoholism. In the initial 
study reported by Oslin et al.,18 the relationship between two OPRM1 gene polymor-
phisms (A118G, Asn40Asp), (C17T, Ala6Val) and treatment response to naltrexone 
for alcohol dependence were examined in 82 patients treated with naltrexone and 
59 patients treated with placebo. As the frequency of the A118G SNP is very low 
in African Americans, and the frequency of the C17T SNP is very low in subjects 
with European descent, these SNPs were examined separately in the ethnic group in 
which they are most common. Results of that study showed that subjects of European 
descent who were homozygous or heterozygous for the Asp40 allele treated with 
naltrexone had a significantly lower rate of relapse and a significantly longer time to 
return to heavy drinking than subjects with the Asn40 allele.18 A second study on the 
potential role of OPRM1 genotype on treatment response to naltrexone for alcohol-
ism was published by Gelernter et al.19 In that study, 240 subjects were randomized 
to one of three treatment groups: naltrexone 50 mg/day for 12 months, naltrexone 
50 mg/day for 3 months followed by 9 months of placebo, or 12 months of placebo. 
Seven different polymorphisms were examined in relation to treatment outcome: 
three OPRM1 polymorphisms (A188G, 2044C/A, and rs648893), three OPRD1 gen-
otypes (T921, F27C, and rs678849), and one OPRK1 genotype (rs963549). Results 
of that study found no significant interaction between genotype and naltrexone treat-
ment response, with only the OPRK1 polymorphism approaching statistical signifi-
cance (p = 0.06). A second paper published the same year20 examined the effect of 
naltrexone on alcohol-induced behavioral responses in the laboratory. In that study, 
40 non-treatment-seeking heavy drinkers underwent intravenous alcohol challenge 
sessions after placebo and 50 mg of naltrexone. Results of that study showed a 



199Pharmacogenomics Aspects of Addiction Treatment

significant medication by genotype by breath alcohol concentration interaction, with 
a lower self-reported alcohol-induced high in subjects with at least one copy of the 
G allele of the OPRM1 A118G polymorphism.20

A third clinical trial (project COMBINE) with a larger sample size than the two 
previous studies examined the effect of OPRM1 genotype on naltrexone treatment 
outcome in 604 non-Hispanic Caucasian alcohol-dependent subjects. Subjects were 
randomized to treatment with 100 mg per day of naltrexone or placebo and medi-
cation management (MM) alone or MM plus a combined behavioral intervention 
(CBI). Results of that study showed that in subjects who received MM alone there 
was a significant gene by treatment interaction on the trend for days abstinent from 
alcohol, with subjects who had at least one copy of the Asp40 allele treated with 
naltrexone showing an increasing trend for abstinence days and heavy drinking days 
over time. Likewise, the best clinical outcome as rated by being abstinent or mod-
erately drinking without problems was related to genotype, with naltrexone-treated 
subjects who carried the Asp40 allele having the best clinical outcome.21 The authors 
of this study suggest that the difference in findings between their study and the study 
of Gelertner et al. could be due at least in part to the dose of naltrexone used, because 
the Gelertner et al. study used a lower dose of naltrexone. A second study using a 
haplotype approach to examine the association between OPRM1 genotype and nal-
trexone treatment outcome using the same pool of subjects as Anton et al. found a 
significant haplotype by medication interaction with one of two OPRM1 haplotype 
blocks examined. This block contained the Asp40 polymorphism reported previ-
ously to be associated with treatment outcome.22

In summary, the majority of clinical trials examining the role of OPRM1 Asp40 
alleles in naltrexone treatment response for alcoholism find that patients lacking the 
Asp40 allele do more poorly in treatment with naltrexone. These findings are con-
sistent with a recent publication in rhesus monkeys showing that the ability of nal-
trexone to reduce alcohol consumption was related to a pharmacologically similar 
OPRM1 genotype.23

Two other medications are approved by the FDA for the treatment of alcohol 
dependence: disulfiram (Antabuse) and acamprosate (Campral). Acamprosate was 
also included as a treatment in the project COMBINE study; however, in the study 
results reported by Anton et al.,21 acamprosate did not show added benefits to nal-
trexone or show efficacy alone, leading the authors not to examine the effects of 
genotype on response to acamprosate separately. In a study of the pharmacogenet-
ics of acamprosate and naltrexone related to the behavioral response to alcohol cue 
exposure, 52 subjects treated with naltrexone and 56 subjects treated with acampro-
sate were studied. In this study both treatment-seeking and non-treatment-seeking 
subjects were recruited. A number of genes were examined to determine if poly-
morphisms were related to behavioral effects of alcohol after treatment with nal-
trexone or acamprosate, including the OPRM1, DRD1, DRD2, GRIN2B, GABRA6, 
GABRB2, and GABRG2 genes. Results of that study showed a significant interaction 
between GABRB2 genotype and treatment for change in peak heart rate after alco-
hol cue exposure, with acamprosate outperforming naltrexone when the GABRB2 
C1412T polymorphism was homozygous for the T allele,24 suggesting a potential role 
for the GABA A receptor beta 2 subunit gene and treatment response.
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Although disulfiram is approved by the FDA for the treatment of alcohol depen-
dence, research on the pharmacogenomics of treatment response to disulfiram for 
alcohol dependence is lacking. However, disulfiram has a number of biochemical 
effects that have led to its use as a treatment for other addictive disorders. Disulfiram 
inhibits the enzyme aldehyde dehydrogenase, leading to increased levels of acetal-
dehyde, and the adverse effects of nausea and vomiting after alcohol consumption. 
Based on disulfiram’s efficacy at reducing alcohol consumption, a clinical trial of 
disulfiram was carried out for cocaine dependence in subjects with comorbid alcohol 
dependence.25 Results of that trial showed that disulfiram improved treatment reten-
tion and produced a longer duration of abstinence from alcohol and cocaine use. A 
1-year follow-up of subjects in this study found that cocaine use at follow-up was 
significantly less in subjects assigned to disulfiram versus subjects who were not 
assigned to disulfiram.26 Based on these findings a second trial was executed in 121 
cocaine-dependent subjects, with roughly half of the subjects also meeting criteria for 
current alcohol dependence. Results of this trial showed that disulfiram significantly 
reduced cocaine-positive urines compared to placebo, and that disulfiram was most 
effective in patients who were not alcohol dependent at baseline or who remained 
abstinent from alcohol during the trial.27 This finding suggested that the effect of 
disulfiram on cocaine use was mediated by another mechanism than the effect on 
alcohol, and led investigators to seek an alternative mechanism through which disul-
firam could be reducing cocaine consumption. In addition to disulfiram’s effects on 
aldehyde dehydrogenase, it affects other enzymes presumably through its effects as a 
copper chelator. One of these enzymes is dopamine beta hydroxylase, which is a key 
enzyme in the conversion of dopamine to norepinephrine.28 A functional polymor-
phism in close proximity to the dopamine beta hydroxylase gene has been identified, 
and this polymorphism has been suggested to be potentially meaningful in the treat-
ment response of subjects treated with disulfiram for cocaine dependence;28 however, 
to date no studies have been published on the pharmacogenetics of this polymor-
phism in the treatment response of disulfiram for cocaine dependence.

In the pharmacotherapy for stimulant abuse, there is as yet no FDA-approved 
medication for any of the psychostimulants. However, there are several studies that 
examined different classes of medications and found some reduction in stimulant 
use. The majority of placebo-controlled trials across a range of medications have 
not produced significant reductions in cocaine use (reviewed in Vocci and Ling.29) 
Citalopram is one of a handful of medications that have been shown in placebo-
controlled trials to significantly reduce cocaine-positive urines in cocaine-dependent 
subjects. In a randomized, 12-week placebo controlled trial of citalopram, 40 cocaine-
dependent subjects were treated with placebo plus contingent reinforcement for 
cocaine-negative urines, compared to 36 cocaine-dependent subjects treated with 
20 mg of citalopram plus contingent reinforcement for cocaine-negative urines.30 
Results of that study showed that citalopram significantly reduced cocaine-positive 
urines compared to placebo, without causing clinically significant side effects or lead-
ing to greater subject dropout than placebo.30 At the same time, studies using other 
selective serotonin reuptake inhibitors (SSRIs) have produced conflicting results. In 
a previous study, the SSRI fluoxetine 20 mg, 40 mg, or placebo were administered 
to 155 cocaine-dependent outpatients for 12 weeks. Results of that study showed a 
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significant worsening in treatment retention in cocaine-dependent subjects treated 
with higher doses of fluoxetine, and no effect on urine toxicology results or crav-
ing compared to placebo.31 In a study of fluoxetine carried out by another research 
group, cocaine-dependent subjects treated with fluoxetine 40 mg/day for 12 weeks 
(16 subjects) had improved treatment retention but no differences in cocaine-posi-
tive urines or craving compared to placebo (16 subjects).32 A third study examining 
fluoxetine for cocaine dependence combined abstinence-based contingent reinforce-
ment (CM) for cocaine-negative urines with placebo (29 subjects), fluoxetine 20 mg 
(23 subjects), or fluoxetine 40 mg (29 subjects), and found that cocaine-dependent 
subjects treated with 40 mg of fluoxetine had fewer cocaine-positive urines during 
treatment with CM than placebo or fluoxetine 20 mg treated subjects, with no dif-
ference in retention.33 Other small sample studies have examined other SSRIs for 
treatment of cocaine dependence. As part of the CREST trial, 16 cocaine-depen-
dent subjects were treated with the SSRI sertraline and compared with 17 subjects 
treated with placebo, 17 subjects with tiagabine, and 17 subjects with donepezil for 
10 weeks.34 Results of that study showed that the sertraline-treated group had a 68% 
decrease in urine benzoylecgonine levels, compared to a 32% increase in urine ben-
zoylecgonine levels for the placebo-treated group; however, this difference was not 
statistically significant, possibly due to small sample size. A second CREST trial 
study compared 16 cocaine-dependent subjects treated with the SSRI paroxetine to 
16 subjects treated with placebo, 16 subjects treated with pentozifylline, and 17 sub-
jects treated with riluzole for 8 weeks. Results of that study were that no drug was 
significantly different from placebo at reducing cocaine-positive urines; however, 
the small sample size limits the findings.35 Another study with the primary aim of 
using citalopram for opiate use in methadone-maintained subjects examined cocaine 
use as a secondary outcome. That study found no difference between citalopram 
(20 subjects), citalopram plus bupropion (20 subjects), and placebo (20 subjects) in 
the rate of cocaine-positive urines.36 However, the study by Poling36 is difficult to 
compare with other studies as it is unclear if subjects met criteria for cocaine depen-
dence or whether there was sufficient variability in cocaine use to detect change over 
time. In summary, although there is some evidence to support the SSRI citalopram 
for cocaine dependence, further research is needed to confirm this finding.

Across different trials of SSRIs for cocaine dependence, there has been con-
siderable heterogeneity in treatment response. It has been suggested that some 
of the heterogeneity in treatment response to psychotropic medication could be 
accounted for by pharmacogenetics.37 Based on the known mechanism of action 
of citalopram as an SSRI, an important target of citalopram in the treatment 
of addiction is the serotonin transporter gene (SLC6A4). The 5-HT transporter, 
encoded by the SLC6A4 gene, located at 17q11.2, is a central regulator of 5-HT 
turnover, transporting 5-HT from the synaptic cleft into the presynaptic neu-
ron and terminating serotonin’s action. A 20-23-bp repeat polymorphism in the 
SLC6A4 promoter (termed 5-HTTLPR) has been shown to affect transcriptional 
activity of this gene. The short or “S” allele with 14 repeats was shown to have 
lower transcriptional activity than the long or “L” allele with 16 repeats.38–40 This 
repeat polymorphism was found to be associated with anxiety-related traits.39 
Recently, a single nucleotide polymorphism (A/G) was identified (rs25531) near 
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the repeat sequence of the L-allele that subdivided the polymorphism further 
into the LA and LG alleles.41 The LG and S alleles were found to have similar 
low expression levels. This allows the genotypes to be classified as having high 
(LA/LA), intermediate (LA/LG, SA/LA), or low (SA/SA, LG/SA, LG/LG) transcriptional 
efficacy. In a recent study examining triallelic serotonin transporter genotype and 
treatment response to citalopram in dementia, results showed that low-expression 
alleles (S and LG) had more side effects and early treatment discontinuation.42

More than 20 studies examined the relationship of SLC6A4 variants and response 
to antidepressant treatment (reviewed in Horstmann and Binder43).

A meta-analysis of 1,400 subjects of Caucasian and Asian ethnicity from 15 stud-
ies supported worse response to antidepressant therapy in carriers of the S-allele.44 
However, to date no pharmacogenomic studies have been published on SSRI treat-
ment outcome for addictions. In the most recent paper published on this topic to 
date in non-treatment-seeking alcohol-dependent subjects, 21 subjects with different 
SLC6A4 variants were treated with sertraline or ondasetron followed by placebo 
followed by the other medication, so that all subjects received both medications and 
placebo in a crossover design. Subjects underwent an alcohol self-administration 
experiment while on active medication. Results of that study showed that ondanse-
tron reduced alcohol self-administration compared to sertraline in subjects with the 
L/L genotype.45

Besides citalopram, a few other medications have shown some promise for 
cocaine dependence with at least one placebo-controlled trial showing a reduction in 
cocaine use. Among medications tested, “agonist”-like interventions that facilitate 
dopaminergic function in the central nervous system have shown reasonable suc-
cess. Of these, some inhibit dopamine reuptake or metabolism (such as bupropion 
and disulfiram27,46) or replenish dopamine stores (such as levodopa47), while other 
medications indirectly enhance dopaminergic function via effects on dopamine 
release (such as dextroamphetamine48–50 and methamphetamine51). The use of these 
medications is based on the effects of cocaine on the dopamine system. Cocaine is 
a dopamine transporter inhibitor, capable of increasing extracellular concentrations 
of dopamine substantially.52,53 Chronic cocaine use results in dopamine depletion 
or a hypodopaminergic state.54 It follows that medications acting on the dopamine 
system might be appropriate candidates for treatment of cocaine dependence.

Overall, medication development strategies involving dopamine-enhancing agents 
have been productive, promising, and worthy of further investigation.55–57 None of 
the agents studied to date is without limitations. Stimulants such as d-amphetamine 
have shown some efficacy signal in terms of reducing cocaine-positive urines.48,49 
however the possibility of abuse or diversion of d-amphetamine has limited its wide-
spread clinical use.57

Based on the dopamine-enhancing effects of these medications, one polymor-
phism that could be examined as a potential moderator of treatment response is the 
COMT gene. Catechol-O-methyltransferase (COMT) is an S-adenosylmethionine-
dependent enzyme that methylates catecholamine neurotransmitters (dopamine 
and norepinephrine) as a step in the degradation of these neurotransmitters. COMT 
exists in membrane-bound and soluble forms, with the membrane-bound form being 
the predominant form in the brain. The COMT gene has a functional polymorphism 
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(Val158Met) in which substitution of valine 158 to methionine significantly alters the 
activity of the enzyme. As reviewed in Harrison and Tunbridge,58 dopamine signal-
ing is likely to be higher in Met 158 carriers compared to Val 158 carriers, because 
studies have shown that Met 158 homozygotes had substantially lower COMT activ-
ity in human prefrontal cortex and erythrocytes. The Val158Met COMT polymor-
phism has been studied in relation to a number of psychiatric and other disorders and 
to cognitive function.59,60

To date, no published studies have examined the role of COMT Val158Met poly-
morphisms in treatment response to dopamine-enhancing medications for stimulant 
abuse. However, studies have examined the relationship between this polymorphism 
and treatment with stimulants for attention deficit-hyperactivity disorder (ADHD). 
In a study of 173 ADHD subjects and 284 sex-matched controls, the Val allele 
and the Val homozygous genotype were significantly more frequent in the ADHD 
group compared to controls. Further, in a subset of 122 ADHD subjects treated with 
methylphenidate, the Val allele showed a significant association with good treat-
ment response, with the Val homozygous genotype being twice as frequent in the 
responder group than in the nonresponder group.61 This finding was supported by a 
second study that examined several candidate genes in relation to methylphenidate 
treatment response. In that study of 82 subjects with ADHD, there was a trend for 
COMT genotype to be associated with ADHD symptom reduction with methylphe-
nidate.62 Based on these studies, COMT genotype could be a potential target for 
future pharmacogenomic studies of stimulant addiction.

9.4  �PHARMACOGENOMICS OF BIOCHEMICAL EFFECTS 
OF DRUGS OF ABUSE

Prior studies using positron emission tomography (PET) have also shown evidence of 
reduced dopamine D2 receptor binding in cocaine-dependent subjects compared to 
non-drug-using controls which persists for days to weeks after cessation of cocaine 
use.63–65 Based on this finding another potential target for pharmacogenomic studies 
of medication treatment for cocaine dependence would be dopamine D2 receptor 
polymorphisms. The dopamine D2 receptor is a G protein coupled receptor that 
inhibits adenylyl cyclase activity. In humans the dopamine D2 receptor is encoded 
by the DRD2 gene. The DRD2 Taq1 A1 variant was initially thought to be directly 
related to the DRD2 gene; however, it was later found to be in the ANKK1 gene 
10kB downstream of the DRD2 gene.66 An insertion/deletion variant DRD2-141C 
has also been identified which alters transcriptional efficiency of the receptor,67 and 
a single nucleotide polymorphism C957T in the DRD2 gene that affects protein syn-
thesis was described.68 Although to date no studies have been published on the phar-
macogenetics of cocaine treatment related to the DRD2 gene, three DRD2-related 
polymorphisms have been studied in relation to treatment response for nicotine 
dependence. The rationale for these studies is that while the direct effects of nico-
tine are mediated though binding of nicotinic acetylcholine receptors, nicotine also 
increases dopamine levels in the brain, similar to other drugs of abuse.
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David et al.69 examined the effect of the DRD2 Taq1 A1 variant on treatment 
response to bupropion for cigarette smoking in 29 smokers. Results of that study 
showed that within the bupropion treatment group, subjects with the A2/A2 alleles 
demonstrated significant reductions in craving and irritability, which were not seen 
in subjects with A1/A2 or A1/A1 alleles. In a second larger-scale study, 755 subjects 
provided DNA for analysis of DRD2 and dopamine beta hydroxylase (DBH) geno-
type to determine whether polymorphisms for these genes were related to treatment 
outcome using the nicotine patch for smoking cessation. Results of that study were 
that at week 1 there was a significant association between DRD2 Taq1 A1 variant and 
treatment response, particularly when combined with DBH A1368.70 However, in a 
follow-up study by the same research group in a larger sample of 804 subjects, there 
was no association between DRD2 Taq1 A polymorphism and treatment response 
to nicotine replacement therapy, contrary to the previous finding.71 Lerman et al.72 
examined the relationship between DRD2 genotype and treatment response for nico-
tine dependence in two treatment studies. In a placebo-controlled trial of bupropion 
in 414 subjects, they found a significant relationship between DRD2-141C Ins/Del 
genotype, with smokers homozygous for the Ins C allele having a more favorable 
treatment response to bupropion than subjects carrying the Del C allele. In the sec-
ond treatment study, an open-label trial of transdermal nicotine versus nicotine nasal 
spray in 368 subjects, subjects carrying the Del C allele had higher smoking cessa-
tion rates, regardless of route of administration, along with the DRD2 C957T vari-
ant.72 These authors interpreted their findings as suggesting that DRD2-141C Ins/Del 
genotype may be helpful in choice of bupropion or nicotine replacement therapy for 
smoking cessation; however these findings need to be replicated.

More recently, treatment response for nicotine or bupropion for smoking cessa-
tion has been studied using genome-wide association (GWA) methods. In GWA stud-
ies a large number (often over a thousand) of polymorphisms across DNA samples 
are examined for potential differences between groups, without a priori hypotheses 
about which genes may differ. In a study of 550 European American smokers treated 
with nicotine replacement therapy, bupropion, or placebo from three different sam-
ples of subjects, a number of single nucleotide polymorphisms from the three groups 
were found whose allele frequencies differed between successful abstainers and non-
abstainers. Genes identified as being associated with treatment response included 
cell adhesion genes, genes involved in enzymes, receptors, channels, transporters, 
DNA/RNA processing, intracellular signaling pathways, and structural proteins.73 
In a second GWA study, 480 subjects provided DNA for analysis of polymorphisms 
related to smoking cessation. These subjects were recruited from community set-
tings in an attempt to replicate the previous GWA results. Findings of this study were 
that the haplotypes identified as being associated with not being able to quit smok-
ing partially overlapped with findings from the previous study, with some of the 
genes identified in both studies being A2BP1, CSMD1, and DSCAM, PCDH15, and 
RARB.74 In another GWA study by the same group, nicotine abstinence genes were 
examined in 369 subjects who were randomized to nicotine replacement therapy ini-
tiated 2 weeks before target quit dates. For treatment outcome of 10-week continuous 
smoking abstinence, overlap with previous studies was found for genes associated 
with treatment outcome.75 The authors of this study argue that the results of recent 
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GWA studies on smoking cessation treatment are on track to produce personalized 
approaches for smoking cessation treatment but that “We need to continue to work 
to apply an integrated sum of SNPs in the context of appropriate clinical informa-
tion to match individuals with the best type and/or intensity of therapy to maximize 
benefits and minimize side effects in smoking cessation.”75 (p. 523)

9.5  �CONCLUSIONS

Although there has been much discussion in the literature about the potential of 
pharmacogenomic research for addiction treatment across several different addictive 
disorders, to date the majority of the pharmacogenomic research on addictions has 
been done in alcohol and nicotine addiction treatment studies. Results of the candi-
date gene studies in nicotine addiction treatment have been conflicting, with some 
studies finding an association with DRD2 gene polymorphisms and others not. More 
recently GWA studies have provided more consistent results, with several studies 
finding overlap in genes associated with smoking cessation.

Results of pharmacogenomics of treatment response in alcohol dependence have 
also shown conflicting results, with some but not all studies showing a differential 
treatment response to naltrexone based on OPRM1 genotype. It has been argued that 
although not all studies found this association, the majority of the studies found an 
association between OPRM1 genotype and naltrexone treatment response, and it is 
possible that the negative study used an insufficient naltrexone dose. One potential 
limitation of this research is that the most studied allele of the OPRM1 gene, the 
Asp40 allele, is uncommon in some ethnic groups such as African Americans, which 
could limit its usefulness outside of Caucasian patients. With this limitation in mind, 
there is some evidence to support this polymorphism as a potential moderator of 
treatment response with naltrexone for alcohol dependence.

With respect to treatment outcome for other addictions, few pharmacogenomic 
studies have been reported. The focus on alcohol and nicotine in pharmacoge-
nomic research has occurred largely because these are two of the most common 
drugs of abuse, and there are FDA-approved medications for both disorders. Without 
a medication that has been shown to be effective in large-scale trials for other 
drugs of abuse, such as cocaine and marijuana, it is unlikely that research on 
these drugs will approach the level of pharmacogenomic research that has been done 
for nicotine or alcohol in the near future. Another approach that has been suggested 
is to use pharmacogenomics to help explain the substantial heterogeneity in treat-
ment response in addictions such as cocaine. Based on the putative mechanism of 
action of medications that have shown some promise, several candidate genes could 
be examined as potential moderators of treatment response. Candidate genes dis-
cussed include dopamine (DRD2 and COMT) and serotonin (SLC6A4) genes, but as 
yet there have not been studies published examining these genes as potential mod-
erators of treatment response in stimulant addiction.

In short, pharmacogenomics research in addiction treatment to date has shown 
some promise of being important in treatment of addictions, but larger-scale trials 
with effective medications are needed before pharmacogenomics can be applied out-
side the research setting.
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10 Methodologies in 
Pharmacogenetics Testing

Jorge L. Sepulveda

10.1  �INTRODUCTION

Twenty-first century medical practice can be predicted to benefit from a conflu-
ence of scientific and technologic advances leading toward truly rational and 
personalized health care. These advances include thorough understanding of the 
human genome including sequence–function relationships, the role of regulatory 
regions, and the effects of genetic variation on phenotypic expression; comprehen-
sive structural modeling of DNA, ribonucleic acids, proteins, small molecules, and 
their specific interactions so that rational drug design can be perfected; systems 
biology approaches to understanding the complex networks of metabolic, signal 
transduction, and regulatory pathways at the organelle, cellular, organ, and organ-
ism levels so that targeted therapies can be optimized with minimal side effects; 
and exponential growth in computer hardware and software to process the increas-
ing complexity of the above developments. A particular aspect of personalized 
medicine is the study of the effects of genetic variation in the response to drug 
therapy, which can be labeled as pharmacogenomics when the focus is on large-
scale analyses of the genome, or pharmacogenetics, when the focus is on a rela-
tively restricted number of genes. This distinction is becoming fuzzier as newer 
technologies for genetic analysis exhibit higher multiplexing abilities and lower 
cost per assay and if whole genomic testing becomes routine and replaces focused 
genetic testing. This chapter briefly describes a variety of methods used to identify 
DNA variation affecting genes involved in drug metabolism (pharmacokinetics) or 
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drug target genes (pharmacodynamics), starting from currently available methods 
focused on a restricted set of genes and ending on high-throughput next-generation 
sequencing. Despite the rapid development of technologic advances and the mul-
titude of commercially available research-use-only reagents for pharmacoge-
netic testing, in June 2011 only nine pharmacogenetics assays were U.S. Food 
and Drug Administration (FDA)-approved, of which five are used for Warfarin 
PGx (Table 10.1). It is important that the legal and regulatory environment keeps 
up with the rapid pace of development in genetics to fully realize its benefits to 
human health.

10.2  �LOW MULTIPLEXING ASSAYS

In this category we briefly describe methods designed to simultaneously identify a 
restricted number of variations, usually assaying for one or two alleles at each posi-
tion. The first widely used method to identify genetic variation was the Southern blot 
[1]. This labor-intensive method involves digestion of the DNA with site-specific 
restriction endonucleases, separation of the resulting DNA fragments by agarose gel 
electrophoresis, transfer of the separated DNA to a membrane, probing the mem-
brane with radiolabeled DNA (or RNA) probes complementary to the sequences of 
interest, and visualization of the bands by autoradiography. Sequence variants that 
affect the recognition site for a restriction enzyme result in the presence or absence 
of cleavage and therefore on changes in restriction fragment size. Additionally, 
the Southern blot can identify deletions and insertions in the DNA sequence that 
change the size of each restriction fragment. Collectively, these genetic variations 
that result in band size changes are known as restriction fragment length polymor-
phisms (RFLP).

Another major advance in genetic testing was the invention of the polymerase 
chain reaction (PCR) amplification technique. The basic principle of this method 
is that DNA sequences can be amplified from very small amounts of DNA using a 
set of two oligonucleotide primers complementary to the 5′ and 3′ ends of the region 
of interest. The method involves denaturation of the DNA, annealing of the primers 
to each of the strands, and extension of the primer sequences using a thermostable 
DNA polymerase and the complementary sequence as a template. The process is 
repeated for 25 to 40 cycles, each cycle allowing the primers to bind to the recently 
synthesized strands. With maximal amplification efficiency, the amount of target 
sequence (amplicon) is effectively doubled with each cycle, for a total amount of 
DNA = 2number of cycles, which for 30 cycles amounts to 109-fold. Other amplification 
techniques have been developed, but PCR remains a main stem of genetic analysis 
methods, because it can accomplish massive amplification and enrichment of spe-
cific target sequences.

The PCR method can be easily adapted to measure RFLPs: after PCR amplifica-
tion and subsequent purification of the sequence of interest, the DNA is digested with 
restriction enzymes and the resulting fragments are separated by gel electrophoresis and 
typically visualized with fluorescent DNA-intercalating dyes such as ethidium bromide.

Given the high complexity and labor involved in the Southern blot assay or in 
sequencing large DNA fragments, screening methods to detect mutations in genes of 
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TABLE 10.1
U.S. Food and Drug Administration (FDA)-Approved Pharmacogenetics Assays

Target Gene(s) 
Target 

Drug(s) Product Name Method Platform Company
Approval 

Date

UGT1A1 Irinotecan INVADER UGT1A1 Invader assay Any plate fluorimeter Third wave/hologic 8/18/2005

CYP2D6 + CYP2C19 Various AMPLICHIP CYP450 Microarray hybridization GeneChip 3000Dx Roche 1/10/2005, 
12/17/2004

CYP2C19 Various CYP2C19 assay Microarray hybridization Infiniti analyzer Autogenomics 10/25/2010

CYP2D6 Various XTAG CYP2D6 Hybridization + bead flow-
cytometry detection

xMAP flow-cytometer Luminex 8/26/2010

CYP2C9 + VKORC1 Warfarin EQ-PRC LC Real-time polymerase chain 
reaction (PCR) with high-
resolution melting analysis

Light Cycler (Roche) Trimgen 2/6/2009

eSensor warfarin assay Hybridization + electrochemical 
detection

eSensor XT-8 Osmetech/GenMark 7/17/2008

CYP2C9 and 
VKORC1 genotyping

Hybridization to molecular-
beacon probes

SmartCycler 
(Cepheid)

ParagonDx 4/28/2008

2C9 and VKORC1 
warfarin

Microarray hybridization Infiniti analyzer Autogenomics 1/23/2008

VERIGENE warfarin 
metabolism

Hybridization + chemical 
detection

Verigene ID Image 
analyzer

Nanosphere 9/17/2007



214 Pharmacogenomics of Alcohol and Drugs of Abuse

interest have been developed. These methods typically rely on the physical proper-
ties determined by the structure of the different DNA alleles. For example, analysis 
of single stranded conformation polymorphisms (SSCP) relies on small changes in 
the electrophoretic mobility of single-stranded DNA after PCR amplification with a 
biotinylated primer, denaturation, and purification of one strand with streptavidin. 
Another screening method uses denaturation followed by reannealing of the two 
DNA strands. If there are differences in one or more nucleotides, the resulting rean-
nealed molecules will have perfectly matched homoduplexes as well as mismatched 
heteroduplexes. To identify heteroduplexes, a variety of techniques can be used, 
including the following:

	 1.	Denaturing gradient gel electrophoresis (DGGE), which uses a gel con-
taining a gradient of a chemical denaturating agent such that heteroduplexes 
will denature at a lower concentration of the denaturant and migrate at a 
different position than a perfectly matched homoduplex

	 2.	Temperature gradient gel electrophoresis, where a temperature gradient is 
used in the same manner

	 3.	Denaturing high-performance liquid chromatography (dHPLC), in which 
gel electrophoresis is replaced by liquid chromatography such that hetero-
duplexes have a different retention time than homoduplexes

Recently, these methods have been largely replaced with high-resolution melting 
curve analysis of PCR-amplified DNA [2]. In this method, real-time PCR is used 
to generate a fluorescent signal proportional to the amount of amplicons gener-
ated. The fluorescence is typically generated by a dye, such as SYBR green, that 
fluoresces only when intercalated into double-stranded DNA, and is continuously 
measured with thermocyclers with built-in fluorometers. At the end of the amplifi-
cation cycles, the thermocycler slowly increases the temperature while measuring 
the resulting decrease in fluorescence as the DNA molecules transition from double 
stranded to single stranded. The negative first derivative of the resulting melting 
curve indicates the temperature point at which the majority of DNA molecules tran-
sition to single stranded, and is highly dependent on the primary DNA sequence. 
Using high-resolution analysis of the DNA melting profile, single nucleotide changes 
between two otherwise identical alleles can be easily distinguished. Because these 
heteroduplex methods do not require any probes, the reagent costs are minimized. 
In particular, the high-resolution melting curve analysis by PCR offers the flexibility 
and efficiency of 98 or 384 well-plate analysis, which is a vast improvement over 
older methods of heteroduplex analysis. Another major advantage of these hetero
duplex methods is that they can identify unknown mutations and sequence deletions 
or insertions that may be missed by some target probe or sequencing methods.

Several companies have commercialized instrumentation and reagent kits to per-
form high-resolution melting curve analysis, including

•	 7500 or 7900HT Fast-Real Time PCR systems with HRM Software and 
MeltDoctor™ reagents by Applied Biosystems (Foster City, California)

•	 CFX96 or CFX384™ by Bio-Rad (Richmond, California)
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•	 LightScanner system by Idaho Technology (Salt Lake City, Utah)
•	 Eco Real-Time PCR system by Illumina (San Diego, California)
•	 Rotor-Gene Q real-time cycler and Type-it HRM PCR Reagents by Qiagen 

(Valencia, California)
•	 LightCycler 480 by Roche Molecular Systems (Indianapolis, Indiana)
•	 eQ-PCR™ LC Warfarin genotyping kit, FDA-cleared for clinical labora-

tory testing in the Roche LightCycler, by TrimGen (Sparks, Maryland)

Currently, the gold standard method for sequence analysis is Sanger sequencing. 
The method involves primer extension using DNA polymerase and the four naturally 
occurring deoxynucleotides (dNTP), but with a proportion of the deoxynucleotides 
replaced by dideoxynucleotides (ddNTP), which are normally incorporated into 
DNA at the right position complementary to template strand, but are incapable of 
being extended by the polymerase due to a lack of 3′-hydroxyl group, therefore gen-
erating different size fragments that can be separated by gel or capillary electropho-
resis. Because each ddNTP (A, C, T, or G) is labeled with a different label (or run 
in separate lanes), the sequence can be directly read from the order of the separated 
fragments. This method is accurate in detecting base substitutions in heterozygous 
alleles and in mutant DNA present at levels above 10% to 20%, but major drawbacks 
include lack of sensitivity to pick up smaller amounts of mutated DNA and gene copy 
number changes, such as duplication or deletions.

Another approach based on primer extension and dye-terminator nucleo-
tide incorporation is the single-base primer extension method, exemplified by the 
SNaPshot™ system from Applied Biosystems [3,4]. In this assay, DNA is amplified 
by PCR, purified, and treated with alkaline phosphatase and exonucleotidase I to 
prevent template extension. Subsequently oligonucleotide primers and the SNaPshot 
mix containing DNA polymerase and labeled ddNTPs are added. Because there are 
no natural deoxynucleotides, only the appropriate labeled ddNTP is incorporated at 
each interrogated site. The resulting DNA fragments are then separated by capillary 
electrophoresis and the color of the incorporated ddNTP read directly on the electro-
phoretogram to reveal the single nucleotide polymorphism (SNP). Because both the 
distance of the primers to the SNP and the size of primers can be varied, various 
loci (up to 10) can be simultaneously assessed without overlap of electrophoretic 
peaks. This method has relatively lower costs because no labeled primers or probes 
are used, but a major disadvantage is the labor required to perform the various steps.

Pyrosequencing (Qiagen, Valencia, California) is an alternative method for 
obtaining relatively short sequence reads, with the major advantage of reliable quan-
tification of the proportion of each base at each position [5]. The method was devel-
oped by Biotage AB (Uppsala, Sweden) and is based on the release of pyrophosphate 
during nucleotide extension catalyzed by DNA polymerase after serial addition of 
each deoxynucleotide, according to the following steps:

	 1.	DNA is PCR-amplified with one of the primers containing biotin.
	 2.	  Single-stranded DNA templates are purified on streptavidin beads.
	 3.	A sequencing primer corresponding to the sequence 5′ of the region of 

interest anneals to the template strand.
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	 4.	Serial addition of deoxynucleotide triphosphates begins (e.g., by adding 
dGTP to the mix).

	 5.	 In this example, if the base immediately following the primer in the tem-
plate strand is a C, the polymerase present in the mix will incorporate the 
just added dGTP in the nascent strand, therefore releasing pyrophosphate.

	 6.	 If pyrophosphate is released, the second enzyme present in the mix, sulfur
ylase, will use adenosine phosphosulfate present in the mix and the just 
released pyrophosphate to form ATP.

	 7.	 If ATP is generated, the third enzyme, luciferase, will use the recently 
formed ATP and luciferin to produce a light pulse proportional to the 
amount of ATP, which is measured with a sensitive luminometer.

	 8.	Remaining unincorporated deoxynucleotide triphosphates (in this example, 
dGTP) are converted to diphosphates (e.g., dGDP), which cannot be incor-
porated by the polymerase, by the addition of the fourth enzyme, apyrase.

	 9.	 In this example, if the base next to the primer is not a C, the first added 
dGTP will not be incorporated and no signal is generated. The instrument 
then adds the next base (e.g., a dCTP) and checks for generation of light if 
G is the base in the template strand. The process is repeated for dTTP and 
dATP and then new cycles of sequential addition of the four bases are per-
formed until the reaction is terminated or no further light is generated.

	 10.	By matching light peaks and the consecutive sequence of bases added, the 
sequence can be read. If the sequence has multiple nucleotides of the same 
type in a row (e.g., AAA), the light peak height will be roughly propor-
tional to the number of homopolymer bases, in this example threefold of the 
single base peak. The method runs into difficulties with long homopolymer 
tracts beyond seven or eight bases, but proper primer selection in known 
regions can obviate this problem.

Major advantages of pyrosequencing include accurate sequence determination, 
sensitivity, automation, and the ability to quantify allele variants. The major dis-
advantages are the low multiplexing and the high cost of biotinylated primers and 
instrumentation. Variants of this technology have been adapted for high-throughput 
next-generation sequencing (see 454 Life Sciences and Ion Torrent products below).

The Invader™ assay (Third Wave Technologies/Hologic, Bedford, Massachusetts) 
[6] is based on the properties of a proprietary thermostable flap endonuclease named 
Cleavase™, which is able to recognize and cleave DNA hairpin and flap structures. The 
principles of the method are illustrated in Figure 10.1 and include the following steps:

	 1.	First Cleavase reaction:
	 a.	 PCR amplified DNA is denatured and hybridized with an oligonucle-

otide, called the Invader oligonucleotide, which is complementary to 
the sequence immediately 3′ of the SNP of interest.

	 b.	 The allele-specific oligonucleotide is then added to the reaction. This 
oligonucleotide contains a 3′ region that is complementary to the spe-
cific SNP being assayed and to the bases immediately 5′ of the SNP. In 
addition, the 5′ region of the allele-specific oligonucleotide contains a 
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defined sequence that does not hybridize to the target, therefore form-
ing a single-stranded flap.

	 c.	 The Cleavase enzyme recognizes and cleaves the flap, which will then be 
released and serve as an Invader oligonucleotide for the second Cleavase 
reaction. Note that if the SNP is not complementary to the allele-specific 
probe a gap will be formed between the Invader nucleotide and the flap 
(Allele 2, Figure 10.1). Cleavase will not recognize and cleave this flap; 
therefore the reaction will not proceed for the second phase.

	 d.	 Because the hybridization temperature (around 63°C) is close to the 
annealing temperature of the allele-specific oligonucleotide, but lower 
than the annealing temperature of the Invader oligonucleotide, the 
allele-specific oligonucleotide is constantly being hybridized, cleaved, 
and released from the stable target DNA–Invader oligonucleotide mol-
ecules, therefore resulting in significant amplification of the signal.

	 2.	Second Cleavase reaction:
	 a.	 The released 5′-flap oligonucleotide from the first Cleavase reaction 

hybridizes to a hairpin-containing oligonucleotide probe. This oligo-
nucleotide contains at its 5′ end a fluorophore and a closely spaced 
fluorescence quencher.

	 b.	 When the 5′-flap oligonucleotide from the first reaction hybridizes to the 
hairpin-oligonucleotide, the short 5′-end of the probe becomes dislodged 
from the hairpin and will form a flap that is recognized and cleaved by 
Cleavase.

	 c.	 Upon release by cleavage, the labeled 5′-end of the oligonucleotide 
probe is no longer quenched by the quencher that remains attached to 
the hairpin, and the resulting fluorescence increase can be measured by 
a fluorometer.

	 d.	 This cycle of 5′-flap oligonucleotide annealing, cleavage of the fluoro-
chrome, and release of the 5′-flap, which can then bind to another hair-
pin molecule, is repeated until all the hairpin probes have been cleaved, 
therefore amplifying the signal.

Cleavase

Fla
p Fla

p

5´

G

5´

No Cleavase

3´ – Allele 1  Specific G 3´ INVADER OLIGO 5´ 3´ – Allele 1 Specific 3´ INVADER OLIGO 5´

5´             Allele  1         C                          3´

5´ – FLAP

5´ – FLAP

5´             Allele  2         A                         3´

FRET Cleavase F

F Q Q
3´ Hairpin Oligo Probe 3´ Hairpin Oligo Probe

F

FIGURE 10.1  Invader™ first Cleavase reaction (on top) and second Cleavase reaction (on 
bottom). (F) represents the fluorescent label and (Q) the quencher.
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	 e.	 Commercially available duplex Invader assays have two different 
allele-specific oligonucleotides, each with a different flap region, and 
two different hairpin probes, one with FAM and one with Redmond 
Red fluorophores, so that the ratio of the two alleles can be measured by 
quantifying the fluorescence at the two specific wavelengths.

With the high level of amplification inherent in the method, a standard 4-hour reac-
tion can yield a signal with amounts of target DNA as low as 10–21 mol. This cor-
responds to about 20 to 100 ng of unamplified genomic DNA. With initial PCR 
amplification of the DNA, the reaction time can be as short as 10 minutes to pro-
duce a robust signal. Major advantages of this method are that various inexpensive 
microtiter plate fluorometers can be used to measure the signal, and the ease of 
design and low cost of reagents, because the specificity is contained in the 5′-flap 
region and therefore many different allele-specific oligonucleotides can be designed 
for one common labeled hairpin probe. One disadvantage is that multiplexing is 
limited by how many nonoverlapping fluorophore probes can be included in one 
reaction (currently two with the duplex assays). Attempts to modify the Invader assay 
for a higher level of multiplexing using alternative methods for identification of the 
released 5′-flap include bead flow-cytometry [7], microarrays [8], or matrix-assisted 
laser desorption/ionization time-of-flight mass spectrometry (MALDI-TOF MS) [9], 
but these approaches are not widely used at present.

The Taqman assay (Applied Biosystems/Life Technologies, Carlsbad, California) 
uses the 5′-nucleotidase property of the Taq polymerase to remove nucleotides from 
a previously annealed probe, called the Taqman probe, as it synthesizes the new 
strand of DNA [10]. The process involves

	 1.	PCR amplification of the DNA region containing the sequence of interest.
	 2.	Denaturation of the PCR product and annealing to the allele-specific 

Taqman probe, which is designed to hybridize only to its specific targets 
and not the other alleles, even if they differ by only one nucleotide base. The 
Taqman probes, similar to the hairpin Invader probes described above, have 
a fluorophore bound to their 5′ nucleotide and a quencher molecule bound 
to an adjacent nucleotide. Upon binding of the Taqman probe to the target, 
the fluorophore remains quenched and no fluorescence is measured.

	 3.	A primer corresponding to the region 5′ of the sequence of interest is added, 
together with Taq polymerase and all four deoxynucleotide triphosphates. 
The Taq polymerase extends the primer and when it reaches the previously 
bound Taqman probe, its 5′-nucleotidase activity releases the fluorophore-
bound nucleotide, which is no longer quenched. The resulting increase in 
fluorescent is proportional to the amount of allele-specific Taqman probe 
bound and therefore allelic ratios can be measured by simultaneously add-
ing allele-specific Taqman probes with different fluorophores.

The company developed Taqman reagents for a large number of human SNPs, 
and the assays can be easily automated in 96- or 384-well plates and read with widely 
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available real-time PCR instruments. As with the Invader assay, the multiplexing is 
limited to the number of possible nonoverlapping fluorophores that can be read from 
a single well.

A related method developed by ParagonDx (Morrisville, North Carolina) uses 
molecular-beacon probes in the form of hairpins with a fluorescent dye on the 5′-end 
and a quencher on the 3′-end. These probes are designed to unfold the hairpin upon 
hybridization, such that the fluorophore is separated from the quencher, and yields 
fluorescence proportional to the amount of allele-specific beacon probe hybridized 
to its target. This provides a simple assay that can be completed in about an hour, 
from DNA extraction to results. Again, multiplexing is limited to the number of 
different fluorophores that can be measured in a single reaction. The assay has been 
cleared by FDA for warfarin PGx [11].

10.3  �MID-MULTIPLEXING ASSAYS

In this section we describe methods with two orders of magnitude multiplexing, 
therefore providing a more comprehensive analysis of the various polymorphisms 
that may be involved in the pharmacogenetics of particular drugs. In contrast to the 
low multiplexing methods that interrogate only the most common variants and 
assume wild-type if these are not detected, higher multiplexing methods can assay 
for less common alleles of particular genes.

The first multiplexed pharmacogenetic method cleared by the FDA for clinical use 
was the AmpliChip® CYP450 (Roche Molecular Diagnostics, Pleasanton, California) 
[12], a microarray chip-based method that interrogates the most common polymor-
phisms in the cytochrome P450 genes CYP2C19 and CYP2D6, which are involved in 
the metabolism of about 25% of all prescribed drugs. The method involves elaborate 
preparatory steps including DNA extraction and purification, multiplex PCR ampli-
fication of various regions of the CYP2C19 and CYP2D6 genes, fragmentation using 
DNAase I, and biotinylation of the DNA with terminal deoxynucleotidyl transferase 
(TdT). After hybridization to the array, the unbound DNA is washed, and the hybrid-
ized DNA is labeled on-chip with a streptavidin-coupled fluorescent dye (phycoery-
thrin). The microchip contains allele-specific probes for two variants of CYP2C19 
and 27 variants of CYP2D6, and is able to detect deletions and duplication of both 
genes. A major disadvantage of this assay is the high cost of microarray chips (≥$250) 
and of the instrumentation (>$150,000 for the GeneChip® platform).

Another microarray platform FDA-cleared for pharmacogenetics is the Infiniti™ 
platform from Autogenomics (Carlsbad, California). This method relies on multiplex 
amplification of the DNA of interest followed by primer-extension with SNP-specific 
primers and labeled dCTP. The SNP-specific primers contain a 3′ region that hybrid-
izes only to the allele containing the specific variant, and a 5′ region that contains a 
unique artificial sequence called the “zip-code.” The dCTP labeled DNA containing 
the SNP-specific primer and its unique zip-code at the 5′ end is then denatured and 
hybridized to a microarray chip (BioFilmChip™) that contains probes complemen-
tary to each unique zip-code. This approach therefore provides the ability to quickly 
design specific primers for a variety of alleles that can be interrogated with the same 
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microarray chip, because the chip hybridization specificity relies on the unique 5′ 
artificial zip-codes, and lower costs per chip (around $70). Another advantage is the 
high level of automation available, such that DNA extraction, PCR amplification, 
SNP-specific primer extension, microarray chip management, hybridization, wash-
ing, fluorescence reading, and interpretative report generation are all performed by a 
set of two instruments (the Infiniti Assist and the Infiniti Analyzer). The major disad-
vantages include the relatively high cost of the instrumentation (>$100,000), although 
it can perform a variety of genetic and proteomic assays; the slow turnaround time, 
with 6 to 8 hours typically needed to produce results; and the relatively low through-
put (24 to 48 simultaneous microchips per run, with 1 to 4 samples per chip).

The eSensor® method (Osmetech/Genmark Dx, Carlsbad, California), uses micro-
fluidic cartridges with 72 gold-plated electrode spots each containing a different cap-
ture probe [13]. The target region is amplified by PCR with a regular primer and a 
5′ phosphorylated primer and single-stranded DNA are prepared by adding lambda 
exonucleotidase to digest the strand of the DNA extended from the phosphorylated 
primer. This requires opening the reaction tube post-PCR, which may introduce con-
tamination in the reaction. Alternatively, asymmetric PCR can be performed with 
one primer in vast excess of the other to generate a predominance of single-stranded 
target DNA after exhaustion of the minority primer. After these offline prepara-
tion steps, the single-stranded DNA is mixed with allele-specific probes contain-
ing ferrocene labels and loaded into the eSensor cartridges. The instrument allows 
hybridization of the target DNA to the ferrocene probes, followed by hybridization 
of the target-ferrocene probe hybrids to the capture probes immobilized onto each 
gold-plated electrode. The proximity of the ferrocene ions to the electrodes gener-
ates an electrical signal that is proportional to the amount of target-DNA/ferrocene 
probes bound. The capture probes are directed against a conserved region of the 
gene, therefore allowing the capture of all allelic variants in one spot. The specificity 
is conferred by the ferrocene-labeled probes, because different ferrocene compounds 
generate alternating currents at different redox potentials. Currently, it is possible to 
simultaneously assay for four different ferrocene probes, therefore allowing up to 
four different alleles to be quantified on a single electrode. The entire assay can be 
completed in about 4 hours, with the online hybridization and reading taking about 
30 minutes with the XT-8 system, which has a modular design of one to three tow-
ers, each capable of processing eight cartridges for a maximum of 24 independent, 
random-access simultaneous assays. With 30 minutes per cartridge, one three-tower 
system can process over 300 samples per 8-hour shift.

Another hybridization method with a unique detection approach is the Verigene® 
system (Nanosphere, Northbrook, Illinois) [14]. This method uses allele-specific 
probes labeled with gold nanoparticles, which have high stability, low background 
binding, and scatter light with an intensity equivalent to 500,000 fluorophore mol-
ecules, with resulting increased signal-to-noise ratio and high sensitivity, allow-
ing about 0.25 to 2 μg of nonamplified DNA to be assayed. The DNA is sheared 
to a size of 300 to 500 bp by sonication, and hybridized to allele-specific capture 
probes immobilized on a slide array contained in a closed cartridge. At the same 
time, the target DNA is hybridized to gold-nanoparticle-labeled oligonucleotides 
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complementary to a conserved region of the target, which is therefore sandwiched 
between the capture and the gold particles. After washing, detection of the gold par-
ticles is accomplished by deposition of elemental silver onto the gold particles and 
visualization of the strong light-scattering of silver-enhanced gold particles with the 
Verigene ID image analyzer. Major advantages of this method include its high sen-
sitivity, allowing nonamplified DNA to be used, minimal hands-on labor with only 
two pipetting steps required, and a fast turnaround time of 1.5 hours for the first sam-
ple and 10 additional minutes for subsequent samples. The Verigene SP processor 
automates DNA extraction, reverse transcription (for RNA targets), PCR amplifica-
tion (if needed), and target identification and analysis in up to four cartridges, mak-
ing this method suitable for point-of-care and other environments without access to 
highly trained operators.

The xTAG® assay (Luminex Corporation, Austin, Texas), initially developed as 
Tag-It® at Tm Bioscience (Toronto, Canada), uses multicolor bead flow-cytometry 
for specific identification of hybridized probes [13,15]. The method employs a sys-
tem of 24-mer oligonucleotides with isothermal melting temperatures that have been 
designed to minimize nonspecific hybridization to genomic DNA and between each 
other, allowing high-level multiplexing to occur in a single tube. These oligonucleo
tides are designed with their 3′ end matching the polymorphic site of interest such 
that primer extension can only occur if the corresponding base is present in the tar-
get, and a unique 5′ end artificial sequence tag similar to the zip-codes described for 
the Infinity system. The xTag procedure consists of

	 1.	Multiplex PCR amplification of the target DNA.
	 2.	Hybridization with the allele-specific primers.
	 3.	 If there is a perfect match with the polymorphic site, primer extension is 

catalyzed by DNA polymerase and various biotinylated deoxynucleotides 
(typically dCTP) are incorporated into the nascent strand. The biotin moi-
eties allow the nascent DNA to be labeled with a streptavidin-conjugated 
dye, typically phycoerythrin.

	 4.	The biotinylated strand just synthesized is denatured and hybridized to the 
corresponding antitag probes immobilized on 5.6 mm polystyrene beads. 
Each different antitag is immobilized on a bead uniquely identified by 
the ratio of two impregnated fluorophores. By changing the ratio of the 
two fluorophores during bead manufacturing, up to 100 different spectral 
addresses are available for bead identification.

	 5.	The beads are read by the xMAP flow-cytometer, which uses laser-induced 
fluorescence to identify each bead’s unique spectral address, as well as 
whether the bead contains hybridized phycoerythrin-labeled target DNA. 
Therefore, each allele, bound to a specific bead, can be identified and quan-
tified, and up to 100 alleles or 50 biallelic variants can be analyzed simulta-
neously. With the most recent technology using three internal fluorophores 
(FlexMap-3D®), up to 500 different spectral addresses can be discriminated.



222 Pharmacogenomics of Alcohol and Drugs of Abuse

10.4  �HIGH MULTIPLEXING AND NEXT-GENERATION 
SEQUENCING SYSTEMS

The advent of high-throughput methods for genetic analysis has made it possible to 
interrogate a large number of genetic variants that may play a role in predicting drug 
response and explaining unexpected drug effects. With the substantial technological 
advances and exponential drops in the cost of genome-wide DNA analyses together 
with the availability of user-friendly interpretative software it will soon become cost-
effective to sequence or scan the entire genome of each individual at an appropriate 
time, such as neonatal screening or the first clinical visit as an adult. This will allow the 
health-care system to focus on preventive measures and screening approaches aimed at 
specific personal risks and diseases the individual might be predisposed to, and on the 
effective use of chemicals and therapeutic drugs to maximize their benefits and mini-
mize their undesired effects based on a comprehensive understanding of the interplay 
between genetic variation, environmental factors, metabolism, and pharmacodynamics.

10.4.1  �High-Plex Single Nucleotide Polymorphism (SNP) Assays

One multiplexed system allowing high-throughput analysis is the MassArray® sys-
tem (Sequenom, San Diego, California) that uses matrix-assisted laser desorption/
ionization time-of-flight mass spectrometry (MALDI-TOF MS) to accurately mea-
sure the mass of DNA fragments [16]. Genotyping is performed by single-base 
primer extension with nucleotide terminators. Because each terminator has a differ-
ent mass that can be accurately measured by MALDI-TOF MS, the base present at a 
particular SNP can be identified. Using different size primers allows multiplexing up 
to 40 SNPs per well. With a 384-well plate format, the system is capable of analyzing 
up to 138,000 genotypes per day.

Another high-throughput SNP analysis system is the VeraCode system (Illumina), 
which uses cylindrical glass micron microbeads embedded with high-density holo-
graphic bar codes that can be excited by a laser and imaged by the BeadXpress 
Reader system [17]. The system allows up to 384 different beads to be read on a 
single well of a 96-well plate, resulting in throughputs of about 300,000 genotypes 
in a 6-hour period. The company has a variety of systems allowing various degrees 
of multiplexing and a number of simultaneous samples to be processed, with up to 
5-million SNPs per sample in the case of the HumanOmni5 bead microarray plat-
form. This level of SNP testing allows the identification of any minor alleles with 
frequencies above 1%.

10.4.2  �High-Throughput Library Preparation and 
Polymerase Chain Reaction (PCR) Systems

Currently available technologies for genome-wide sequencing require the prepara-
tion of libraries of DNA fragments that are distributed into massive parallel reac-
tion cells where sequencing takes place. Ideally, each cell should contain DNA 
fragments amplified from a single molecule so that all signals derived from each 
base position will be uniform. The process of library preparation usually involves 
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fragmentation of the genomic DNA into 150 to 500 bp fragments, followed by end 
repair and ligation of oligonucleotide adaptors that serve as template sequences 
for PCR amplification of each fragment. Several technologies have addressed the 
problem of separating the DNA fragments so that each PCR reaction results in 
amplification of one unique fragment. The most common technologies involve 
immobilization of each DNA fragment either on beads that are distributed into 
individual microwells, or on a flat surface in flow cells or arrays, where the signal 
can be visualized as labeled nucleotides are added, a process known as sequencing 
by synthesis.

In contrast to unbiased genome-wide sequencing, several enrichment strategies 
have been devised to reduce costs and increase the number of reads for each base 
(coverage) for those polymorphisms of interest. These strategies usually involve 
either parallelized PCR amplification of each target region of interest or selection by 
hybridization to capture probes immobilized in a solid array. In general, hybridization 
capture approaches are more scalable, as exemplified by the ability to capture the com-
plete exome, but suffer from a lack of specificity resulting from capture of homologous 
regions and pseudogenes, which may consist of up to 50% to 70% of the irrelevant 
sequences. In contrast, single-locus PCR confers very good specificity but requires 
massive multiplexing capabilities to achieve large-scale coverage of the genome.

An example of the high-throughput PCR-based enrichment approach is the 
RainStorm™ system (RainDance Technologies, Lexington, Massachusetts) that 
uses picoliter-volume droplet manipulation in a disposable microfluidic chip with no 
moving parts or valves to aliquot the genomic DNA, mix it with PCR reagents, and 
perform discrete PCR reactions in each droplet at a rate of 10 million droplets per 
hour. The system currently supports droplet primer libraries of up to 20,000 unique 
primer pairs. Assuming an average amplicon size of 500 bp, the total coverage of 
amplified DNA can reach 10 Mb with current technology. The amplicons can then be 
prepared for high-throughput sequencing on the various next-generation sequencers.

Another PCR enrichment technology is available from the Fluidigm Corporation 
(San Francisco, California), which developed nanofluidic Integrated Fluidic Circuit 
(IFC) chips with the ability to individually assemble multiple PCR reactions inside 
the chip, with capacities up to 48 samples and 770 assays per chip in the case of the 
EP1™ Analyzer [18]. In a variation of the technology, the Digital Array™ IFC Chips 
partition one sample into hundreds of individual PCR reactions, allowing precise 
absolute quantification of target sequences, which is required for precise copy num-
ber variation assessment.

The Selector technology (Halo Genomics, Uppsala, Sweden) uses rolling circle 
PCR amplification, after digestion of the genomic DNA with restriction endonucle-
ases, followed by denaturation and hybridization to a Selector probe library [19]. 
These probes are designed to hybridize to both ends of the restriction fragment, 
therefore facilitating circle formation and intramolecular reannealing. Because the 
probes are biotinylated, purification of the circles is performed with paramagnetic 
streptavidin beads before ligation and amplification. Amplification can be achieved 
by PCR or by rolling circle and multiple displacement amplification with Φ29 poly-
merase (e.g., the TempliPhi kit from Amersham, which obviates the need for a primer 
library or a thermocycler).
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The SureSelect technology (Agilent, Santa Clara, California) uses capture hybrid-
ization on a microarray to select DNA targets and prepare them for next-generation 
sequencing (NGS). Basically, the process entails fragmentation of the genomic DNA 
with ultrasound waves, ligation of NGS-specific adaptors to the DNA ends, size-
purification, limited (six to eight cycles) PCR amplification with primers comple-
mentary to the adaptors, and hybridization to 244,000 60-mer oligonucleotides 
immobilized on the SureSelect array. The capture oligonucleotides are designed to 
cover the regions of interest with considerable sequence overlap (30 to 57 bases) 
between consecutive 60-mer oligonucleotides. After washing in a stringent buffer, the 
selected DNA fragments are heat eluted and used for downstream NGS. For larger-
scale enrichment, the DNA fragments are hybridized in solution with a library of 
biotinylated 120-mer RNA oligonucleotides. The longer RNA oligonucleotides offer 
stronger hybridization kinetics and tolerance to base changes in the target region, 
which will increase both the coverage and the number of unintended sequences cap-
tured. After purification of the DNA-RNA hybrids on magnetic streptavidin beads, 
the capture RNA probes are digested and the purified DNA is ready for limited-PCR 
amplification and downstream NGS.

With the NimbleGen technology (Roche) the genomic DNA is similarly prepared 
by fragmentation and adaptor ligation. The single-stranded DNA is then hybridized 
to 2.1 million specific capture oligonucleotides immobilized on a microarray. After 
washing unbound DNA, the enriched fragment pool is eluted from the array and 
used for downstream NGS. NimbleGen also offers a solution capture protocol using 
biotinylated oligonucleotides and purification on streptavidin beads (SeqCap EZ).

10.4.3  �Next-Generation Sequencing

Next-generation sequencing technology is constantly evolving so that only an overview 
of some current and evolving technologies will be provided in this section. The reader is 
encouraged to consult reviews (e.g., [20,21]) and Web sites of the various companies for 
details. In 2012, the most widely used NGS technologies include the Roche 454, various 
Illumina sequencers, Applied Biosystems SOLiD and Life Technologies Ion Torrent.

The SOLiD™ system (Applied Biosystems/Life Technologies) uses massive 
parallel oligonucleotide ligation sequencing of target DNA amplified on emulsion 
beads, achieving maximum read lengths of 35 to 50 bases, a throughput of about 
20 to 30 gigabases (Gb) per day with about 30-fold coverage, and 99.99% base call 
accuracy. The sequencing process involves clonal amplification by emulsion PCR of 
the target DNA immobilized on beads, 3′ modification of the DNA to allow covalent 
attachment to a glass slide, deposition and attachment of the beads at high density on 
the array, denaturation of the DNA, hybridization of a primer to the adaptor sequence 
present at the 5′-end of all target DNA fragments, and ligation of the interrogation 
probes. These 8-mer oligonucleotides contain a unique dinucleotide (one of 16 pos-
sible combinations) at the 3′-end, followed by a random sequence of six degenerate 
bases and one of four fluorescent labels attached to the 5′-end of the probe. If the 3′ 
dinucleotide matches the template sequence immediately following the primer, the 
interrogation probe is stabilized by ligation to the 3′-end of the primer and the fluo-
rescent color corresponding to one of four dinucleotide combinations is registered on 
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each array spot by an image snapshot. The last three bases at the 5′ end of the inter-
rogation probe plus the attached fluorescent label are then cleaved and washed away. 
The remaining ligated five bases of the interrogation probe now serve as primer for 
another cycle of ligation dependent on the following dinucleotide sequence in the 
template. This process is repeated six times, after which the ligated DNA strand is 
removed by denaturation to allow a second round of ligations. This time, the initiat-
ing primer is complementary to adaptor sequence but offset by 1 nucleotide (n-1) 
and the instrument performs another round of ligations and sequence imaging. A 
total of five rounds (using n, n-1, n-2, n-3, and n-4 primers) are performed so that 
each template base is covered twice for each bead. The sequence is inferred from 
combinatorial analysis of the sequential images based on the 16 possible combina-
tions of dinucleotides.

The Illumina NGS sequencers are based on the Solexa Genome Analyzer and use 
random primer extension of immobilized DNA fragments with reversible fluorescent 
deoxynucleotide terminators to visualize the DNA sequence in high-density arrays. 
Similarly to other NGS methods, the genomic DNA is fragmented, adaptors are 
ligated, and the DNA is immobilized on a flow cell array. Amplification is performed 
by “bridge” PCR, where the template DNA bends and binds an adjacent oligonucle-
otide anchor that also serves as the PCR primer, therefore forming local clonal clus-
ters. After amplification, only the forward strand of the template is retained, as the 
reverse strand is cleaved. Sequencing is performed by adding polymerase and the 
four dNTP terminators, each labeled with a different fluorescent dye. After incorpo-
ration of the first nucleotide terminator, an image is obtained, similarly to the SOLiD 
process, and the fluorescent dye is subsequently cleaved, unblocking the incorpo-
rated nucleotide for further extension. Multiple rounds of nucleotide terminator addi-
tion, imaging, and cleavage allow the sequencing to progress along the template for 
an average reading length of 36 to 100 bases. The current top-of-the-line sequencer, 
the HiSeq 2000 system with a dual flow cell, has a throughput of about 25 Gb per 
day, with more than 30-fold coverage of 80% to 90% of the bases and a raw error 
rate of 1% to 2%, allowing full sequencing of two human genomes in about 8 days.

The pyrosequencing technology has been adapted for large-scale genomic sequenc-
ing by the 454 Life Sciences company, currently owned by Roche Diagnostics. This 
technology uses single-molecule emulsion PCR to amplify the template DNA and 
massive parallel pyrosequencing reactions for deriving the sequence. The process 
involves the usual DNA library preparation steps of fragmentation and adaptor liga-
tion, followed by limiting dilution of the library to single-molecule concentration, 
annealing to a bead-immobilized oligonucleotide complementary to the adaptor, 
and isolation of each bead into an oil-water emulsion microvesicle containing PCR 
reagents and primers. After clonal amplification of the target DNA to several million 
molecules per bead, the instrument delivers each bead to one of 3.4 million picoliter 
flow-cells in a plate, where pyrosequencing reactions similar to those described in 
Section 10.2 are performed to obtain the sequence of the DNA attached to each bead. 
The flagship Genome Sequencer FLX Titanium System can obtain read lengths of 
400 bases with about 1 million individual reads per 10 hour run and a base call 
accuracy of >99%.
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A variant of pyrosequencing has been developed by Ion Torrent/Life Technologies, 
using electrochemical detection of the proton released when a deoxynucleotide is 
incorporated into the nascent DNA during the polymerase extension reaction. As 
with the 454 approach, DNA is amplified by clonal emulsion PCR, and beads are 
deposited in individual nanowells in a semiconductor microchip. Each of the four 
dNTPs is sequentially added, and the sequence can be read from the electrochemi-
cal signal generated, similarly to pyrosequencing, but with the advantage of using 
only natural dNTPs and polymerase, because apyrase, luciferase, or sulfurylase 
enzymes are not required, which improves speed and lowers costs. In addition to 
lower reagent costs, the initial investment in instrumentation can be less than one 
tenth of other NGS sequencers, as the Ion Torrent’s Personal Genome Machine costs 
about $50,000. With the 318 chip containing 12 million sequencing wells and read 
lengths of >200 bp (predicted >400 bp in 2012), a 1 Gb region can be sequenced in 
less than 2 hours with base call accuracy of >99.99%.

Other companies are working to reduce reagent use and costs while increasing 
read lengths and speed of NGS, by focusing on technologies able to asynchronously 
sequence unamplified single molecules of DNA without stopping between read 
steps (sometimes called third-generation sequencing, [22]). For example, Helicos 
Biosciences uses poly-A tailing of single-stranded DNA targets to hybridize them to 
flow-cells containing 600 million to one billion immobilized polyT oligonucleotides, 
allowing massive parallel sequencing of unamplified DNA by cycles of sequen-
tial addition of each fluorescent reversible terminator dNTPs, imaging, and label 
cleavage. Read lengths of 25 to 55 bases with >99.995% accuracy at >20× coverage 
are achieved at a throughput of greater than 1 Gb per hour and 21 to 35 Gb per run.

Another example of third-generation sequencing is the Pacific Biosciences 
SMRT™ technology, which uses nanometer-size holes in a microchip, each con-
taining a single active f29 polymerase molecule. Incorporation of fluorescent-
labeled deoxynucleotides is detected by the longer duration of fluorescence of 
polymerase-bound nucleotides being incorporated compared to free unincorporated 
nucleotides. Cleavage of the fluorescent label, which is attached to the triphosphate 
backbone, occurs naturally as the polymerase releases the pyrophosphate moiety. 
This technology avoids the costly and time-consuming steps of sequential reagent 
addition, washing, and scanning common to second-generation sequencing plat-
forms, and given the high processivity of the f29 polymerase read lengths of over 
1,000 (sometimes up to 10,000) are possible with unamplified genomic DNA. Using 
hairpin adapters and rolling circle DNA synthesis, multiple reads for the same mol-
ecule are possible, increasing accuracy. While the system currently uses ~75,000 
sequencing “holes,” much higher throughput will be possible with significant 
increases in the number of parallel reactions.

Ultimately, large-scale sequencing technologies may be able to produce sequence 
information at high speed without using reagents—for example, by simple high-
throughput scanning of DNA molecules by physical methods, such as visualization 
by transmission electron microscopes (in development, e.g., by Halcyon Molecular 
and ZS Genetics), scanning tunneling microscopy [23], or physical measurement of 
the nucleotide bases as DNA flows in single file through a nanopore (e.g., Oxford 
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Nanopore Technologies, NobleGen Biotechnologies, IBM/Roche) [24–27]. These 
approaches will lead to truly inexpensive (<$100) and reliable genome-wide sequenc-
ing that will eventually enable routine genetic risk assessment for every individual.

10.5  �CONCLUSIONS

Current technologies for pharmacogenetic analysis are rapidly evolving. On one 
hand, the development of technologies for low-multiplexing, specific analysis of 
a restricted number of genetic variants of high significance for predicting drug 
response (such as CYP2C9, 2C19, 2D6, and VKORC1 polymorphisms) is focused on 
user-friendly, rapid, low complexity methodologies and instrumentation appropri-
ate for point-of-care use and for obtaining fast results of timely relevance to drug 
prescribing. On the other hand, the development of inexpensive, fast, and reliable 
whole-genome scanning or sequencing technologies will lead to universal, one-time 
testing of the population resulting in a paradigm shift away from individualized spe-
cific genetic assays and toward interpretation of genetic information for rational and 
personalized use of preventive and therapeutic measures to improve health.
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