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“The magnitude of the land problem can be summed
up here,” the Communist Party official said,
gesturing around us toward the bare, rocky
mountains wherekaingeros(slash-and-burn farmers)
were losing their fight to scrape a living from the
tired soil. “Look at these people, trying to cultivate
this rocky hillside. They have no other place to go.”

We were sitting in an NPA [New People’s Army]
camp in the Cordillera Mountains of Nueva Vizcaya
province in 1988 with a bird’s-eye view of the
desperate plight of Filipino peasants in this rugged
corner of the northern Philippines. In all directions,
the mountains had been almost entirely stripped of
trees by logging companies owned by powerful
politicians. Erosion was cutting deep grooves into
the severe slopes and carrying away the thin
remaining layer of precious topsoil. By night, the
mountainsides twinkled with the orange glow of
fires set bykaingerosas they prepared plots wrested
from the hardscrabble for June planting. By day, an
acrid pall of smoke and haze hung above the treeless
hills, which shimmered like a desert mirage in the
baking tropical sun.

(Gregg Jones, Red Revolution: Inside the
Philippine Guerrilla Movement)
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1
Introduction

IN RECENT YEARS, a number of analysts have argued that human-induced en-
vironmental pressures might seriously affect national and international se-
curity.1 These experts offer interesting and important arguments. But the
topic of “environmental security” encompasses an almost unmanageable array
of sub-issues, especially if we define “security” broadly to include general
physical, social, and economic well-being.2 For example, is the potential inun-
dation of coastal cities caused by climate change and rising seas a threat to
security? Does loss of biodiversity from deforestation risk the security of
future generations by limiting their opportunities to create new crops and
medicines?

We can narrow the scope of the problem by focusing on how environmental
stress affectsconflict rather than security. Still the topic is too vast. Environ-
mental stress might contribute to conflicts as diverse as war, terrorism, or dip-
lomatic and trade disputes. Moreover, it might have a great range of causal
roles: in some cases, it might be a proximate and powerful cause of conflict,
whereas in others, it might be only a minor and distant player in a tangled story
that involves many political, economic, and physical factors.

We can narrow the scope further by focusing on how environmental stress
affectsviolent national and international conflict. Intuitively, this topic seems
more tractable. In the 1970s and 1980s, experts suggested various ways such
violence might arise. Some proposed, for example, that environmental stress
might shift the balance of power among states either regionally or globally,
producing power instabilities that cause war.3 Others suggested that, as global
environmental damage increases the gap between the industrialized and devel-
oping worlds, poor nations might militarily confront the rich for a fairer share
of the planet’s wealth.4 Warmer temperatures could lead to contention over
new ice-free sea-lanes in the Arctic or more accessible resources in the Antarc-
tic.5 Bulging populations and land stress might produce waves of environ-
mental refugees that spill across borders and that undermine the domestic sta-
bility of receiving countries.6 Countries could fight among themselves over
dwindling supplies of river water and the effects of upstream pollution.7 In
poor countries that depend on agriculture, a sharp drop in food-crop produc-
tion could lead to strife between urban and rural dwellers or between nomads
and sedentary farmers.8 If environmental degradation tightens food supplies,
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exporters might use food as a weapon.9 More generally, some of these experts
argued, environmental stress could cause the gradual impoverishment of soci-
eties, both rich and poor, which would aggravate class and ethnic cleavages,
undermine liberal regimes, and spawn insurgencies.10

In sum, these experts suggested that environmental pressures could “ratchet
up” the level of stress within national and international society, increasing the
likelihood of many different kinds of conflict and impeding cooperative solu-
tions.11 Unfortunately, the early writings on the links between environment
and violence were often speculative, anecdotal, and imprecise. Some of the
more recent work of the subject—work that has received considerable atten-
tion—is little better.12

With this book, I hope to make the discussion less speculative and more
precise. Since 1989, I have been privileged to study the issue as a leader of
several large research projects that involved over one hundred experts from
fifteen countries. Organized principally by the Peace and Conflict Studies Pro-
gram at the University of Toronto and the American Academy of Arts and
Sciences in Cambridge, Massachusetts, these projects examined in detail six-
teen regional and country cases.13 Taken in conjunction with research by other
groups, especially in Switzerland and Norway, a clearer picture of the links
between environmental stress and violence has emerged.14 This picture is still,
in some ways, only a preliminary sketch; much research remains to be done.
Nevertheless, we can now say a good deal about how and where environmental
stress—or what I have come to call “environmental scarcity”—contributes to
social breakdown and violence.

In the following chapters, I survey and synthesize these recent findings. As
far as possible, I have written for a general audience, although the material
here should also be useful to scholars and students. The main body of the
text, especially the first chapters, will be accessible to a wide readership be-
cause all technical elaborations are in the endnotes and appendices, where
readers who want to pursue matters further should find all the information they
need.

Although careful analysis of past and current cases reveals the most likely
connections between environmental scarcity and violence, some of these con-
nections may not be widely observable until well into the next century. On the
basis of the preliminary research reported in this book, however, I believe that
in coming decades the world will probably see a steady increase in the inci-
dence of violent conflict that is caused, at least in part, by environmental scar-
city. Developing countries are likely to be affected sooner and more severely
than developed countries. They tend to be much more dependent on environ-
mental goods and services for their economic well-being; they often do not
have the financial, material, and human capital resources to buffer themselves
from the effects of environmental scarcities; and their economic and political
institutions tend to be fragile and riven with discord. It is probable, therefore,
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that poor countries will be less able to apprehend, prevent, or adapt to environ-
mental problems.

During coming decades, environmental scarcity could plausibly produce
five general types of violent conflict affecting these countries. Moving from
the most local to the most global type, these are:

1. Disputes arising directly from local environmental degradation caused, for in-
stance, by factory emissions, logging, or dam construction

2. Ethnic clashes arising from population migration and deepened social cleav-
ages due to environmental scarcity

3. Civil strife (including insurgency, banditry, and coups d’état) caused by envi-
ronmental scarcity that affects economic productivity and, in turn, people’s liveli-
hoods, the behavior of elite groups, and the ability of states to meet these changing
demands

4. Scarcity-induced interstate war over, for example, water
5. North-South conflicts (i.e., conflicts between the developed and developing

worlds) over mitigation of, adaptation to, and compensation for global environ-
mental problems like global warming, ozone depletion, threats to biodiversity, and
decreases in fishstocks15

Of these five types, the first is unlikely to cause more than sporadic, local-
ized violence. And, although some scholars emphasize the plausibility of the
fifth type of conflict, I believe that major, organized violence between the
North and the South will not occur. Of the remaining three types, I will show
that the fourth—interstate scarcity wars—is the least probable. Much of this
book, therefore, focuses on the remaining two types: ethnic clashes and civil
strife.

Social conflict—even violent conflict—is not always a bad thing. Mass mo-
bilization and civil strife can produce useful change in the distribution of land
and wealth and in institutions and processes of governance. Similarly, environ-
mental scarcity is not always a bad thing: it can stimulate technological en-
trepreneurship and institutional change, and it can produce international co-
operation by confronting states and transnational groups with tasks that require
collaboration.16 Moreover, because in repressive societies the environment is
often one of the few subjects of public discussion around which people can
organize relatively unhindered political activity, opposition groups often use
environmental issues as vehicles to rally dissent.

But I will argue here that many developing countries face increasingly com-
plex, fast-moving, and interacting environmental scarcities. These scarcities
can overwhelm efforts to produce constructive change and can actually reduce
a country’s ability to deliver reform. Consequently, environmental scarcity
sometimes helps to drive societies into a self-reinforcing spiral of violence,
institutional dysfunction, and social fragmentation. The negative effects of
severe environmental scarcity will often outweigh the positive.
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Aim and Structure of the Book

Our research program did not aim to identify all the factors that cause violent
conflict around the world; rather, it sought to determine whether a specific
factor—environmental scarcity—can be an important cause of violent conflict.

This is not the type of goal generally thought to guide social-scientific in-
quiry. Usually, researchers are interested in the whole range of factors that
influences the value of a specific “dependent variable,” such as the incidence
of violent conflict. They therefore ask, What factors—what “independent vari-
ables”—cause or explain changes in the value of dependent variable? But
researchers studying the links between environmental scarcity and conflict
have a different goal. They want to know whether, and how, aparticular inde-
pendent variable (in this case, environmental scarcity) can cause changes in the
value of the dependent variable (the incidence of conflict). Their emphasis
therefore shifts from explaining the value of the dependent variable to under-
standing the current and potential causal roles of a specific independent vari-
able and to understanding the specific nature of the causal relationship between
the two variables.17

This shift in focus is not uncommon. It is reasonable, for example, when two
conditions hold: first, when the value of a variable in a complex system is
changing significantly, or is thought likely to change significantly in the fu-
ture; and, second, when researchers want to know if this change will affect
other variables that interest them.18

These two conditions apply in environment-conflict research: evidence sug-
gests that environmental scarcity is getting worse rapidly in many parts of the
world; and the incidence of violent conflict around the world is of concern to
many researchers, analysts, and policymakers. Therefore, these people might
reasonably ask the following questions:

1. Can environmental scarcity contribute to violent conflict?
2. If yes, how can it contribute to conflict?
3. Is this contribution important?

This book addresses the above three questions. Identifying how environ-
mental scarcity can contribute to conflict—that is, answering question 2—
means identifying scarcity’s possiblecausal roles. To do this, I divide the
question into two further questions that correspond to the two arrows, or causal
steps, shown in figure 1.1: What are the important social effects (such as im-
poverishment and migrations) of environmental scarcity? And what types of
violent conflict, if any, are most likely to result from these social effects? I also
address some of the key factors that causally precede environmental scarcity
on the left of the figure, and I discuss important feedback loops (what social
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scientists sometimes callreciprocal causation)from violent conflict to envi-
ronmental scarcity.

Figure 1.1. Two Causal Steps

Arrow diagrams like figure 1.1 play a prominent role in the following chap-
ters (for an explanation of how to read such diagrams, see the appendix to
chapter 3). They bring order into the profusion of predictions about the links
between environmental scarcity and violent conflict. They help us identify key
interactions among simultaneous environmental problems, specify intervening
and interacting variables, and identify causal links across levels of analysis (for
example, from the urban level to the national and international levels). These
diagrams also help us answer the third question above, Is environmental scar-
city’s contribution to violence important?

Some skeptics argue that environmental scarcity is rarely an important
cause of violent conflict.19 Clearly, as I will stress in the following chapters,
environmental scarcity by itself is neither a necessary nor sufficient cause:
there are many conflicts around the world in which environmental scarcity
plays little role; and, when it does play a role, it always interacts with other
contextual factors—be they physical or social—to generate violence. But this
fact should not lead analysts to the conclusion that environmental scarcity is
always unimportant. After all, it is hard to identify any cause of violence that
is, by itself, either necessary or sufficient; the causes of specific instances of
violence are always interacting sets of factors, and the particular combination
of factors can vary greatly from case to case. If we want to gauge the causal
power of environmental scarcity’s contribution to a specific instance of vio-
lence, therefore, we must gauge its power relative to the other factors contrib-
uting to that violence.

This task, it turns out, is especially intractable; in fact, for many specific
cases it may well be impossible (I address the problem briefly in the appendix
to chapter 5). In this book, I therefore try to avoid entangling myself in the
metaphysical debate about the relative importance of causes. Instead, given the
preliminary nature of our research, I adopt a purely pragmatic criterion for
judging environmental scarcity’s importance in specific cases of violent con-
flict: Can the sources and nature of the conflict, I ask, be adequately understood
without including environmental scarcity as part of its causal story? For many
conflicts around the world—conflicts that preoccupy researchers, policy-
makers, and others—the answer is clearly “no.” For example, much of the
recent civil violence in Chiapas, South Africa, Pakistan, the Philippines, and
Haiti cannot be properly understood or explained without taking into account
the causal role of environmental scarcity. We must integrate ecological and
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environmental factors into our explanations of these conflicts; and it seems
reasonable to conclude, therefore, that environmental scarcity is an important
cause of these conflicts.

In the following seven chapters, I present my arguments in support of this
and other key conclusions. Chapter 2 is a nontechnical overview of the find-
ings of our research. In chapters 3 through 7, I present a theory of environ-
ment-conflict linkages. Chapter 3 reviews—in greatly simplified form—the
two-century debate between optimists and pessimists over the effects of popu-
lation growth and resource scarcity on prosperity, and it identifies the particu-
lar contribution of this book to that debate. Chapter 4 defines environmental
scarcity, specifies its main causes, and briefly describes the severity and likely
trajectory of the key environmental scarcities that currently affect our planet.
Chapter 5 then discusses ways in which the causes of environmental scarcity
interact. The chapter’s principal concern, however, is the nature of the causal
relationships represented by the left-hand arrow in figure 1.1; it identifies envi-
ronmental scarcity’s main negative social effects, including constrained agri-
cultural and economic productivity, migration, social segmentation, and dis-
rupted institutions.

Chapter 6 addresses the central issue of why some societies are able to adapt
well to environmental scarcity and do not, as a result, exhibit turmoil and
violence, whereas others experience major social stress. I argue that the latter
societies exhibit an “ingenuity gap” between the amount of social and techni-
cal ingenuity they need and the amount they actually supply. I also identify
several factors that can facilitate or hinder ingenuity supply.

In chapter 7, I bring all these ideas and arguments together into one core
model. I also specifically address the right-hand arrow in figure 1.1 by discuss-
ing in detail the main types of violent conflict likely to arise from environ-
mental scarcity and its negative social effects. In addition, I review the rela-
tionship between rapid urban growth and urban violence, the implications of
chronic strife within developing countries for international security, and (in the
chapter’s appendix) the logic of case selection to test and illustrate hypotheses.

In chapter 8, the book’s conclusion, I briefly recapitulate our research pro-
gram’s key findings, reply to some common skeptical arguments, and offer
suggestions for further research.

Key Research Concepts, Methods, and Goals

The concepts of “resource,” “resource scarcity,” and “environmental scarcity”
are key to my argument.Environmental scarcity, as I use the term, is scarcity
of renewable resources, such as cropland, forests, river water, and fish stocks.
This scarcity can arise, as we will see in chapter 4, from depletion or degrada-
tion of the resource, from increased demand for it, and from unequal distribu-
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tion. Unlike many analysts, I interpret all types of environmental depletion or
damage as various forms of scarcity of renewable resources. Deforestation
increases the scarcity of forest resources, water pollution increases the scarcity
of clean water, and climate change increases the scarcity of the regular patterns
of rainfall and temperature on which farmers rely.

As noted above, the effects of these environmental scarcities on society are
hard to analyze: causal processes are exceedingly complex, involving multiple
physical and social variables, feedback loops, interactive effects, and nonlinear
responses. Analysts often must trace out long and tangled chains of causation,
and data on key variables and processes are rarely abundant or of high quality.
Although the underlying influence of environmental factors on conflict may
sometimes be great, the complex and indirect causation in these systems
means that the scanty evidence available is always open to many interpreta-
tions. To complicate matters further, understanding environmental-social sys-
tems involves specifying links across levels of analysis usually regarded as
quite independent.

To cope with these difficulties, therefore, our researchers used an exacting,
step-by-step analysis of the causal processes operating in each of our regional
and country cases. Although we invariably encountered serious problems of
data quantity and quality, this “process tracing” nonetheless allowed us to
identify general patterns of environment-conflict linkages across multiple
cases. Each case, in other words, served as a data point in our general analysis;
as we produced more of these data points, we were able to induce from them
a general answer to the “how” question discussed above.

Our researchers had to adopt a pragmatic, but not cavalier, disregard for
disciplinary boundaries. Study of the relationship between environmental
stress and violence inevitably involves a daunting range of highly technical
fields, from soil science to developmental economics, from atmospheric chem-
istry to social psychology, and from demography to political science. Mem-
bers of our research team were drawn from at least a dozen fields in the natural
and social sciences. We developed tolerance for the idiosyncrasies and jargons
of fields other than our own, we practiced making the ideas within our special-
ties accessible to nonspecialists, and we worked together to combine the most
useful of these ideas into tools that helped us understand if and how environ-
mental scarcity contributes to violence. In the process, we have produced new
syntheses and concepts that cross disciplinary boundaries and that sometimes
violate conventions within specific disciplines. I hope that the specialists
among the readers of this book will be tolerant of our trespasses, appropria-
tions, and new constructions.

In the following chapters, I do not predict specific events in our future world
or specific characteristics of that world, although I do try to cast our view
forward several decades. Some readers might question whether it is possible to
offer any useful forecasts that far into the future about the environmental and
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social problems that human societies will face. But there are two reasons why
we should try. First, as we will see in chapter 4, we actually know enough
about the trends in human population growth and in the depletion and degrada-
tion of the planet’s environmental resources to say a good deal about what our
physical world will look like several decades from now, although the political
and social consequences of these trends are highly uncertain. Second, we are
passing through a moment in history when political and economic events are
fluid and social structures are more malleable than they have been for decades.
This situation provides opportunities for reform of our economic, political, and
social systems, but it also presents dangers. Many of the choices we make
during the next years—even small ones—will have large consequences far into
the future. If we are to do better than blindly stumble into the next century, we
must project these consequences as far into the future as we can.

The middle years of the next century are not as distant as they seem. Well
over one-third of the people currently alive will still be alive in 2050.20 The
children around us today will live with the consequences of the decisions we
make today.

Although I hope this book will be useful to policymakers, it does not offer
detailed policy recommendations. The book is diagnostic, not prescriptive.
The current policy environment is changing so rapidly—with changing aid
budgets, government restructuring, and economic globalization—that any spe-
cific recommendations will either be quickly outdated or entirely hortatory.
Moreover, each case of environmentally induced conflict is complex and
unique: each has a specific ecosystem, history, culture, economy, set of actors,
and set of power relations among these actors. Policy tools available in one
case will not be available in another, for wholly idiosyncratic reasons. Suc-
cessful policy intervention thus requires customization based on a careful anal-
ysis of the character of the specific case and of the policy tools available in that
case. In this book, therefore, I can do no more than give policymakers a rough
understanding of key causal processes and of useful intervention points in
these processes.

Nonetheless, I can offer four general comments about interventions. First,
there is no single solution or magic bullet that will always break the links
between environmental scarcity and violence. The causal systems in question
encompass huge numbers of interacting variables; interventions must there-
fore operate at many points to capitalize on these systems’ natural synergies.
Policymakers need to implement a broad and integrated set of responses at the
international, regional, national, and community levels. Second, early inter-
vention is generally better than late intervention. If policymakers wait till
widespread violence has broken out, it will probably be too intractable, too
complex, and too charged with emotion to resolve. Moreover, environmental
scarcity tends to produce diffuse and subnational violence of a kind that our
conventional military institutions do not, in general, handle well. Policy-
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makers should therefore emphasize proactive interventions that break the early
links in the causal chains described in this book.

Third, policy responses do not have to be capital-intensive: they can be
simultaneously effective and relatively inexpensive. Examples include greater
support for nongovernmental organizations that are rehabilitating local envi-
ronmental resources and for research on crops that can grow with eroded soil
and polluted water. Fourth and finally, effective policy interventions will not
necessarily be unique or special. The analysis in this book simply presents
another set of reasons for a range of interventions—from selective debt relief
to enhancement of indigenous technical capacity—that many experts have
long believed necessary to produce humane and rapid economic development
in poor countries around the world.



2
Overview

PRELIMINARY RESEARCH indicates that scarcities of critical environmental re-
sources—especially of cropland, freshwater, and forests—contribute to vio-
lence in many parts of the world. These environmental scarcities usually do
not cause wars among countries, but they can generate severe social stresses
within countries, helping to stimulate subnational insurgencies, ethnic clashes,
and urban unrest. Such civil violence particularly affects developing societies,
because they are, in general, highly dependent on environmental resources and
less able to buffer themselves from the social crises that environmental scarci-
ties cause.

Although this violence affects developing societies most, policymakers and
citizens in the industrialized world ignore it at their peril. It can harm rich
countries’ national interests by threatening their trade and economic relations,
entangling them in complex humanitarian emergencies, provoking distress
migrations, and destabilizing pivotal countries in the developing world.

In South Africa, for example, severe land, water, and fuelwood scarcities in
the former black homelands have helped drive millions of poor blacks into
squatter settlements around the major cities. The settlements are often con-
structed on the worst urban land, in depressions prone to flooding, on hillsides
vulnerable to slides, or near heavily polluting industries. Scarcities of land,
water, and fuelwood in these settlements help provoke interethnic rivalries and
violent feuds among settlement warlords and their followers. This strife jeop-
ardizes the country’s transition to democratic stability and prosperity.

In Pakistan, shortages and maldistribution of good land, water, and forests
in the countryside have encouraged millions of the rural poor to migrate into
major cities, such as Karachi and Hyderabad. The conjunction of this in-migra-
tion with high fertility rates is causing city populations to grow at an astonish-
ing 4 to 5 percent a year, producing fierce competition—and often violence—
among ethnic groups over land, basic services, and political and economic
power. This turmoil exacts a great toll on the national economy.

In Chiapas, Mexico, Zapatista insurgents rose against land scarcity and in-
secure land tenure caused by ancient inequalities in land distribution, by rapid
population growth among groups with the least land, and by changes in laws
governing land access. The insurgency rocked Mexico to the core, helped trig-
ger a peso crisis, and reminded the world that Mexico remains—despite the
pretenses of the country’s economic elites—a poor and profoundly unstable
developing country.
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The Critical Role of Environmental Resources

It is easy for the billion-odd people living in rich countries to forget that the
well-being of about half of the world’s population of 6.0 billion remains di-
rectly tied to local natural resources. Sixty to seventy percent of the world’s
poor people live in rural areas, and most depend on agriculture for their main
income; a large majority of these people are smallholder farmers, including
many who are semisubsistence (which means they survive mainly by eating
what they grow). Over 40 percent of people on the planet—some 2.4 billion—
use fuelwood, charcoal, straw, or cow dung as their main source of energy; 50
to 60 percent rely on these biomass fuels for at least some of their primary
energy needs. Over 1.2 billion people lack access to clean drinking water;
many are forced to walk far to get what water they can find.

The cropland, forests, and water supplies that underpin the livelihoods of
these billions are renewable. Unlike nonrenewable resources such as oil and
iron ore, renewables are replenished over time by natural processes. In most
cases, if used prudently, they should sustain an adequate standard of living
indefinitely. Unfortunately, in many regions where people rely on renewables,
they are being depleted or degraded faster than they are being renewed. From
Gaza to the Philippines to Honduras, the evidence is stark: aquifers are being
overdrawn and salinized, coastal fisheries are disappearing, and steep uplands
have been stripped of their forests leaving their thin soils to erode into the sea.

This environmental scarcity helps generate chronic, diffuse, subnational
violence—exactly the kind of violence that bedevils conventional military in-
stitutions. Around the world, we see conventional armies pinned down and
often utterly impotent in the face of interethnic violence or attacks by ragtag
bands of lightly armed guerrillas and insurgents. As yet, environmental scar-
city is not a major factor behind most of these conflicts, but we can expect it
to become a more important influence in coming decades because of larger
populations and higher per capita resource consumption rates.

In 1900, when the world’s human population was about 1.65 billion, its
annual growth was around 10 million; today, with a base of about 6.0 billion,
the annual growth is about 80 million. The fourfold increase in total world
population since 1900 has combined with much higher per capita consump-
tion of materials and energy to produce huge jumps in global energy con-
sumption, carbon emissions, water use, fish consumption, land degradation,
and deforestation.

Currently, the human population is growing by 1.3 percent a year. This
figure peaked at about 2.1 percent between 1965 and 1970 and has fallen since
then. In recent years, fertility rates have dropped surprisingly sharply in most
poor countries; women are having, on average, significantly fewer children.
But it is wildly premature to declare, as some commentators have, that the
problem of human population growth is behind us. The largest cohorts of girls
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ever born have yet to reach their reproductive years, which ensures tremendous
momentum behind global population growth. Consequently, even under the
most optimistic projections, the planet’s population will expand by almost a
third, or by about 2 billion people, by 2025.

Real economic product per capita is also currently rising by about 1.0 per-
cent a year. Combined with global population growth, Earth’s total economic
product is therefore increasing by about 2.3 percent annually. With a doubling
time of around thirty years, today’s global product of about $30 trillion should
exceed $50 trillion in today’s dollars by 2025.

A large component of this two-thirds growth will be achieved through yet
higher consumption of the planet’s natural resources. Already, as the geogra-
phers R. Kates, B. L. Turner, and W. C. Clark write, “transformed, managed,
and utilized ecosystems constitute about half of the ice-free earth; human-
mobilized material and energy flows rival those of nature.”1 Such changes are
certain to increase, because of the ever-greater scale and intensity of human
economic activity. We will see a decline in the total area of high-quality crop-
land, along with the widespread loss of remaining virgin forests. We will also
see continued degradation and depletion of rivers, aquifers, and other water
resources, and the further decline of wild fisheries.

Regional scarcities of these renewables are already affecting large popula-
tions in poor countries. But during the last decade, global environmental prob-
lems, especially climate change and stratospheric ozone depletion, have gener-
ally received more attention in the popular media in the industrialized world.
The social impacts of these problems, in particular of climate change, may
eventually be very large, but these impacts will probably not be decisively
clear until well into the next century. Moreover, climate change is most likely
to have a major effect on societies, not by acting as an isolated environmental
pressure, but by interacting with other long-present resource pressures, such as
degraded cropland and stressed water supplies.2 Although global atmospheric
problems are important, policymakers, the media, and the public in rich coun-
tries should focus more of their attention on regional environmental scarcities
of cropland, water, and forests in the developing world.

Sources of Environmental Scarcity

Environmental scarcities usually have complex causes. The depletion and deg-
radation of a resource are a function of the physical vulnerability of the re-
source, the size of the resource-consuming population, and the technologies
and practices this population uses in its consumption behavior. The size of the
population and its technologies and practices are, in turn, a result of a wide
array of other variables, from women’s status to the availability of human and
financial capital.
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In addition, resource depletion and degradation are together only one of
three sources of environmental scarcity. Depletion and degradation produce a
decrease in total resourcesupplyor, in other words, a decrease in the size of the
total resource “pie.” But population growth and changes in consumption be-
havior can also cause greater scarcity by boosting thedemandfor a resource.
Thus, if a rapidly growing population depends on a fixed amount of cropland,
the amount of cropland per person—the size of each person’s slice of the re-
source pie—falls inexorably. In many countries, resource availability is being
squeezed by both these supply and demand pressures.

Finally, scarcity is often caused by a severe imbalance in the distribution of
wealth and power that results in some groups in a society getting dispropor-
tionately large slices of the resource pie, whereas, others get slices that are too
small to sustain their livelihoods. Such unequal distribution—or what I call
structuralscarcity—is a key factor in virtually every case of scarcity contribut-
ing to conflict. Often the imbalance is deeply rooted in institutions and class
and ethnic relations inherited from the colonial period. It is frequently sus-
tained and reinforced by international economic relations that trap developing
countries into dependence on a few raw material exports. It can also be re-
inforced by heavy external debts that encourage countries to use their most
productive environmental resources—such as their best croplands and for-
ests—to generate hard currency rather than to support the most impoverished
segments of their populations.

In the past, analysts and policymakers have usually addressed these three
sources of scarcity independently. But research shows that supply, demand,
and structural scarcities interact and reinforce each other in extraordinarily
pernicious ways.

One type of interaction isresource capture. It occurs when powerful groups
within a society recognize that a key resource is becoming more scarce (due to
both supply and demand pressures) and use their power to shift in their favor
the laws and institutions governing resource access. This shift imposes severe
structural scarcities on weaker groups. Thus, in Chiapas, worsening land scar-
cities, partly caused by rapid population growth, encouraged powerful land-
owners and ranchers to exploit weaknesses in the state’s land laws in order to
seize lands from campesinos and indigenous farmers. Gradually these peasants
were forced deeper into the state’s lowland rain forest, farther away from the
state’s economic heartland, and deeper into poverty.

In the Jordan River basin, Israel’s critical dependence on groundwater flow-
ing out of the West Bank—a dependence made acute by an increasing Israeli
population and salinization of aquifers along the Mediterranean coast—has
encouraged Israel to restrict groundwater withdrawals on the West Bank dur-
ing the occupation. These restrictions have been far more severe for Pales-
tinians than for Israeli settlers. They have contributed to the rapid decline in
Palestinian agriculture in the region, to the dependence of Palestinians on
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day labor within Israel and, ultimately, to rising frustrations in the Palestinian
community.

Another kind of interaction,ecological marginalization, occurs when a
structural imbalance in resource distribution joins with rapid population
growth to drive resource-poor people into ecologically marginal areas, such as
upland hillsides, areas at risk of desertification, and tropical rain forests.
Higher population densities in these vulnerable areas, along with a lack of the
capital and knowledge needed to protect local resources, causes local resource
depletion, poverty, and eventually further migration, often to cities.

Ecological marginalization affects hundreds of millions of people around
the world, across a wide range of geographies and economic and political
systems. We see the same process in the Himalayas, Indonesia, Central Amer-
ica, Brazil, Rajasthan, and the Sahel. For example, in the Philippines, an ex-
treme imbalance in cropland distribution between landowners and peas-
ants has interacted with high population growth rates to force large numbers
of the landless poor into interior upland regions of the archipelago. There,
the migrants use slash-and-burn agriculture to clear land for crops. As more
millions arrive from the lowlands, new land becomes hard to find; and as
population densities on the steep slopes increase, erosion, landslides, and
flash floods become critical. During the 1970s and 1980s, the resulting pov-
erty helped drive many peasants into the arms of the communist New Peo-
ple’s Army insurgency that had a stranglehold on upland regions. Poverty
also drove countless others into wretched squatter settlements in cities like
Manila.

The Importance of Context

Of course, numerous contextual factors have combined with environmental
and demographic stress to produce these outcomes. Environmental scarcity is
never a sole or sufficient cause of large migrations, poverty, or violence; it
always joins with other economic, political, and social factors to produce its
effects. In the Filipino case, for example, the lack of clear property rights in
upland areas encouraged migration into these regions and discouraged mi-
grants from conserving the land once they arrived. And President Marcos’s
corrupt and authoritarian leadership reduced regime legitimacy and closed off
options for democratic action by aggrieved groups.

Analysts often overlook the importance of such contextual factors and, as a
result, jump from evidence of simple correlation to unwarranted conclusions
about causation. Some commentators, for instance, have asserted that rapid
population growth, severe land scarcity, and the resulting food shortfalls
caused the 1994 Rwandan genocide. In an editorial in August 1994, the Wash-
ington Post argued that, while the Rwandan civil war was “military, politi-
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cal, and personal in its execution,” a key underlying cause was “a merciless
struggle for land in a peasant society whose birthrates have put an unsustain-
able pressure on it.”3 Yet close analysis shows that the genocide arose mainly
from a conventional struggle among elites for control of the Rwandan state.
Land scarcity played at most a peripheral role by reducing regime legitimacy
in the countryside and restricting alternatives for elite enrichment outside of
government.4

Although context is important, analysts should avoid swinging to the oppo-
site extreme, in which the causal role of environmental scarcity is entirely
subordinated to that of contextual factors. For example, some skeptics claim
that environmental scarcity’s contribution to conflict merits little independent
attention, because scarcity is wholly a result of political, economic, and social
factors, such as failed institutions and policies.5 Since these factors are the
ultimate causes of the conflict, policymakers trying to prevent conflict should
focus on them and not on the scarcity. But our research has identified three
reasons why such arguments are incomplete at best.

First, environmental scarcity is not only influenced by social factors like
institutions and policies, it can itself affect these institutions and policies in
harmful ways. In other words, we should not assume that institutions and pol-
icies, taken together, are a completely independent and external starting point
in the causal chain; it turns out that they can be shaped by environmental
scarcity, sometimes negatively. For instance, during the 1970s and 1980s the
prospect of chronic food shortages and a serious drought encouraged govern-
ments along the Senegal River to build a series of irrigation and flood-control
dams. Because of critical land scarcities elsewhere in the region, land values in
the basin shot up. In order to profit from this change, the Mauritanian govern-
ment, controlled by Moors of Arab origin, captured the resource by rewriting
the laws governing land ownership and abrogating the traditional rights of
black Mauritanians to farm, herd, and fish along the Mauritanian side of the
river. Thus, regional land and water scarcity influenced Mauritania’s institu-
tions and laws of land ownership in a way that harmed the interests of a sub-
stantial fraction of the country’s population.

Second, the degree of environmental scarcity a society experiences is not, as
it turns out, wholly a result of economic, political, and social factors, such as
failed institutions and policies; it is also partly a function of the particular
physical characteristics of the society’s surrounding environment. These char-
acteristics are, in some respects, independent of human activities. For instance,
the depth of soils in the Filipino uplands prior to land-clearing and the fea-
tures that make Israel’s aquifers vulnerable to salt intrusion are physical
“givens” of these environmental resources. Third, once environmental scarcity
becomes irreversible (as, for example, when Haiti’s vital topsoil washes into
the sea), then the scarcity is, almost by definition, an external influence on
society. Even if enlightened reform of institutions and policies removes the
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underlying political and economic causes of the scarcity, because the scarcity
itself is irreversible, it will remain a continuing burden on society.

Policymakers will neither adequately understand nor respond to many im-
portant cases of civil violence around the world—cases such as the Filipino
insurgency or the chronic instability in Haiti—if they do not take into account
the independent causal role of environmental scarcity.

Pivotal Countries

Scarcity-induced resource capture by Moors in Mauritania helped ignite vio-
lence over water and cropland in the Senegal River basin, producing tens of
thousands of refugees. Expanding populations, land degradation, and drought
spurred the rise of the Sendero Luminoso guerrillas in the southern highlands
of Peru. In Haiti, forest and soil loss has worsened a persistent economic crisis
that generates strife and periodic waves of boat people. And land shortages in
Bangladesh, exacerbated by fast population growth, have prompted millions
of people to migrate to India—an influx that has, in turn, caused ethnic strife
in the state of Assam.

Close study of such cases shows that severe environmental scarcity can
constrain local food production, aggravate poverty of marginal groups, spur
large migrations, enrich elites that capture resources, deepen divisions among
social groups, and undermine a state’s moral authority and capacity to govern.
Marginal groups that are highly dependent on increasingly scarce resources
find themselves trapped in a vise between rising scarcity on one side and insti-
tutional and policy failures on the other. These long-term, tectonic stresses can
slowly tear apart a poor society’s social fabric, causing chronic popular unrest
and violence by boosting grievances and changing the balance of power
among contending social groups and the state. (Support for this claim comes
not only from close qualitative study of multiple cases: statistical analysis of
data from over one hundred countries on land degradation, water pollution,
and forest loss shows a significant correlation between environmental degra-
dation and civil strife.6)

Thus, environmental scarcity is mainly anindirect cause of violence, and
this violence is mainlyinternal to countries. It is not the type of violence that
analysts commonly assume will occur when critical resources are scarce—that
is, “resource wars” among countries, in which scarcity directly stimulates one
country to try to seize the resources of another.

Although this internal violence may not be as conspicuous or dramatic as
wars among countries, it may nonetheless have broad implications. Some of
the countries worst affected by internal environmental scarcity arepivotal;
in other words, their stability and well-being profoundly affect broader re-
gional and world security.7 These countries include South Africa, Mexico,
Pakistan, India, and China. India and China deserve particular attention be-
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cause of their size and importance; together they make up nearly 40 percent of
the world’s population. Although neither currently exhibits widespread vio-
lence in which environmental factors play a role, in both cases, there are clear
reasons to believe that environmentally induced violence may be widespread
in the future.

India

Since independence, India has often seemed on the brink of disintegration. But
it has endured, despite enormous difficulties, and by many measures the coun-
try has made real progress in bettering its citizens’ lives. Recent economic
liberalization has produced a surge of growth and a booming middle class
(often estimated at 150 million strong). However, the country’s prospects re-
main uncertain at best.

Although India has reduced its fertility rates significantly, the rate of popu-
lation growth in 1998 is still high, at about 1.5 percent a year. India’s popula-
tion in 1998 is 975 million, and it expands by some 15 million people annu-
ally, which means it adds the equivalent of Indonesia to its population every
14 years. About 700 million of these people live in the countryside, and one-
third still lack the income to buy a nutritionally adequate number of calories.8

The UN’s latest low and medium projections for India’s population in 2025 are
1.22 and 1.33 billion, respectively.9

Already, water scarcities and cropland fragmentation, erosion, and saliniza-
tion are widespread. Fuelwood shortages, deforestation, and desertification
also affect broad tracts of countryside. Robert Repetto writes:

In most respects, India’s environment has deteriorated markedly since [1970]. In
canal-irrigated areas, dams are rapidly silting up because of deforestation upstream,
and millions of hectares of farmland have become waterlogged or salinized because
water has been applied improperly. In large areas where tubewell development has
been intensive, water tables are falling; in coastal areas, salt water is invading and
ruining the aquifers, depriving tens of millions of people of drinking and irrigation
water. In areas of intensive farming, deficiencies in organic matter and micronutri-
ents have emerged and limit crop yields.

In the uncultivated parts of rural India, two thirds of the total area, overharvesting
of fuelwood and overgrazing of livestock—combined with unsustainable rates of
commercial exploitation—have devegetated the landscape. . . . Large-scale soil ero-
sion and disruption of hydrological flows have resulted. Increasing shortages of fuel-
wood, fodder, and other useful products of India’s commons have added to the dep-
rivations of the rural poor, especially women, who are most dependent on those
resources.10

Rural resource scarcities and population growth have combined with an
inadequate supply of rural jobs and economic liberalization in cities to widen
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wealth differentials between countryside and urban areas. These differentials
propel waves of rural-urban migration. The growth rates of many of India’s
cities are nearly twice that of the country’s population, which means that cities
like Delhi, Mumbai, and Bangalore double in size every twenty years. Their
infrastructures are overtaxed: Delhi has among the worst urban air pollution
in the world, power and water are regularly unavailable, garbage is left in
the streets, and the sewage system can handle only a fraction of the city’s
wastewater.

India’s growing population has sometimes impeded the loosening of the
state’s grip on the economy: as the country’s workforce expands by 6.5 million
a year, and as resentment among the poor rises against those castes and classes
that have benefited most from economic liberalization, left-wing politicians
have been able to exert strong pressure to maintain subsidies of fertilizers,
irrigation, and inefficient industries and to retain statutory restrictions on
corporate layoffs. Rapid population growth has also led to fierce competition
for limited status and job opportunities in government and education.11 At-
tempts to hold a certain percentage of such positions for lower castes have
caused bitter intercaste conflict. The right-wing Bharatiya Janata Party has
often capitalized on upper- and middle-caste resentment of encroachment on
their privileges, mobilizing this resentment against minorities like Muslims.

These pressures are largely beyond the control of India’s increasingly cor-
rupt and debilitated political institutions. At the district and state levels, politi-
cians routinely hire local gang leaders or thugs to act as political enforcers. At
the national level, kickbacks and bribes have become common in an economic
system still constrained by bureaucracy and quotas. The central government in
Delhi and many state governments are widely seen as unable to manage
India’s rapidly changing needs and, as a result, have lost much of their legiti-
macy. Furthermore, the mid-1990s have seen a sharp weakening of the Con-
gress Party, which has traditionally pulled together the interests of multiple
sectors of Indian society. The parties that have gained at Congress’s expense
represent a profusion of narrow caste, class, religious, and regional interests.

Although in recent decades the exploding megacities of the developing
world have been remarkably quiet, India shows the record may be changing:
the country’s widespread urban violence in early 1993, following the demoli-
tion of Babri Masid mosque, was concentrated in the poorest slums of cities
like Ahmadabad and Mumbai. Gang rapes, murders, and acts of arson contin-
ued for months after the demolition. Although Western commentators usually
described the unrest as strictly communal between Hindus and Muslims, in
actual fact Hindus directed many of their attacks against recent Hindu migrants
from rural areas.12 B. K. Chandrashekar, a sociology professor at the Indian
Institute of Management, says that “the communal violence was quite clearly
a class phenomenon. Indian cities became the main battlegrounds because of
massive migrations of the rural poor in the past decades.”13



21OV E RV I E W

Indian social institutions and democracy are now under extraordinary strain.
The strain arises from a rapid yet incomplete economic transition, from widen-
ing gaps between the wealthy and the poor, from chronically weak political
institutions, and, not least, from continued population growth and worsening
environmental scarcities. Should these converging pressures cause major in-
ternal violence—or, in the worst case, should they cause the country to frag-
ment into contending regions—the economic, migration, and security conse-
quences for the rest of the world would be staggering.

China

Population growth and environmental scarcities are also putting extreme pres-
sure on China’s populace and government. Most experts and commentators on
China have been distracted by the phenomenal economic boom in the coun-
try’s coastal areas. They have tended to project these trends onto the rest of the
country and to neglect the dangers posed by demographic and environmental
stresses.14 But, as with India, the costs of misreading the Chinese situation
could be very high. The country has over a fifth of the world’s population, a
huge military with growing power-projection capability, and unsettled rela-
tions with some of its neighbors. The effects of Chinese civil unrest and inter-
nal disruption could spread far beyond its borders.

In recent years, China has embarked on an economic and social transition
that is almost unimaginably complicated. Countless urgent problems, some
small and some very large, must be addressed immediately as the country
develops at breakneck speed. Given China’s vast population, this transition
will be far harder than that of South Korea or Taiwan, two countries that opti-
mistic commentators often consider exemplars. The management demands on
the central, provincial, and local Chinese governments are without precedent
in human history.

Chinese leaders recognize that unchecked expansion of the country’s al-
ready huge population—now around 1.25 billion—will make economic devel-
opment far more difficult. Fertility rates peaked during the Cultural Revolution
between 1969 and 1972. Population growth peaked at about 13 million per
year in the mid-1990s, as the babies born during the Cultural Revolution
reached their reproductive years.

In the late 1980s and early 1990s, specialists tempered their optimism about
Chinese ability to bring population growth down to replacement rate.15 Market
liberalization in the countryside had undermined the one-child policy. In rural
areas, state coercion seemed less effective, and peasants enriched by market
reforms could more easily pay fines levied for having too many children. In
some provinces, therefore, it became common for mothers to bear two or more
children. More recent evidence, however, suggests that Chinese authorities
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have renewed their commitment to limiting population growth. In response to
often extremely coercive measures by low-level officials, fertility rates have
fallen below two children per woman for the first time.16 But experts are not
sure that this accomplishment can be sustained for long, and even if it is,
China’s population will continue to grow well into the next century. The UN’s
current low and medium projections for China’s population in 2025 are 1.37
and 1.48 billion, respectively.

Larger populations and higher per capita resource consumption (resulting
from economic growth) aggravate regional scarcities of water and land. Water
shortages in much of northern and western China are now critical and con-
strain development.17 In 1995, the great Yellow River, still referred to as the
“sorrow of China” because of its catastrophic floods in years passed, was dry
at its mouth for over one hundred days because of upstream withdrawals. The
aquifers under Beijing supply 50 percent of the city’s water, but their water
levels are falling by a meter a year, causing the ground to sink throughout the
region as groundwater is extracted. The central government has responded by
announcing plans to build a giant canal to move 15 billion metric tons of water
annually from a tributary of the Yangtze River in the south to northern regions,
including Beijing, a distance of almost fourteen hundred kilometers. If built,
this canal will be one of the great engineering feats of human history, cutting
across hundreds of geological formations, streams, and rivers; the current plan
is to construct an eight-kilometer siphon to suck the water under and past the
Yellow River.18

The industrial city of Taiyuan, the capital of the central province of Shanxi,
is a microcosm of the challenges faced by China’s resource managers.19 Situ-
ated in a valley surrounded by mountains that are rich with coal, Taiyuan is an
important and rapidly growing producer of steel and chemicals. Long ago the
city’s demand for water for its industries, homes, and agriculture outstripped
the supply of the local Fen River, requiring ever-higher extractions of ground-
water from wells. As in Beijing, the water table is dropping rapidly. A large
spring in the valley used for irrigation, a site marked by one of China’s best-
known Buddhist temples, has almost gone dry. To make matters worse, the
city and its industries produce hundreds of thousands of tons of heavily pol-
luted waste water each day, much of which is dumped into the Fen untreated
or only minimally treated.

Because agricultural land is so scarce in the region, as throughout China,
Taiyuan cannot afford to stop irrigating the rice, wheat, and vegetable fields in
the valley. But Fen River water is increasingly laden with dangerous chemicals
and salts, most seriously cancer-causing benzene. Local water managers ac-
knowledge that the use of Fen water is slowly ruining the valley’s soil, poison-
ing its crops, and lowering agricultural yields. The only solution is to dilute the
river water with groundwater, but this resource is already overtaxed. The man-
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agers must therefore make a dreadful trade-off between further damaging the
valley’s soils and food production and maintaining water supplies to the city’s
industries and homes.

Senior officials in Taiyuan readily admit that the water problems, if not
solved, will eventually cap economic growth in the region; already they
must sometimes shut down factories in summer because of shortages. But all
the potential solutions—more conservation and recycling, or pumping water
150 kilometers from the already depleted Yellow River—demand new tech-
nologies and large amounts of capital. The officials say that they do not have
the know-how or funds to solve their water crisis adequately.

Water scarcity is only one of a host of evermore tangled resource problems
in China.20 At about a tenth of a hectare per capita, cropland availability is
among the lowest in the developing world. Several hundred thousand hectares
of farmland are lost every year to erosion, salinization, and urban expansion.
Tracts of villas and suburban-style homes are gobbling up rich rice fields
around major cities. Near many towns and cities, new Special Economic
Zones—industrial parks that offer tax and service advantages to foreign inves-
tors—sprawl across good farmland. Each new auto-assembly plant, poultry-
processing site, or paint factory takes a further chunk of valuable farmland.
When these losses are combined with population growth, the amount of crop-
land per person is falling steadily by 1.5 percent a year.

Continued population growth and worsening environmental scarcities make
China’s rapid economic and social transition harder in many ways. First of all,
they increase wealth gaps between the cosmopolitan coast, which is linked to
the Pacific economy, and the more conservative interior and northern regions
where water and fuelwood are desperately scarce and the land often badly
damaged. Although economic growth in many interior regions has been fast,
it has tended to lag far behind growth in regions closer to the coast. This
widening gap has spurred a circular migration of people in search of economic
opportunity—a huge flow, often estimated at 100 million people, moving back
and forth between rural areas and coastal cities.

One of human history’s great migrations, this movement has gone largely
unremarked in the West, yet a visitor sees its evidence everywhere. The halls,
corridors, and stairwells of major train stations teem with weathered and di-
sheveled peasants from the countryside on their way to the city. In big cities,
construction sites are lined with the tents and shacks of workers from rural
areas; in Shanghai alone, over a million newcomers live on construction sites,
moving from one to another as work demands. This flood of rural migrants has
produced a jump in crime and a widely remarked drop in cleanliness and hy-
giene in the big cities.

Resource shortages increase wealth gaps not only between regions, but also
between rich and poor people within regions. Shortages of land and water
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increase opportunities for powerful members of China’s elite—often well-
connected members of the Communist Party or their family members—to gain
windfall profits through speculation.

In addition, environmental problems and population growth boost the al-
ready huge capital demands faced by the state and the economy. New dams
and canals have to be built to store scarce water and move it around, cheap
housing is needed for rural-urban migrants, and agricultural stations and re-
search laboratories need funding to increase food output. Yet between 1978
and 1994, central and local government revenues as a percentage of gross
domestic product (GDP) fell by almost two-thirds; the figure for central gov-
ernment revenue alone (at a mere 3.9 percent in 1994) was among the lowest
in the world.21 As a result, one sees rooms full of advanced equipment sitting
idle in leading research labs—including labs dedicated to solving China’s crit-
ical water and agricultural problems—while scientists read novels for lack of
research funds. Meanwhile, in the private sector, too much capital is being
channeled into high-margin luxury shopping centers, villas, and office build-
ings in cities like Shanghai.

Finally, resource and environmental stresses increase the susceptibility of
the Chinese economy and society to sudden shocks like droughts, floods, and
sharp changes in the international economy. A visitor gets the overriding im-
pression that the country has a razor-thin margin for error when it comes to
basics such as energy, food, and water. The leadership, media, and general
public are acutely aware, for instance, of national food production. A slight
shortfall in grain production in 1994 pushed up inflation sharply; in each June,
the whole country seems to breath a sigh of relief if a good wheat harvest is
announced. Serious environmental scarcities and population pressures mean
there is little slack in the system to keep the effects of sudden, unanticipated
shocks from propagating through the economy and society.

These three problems—rising wealth differentials, capital shortfalls, and
susceptibility to shocks—are not unmanageable, but they demand consistently
strong, competent, and resilient government at all levels of society. Unfortu-
nately, the Chinese national government today lacks robust moral authority
among the Chinese public. A high degree of moral authority—orlegitimacyas
political scientists like to call it—is key to the country’s long-term stability.

It is true that the Communist Party has a deep reservoir of support among
the Chinese, because it unified China, made the country respected around the
world, and guaranteed the basics of life to its people. Yet communist ideology
no longer serves as a moral glue; in the wake of the Cultural Revolution, it
attracts virtually no support. Moreover, the crackdown following the 1989
Tiananmen Square massacre halted the evolution of alternative political ideas
and institutions that might have formed the foundation for a newly legitimized
Chinese state. Debate over central political questions—the rate of democrati-
zation, the nature of political representation, and the like—has been largely
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suspended. In this vacuum, the legitimacy of China’s national government
now mainly rests on two pillars: continued economic growth and nationalism.
The nationalism, in turn, centers on a cluster of issues, including Chinese do-
minion over Taiwan, Tibet, and several groups of tiny islands in the South
China Sea.

Even a brief slackening of economic growth would accentuate the under-
lying stresses posed by increasing wealth differentials and capital shortfalls.
During this delicate period of economic transition, marginal groups—such as
poor farmers, rural-urban migrants, and workers in state industries that are
being streamlined—are especially vulnerable. The Chinese state no longer
guarantees an “iron rice bowl,” or bottom-line social security, for the weakest
members of its population. Yet the labor force grows relentlessly by 6 million
people a year. If the economy falters, the potential for urban and rural unrest
could encourage a regime struggling for legitimacy to retreat to evermore ag-
gressive nationalism.

We all have a stake in the success of the grand Chinese experiment with
economic liberalization. In a land of scarce environmental resources and a
still-expanding population, rapid economic growth is essential to provide cap-
ital, jobs, and know-how. But this rapid growth itself often worsens the coun-
try’s underlying resource scarcities and environmental problems, and these
problems, in turn, threaten growth. Whether and how China breaks out of this
vicious cycle will shape much of human history for decades, if not centuries,
to come.

Ingenuity and Adaptation

Some people reading the preceding accounts of India and China will say “non-
sense!” They will argue that market reforms and adequate economic growth
will enable these countries to manage their problems of population growth,
environmental stress, and poverty relatively easily.

These optimists, who are often economists, generally claim that few if any
societies face strict limits to population or consumption. Many intervening
factors—physical, technological, economic, and social—permit great resil-
ience, variability, and adaptability in human-environmental systems. In par-
ticular, they claim, properly functioning economic institutions, especially mar-
kets, can provide incentives to encourage conservation, resource substitution,
the development of new sources of scarce resources, and technological inno-
vation. Increased global trade allows resource-rich areas to specialize in pro-
duction of goods (like grain) that are derived from environmental resources,
while other areas specialize in nonresource-intensive production, such as ser-
vices and high technology. These economic optimists are commonly opposed
by neo-Malthusians—often biologists and ecologists—who claim that finite
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natural resources place strict limits on the growth of human population and
consumption both regionally and globally; if these limits are exceeded, pov-
erty and social breakdown result.

The debate between these two camps is now largely sterile. Nevertheless,
although neither camp tells the whole story, each grasps a portion of the truth.
The economic optimists are right to stress the extraordinary ability of human
beings to surmount scarcity and improve their lot. The dominant trend over the
past two centuries, they point out, has not been rising scarcity but increasing
aggregate wealth. In other words, most important resources have becomeless
scarce, at least in economic terms.

The optimists also provide a key insight that we should focus on the supply
of human ingenuity in response to increasing resource scarcity rather than on
strict resource limits. Many societies adapt well to scarcity without undue
hardship to their populations; in fact, they often end up better off than they
were before. In these societies, necessity is the mother of invention; they sup-
ply enough ingenuity in the form of new technologies and new and reformed
social institutions—like efficient markets, clear and enforced property rights,
and effective government—to alleviate the effects of scarcity.

The critical question then is, What determines a society’s ability to supply
this ingenuity? The answer is complex: different countries—depending on
their social, economic, political, and cultural characteristics—will respond to
scarcity in different ways and, as a result, they will supply varying amounts
and kinds of ingenuity.

In the next decades, growing populations, rising per capita resource con-
sumption, and persistent inequalities in resource access guarantee that scarci-
ties of renewables will affect many poor countries with unprecedented sever-
ity, speed, and scale. As a result, resource substitution and conservation tasks
will be more urgent, complex, and unpredictable, boosting the need for many
kinds of ingenuity. In other words, these societies will have to be smarter—
technically and socially—in order to maintain or increase their well-being in
the face of rising scarcities.

Optimists often make the mistake of assuming that an adequate supply of
the right kinds of ingenuity is always assured. But supply will be constrained
by a number of factors, including the brain drain out of many poor societies,
limited access to capital, and often incompetent bureaucracies, corrupt judicial
systems, and weak states. Moreover, markets in developing countries fre-
quently do not work well: property rights are unclear; prices for water, forests,
and other common resources do not adjust accurately to reflect rising scarcity;
and thus incentives for entrepreneurs to respond to scarcity are inadequate.
Most importantly, however, the supply of ingenuity can be restricted by
stresses generated by the very resource crises the ingenuity is needed to solve.
Scarcity can engender intense rivalries among interest groups and elite factions
that impede the development and delivery of solutions to resource problems.
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It changes the behavior of subgroups within societies by changing their profit
and loss calculations in ways that can exacerbate political conflict.

It turns out that we cannot leave to economists the task of predicting the
social consequences of severe environmental scarcity. Politics—the some-
times nasty struggle for relative advantage and power among narrow groups—
is a key factor affecting whether or not societies adapt successfully to environ-
mental scarcity.

In Haiti, for example, shortages of forests and soil have inflamed competi-
tion among social groups; this competition, in turn, obstructs technical and
institutional reform. In some cases, powerful groups that profit from high fuel-
wood prices have ripped up the seedlings of reforestation projects to keep
the supply of fuelwood limited. In the Indian state of Bihar, which has some
of the highest population growth rates and rural densities in the country, land
scarcity has deepened divisions between landholding and peasant castes, pro-
moting intransigence on both sides that has helped bring land reform to a halt.
In South Africa, scarcity-driven migrations into urban areas, and the resulting
conflicts over urban environmental resources (such as land and water), have
encouraged communities to segment along lines of ethnicity or residential
status. This segmentation has shredded networks of trust and eviscerated local
institutions. Powerful warlords, linked to Inkatha or the African National Con-
gress, have taken advantage of these dislocations to manipulate group divi-
sions within communities, often producing horrific violence and further insti-
tutional breakdown.

Societies like these face a widening “ingenuity gap” as their requirement for
ingenuity to deal with environmental scarcity rises while their supply of inge-
nuity stagnates or drops. A persistent and serious ingenuity gap raises griev-
ances and erodes the moral and coercive authority of government, which
boosts the probability of serious civil turmoil and violence. This violence fur-
ther undermines the society’s ability to supply ingenuity. If these processes
continue unchecked, the country may fragment as the government becomes
enfeebled and peripheral regions come under the control of renegade authori-
ties. Countries with a critical ingenuity gap therefore risk becoming trapped in
a vicious cycle, in which severe scarcity further undermines their capacity to
mitigate or adapt to scarcity.

In coming decades, we can expect an increasing division of the world into
those societies that can keep the ingenuity gap closed—thus adapting to envi-
ronmental scarcity and avoiding turmoil—and those that cannot. If several
pivotal countries fall on the wrong side of this divide, humanity’s overall pros-
pects will dramatically worsen. Such a world will be neither environmentally
sustainable nor politically stable. The rich will be unable to fully isolate them-
selves from the crises of the poor, and there will be little prospect of building
the sense of global community needed to address the array of grave prob-
lems—economic, political, as well as ecological—that humanity faces.
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Two Centuries of Debate

DISCUSSION of the relationship between population growth, natural resource
scarcity, and prosperity dates back to Confucius and Plato. But vigorous de-
bate began only with the writings of the British clergyman and economist
Thomas Malthus in the late eighteenth century.

At some risk of oversimplification, I identify three main positions in today’s
version of this debate, two of which I have already highlighted in the previous
chapter.1 As noted there, neo-Malthusians, who are often biologists or ecolo-
gists, claim that finite natural resources place strict limits on the growth of
human population and consumption; if these limits are exceeded, poverty and
social breakdown result.2 Economic optimists, in contrast, say that there need
be few, if any, strict limits to population and prosperity. These optimists are a
diverse group including neoclassical economists, economic historians, and
agricultural economists.3 They say that properly functioning economic institu-
tions, especially markets, provide incentives to encourage conservation, re-
source substitution, development of new sources of scarce resources, and tech-
nological innovation.4 Finally, analysts whom I calldistributionists (and
whom I did not mention in the previous chapter, because they currently receive
much less attention in the popular debate) say that the real problem is the
maldistribution of resources and wealth. Poverty and inequality, in their view,
are causes, not consequences, of high population growth rates and practices
that deplete resources.5

This debate has become sterile. In most popular accounts, it is two-sided:
the protagonists are arch-optimists like Julian Simon, who believe there are no
limits to human population growth and wealth, and arch-pessimists like Paul
Ehrlich, who argue that the human population is already far too large for the
earth’s resource base.6 Although these bitter exchanges accomplish little, the
underlying dispute is not frivolous. The paradigms underpinning the three
positions have tremendous influence in the world. In particular, economic opti-
mism guides the responses of the World Bank and other multilateral develop-
ment agencies to resource problems in poor countries; and it informs commen-
tary in influential business-oriented newspapers, magazines, and books.7 The
neo-Malthusian view prevails in the mass media and in the green movement.
Distributionist sentiment saw its widest influence in the 1970s and 1980s, es-
pecially in developing countries.
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Often, it seems, such perspectives reflect deep personal orientations to the
world more than empirical evidence. The political scientist Kal Holsti notes
that people face “multiple realities” when considering these issues; it is possi-
ble to build a thoroughly supported case for a great range of points of view.
“My impression is that many of the theoretical arguments . . . are really de-
bates about optimism and pessimism, our very general outlooks toward the
world in which we live.”8 Looking back over the countless exchanges since
Malthus’ time, one might therefore think that we have progressed little in our
understanding of key underlying questions. Despite the sterility of much of the
current debate, however, I believe we have learned much.

In the following pages, I summarize my interpretation of the debate’s main
stages. I start with the three positions mentioned above; I then turn to impor-
tant new contributions by geochemists, ecologists, and other scientists who
have enriched our understanding of complex environmental systems; and fi-
nally I identify the particular contribution of this book, which is an attempt to
unify and move beyond the current debate.

Some specialists will object to my simplification—even caricature—of this
debate. Nonetheless, nonspecialists often become lost amid the welter of at-
tacks and counterattacks by specialists, and they will benefit from a schematic
outline of the debate’s main structure. Interested readers can find more nu-
anced accounts elsewhere.9

Neo-Malthusians versus Economic Optimists

Malthus argued that brutal hardship was unavoidable, because human popula-
tion grows exponentially when unconstrained, while food production only
grows linearly.10 He said that population tends to grow to the limit of subsis-
tence, where it will be held in check by famine, disease, and war. Figure 3.1
represents a core Malthusian idea that scarcity and, in turn, poverty are a con-
sequence of two factors: the physical availability of resources and total re-
source demand (which is the product of population size and per capita resource
demand).

Later economists interpreted Malthus’s core idea to mean that population
growth causes a drop in per capita food production (and an increase in pov-
erty) because of diminishing returns to labor. If the supply of cropland is static
while the population grows, at some point the extra increment of food pro-
duced by an additional person—that is, the marginal product of labor—starts
to fall; eventually, it falls below the amount of food the additional person
eats.11

More recently, some economists have suggested that a rapidly growing pop-
ulation causes poverty by diverting capital from savings and investment to
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Figure 3.1. Basic Malthusianism. See the appendix of this chapter for information on
how to read a systems diagram.

consumption, which lowers the long-term productivity of the economy.12

Moreover, population growth might induce changes in agrarian structure, such
as smaller and more inefficient farms, that constrain food output.13 Finally,
some analysts have claimed that a larger population increases environmental
degradation, such as soil erosion, and in turn poverty.

Empirical studies do not wholly support any of these neo-Malthusian argu-
ments. Technological change and greater inputs of capital have dramatically
increased labor productivity in agriculture; the link between population growth
and low savings is unclear; changes in agrarian structure induced by such
growth can sometimes increase food output; and larger populations can lower
environmental degradation, if, for example, they use certain labor-intensive
technologies (like slope terracing).

More generally, the neo-Malthusian view has suffered because, during the
last two centuries, humankind has breached many resource barriers that
seemed unchallengeable. Even in Malthus’s time, the French utopian Marquis
de Condorcet proclaimed that

new instruments, machines, and looms can add to man’s strength and improve at
once the quality and accuracy of man’s productions, and can diminish the time and
labor that has to be expended on them. . . . A very small amount of ground will be
able to produce a great quantity of supplies . . . , more goods will be obtained for a
small outlay, the manufacture of articles will be achieved with less wastage of raw
materials and will make better use of them.14

History seems to have justified Condorcet’s optimism. A century later, the
population of Malthus’s England had quadrupled and per capita income was
much higher. Time and again, modern societies have avoided the scarcity
crises predicted by Cassandras, including the feared timber shortage in Amer-
ica in the late nineteenth century and the “energy crisis” of the 1970s and
1980s.15 (Many energy-supply predictions made in the 1970s are now truly
embarrassing. For example, in 1973 the Cornell ecologist David Pimentel and
his colleagues asserted that “if current use patterns continue, fuel costs are
expected to double or triple in a decade and to increase nearly fivefold by the
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turn of the century.”16 In 1998, real petroleum costs were little higher than in
1973.)

Economic optimists seem better able to explain and predict this adaptability.
Loosely extrapolating from past experience, they generally assume that stan-
dard economic responses will maintain or increase the stream of utility pro-
vided by scarce resources. The agricultural economist Ester Boserup shows,
for example, that cropland scarcity often stimulates harder work by agricul-
tural laborers, greater labor specialization, and land-saving changes in crop-
ping practices.17 Societies also compensate through growth in invested capital
like agricultural machinery and fertilizer plants and through higher capital pro-
ductivity. Capital growth arises from increased savings, and higher productiv-
ity from technological innovation. A key vehicle for many of these adapta-
tions, especially technological innovation, is the market, which provides price
signals and incentives for firms and entrepreneurs. Extensive research by
Jacob Schmookler shows that profit opportunities are the usual stimulus for
technological innovation;18 these opportunities are often sharpest in imper-
fectly competitive markets, where entrepreneurs can make profits from (usu-
ally transitory) monopoly control of new technologies.19

A particularly interesting argument isinduced innovationtheory, which was
pioneered in the 1930s by J. R. Hicks.20 Lately, Yujiro Hayami and Vernon
Ruttan, in particular, have elaborated this theory and applied it specifically to
the development of agriculture in the United States, Japan, and other coun-
tries.21 In successful economies, they propose, changes in factor endowments
of, for example, land, labor, and energy are reflected in market price signals.
These signals stimulate technological innovation that loosens constraints on
growth, very much as Schmookler argued. Hayami and Ruttan acknowledge
the critical intervening role—between price and technological innovation—of
social institutions like property rights, financial agencies, and land and labor
markets. However, they argue that demand for new institutions is largely de-
termined, once again, by changes in factor endowments.22

Figure 3.2 summarizes these economists’ main response to the grim Mal-
thusian forecast. The key additional variable is the “quality of institutions,
policies, and technologies.” For simplicity, I have left out of the figure the
effects of increased availability of labor and capital arising from population
and economic growth (labor and capital can both substitute for resources).
Most economists, in their debates with Malthusians, stress that government
policies, technologies, and institutions—especially markets—are the factors of
ultimate importance in the human response to resource scarcity. I have also left
out of the figure the cultural, historical, and ecological forces that fundamen-
tally shape institutions, because few economists explicitly acknowledge the
role of these forces.

According to the schema in figure 3.2, better institutions, policies, and tech-
nologies can directly boost the physical availability of resources and reduce
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Figure 3.2. The Economists’ Response

total resource demand. Price changes in efficient markets encourage people to
tap new sources of scarce resources, for instance, by opening up new lands for
agriculture; they promote resource substitution, such as the use of fertilizer
to compensate for depleted soils; and they stimulate resource conservation,
which decreases resource demand, for example, by encouraging people to use
contour plowing to reduce soil erosion. New technologies, such as drip-irriga-
tion techniques or hybrid grains that grow in high-salinity soil, curb demand
and increase resource availability.

The arrow across the top of figure 3.2 shows that scarcity and poverty are
fundamentally influenced by many factors other than physical availability of
resources and resource demand, in particular by the quality of government and
its policies. The arrow across the bottom represents the induced-innovation
argument that scarcity can stimulate beneficial institutional and technological
change. Taken together, the changes from Figure 3.1 to figure 3.2 make the
variables of resource supply and demandfully determinedby other variables in
the causal system—that is, they become entirelyinternal (or endogenous) to
the causal system.23 Social and technological factors explain resource supply
with little (if any) reference to the physical availability of resources. The re-
vised conceptual model thus dramatically downplays the importance of physi-
cal availability.
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The economic optimists’ view has three important implications. The first is
that natural resources are more homogenous than commonly thought, since the
right institutions and technologies allow substitution among resources.24 As a
result, Harold Barnett and Chandler Morse note, the “reservation of particular
resources for later use may contribute little to the welfare of future genera-
tions.”25 Much more valuable to posterity will be a heritage of capital, knowl-
edge, and institutions. Some optimists even argue that eventually all material
scarcities will be reduced to energy scarcities, because, given sufficient energy,
we can extract all basic resources from common rock and transmute one ele-
ment into another. Moreover, human ingenuity will eventually find a bound-
less source of energy. Thus, Barnett and Morse continue: “Advances in funda-
mental science have made it possible to take advantage of the uniformity of
energy/matter—a uniformity that makes it feasible, without preassignable
limit, to escape the quantitative constraints imposed by the character of the
earth’s crust.”26

Second, the optimists’ view implies that the human species is biologically
exceptional and that our modern economies are historically exceptional. Eco-
nomic optimists celebrate the creativity and adaptability that they believe
make us different from other forms of life. (Neo-Malthusians, on the other
hand, emphasize the biological and physical characteristics that we share with
other organisms.) And, although they can accept that scarcity crippled some
preindustrial societies, they argue that the limiting factors in these cases were
knowledge and institutions, not resources.27 Today, our economic and scien-
tific institutions are well-designed to deliver the ingenuity we need to adapt.
Third, resource degradation and scarcity are not problems of excessive growth
of either population or consumption, but of the failures of government policy
and markets. Most importantly, governments must set up economic mecha-
nisms to incorporate the social costs of scarcity—the scarcity’s “negative ex-
ternalities,” as economists would label them—in the market prices of re-
sources. Otherwise resources will be overexploited and creative solutions to
scarcity undersupplied.28

How does this view fare empirically? The story is mixed. Evidence suggests
that scarcities of nonrenewable resources, especially metals, can be overcome
without undue hardship in modern economies. Repetto writes: “In economic
terms, exhaustible resources have not become significantly more scarce over
the past century and, by some measures, most have become less scarce.”29 The
real prices of metals and minerals have generally declined as new reserves
have been located, extraction and refining technologies have improved, de-
mand has been reduced by conservation and production efficiencies, and new
technologies have aided resource substitution.30 This fact has caused some
embarrassment for neo-Malthusians. In 1980, Julian Simon wagered Paul
Ehrlich and others that the real prices of any selection of resources would
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decline over any specified period of time. Ehrlich and his colleagues chose
several common metals and a ten-year period (1980 to 1990) for the wager.
They lost.31

But careful analysis of historical long-run data shows that price trends are
not always downward. In fact, rather than decreasing linearly, they appear to
follow a U-shaped curve, and we may still be in the lower portion of the
curve for many ores and minerals.32 Advanced econometric modeling also
suggests metal prices will eventually rise. The economist Robert Gordon
and his colleagues project copper prices over the next century assuming
very substantial conservation, recycling, and substitution. Although, in their
model, scarcity of the metal reduces U.S. national income by only about
0.5 percent, the price of copper-equivalent services rises tenfold and of cop-
per itself fiftyfold. Moreover, the residual economic need for copper can only
be satisfied by using prodigious quantities of common rock and freshwater.
They write:

The projected rate of mining copper backstop resources [i.e., obtaining the residual
economic requirement for copper from common rock] would require the excavation
and processing of about 13 cubic kilometers of rock a year in the United States. This
would mean the simultaneous operation of 275 open-pit mines the size of the Bing-
ham Canyon copper mine today, the use of a supply of fresh water equal to 20 per-
cent of the discharge of the Mississippi River, and the generation of electric power
equivalent to the entire power production of the world today for this purpose alone.
Such operations might have to be multiplied three-fold to allow for the replace-
ment of other geochemically scarce minerals by abundant ones (if that is technically
possible).33

For renewable resources, such as cropland, freshwater, and forests, the em-
pirical story is also mixed. For instance, although analysts like Ester Boserup
have argued that land scarcity induced by population growth can give farmers
incentives to raise crop yields, careful studies show the association is weak.34

Even under the best conditions, it seems unlikely that population growth can
boost yields at the pace required by population growth rates in Africa and
elsewhere that sometimes exceed 3 percent a year.35

Furthermore, induced-innovation theory has lately been challenged. The
proponents of the theory, Hayami and Ruttan, claim that land abundance
and labor scarcity encouraged American farmers to adopt labor-saving agri-
cultural techniques such as mechanization. But after reviewing the Ameri-
can data using more accurate factor price and quantity estimates, Alan Olm-
stead and Paul Rhode find that “long-run relative land prices were generally
moving in a direction counter to what Hayami and Ruttan claim, and in the
wrong direction to explain mechanization in the period before 1910.” They
conclude that “the evolving structure of American agriculture cannot be ex-
plained simply in terms of the relative supplies and prices of a few factors.”



35T W O C E N T U R I E S O F D E B AT E

They instead argue for a less simplistic theory of agricultural innovation that
incorporates settlement patterns, education levels, and social structures as
causal variables.36

The Distributionist Alternative

Although particularly favored by Marxists and neo-Marxists, the third position
in the long debate—the distributionist view—has been adopted by diverse
scholars. Like economic optimists, distributionists emphasize how institu-
tional and social arrangements within society, not the availability of natural
resources, are the key determinants of prosperity. Their arguments are thus
again represented by the arrow across the top of figure 3.2. But, whereas the
economic optimists stress the role of markets, distributionists focus on in-
equalities in the distribution of wealth and power.

A good example of the distributionist view, one to which we will return in
later chapters, is James Boyce’s study of the factors influencing food produc-
tion and poverty in Bangladesh.37 In the decade following its independence in
1971, Bangladesh was often cited as a clear “Malthusian nightmare,” in which
a climbing population was colliding with rigid physical ceilings to cropland
availability and food production.

How does this interpretation fare on closer examination? In terms of crop-
land supply, it is true that Bangladesh’s cropland is heavily used; in general,
however, it is not badly degraded, because the annual flooding of the Ganges
and Brahmaputra Rivers deposits nutrients that help maintain the fertility
of the country’s floodplains.38 Nonetheless, the supply of good cropland has
been constrained by flooding (perhaps aggravated by deforestation in the
Himalayan watersheds of the region’s major rivers);39 the susceptibility of the
country to cyclones; and the construction by India of the Farakka Barrage, a
dam upstream on the Ganges River.40 In terms of demand for land, at about
0.08 hectares per capita, cropland is extremely scarce. The United Nations
projects that Bangladesh’s current population of 128 million will grow to
180 million by the year 2025.41 Because virtually all of the country’s good
agricultural land has already been exploited, this population growth will cut
the amount of cropland per capita by almost 30 percent by 2025.

Boyce notes that early European travelers were astonished by the region’s
great wealth from its rich soils, abundant water, and warm climate. Now most
inhabitants are extremely poor. Given the supply and demand pressures on
cropland, a simple Malthusian explanation of this poverty has prima facie ap-
peal, but Boyce concludes it is not satisfactory. Although the marginal agricul-
tural product of additions to the labor force may have declined in the 1970s and
1980s, this outcome cannot be attributed simply to land scarcity. Yields of rice
per hectare in Bangladesh were among the lowest in the world; in fact, average
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yields were about one-third of those obtained in China or Taiwan, and an even
smaller fraction of those obtained at research stations in Bangladesh. Boyce
notes that there was therefore extraordinary potential for increased labor pro-
ductivity despite the scarcity of land.

Boyce’s careful empirical analysis leads him to conclude that population
growth actually induced agricultural innovation during the 1970s and 1980s
and thus helped to increase agricultural yields. But growth in yields was not
fast enough to compensate for the population’s increasing food demands.
Boyce argues that the country had a critical need for innovation to provide
effective control of flood and irrigation waters; water control was the “leading
input, or binding technological constraint” on agricultural productivity.42 But
to a large extent, water control was a public good that required institutions to
permit and guide collective action. In rural Bangladesh during this period, the
necessary institutional innovation was seriously hindered by struggles among
social groups over the distribution of power and wealth.

Powerful landlords were unwilling to cooperate with each other because
they sought relative advantage. They were reluctant to hire seasonally idle
labor for the construction of water-control projects because they feared the
potential for unrest when large groups of the poor worked together. Govern-
ment efforts to mobilize local resources for water control, through the con-
struction of tanks, wells, and irrigation canals, were distorted to benefit large
landowners; funds were misappropriated; and projects were badly constructed
and poorly maintained because landlords had little direct interest in their suc-
cess. Landlords sought to control wells to permit monopoly pricing and to gain
rights to adjacent cropland. At the same time, poorer groups threatened by the
increased economic and political power of landowners with access to the well-
water often sabotaged new tubewells.

Boyce argues that the country’s distributional inequalities impeded the pro-
cess of social and technical innovation—especially for water control—that
Bangladesh so desperately needed in the 1970s and 1980s. He calls for a mas-
sive change in property rights that would weaken rural elites and allow for
effective collective action for water control. But he concedes that such institu-
tional changes are clearly unlikely “in the absence of a broad political mobili-
zation of the landless and near-landless majority in the countryside, and the
barriers to this are formidable.”43

Since Boyce conducted his study, Bangladesh’s situation has improved. The
rate of population growth has dropped sharply, largely because of the village-
level activities of family planning nongovernmental organizations (NGOs)
(but average fertility still remains well above replacement rate). Some im-
provements are due to the kind of policies—both national and international—
promoted by free-market and free-trade economists. For instance, an export-
oriented textile manufacturing boom in urban centers has benefited the whole
economy. Moreover, according to Francesco Goletti, “removal of impedi-
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ments to trade and distribution of irrigation equipment” and the “liberalization
of import of irrigation equipment in 1988 has resulted in a wider spectrum of
minor irrigation equipment available to farmers.”44 As a result, agricultural
productivity has risen: “a boom in agriculture has brought the country close
to feeding itself, with food imports of more than 10 million tons now down to
2.5 million tons a year.”45

Nonetheless, although the country has substantially reduced its overall grain
deficit, Goletti notes that “in comparison with other low-income Asian coun-
tries, Bangladesh has one of the lowest records in terms of agricultural growth
rate.” Boyce’s analysis therefore remains a valuable explanation of why Ban-
gladeshi underdevelopment persists. More generally, the analyses of Boyce
and like-minded distributionists remind us that social and political factors are
essential elements of any complete explanation of the relationship between
population growth, resource scarcity, and prosperity.

Thresholds, Interdependence, and Interactivity

Meanwhile, as the debate among the three camps described above has contin-
ued in recent decades, often without much obvious progress, scientists have
been busy with their research. They have developed a far richer understanding
of the natural systems surrounding human societies, an understanding that has
the potential to affect this debate profoundly. Much of their research has fo-
cused on the thresholds, interdependence, and interactivity of complex sys-
tems of environmental resources such as climate, oceans, forests, and agricul-
tural lands. The influence of these systems on human society is, at least in part,
a function of the systems’ intrinsic character and is not, therefore, fully deter-
mined by human institutions, policies, and technologies. Consequently, figure
3.3 shows that the thresholds, interdependence, and interactivity of environ-
mental systems have an independent (or exogenous) influence on the physical
availability of resources. I believe that this influence is largely negative.46

Several decades ago, scientists and laypeople generally regarded Earth’s
environmental systems as relatively resilient and stable in the face of human
insults. But during the last twenty to thirty years, scientists’ perceptions have
shifted. They now understand that the causal relationships within environ-
mental systems are sometimes best represented by sharply nonlinear mathe-
matical functions. These systems may respond slowly and incrementally to
human intervention for a long time and then suddenly change their character.
In other words, they exhibit “threshold” effects. The geographer William Clark
discusses these effects in interlinked physical, ecological, and social systems:

Typically in such systems, slow variation in one property can continue for long
periods without noticeable impact on the rest of the system. Eventually, however, the
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Figure 3.3. Moving the Debate Forward: Ecological Complexity, Social Friction, and
Adaptive Failure

system reaches a state in which its buffering capacity or resilience has been so re-
duced that additional small changes in the same property, or otherwise insignificant
external shocks, push the system across a threshold and precipitate a rapid transition
to a new system state or equilibrium.47

Indeed, some environmental systems are chaotic. In a chaotic system, non-
linear and feedback relationships among the system’s elements amplify small
perturbations, making the trajectory of its development highly sensitive to
minute differences in initial conditions, and making accurate prediction of the
system’s state more difficult the further one tries to project into the future.48

Recent developments in atmospheric science illustrate well this new under-
standing of environmental systems. A key figure in these developments has
been the eminent geochemist Wallace Broecker. He has focused on the opera-
tion of theNorth Atlantic conveyor, a cycle of water in the Atlantic in which
a northward flow of warm surface water is complemented by a southward flow
of dense, cold, deep water. This flow carries a staggering amount of heat en-
ergy from the tropics to the North Atlantic—equivalent to about 30 percent of
that received by the North Atlantic from the sun—which in turn raises the
temperature of adjacent lands by six to eight degrees Celsius.49 The con-
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veyor appears to be delicately balanced and perhaps susceptible to sudden
disruption by human-induced global warming, with potential effects on
Earth’s entire climate.50 In 1987, Broecker reflected on recent polar ice-core
and ocean-sediment data that suggest Earth has experienced many episodes of
sudden climate change, perhaps caused by shutdowns of the conveyor:

What these records indicate is that Earth’s climate does not respond to forcing in a
smooth and gradual way. Rather, it responds in sharp jumps which involve large-
scale reorganization of Earth’s system. . . . We must consider the possibility that the
main responses of the system to our provocation of the atmosphere will come in
jumps whose timing and magnitude are unpredictable.51

Although the historical climate record seems indisputable, there is thank-
fully no evidence yet of such wholesale reorganizations of Earth’s contempo-
rary climate. The Antarctic ozone hole, which appeared in the mid-1970s, is,
however, a dramatic example of threshold effects in today’s atmospheric sys-
tems.52 The scientific models of ozone depletion used until the 1980s had, for
the most part, assumed a rough linear relationship between chlorofluorocarbon
(CFC) emissions and ozone depletion. In fact, significant depletion of Antarc-
tic stratospheric ozone was not identified until the mid-1980s, because the
computer programs that analyzed satellite data on Antarctic ozone concentra-
tions had been written to discard anomalous results.53 Atmospheric scientists
had not even remotely anticipated the catalytic process that occurs on the sur-
face of stratospheric ice crystals when certain temperature and light conditions
interact with particular concentrations of water, nitrogen compounds, and
CFCs. If the conditions are right, it turns out, this destruction can occur at
lightening speed, stripping the ozone from multikilometer-thick layers of the
stratosphere in a matter of weeks.54 (Recent studies of ozone depletion over the
Arctic show how sensitive this process is to initial conditions: accounting for
relatively small-scale variations in concentrations of ozone-destroying chemi-
cals within the stratosphere improves predictions of total ozone depletion by
40 percent.55)

The Antarctic ozone hole was startling evidence of how environmental sys-
tems can respond nonlinearly to human inputs, of the capacity of humankind
to affect significantly the ecosystem on a global scale, and of our inability to
predict exactly how environmental systems will change.

Outside of the atmospheric sciences, a parallel evolution of perspective has
occurred. Events such as the sudden collapse of the Peruvian anchovy fishery
in the 1970s and of the Northwest Atlantic cod stock in the late 1980s show
that threshold effects and chaotic behavior are not limited to the global atmo-
sphere.56 Ecologists, in particular, now generally realize that metaphors of
stability, equilibrium, and balance are not appropriate to describe complex,
interdependent systems of organisms. Instead, metaphors of anarchy, flux, and
constant turmoil are more apt.57 Field studies of prairie grass communities and
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mathematical analysis of Dungeness crab populations show chaotic dynamics,
with wild, unanticipated booms and crashes in population size.58

The tasks of predicting and managing environmental systems are thus vastly
harder, especially when human impacts on these systems are rising.59 The re-
nowned ecologist C. S. Holling summarizes the problem:

Any of the realistic representations of the key processes [governing natural popula-
tions and systems] show the existence of thresholds, limits, and other non-linearities.
As a consequence, each process can show population-density regions of negative
feedback control, other regions of positive feedback destabilization, and still other
regions of neutral influence. Once the models incorporate three or more population
variables or species, together with realistic representations of the key processes, a
very wide range of complex population behaviors is produced. Even in the simplest
models, multiple stable states are the rule, not the exception, and behavior can range
from extinctions, to stable limit cycles, to boom-and-bust flips between stability
regions, even to chaotic behavior.60

Unfortunately, the prediction and management of environmental systems—
and often, in consequence, the avoidance of severe resource scarcity—is com-
plicated by several factors additional to the threshold effects, multiple equi-
libria, and chaotic behavior recently identified by scientists. Three such factors
are particularly important: extreme events, the ramifying character of scarcities
in interdependent environmental systems, and interactions among human im-
pacts on these systems.

First, even if the basic features of an environmental system (such as the
mean values of key variables describing its character) change only slowly
and linearly, the frequency of events within the system that are judged to be
extreme—by prevailing social and technological standards—can increase
sharply. For example, although a slow two or three degree warming of mean
global temperature might not seem too significant, in itself, for agricultural
production, it could produce a large increase in the frequency of crop-devastat-
ing droughts, floods, heat waves, and storms, even if it does not force the
climate system to a completely new equilibrium. T. M. Wigley notes that se-
vere social impacts of environmental change can result “not so much from
slow fluctuations in the mean, but from the tails of the distribution, from ex-
treme events.” Because the probability distributions for most climate variables
describe a bell curve, he calculates that “a change in the mean by one standard
deviation would transform the 1-in-20 year extreme to something that could be
expected perhaps 1 year in 4, while the 1-in-100 year extreme becomes a 1-in-
11 year event.”61

Such extreme events can have especially pernicious effects on society. Mar-
tin Parry argues, for instance, that extreme weather is more likely to exhaust
the social buffers that underpin farming systems. Once these buffers of labor,
capital, and social structure are gone, and once farmers abandon their lands,
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a sustained improvement in weather will not quickly return these lands to cul-
tivation. It takes a much longer spell of good weather to restore the social
buffers than it does for a series of extreme events to deplete them.62

Second, environmental systems—from Earth’s climate, to regional fish-
eries, soils, and forests—are dynamic and interdependent. Overextraction of
(or damage to) one resource in such a system can produce ramifying effects
and scarcities throughout the surrounding ecological system.63 Forests, for ex-
ample, not only provide wood for fuel, construction, and paper. They also
reduce the amplitude of variation of the hydrological cycle by slowing runoff
of rainwater and by absorbing and releasing some of it through transpiration;
they stabilize soils and reduce erosion; they absorb and fix atmospheric carbon
dioxide that otherwise might contribute to global warming; and they provide
a habitat for diverse organisms. In turn, each of these functions helps sustain
other parts of the ecological system. Thus, the loss of forests can generate
much more than just a scarcity of wood for a local community: it can also
generate scarcities of soils, of rainfall, of sustained and manageable river flow
for hydropower and transportation, and of reservoir and irrigation capacity
(because these systems become plugged with silt). If forest loss is widespread
enough, it can diminish the biodiversity we need for our medicines and indus-
tries, and it might boost climate change. Some of these problems will induce
yet other shortages: for instance, the silt that washes into the sea can smother
coral reefs and thereby damage local fisheries.64

Third, the dynamic and interpendent character of environmental systems
also means that multiple human impacts on these systems can interact to pro-
duce synergistic outcomes. An agricultural region may, for example, be simul-
taneously stressed by degraded soil and changes in precipitation caused by
regional deforestation or climate change. The total effect on crop output of
these interacting impacts can be much greater than the sum of their sepa-
rate effects.65 Scientists recently discovered a striking example of interaction
effects in certain lakes in northwestern Ontario. The combination of a warm-
ing climate with acid rain has increased the penetration of ultraviolet-B
(UV-B) radiation into lake water. The researchers conclude that much of the
damage to aquatic life in these lakes that was originally attributed solely to
acidification might actually be attributable, at least in part, to increased expo-
sure to UV-B.66

In recent years, this more sophisticated understanding of how environ-
mental systems work—one that takes into account the characteristics dis-
cussed above—has percolated out of the scientific community into the policy-
making community. It has also subtly influenced the broader public’s view of
environmental problems. Progressive, incremental degradation of environ-
mental systems seems less tolerable than it once was, because we now realize
that we do not know when and where we might cross a threshold, with com-
plex, unpredictable and perhaps highly undesirable results.



42 C H A P T E R 3

Social Friction and Adaptive Failure

With the important contribution to this long debate of geochemists, ecologists,
and other scientists, we arrive at the present. The three original, ideologically
hardened camps are still easily identifiable in the scholarly literature and popu-
lar discussion, although new arguments, many creative and nuanced, are start-
ing to blur the boundaries of the debate.67 Unfortunately, for the most part,
neither economic optimists nor distributionists have taken full account of re-
cent findings about the thresholds, interdependence, and interactivity of envi-
ronmental systems. And many (but not all) neo-Malthusians have simply
folded these findings into their generally alarmist story about human destruc-
tion of the planet’s ecosystem.

None of these three camps, I believe, fully recognizes a particularly impor-
tant implication of the scientists’ findings. As I will explain in chapter 6,
thresholds, interdependence, and interactivity boost the need for new and more
sophisticated institutions and technologies within societies affected by re-
source scarcity. In other words, these ecosystem characteristics mean that soci-
eties must be able to supply more social and technical ingenuity to adapt to
rising resource scarcity.

Can all societies meet this rising need for ingenuity? In chapter 6, I show
that severe scarcities also sometimes stimulate competition among powerful
groups and elites to protect their narrow interests. This competition, which I
call social friction, can impede the supply of the institutions and technology—
the supply of the ingenuity—needed to alleviate the underlying scarcity. In
terms of figure 3.3, therefore, this means that the correlation between scarcity
and the quality of institutions and technology, which is positive according to
induced innovation theorists, is sometimes negative (I have therefore added a
negative sign to the arrow across the bottom of the figure). Scarcity, put sim-
ply, can hinder institutional and technological adaptation. Rather than in-
spiring the wave of ingenuity predicted by economic optimists, environmen-
tal scarcity instead sometimes reduces the supply of ingenuity available in a
society.

This possibility is largely overlooked by most analysts to date, yet it is
implicit in some of their findings. For instance, although James Boyce does not
make the point directly, it is clear from his research that worsening scarcities
of land and water in Bangladesh sharply aggravated the struggles between
landlords and peasants that disrupted innovation in water institutions. In chap-
ter 6, I identify some of the key social and institutional conditions that can
combine with severe scarcity to produce such adaptive failure. It turns out that
distributionists like Boyce are right to emphasize social imbalances in wealth
and power. But I believe they do not, in general, recognize a central reason
why these imbalances matter. Highly unequal social arrangements make it
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much more likely that environmental scarcity will cause severe social friction.
Such arrangements, in other words, often interact with severe scarcity to gener-
ate destructive social competition that impedes technological and institutional
adaptation.

My argument about how scarcity can disrupt ingenuity supply and adapta-
tion is, I believe, the main contribution of this book to the long debate de-
scribed above. It is an explicit attempt to move the debate forward, because it
allows us to synthesize the three seemingly irreconcilable positions discussed
in the first half of this chapter. Neo-Malthusians emphasize physical causes of
scarcity and poverty: population size and growth, the resource-consumption
rate per capita, and the quantities of natural resources available to a society.
Economic optimists and distributionists emphasize social factors, but they dif-
fer on which social factors are important: economic optimists stress market
failures and bad economic policies and institutions, whereas distributionists
emphasize social structures and political behavior, especially the skewed dis-
tribution of wealth and power among social classes and groups.

The argument here integrates both physical and social variables. Social im-
provements such as better markets and less unbalanced wealth distribution
often alleviate the negative effects of scarcity. But a society’s capacity to make
these improvements—to deliver the required social ingenuity—will be partly
determined by scarcity itself, which is powerfully influenced by the society’s
physical context.

More generally, although the behavior of social systems is not fully deter-
mined by their physical context, it is not independent of this context either.
The political scientist Daniel Deudney notes that during the twentieth century
most explanations of social behavior have taken the form of “social-social”
theory; in other words, these theories have posited social causes of social be-
havior.68 However, once we recognize that environmental systems often ex-
hibit complex, nonlinear, interactive behavior, and that environmental scarcity
can undermine adaptive responses, we must reintroduce nature into our expla-
nations of social behavior. We need theories that are, at least in part, “nature-
social” theories.69

A focus on ingenuity supply also helps us rethink the neo-Malthusian con-
cept of strict physical limits to growth. The limits a society faces are a product
of both its physical context and the ingenuity it brings to bear on that context.
If a hypothetical society were able to supply infinite amounts of ingenuity,
then that society’s maximum sustainable population and rate of resource con-
sumption would be determined by biological and physical laws (such as the
second law of thermodynamics). Because infinite ingenuity is never available,
the resource limits societies face in the real world are more restrictive than this
theoretical maximum. And because the supply of ingenuity depends, in part,
on many social and economic factors and can therefore vary widely, we can-
not determine a society’s limits solely by examining its physical context, as



44 C H A P T E R 3

neo-Malthusians do. Rather than speaking of limits, it is better to say that some
societies are locked into a race between a rising requirement for ingenuity and
their capacity to supply it.

If a country loses the race—if, in other words, a gap develops between
ingenuity requirement and supply—social dissatisfaction will rise, with in-
creasing stress on marginal groups, including those in ecologically fragile rural
areas and urban squatter settlements. A serious ingenuity gap will cause major
social changes like constrained agricultural and economic productivity and
large population movements. These changes boost dissatisfaction and under-
mine regime legitimacy and coercive power, raising the likelihood of wide-
spread and chronic civil violence. Violence further erodes the society’s capac-
ity to supply ingenuity, especially by causing human and financial capital to
flee. Countries with a severe ingenuity gap therefore risk entering a downward
and self-reinforcing spiral of crisis and decay.

Although many analysts might reach a different conclusion, I believe we
will see an increasing bifurcation of the world into societies that can maintain
an adequate supply of ingenuity in the face of rising scarcities and those that
cannot. Future resource crises and the social hardships that accompany them
will therefore be regional rather than global. We may see, for example, falling
grain prices and regional food surpluses in Western countries occurring simul-
taneously with civil strife in parts of Africa and Asia that is caused partly by
environmental scarcity.

As scarcities become more serious in some regions, poor countries will need
immense amounts of human ingenuity in order to adapt and prosper, and their
citizens will sometimes need to exhibit great tolerance, generosity, and com-
mitment to the commonweal. But scarcities will often make tolerance, gener-
osity, and cooperation less abundant, not more so. The pushing and pulling of
powerful groups as they struggle to protect their interests will often weaken
poor societies’ capacities to produce and deliver the ingenuity they need.

In this chapter, I have offered a simplified and somewhat idiosyncratic account
of the two-century debate over the relationship between population growth,
resource scarcity, and prosperity. Neo-Malthusians, economic optimists, and
distributionists have been the main parties to this debate, which has become
repetitive and sterile. Protagonists often seem to talk past each other. More
recently, however, atmospheric scientists, ecologists, and other scientists have
helped us better understand important physical characteristics of environ-
mental systems, including their thresholds, interdependence, and interactivity.
In this book, I make the additional point that environmental scarcities can
sometimes hinder adaptive institutional and technological change.

In the next chapter, I provide a more detailed account of the sources, nature,
and global manifestations of environmental scarcity.



Appendix

How to Read a Systems Diagram

Diagrams using causal arrows—which researchers often callsystems dia-
grams—are common in this and subsequent chapters. In many cases their in-
terpretation is straightforward, but occasional care is needed.

In almost all cases in this book (the exception being figure 4.1 in chapter 4),
if two variables are linked by an arrow and there are no plus or minus signs
associated with the arrow, then the reader should assume that the variables
exhibit a positive correlation. In other words, an increase in the value of the
variable at the start of the arrow (the cause) produces an increase in the value
of the variable at the end of the arrow (the effect), and a decrease in the value
of the variable at the start produces a decrease in the value of the variable at the
end. The variables, in other words, change their values in the same direction.

In diagrams such as those in this chapter, where plus and minus signs are
associated with the causal arrows, the plus sign means that the two variables
linked by the causal arrow have a positive correlation. A minus sign, however,
indicates that they have a negative correlation, which means an increase in the
value of the variable at the start of the arrow produces a decrease in the value
of the variable at the end, and vice versa. With a negative correlation, the
variables change their values in opposite directions.

Complex combinations of positive and negative correlations within a sys-
tems diagram require careful interpretation, especially when feedback loops
are involved. A useful general rule is that an even number of minus signs in
any feedback loop produces a positive feedback and an odd number of minus
signs produces a negative feedback. Positive feedbacks are self-reinforcing
cycles: a change in the value of a variable in the loop produces a string of
consequences that causes the same variable to change its value even more in
the same direction. Such spirals of reinforcement can be vicious or virtuous
(that is, variable values can change in directions that are harmful or beneficial),
but they are inherently unstable. Negative feedbacks, on the other hand, are
self-correcting cycles: a change in the value of a variable in the loop produces
a string of consequences that ultimately counteracts the original change.

A good example is provided in figure 3.3. The top and bottom arrows in the
figure represent possible relationships between the quality of institutions, poli-
cies, and technologies in an economy and the degree of resource scarcity. Al-
though it is generally acknowledged that the worse the institutions, policies,
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and technologies, the greater the scarcity (represented by the minus sign asso-
ciated with the top arrow), it is not so clear whether greater scarcity has a
beneficial or harmful effect on institutions, policies, and technologies. The
conventional wisdom in economics (represented by the induced-innovation
school) is that the effect is beneficial, which means that the lower arrow should
have a plus sign associated with it and that the feedback would be negative. In
other words, if bad institutions, policies, and technologies contribute to scar-
city, the scarcity itself can provide counteracting incentives to fix the institu-
tions, policies, and technologies. However, I argue in this book that scarcity’s
effect is sometimes harmful, which would imply a minus sign on the lower
arrow. If I am right in certain circumstances, the implications are serious, be-
cause the feedback becomes positive: scarcity reinforces the institutional, pol-
icy, and technological failures that contributed to scarcity in the first place.



4
Environmental Scarcity

AS WE HAVE SEEN in previous chapters, natural resources can be roughly di-
vided into two groups: nonrenewables, like oil and minerals, and renewables,
like freshwater, forests, fertile soils, and Earth’s ozone layer. A nonrenewable
consists of astock, which is the total quantity of the resource available for
consumption. A renewable resource has both a stock and aflow, which is the
incremental addition to, or restoration of, the stock per unit of time.1 Surpris-
ingly, many of the participants in the long debate over the relationship between
resource scarcity and prosperity have not highlighted this critical distinction
between renewables and nonrenewables.

Experts often draw an analogy between the stocks and flows of resources
and money in a bank: they note that a renewable resource’s stock is the re-
source’s capital or principal, which generates a flow of interest or income that
can be tapped for human consumption and well-being. For example, the top-
soils on the American Great Plains are capital that can be used to grow grain.
A “sustainable” farming economy can be defined as one that leaves these
soils—this capital—intact and undamaged so that future generations of Amer-
icans will enjoy an undiminished stream of income in the form of food prod-
ucts. If the natural decay of crop residue adds about 0.25 millimeters of topsoil
to farmed land a year (or about 3.25 metric tons/hectare), then sustainable
farming should not produce an average soil loss greater than this amount.2 If
farming does cause greater loss, then the underlying stock of topsoil is de-
pleted in quantity or degraded in quality.3

Renewable resources can be further divided—again roughly speaking—into
two groups: those that provide goods and those that provide services. Ocean
fisheries supply fish that are a good, while the stratospheric ozone layer renders
a service by protecting life from high levels of ultraviolet radiation. Some
renewables provide both goods and services: forests supply timber (a good)
while also maintaining regional hydrological cycles (a service).

Three Sources of Scarcity

Resource scarcity is an omnipresent feature of our existence. As we have seen
in the previous chapter, scarcity can stimulate useful institutional and techno-
logical change. In this book, however, we are mainly concerned with scarcity
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of renewables that is so severe that it has the potential to seriously undermine
human well-being. It can arise in three ways: through a drop in the supply of
a key resource, through an increase in demand, and through a change in the
relative access of different groups to the resource. I call these respectively
supply-induced, demand-induced, andstructuralscarcities.

A simple pie metaphor illustrates these three kinds of scarcity. Supply-
induced scarcity gets worse when the resource pie shrinks because it has been
depleted in quantity or degraded in quality. Demand-induced scarcity rises
when, for example, a growing population divides a static resource pie into
smaller slices for each individual. Structural scarcity is aggravated when some
groups get disproportionately large slices of the pie while other groups get
slices that are too small.

Unfortunately, analysts tend to focus on only one type of scarcity at a time.
For example, ecologists and environmentalists often focus onenvironmental
change, a term that refers only to a human-induced decline in the quantity or
quality of a renewable resource—that is, to worsening supply-induced scar-
city. And, as I showed in chapter 3, neo-Malthusians and economic optimists
accent supply-induced and demand-induced scarcities while generally over-
looking the political economy of resource distribution. The termenviron-
mental scarcity, however, allows us to incorporate in one analysis the three
distinct sources of scarcity and to study how they interact with and reinforce
each other. I discuss these interactions in detail in the next chapter.

Demand-induced scarcities arise only with resources that are (to use the
economists’ term)rivalrous. A good or resource is rivalrous when its use by
one economic actor reduces its availability for others. Examples are fisheries,
cropland, forests, and water. Structural scarcities arise primarily with resources
that areexcludable, which means that property rights or other institutions can
be used to prevent access to the resource by some actors. Cropland is usually
excludable, and structural scarcities of cropland are readily apparent in many
societies, as we will see in later chapters. However, some renewables, like
high-seas fisheries, are too dynamic to be physically controlled and therefore
remain nonexcludable.

A resource that is rivalrous yet nonexcludable—again like high-seas fish-
eries—is often called anopen-accessor a common-poolresource. Because
property rights are weak, such resources are vulnerable to excessive degrada-
tion and depletion. Some renewables, such as forests, have physical character-
istics that permit the assignment of clear property rights; nonetheless, they are
often open access because of historical norms and laws governing their exploi-
tation. Other resources, especially those that provide services like the climate
and hydrological cycles, are neither rivalrous nor excludable.4 For the most
part, my discussion in this and later chapters assumes we are dealing only with
prototypical resources that are both rivalrous and excludable; my argument
can be easily generalized, however, to other types of resources.5
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Factors Producing Scarcity

The three kinds of environmental scarcity are produced by many factors that
are causally related in complex ways. I discuss below the key factors and
relationships producing supply-induced scarcity and then review briefly the
factors behind demand-induced and structural scarcities.

Figure 4.1 shows that any human-caused increase in supply-induced scar-
city is the product of three factors: the total human population in the region, the
use per capita of each technology available to that population (where the range
of technologies is represented in the figure as Tech1 . . . Techn), and the amount
of resource consumption or degradation produced by each unit of use of these
technologies.6 Use per capita of each technology, in turn, is influenced by
available natural resources, including nonrenewables and renewables, and by
ideationalfactors, including institutions, social relations, preferences, and be-
liefs. These ideational factors also influence fertility rates and therefore popu-
lation size. (I use the adjective “ideational” to emphasize that things like insti-
tutions and social relations are products of the human mind.)

The figure shows that a society’s technological activity can feed back to
affect its ideational factors. Resource depletion and degradation can also in-
fluence ideational factors, for example by prompting or impeding institu-
tional reform. Finally, the amount of consumption or degradation of a renew-
able resource arising from a technology’s use is influenced by the sensitivity
of the region’s ecosystem to the use of that technology (a factor that incorpo-
rates the ecosystem’s complex threshold and interactive responses to human
perturbations).7

The example of fisheries depletion illustrates figure 4.1. The total depletion
of a given fishery is a function of the size of the human population consuming
fish from the fishery, the type of fishing technologies used by this population,
the use per capita of these technologies, and the technologies’ impact on the
fishery per unit use. The kinds of fishing technology deployed—whether they
are, for example, hand-cast nets or offshore trawlers—and their use per capita
will be influenced by such ideational factors as the population’s level of scien-
tific and technical knowledge and the social and economic status of the fishing
communities. The kinds of technology and their use per capita will also be
influenced, of course, by the availability of fish. Finally, the technologies’
impacts on the fishery will depend in part on the sensitivity of the fishery
ecosystem as a whole. If the fishery is close to a threshold point, then sustained
overfishing could cause it to collapse suddenly.

Sometimes renewable resources will be depleted or degraded not by direct
consumption but by technological activities that indirectly harm the resource.
For example, heavy pollution by factories and the clearing of coastal man-
grove swamps to build aquaculture pens often have immense indirect effects
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on the survival and reproduction of inshore fisheries. Economists call such
indirect effects thenegative externalitiesof these technological activities, be-
cause they are costs borne not by the economic actors using the technologies
but by other actors in the society.

Over the short and medium terms, the range of technologies in figure 4.1
does not vary much. It is a result of the economy’s current capital stock (in-
cluding its machinery, factories, and infrastructure), which embodies the soci-
ety’s prevailing level and type of technology. Over the long term, as this capi-
tal stock turns over, the range of technologies varies as a function (in part) of
the availability of natural resources and certain ideational factors, including
beliefs about the nature of the physical world held by knowledge-elites in the
society and also the society’s general willingness to invest in capital, research,
and development.

We can see that the ideational factors at the top of the diagram are particu-
larly important: they make up a broad and complex social and psychological
context. This context includes the pattern of wealth and power distribution
within the society; the economic, political, and legal incentives to produce and
consume material goods (including the system of property rights and markets);
family and community structures; perceptions of the probability of long-run
political and economic stability; historically rooted patterns of trade and inter-
action with other societies; and metaphysical beliefs about the relationship
between humans and nature.8

Ideational factors help determine the kind of physical activities pursued in
a given society. They also help determine a society’s vulnerability and adapt-
ability when faced with serious environmental scarcity.9 Without a full under-
standing of them, we cannot begin to grasp the nature of the relationship in a
given society between human activity and the scarcity of renewable resources,
nor can we grasp why some societies respond better to this scarcity than
others.10 In general, recognition of the role of ideational factors distinguishes
simplistic environmental determinism from sophisticated accounts of inter-
actions between societies and their environments.11

Many of these factors also affect demand-induced and structural scarcity.
Demand-induced scarcity is a function of population size multiplied by per
capita demand for a given resource; an increase in either population or
per capita demand increases total resource demand. For example, the number
of people living in an arid region might go up, which, all other things being
equal, will increase total demand for water; or a constant number of inhabitants
might instead demand on average more water for new agricultural technolo-
gies (such as irrigation). In both these cases, if only a constant and limited flow
of water is available, water scarcity will increase.

Both population size and per capita demand are influenced by a range of
ideational factors, from relations between genders (which affect fertility rates)
to economic preferences (which affect demand for resources). This influence
was nicely illustrated by a recent debate over the role of population growth and
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resource scarcity in the conflict between the Miskito Indians and the Nicara-
guan government during the Sandanista period.12 Bernard Nietschmann ar-
gued that the Nicaraguan state’s need for resources to sustain the country’s
economic and agricultural development caused environmental degradation to
spread from the Pacific to the Atlantic coast of the country. As this happened,
indigenous Miskitos in the east came into sometimes violent conflict with the
central government. Sergio Diaz-Briquets responded that the Sandinistas ex-
propriated Miskito lands because of ideology not scarcity. The Atlantic coastal
region was largely ignored by the Nicaraguan state under former president
Somoza. Following the revolution, the Sandinistas had ample newly expropri-
ated land to distribute to their followers; but the new government—guided by
Marxism—saw the Miskitos as a backward people with a competing world-
view and a precapitalist mode of production, whose land was needed for a
state-directed strategy of economic development. The gap between the two
views can be bridged by noting the influence of ideology (and, in consequence,
of preferences) on resource demand: the Marxist ideology of the Sandinista
regime boosted the state’s appetite for land resources.

Increased population size and increased per capita demand for a given re-
source can have dual effects on environmental scarcity: they both increase
total demand for the resource, and they can both decrease supply by contribut-
ing to the resource’s depletion or degradation. Growing populations and
greater per capita resource demand can thus simultaneously boost demand-
induced and supply-induced scarcity.

The third kind of environmental scarcity—structural scarcity—is caused by
unequal distribution that concentrates a resource in the hands of some groups
and subjects the rest to greater than average scarcity. Each society has, for
example, rules and laws (once again, ideational factors) that define the limits
and nature of ownership of things such as farmland. These property rights
affect how resources are distributed among different groups in the society, and
they often change as a result of large-scale development projects or new tech-
nologies that alter the relative values of resources.13

Chapter 5 shows that these three kinds of environmental scarcity can operate
singly or in combination and can produce a variety of negative social effects,
including constrained agricultural and economic productivity, increased mi-
gration, sharper social segmentation, and disrupted institutions. These social
effects are often interlinked and will, under certain circumstances, generate
violent conflict.

The Physical Trends of Global Change

The remainder of this chapter provides a brief survey of the impacts of human
activity on the earth’s renewable resources. I focus on nine physical trends that
are observable in the global human-ecological system: human population
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growth, rising energy consumption, global warming, stratospheric ozone de-
pletion, rising cropland scarcity, tropical deforestation, rising scarcity of fresh-
water, decline of fish stocks, and loss of biodiversity.14 For each trend, I iden-
tify our best understanding of the current situation at the global and, where
appropriate, regional levels. I also identify the likely trajectory of the trend
over the next decades. (Except where indicated, the following statistics are the
best available as of mid-1997.)

The following pages are intended to provide a general context for the spe-
cific discussion of environmental scarcity and violence in later chapters. In
many parts of the developing world, environmental scarcities—especially of
soil, water, and forests—are worsening quickly. Because about half of the
people on the planet depend on local renewable resources for some aspect of
their day-to-day livelihood, these worsening scarcities have an immediate and
intimate impact on the well-being of a substantial fraction of humankind. In
fact, in many developing countries, serious environmental scarcities directly or
indirectly affect a large majority of the population.

The first two trends in the above list of nine play a role on the left side of
figure 4.1: population growth is a driving force behind both supply- and de-
mand-induced scarcity; rising energy consumption is a reasonable surrogate
indicator of rising material consumption in human societies and therefore of
changes in the figure’s “use per capita of technology” variable. The remaining
seven trends are often grouped together under the rubric “global change.” They
are all large-scale human-induced changes in the availability of renewable re-
sources. These changes are similar because they are all long-term and hard to
reverse. Nonetheless, they differ greatly in their present human consequences.
On one hand, depletion and degradation of cropland, water, fuelwood, and fish
are today harshly affecting hundreds of millions of people in the developing
world. On the other, despite the profile in the West of global warming and
ozone depletion, these two problems are not yet having clearly identifiable,
significant effects on people’s well-being.

These seven environmental changes also differ greatly in spatial scale. Loss
of cropland, forests, water supplies, fish stocks, and biodiversity, for example,
physically manifest themselves as local and regional problems, although they
appear all over the planet and are often powerfully influenced by global insti-
tutions and economic relations. In contrast, global warming and ozone deple-
tion involve genuinely global physical processes. Lastly, these environmental
changes differ in time scale: for instance, while a region can be deforested in
only a few years, and severe ecological and social effects may be noticeable
almost immediately, human-induced greenhouse warming will probably de-
velop over many decades,15 and it may not have truly serious implications for
humankind until half a century or more after the signal is first detected.16

Many of these seven trends are causally interrelated. For example, defores-
tation can change local hydrological cycles that, in turn, affect water scarcity.
Global warming may eventually contribute to deforestation by moving north-
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ward the optimal temperature and precipitation zones for many tree species, by
increasing the severity of windstorms and wildfires, and by expanding the
range of pests and diseases.17 The release of carbon from these dying forests
would, of course, reinforce global warming. And the increased incidence of
ultraviolet radiation resulting from the depletion of the ozone layer may dam-
age phytoplankton at the base of the ocean food chain, thereby affecting re-
gional fisheries.

In my discussion below, I generally avoid great statistical detail, because it
would imply an unjustifiable and misleading level of precision about the
values of the many variables (such as fertility rates, regional energy consump-
tion rates, total cropland supply, and the like) underlying these trends. The
present and, especially, the future values of these variables are uncertain,
sometimes highly uncertain. Three factors affect this uncertainty. The first is
the quality of our theories about the physical and social processes that deter-
mine the values of the variables. Demographic theory, for instance, gives us a
fairly firm grasp of the determinants of population growth, permitting reason-
ably accurate projections of this growth, at least for thirty years or so.18 In
contrast, the timing, rate, and climate impacts of global warming are largely
unknown, mainly because of serious gaps in theoretical knowledge about the
roles of clouds and the oceans in this warming. Moreover, as I discussed in
chapter 3, many ecosystem variables are influenced by complex chaotic, non-
linear, and interactive processes; even if these processes were understood in
theory (which invariably they are not), their outcomes would remain almost
impossible to predict with any useful degree of precision.

The second factor is the quality and quantity of the data available on the
current values of the underlying variables and on the processes determining
their values. For example, reasonably detailed data are available on the annual
catch and sustainable yields of some regional marine fisheries, but, for the
most part, data on regional degradation of cropland are either unobtainable or
of extremely poor quality. Similarly, our estimates of the number of plant and
animal species on the planet range from 5 million to well over 30 million,
which makes predictions of biodiversity loss highly imprecise. The third factor
is lack of knowledge about both the ability and the willingness of humans to
change the social, economic, and technological processes that contribute to
environmental stress. This lack of knowledge produces uncertainty about fu-
ture trajectories of all nine trends discussed here. For example, one of the
reasons that expert predictions of future energy consumption vary widely is
that we know little about people’s willingness to accept reductions in energy
consumption that affect their lifestyles.

In sum, for some of the nine trends, uncertainty arises mainly from an in-
adequate understanding of the physical processes affecting them. For others,
uncertainty arises more from a lack of understanding of social processes, such
as the evolution of key ideational factors. We can safely say, however, that no
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matter how much research is devoted to understanding these nine trends, pol-
icymakers cannot escape significant uncertainty surrounding estimates of their
future directions. For this reason, they should not demand precise estimates
before making decisions about major environmental problems, because that
strategy will simply delay policy decisions indefinitely.

Population Growth

Figure 4.1 shows that population size can be a key force driving supply-
induced scarcity. Sometimes population growth does not damage the environ-
ment, but often this growth—in combination with prevailing social structures,
technologies, and consumption patterns—makes environmental degradation
and depletion worse.19 In the 1960s, certain commentators, especially Paul
Ehrlich, rang the alarm on global population growth, which at the time was
over 2 percent per year.20 (Although this may not seem like a frightening fig-
ure, it implies that the earth’s population will double every thirty-five years.)
Ehrlich and others claimed that skyrocketing human numbers would mean
critical shortfalls of food, space, and other resources; huge, violent cities with-
out work for masses of poor; and greater misery for future generations of
people.

Professional demographers, however, have long assumed that developing
countries would pass through a “demographic transition” similar to that expe-
rienced by today’s developed countries during the nineteenth and twentieth
centuries. In this transition, a decline in a population’s mortality rates is even-
tually followed by a compensating decline in fertility rates.21 Demographers
concluded that this transition results from increased material prosperity—
especially better nutrition and sanitation—and certain social changes, such as
higher literacy rates, the emancipation of women, and increased access to con-
traceptives.22 Because mortality and fertility rates do not fall simultaneously,
total population grows during the period when fertility rates exceed mortality
rates.

Following the Second World War, mortality rates in most developing coun-
tries fell rapidly, and now even countries like India are approaching life expec-
tancies at birth of close to sixty-five years. More recently, especially beginning
in the 1970s, average fertility rates began dropping sharply in many of these
countries, with rates often falling from six or seven children per woman to
three or four. The easiest part of fertility reduction tends to occur first: it is
more difficult to convince mothers to forgo the last one or two children to
bring family size down to replacement rate. Nonetheless, the observed fertility
decline and the range of countries affected have far exceeded demographers’
most optimistic predictions. They have repeatedly revised downward their
projections of developing countries’ future populations; for example, since
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1990 the UN has changed its “medium” projection of the 2025 population for
Bangladesh, a country long regarded as having an intractable population prob-
lem, from 235 million to 180 million (Bangladesh’s current population is
around 128 million).

Demographers now realize that lower fertility rates are often due less to
higher material standards of living than to the spread of “modern” ideas via
radio and television—ideas about lifestyle, family size, and women’s status.23

This fact may explain why, in recent years, many developing countries that
have not seen dramatic increases in per capita wealth have nevertheless seen
rapid declines in fertility rates. Moreover, there is evidence that the speed of
decline may accelerate with time.

The latest United Nations medium projections suggest the total human pop-
ulation will grow from the current 6.0 billion to about 8 billion in 2025 and
9.4 billion in 2050 (the UN’s “low” projections, which are not implausible
given recent fertility declines, are 7.5 and 7.7 billion respectively).24 Although
the rate of global population growth has dropped from 2.1 percent to about
1.3 percent over the last two decades, the human population is still expanding
by about 80 million a year (growth peaked in the late 1980s at about 87 million
a year). In fact, demographers estimate that growth will average about 80 mil-
lion people a year during the entire four decades from 1980 to 2020. Moreover,
about 50 percent of the anticipated growth in the developing world’s popula-
tion will result from “demographic momentum”: the age structure of today’s
populations in developing countries, especially the large number of girls still
to reach reproductive age, guarantees a much larger population in the future
even if all these countries immediately make widely available the best family
planning technologies.25

Over 90 percent of today’s population growth is occurring in developing
countries, which means that, crudely speaking, the ratio of poor people to rich
in the world is rapidly rising. In 1950, the ratio was about two to one; today,
with a world population of about 6.0 billion, the ratio is about four to one; and
in 2025, with population around 8 billion, it will be almost six to one.26 (Al-
though rapid economic development in many countries means, in general, that
the world’s poor are becoming wealthier, the rich are becoming wealthier,
too—in some case even faster than the poor; consequently, this rough dichot-
omy of the world into rich and poor remains appropriate.)

Regional population growth rates diverge widely. Western Europe’s popu-
lation will grow very little, if at all, by 2025. But China’s population will
increase by 16 percent, North America’s by 20 percent, and South America’s
by 32 percent. The populations of North Africa, South Asia, and Central
America will grow by a third to a half, and the population of sub-Saharan
Africa will almost double. Africa will expand its share of the global population
most quickly, increasing from 12 percent in 1990 to a projected 18 percent by
2025. South Asia will remain home to a quarter of the world’s population.27



57E N V I R O N M E N T A L S C A RC I T Y

At the level of individual countries, the progress of the demographic transi-
tion in China and India is particularly interesting, because these countries
today encompass almost 40 percent of the world’s total population. China’s
one-child policy has produced a sharp drop in population growth, but often at
the cost of coercion and human-rights violations. The policy is followed more
closely in urban areas than in the countryside, where the authority of the state
is weaker. China’s growth rate is currently about 0.8 percent, which means the
country still adds over 10 million people to its population a year.

In India, fertility rates have fallen much more quickly in the south of the
country than in the north. Especially along the Ganges—in the country’s Hindi
heartland—large families are still common. Family-planning programs have
generally not been popular, and until recently the Indian government has not
had an effective strategy for reducing population growth. Yet the slow but
steady process of development has lowered fertility rates even along the
Ganges, with average family size now down to around four children in that
region. By the mid- to late-1990s, the country’s annual population growth rate
had fallen to about 1.5 percent, but its population still expanded by around
15 million people a year. Indeed, in 1997, more than 30 percent of the world’s
birth’s occurred in India.28

Elsewhere in the world, Latin America is generally well along in its demo-
graphic transition, with fertility rates dropping fast from Bolivia to Mexico.
Fertility rates have fallen more slowly in much of sub-Saharan Africa, espe-
cially in West Africa. Nonetheless, the last decades have seen striking progress
in some African countries, such as Kenya, that have traditionally had some of
the highest fertility rates in the world. Rates remain relatively high in some
Islamic countries of the Middle East, which puts severe strain on renewable
resources (especially water and land) in countries like Egypt and Jordan.

In sum, events in much of the world suggest that we have turned the corner
on the human population explosion. This news has been accompanied by a
spate of revisionist articles declaring that the population issue is no longer a
concern.29 Yet a number of factors suggest that this revisionist optimism is
premature. Fertility rates still remain high in a number of poor countries: cur-
rently thirty-three countries, including twenty-five in Africa, have rates of
six children per woman.30 In countries where fertility rates have dropped
quickly, demographic momentum ensures populations will continue to ex-
pand, at a minimum, for two to three decades. In fact, at least seventy-four
countries—including Nigeria, Syria, and Honduras—will probably double
their populations during this period.31 It is very unlikely, therefore, that we will
see a global population below 7.5 billion in 2025; in other words, the world’s
total population will increase by at least a quarter in the next twenty-five years.

Moreover, in many countries, populations are now so large that even small
annual growth rates, in percentage terms, mean large absolute increments
to total population (as we have seen in China and India). With increasingly
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restricted opportunities to migrate internationally, these increments must be
absorbed and employed largely within the countries that generate them. When
the demographic transition occurred in Europe in the nineteenth and early
twentieth centuries, much of the economically surplus population emigrated to
the New World. But a similar escape valve is, for the most part, no longer
available to today’s developing countries (all the same, there will be increased
migration from poor to rich regions, as discussed in the next chapter).

In the absence of opportunities for easy external migration, much of the
developing world’s surplus population is moving into cities; combined with
the natural growth of the population already living there, these cities are ex-
panding so rapidly that they are threatening to become, and in some cases have
already become, unmanageable. The potential instability of cities (discussed in
chapter 7) is magnified by the age structure of their populations. The demo-
graphic transition has produced ayouth bulge, which means these cities’ popu-
lations have a disproportionately large number of young people compared to
other age groups. In Africa, for example, 44 percent of the population is under
fifteen years of age. Underemployed, urbanized young men are a particularly
volatile group that can be easily mobilized for radical political action.

Finally, there are serious reasons to question whether some countries—in-
cluding Egypt, Pakistan, India, and China—have the natural resources and
economic capacity to sustain their populations indefinitely. Even when their
population growth ends, the task of employing, feeding, housing, and raising
the standard of living of their, by then, immensely expanded populations will
have only just begun. And far into the future, these countries’ populations
will exact a huge toll on underlying environmental resources.

Energy Consumption

Total humanprimary energy consumption in 1990 was roughly equivalent to
8.8 billion metric tons of oil, an amount that would fill a huge cube just over
two kilometers long on each side.32 During the past two decades, humankind’s
primary energy consumption has climbed steadily by 2 to 4 percent a year,
with short pauses only in the early 1980s and 1990s.33

In many developed countries, per capita energy consumption is thirty or
more times that in developing countries. But per capita consumption in devel-
oped countries has not increased rapidly in the last fifteen years as the energy
intensity of production (the amount of energy used per unit of GDP) has gener-
ally declined. In contrast, in many developing countries, per capita consump-
tion is rising very fast with the expansion of industrialization, electrification,
and transportation networks. Combined with growing populations, this energy
intensification will, in some cases, boost the total energy consumption of de-
veloping countries more than twice as fast as that of developed countries.
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Currently, oil makes up 38 percent of globalcommercialenergy consump-
tion; coal, 30 percent; natural gas, 20 percent; hydropower about 7 percent;
and nuclear power, 5 percent. As accessible and cheap petroleum reserves are
depleted, these percentages will change. In the first decades of the next cen-
tury, many experts predict that oil consumption will drop, while natural gas,
nuclear power, nonconventional sources (such as solar, wind, and tidal power),
and perhaps coal will fill the gap.34 Around 60 percent of the world’s popula-
tion depends, at least in part, onnoncommercialsources of energy for cooking
and heating. These traditional fuels include wood gathered from forests, and
twigs, branches, and straw gathered from grasslands and fields. In large areas
of the world, especially Sahelian Africa, the Indian subcontinent, and China,
these forms of energy are increasingly hard to find, and gatherers have to walk
many kilometers for the day’s fuel.35

The level of global energy consumption in coming decades will depend on
a wide array of factors, including whether energy prices are adjusted to reflect
the costs of pollution and global warming to our societies, whether new tech-
nologies allow more efficient production and use of energy, and whether inter-
national agreements are achieved to restrict releases of carbon dioxide. Despite
this uncertainty, experts have tried to estimate future primary energy demand.
In 1981, for instance, the International Institute for Applied Systems Analysis
(IIASA) published low and high estimates suggesting global energy demand
in 2025 would be between 16 and 26 billion metric tons of oil equivalent
(between two and three times present demand). In 1985, Jose Goldemberg and
other researchers proposed that a dramatic effort at energy conservation could
cut this figure to less than 9 billion metric tons.36

In 1993, the World Energy Council (WEC) published four scenarios for
primary energy demand, each using different assumptions about economic
growth, energy intensity of production, energy efficiency, technology transfer,
and institutional improvements. The predicted energy demand in 2020 for
these scenarios range from 11.3 to 17.2 billion metric tons of oil equivalent.
The lower estimate involves assumptions that are probably unrealistic, but it is
the only estimate that keeps carbon dioxide emissions at roughly the 1990
level.37 A 1992 study by the MITRE Corporation suggests that global commer-
cial energy demand in 2025 will be about 13 billion metric tons of oil equiva-
lent, which is roughly in the middle of the WEC range. This study also esti-
mates that oil shortages will begin around 2030 or sooner, because of the
depletion of oil resources.38

In 1995, the WEC and IIASA published a joint report that extended the time
horizon of the 1993 WEC estimates to 2050. Although they acknowledged the
inherent uncertainty in such long-range predictions, they judged that world
economic output would increase by three to five times by 2050 and that global
demand for energy services would rise by as much as ten times. But because
energy intensities will continue to decrease, primary energy requirements
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would rise by only one-and-a-half to three times (to 14 to 25 billion metric tons
of oil equivalent).39

Finally, some authorities argue that the WEC and others have underesti-
mated the growth of energy demand in developing countries over the next
thirty years. Though such studies are probably right to assume that energy
efficiency will rise in these countries, they are probably wrong in their esti-
mates of the overall growth of energy use. Churchill argues, for example, that
“growth rates in the demand for energy in developing countries of between
5 and 7 percent are quite possible for sustained periods in the next thirty
years.”40 If so, total primary energy consumption—and the environmental
costs of carbon emissions and other pollution—will be considerably greater
than that suggested by the WEC, IIASA, and MITRE estimates.

Global Warming

Human activities, especially consumption of fossil fuels and hydrocarbons,
release a number of gases (mainly carbon dioxide, chlorofluorocarbons, meth-
ane, and nitrous oxide) that impede the escape of infrared radiation (heat) from
the surface of the earth to space. In the crudest terms, we can say that the more
of these gases present in the atmosphere, the higher the mean temperature at
the surface of the planet.41 In fact, if it were not for the naturally occurring
greenhouse effect, the current average temperature of the planet would be
about thirty-three degrees Celsius lower than it is now, and the earth would not
be able to support most of the life currently present. However, the scientific
story is much more complicated than this, because there are countless ill-
understood positive and negative feedbacks that may accentuate or diminish
human perturbations of the global heat balance. For instance, scientists are
uncertain to what extent increased cloud cover caused by global warming will
trap further heat (a positive feedback) or reflect sunlight (a negative feedback).

Over the last few years, though, a consensus has developed among the ex-
perts: assuming no major changes in the trend of human emission of green-
house gases, we will likely see a global warming between one and three and
one-half degrees Celsius by 2100, with a “best estimate” of two degrees warm-
ing.42 This may not seem like much of an increase, except when we realize that
the earth has warmed only about five degrees since the coldest period of the
last ice age, around 18,000 years ago. Moreover, the predicted rate of warming
during the next hundred years will “probably be greater than any seen in the
last 10,000 years.”43

Already, global mean surface air temperature has risen by between 0.3 and
0.6 degrees Celsius since the late nineteenth century, and the last decade has
seen a number of the warmest years on record.44 Nonetheless, it is too early to
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say that this increase represents the emergence of a global warming signal
from the noise of natural climate variation. Moreover, climate scientists have
only recently begun to understand the important counteracting effect on global
warming of human emissions of sulfate aerosols that reflect some sunlight
back into space, especially over heavily industrialized areas. On balance, how-
ever, “evidence suggests a discernible human influence on global climate.”45

This evidence converges from numerous research programs, including large-
scale computer modeling of the global atmosphere, analysis of ice-core and
sedimentary materials for data on past climates, analysis of ocean circulation
and sea-temperature data, and measurement of Earth’s temperature changes by
satellites from space and by ground stations around the world.

What might be the impact of two degrees warming in the next hundred
years? At the moment, the spatial resolution of even the most sophisticated
atmospheric models is too low to give us confidence in predictions about pre-
cipitation patterns, storm frequency, and soil moisture for specific regions.
However, we can say that temperature increases in high latitudes will be much
greater than the mean; that sea levels will rise about five centimeters per de-
cade, principally from thermal expansion of seawater; that seasonal tempera-
ture differences in high latitudes will decrease because winters will become
warmer; that extremely hot days will be more common; and that hydrological
cycles will become more vigorous.46 These changes will affect agricultural
production in both the developed and developing worlds (an issue I will dis-
cuss further in chapter 5), especially if they increase the incidence of extreme
events, such as droughts, floods, and heat waves. Moreover, as we saw in the
last chapter, the impact of global warming on food production might be multi-
plied if other critical agricultural resources—including cropland and fresh-
water supplies—are already depleted or degraded.

Stratospheric Ozone Depletion

In the last chapter, I described the hole in the stratospheric ozone layer over the
Antarctic, and the dramatic effect that this hole has had on scientists’ and
policymakers’ appreciation of threshold effects in ecosystems. But the ozone
hole is not just a matter of metaphysical interest. Each year it contributes to the
general depletion of ozone over a wide area of the southern hemisphere. Dur-
ing the southern spring (in September and October), the hole forms inside a
circular pattern of wind called thecircumpolar vortex; as summer approaches,
this vortex breaks up, and ozone-depleted air moves northward from Antarc-
tica. Although Antarctica’s pattern of chemical and atmospheric events is not
exactly replicated over the Arctic, scientists have found disturbing evidence of
many of the necessary conditions for rapid depletion there, too. In addition,
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while the situation over the South Pole is perhaps most dramatic, stratospheric
ozone depletion has occurred around the planet as CFCs have moved into the
upper atmosphere.

In 1995, the World Meteorological Organization (WMO) and several other
organizations completed a comprehensive assessment of ozone depletion.47

They noted that the maximum concentration of ozone-destroying chlorine
and bromine compounds was expected to occur in the troposphere (near the
planet’s surface) in 1994, thanks to various international agreements limiting
emissions of these compounds.48 Concentrations will peak in the stratosphere
some three to five years later, because it takes a number of years for these
compounds to migrate from the surface of the earth to the stratosphere.

Averaged across the whole planet, total statospheric ozone loss has been
about 5 percent since the mid-1960s (this figure includes the contribution of
the Antarctic ozone hole). But such aggregate figures understate mid- and
high-latitude losses. Ozone levels are currently decreasing by about 4 to
5 percent per decade at midlatitudes in the northern and southern hemispheres,
with much larger losses in the winter and spring than in the summer and fall.49

In 1992 and 1993, “springtime depletions exceeded 20 percent in some popu-
lated northern midlatitude regions, and the levels in the Antarctic ozone hole
fell to the lowest values ever recorded.”50 (Materials ejected by the Mount
Pinatubo eruption in 1991 probably aggravated the severity of depletion dur-
ing these years.)

Although chlorine and bromine concentrations in the stratosphere will soon
decline, these substances will continue to do their damage for many decades,
because they persist in the stratosphere as catalysts of ozone destruction for up
to fifty years.51 Unfortunately, scientists’ numerical models of ozone deple-
tion—based on current understandings of atmospheric chemistry—have often
underestimated depletion trends, making the trajectory of the ozone layer’s
recovery difficult to predict. The WMO’s comprehensive assessment, how-
ever, estimates that ozone losses will peak in the late-1990s at about 12 to
13 percent at northern midlatitudes in the winter and spring, at 6 to 7 percent
at northern midlatitudes in the summer and fall, and at about 11 percent at
southern midlatitudes on a year-round basis.52

Lower levels of ozone in the stratosphere permit more harmful ultraviolet
(UV) radiation to reach the surface of the earth from space. Satellite observa-
tions show that, since 1972, the amount of UV radiation has increased an
average of 6.8 percent per decade in the northern hemisphere and 9.9 percent
per decade in the south.53 Research suggests that, on average, a 1 percent de-
crease in stratospheric ozone produces about a 1.6 percent increase in the inci-
dence of carcinogenic UV radiation on the surface of the earth, which in turn
produces about a 2.7 percent increase in nonmelanoma skin cancer rates.54 But
the increasing occurrence of skin cancer should perhaps be the least of our
concerns: increased UV radiation may have deleterious effects on crops, for-
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ests, amphibians, ocean phytoplankton (which are at the bottom of the ocean
foodchain), and human and livestock health.55 Research results on these effects
are still preliminary.

Although greenhouse warming and ozone depletion have caught the West-
ern public’s attention over the last decade, certain terrestrial and aquatic envi-
ronmental trends—such as rising cropland scarcity, tropical deforestation, ris-
ing freshwater scarcity, and depletion of fish stocks—deserve equal attention.
Such problems will probably, in fact, interact with and multiply the effects of
atmospheric change; and they merit immediate concern because they are al-
ready seriously threatening the well-being of many developing societies.

Cropland Scarcity

Currently, total global cropland amounts to about 1.5 billion hectares, which
is roughly twice the area of the lower forty-eight states in the United States (an
additional 3.25 billion hectares are classifiable as pasture or rangeland). Opti-
mistic estimates of total arable land on the planet, which includes both current
and potential cropland, range from 3.2 to 3.4 billion hectares, but most of the
best land has already been exploited. What is left is usually less fertile, not
sufficiently rain-fed or easily irrigable, infested with pests, in regions of en-
demic human disease, or harder to clear, plow, and plant.

Experts generally describe a country as “land scarce” when 70 percent or
more of arable land is under production. In Asia, which includes four of the
world’s five most populous countries, about 82 percent of all arable land is
cultivated. Although the percentages are lower in Africa and Latin America,
the poor quality of much of the remaining land suggests that the previously
high rates of cropland expansion cannot be maintained.56 In some areas of
Africa and Latin America—especially the Sahel, the semiarid regions of East
and Southeast Africa, southern Mexico, Central America, and the Andean
Highlands—land scarcity is already critical. The bulk of remaining potential
cropland in these continents, and the world’s largest remaining reserves of
untapped agricultural land, lie under the rain forests of the Congo and Amazon
basins. But these lands are generally fragile and easily degraded: their soils are
thin and readily eroded by tropical rains, and the soil organic matter oxidizes
quickly in the heat. They are also two of the world’s main repositories of
biodiversity.

For developing countries during the 1980s, cropland grew at just 0.26 per-
cent a year, less than half the rate of the 1970s. More importantly, arable land
per capita dropped by 1.9 percent a year.57 In the absence of a major increase
in arable land in developing countries, experts anticipate that the world aver-
age of 0.26 hectares of cropland per capita will fall below 0.20 hectares by the
year 2025, given the current rate of world population growth.
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Experts commonly use a threshold of 0.07 hectares of land per capita to
indicate absolute land scarcity. (Absolute thresholds such as this one are al-
ways contentious, because they depend on assumptions about prevailing re-
source-use technologies, capital availability, and other inputs to production.
Still, they are useful benchmarks for gauging the severity of resource scarcity.)
In 1990, Egypt was already well below the threshold, at about 0.055 hectares
per capita, and by 2025 population growth alone will push diverse countries
such as Kenya, Bangladesh, and Israel far under the threshold. Average figures
tell only a very limited story, however, because the inequalities in land distri-
bution that exist in every society mean that some weaker and marginal groups
will be subjected to much harsher scarcity than the averages reveal. In large
areas of the developing world, tens of millions of marginalized peasants al-
ready subsist on extraordinarily small, and often fragmented, plots of low-
quality land. Over 70 percent of all rural households in developing countries
are either landless or nearly landless.58

Around the world, tracts of land are being lost each year to a combination
of problems, including encroachment by cities, erosion, depletion of nutri-
ents, acidification, compacting, and salinization and waterlogging from over-
irrigation.59 The geographer Vaclav Smil, who is generally very conservative
in his assessments of environmental damage, estimates that 2 to 3 million
hectares of cropland are lost annually to erosion, perhaps twice as much land
goes to urbanization, and at least 1 million hectares are abandoned because of
excessive salinity. In addition, about one-fifth of the world’s cropland is suf-
fering from some degree of desertification (which includes wind erosion and
changes in soil moisture).60 Taken together, he concludes, the planet will have
lost about 1 million hectares of arable land between 1985 and 2000, which is
about the area of California and Texas combined.61

Data on cropland area at the regional level are surprisingly poor. Efforts to
estimate total cropland area are hindered by steep slopes, complex terrains,
terracing practices, and underreporting by peasants and farmers trying to avoid
agricultural and land taxes. Accounting for such factors can produce major
revisions in cropland estimates. Recently, for example, many Chinese experts
boosted their figure for the country’s total cropland from under 100 million
hectares to 120 to 140 million hectares.62 Needless to say, such revisions dra-
matically effect judgments about a country’s ability to feed itself.

Also unavailable are good comparative, cross-national data on soil degrada-
tion. The most comprehensive are displayed on three large soil degradation
maps (commonly called the GLASOD maps) produced in 1990 by the Interna-
tional Soil Reference and Information Center and the United Nations Environ-
ment Programme, in collaboration with over 250 soil and environmental scien-
tists from around the world.63 Although the data on these maps are highly
aggregated and for some regions questionable, they do provide a useful overall
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impression of the extent and type of regional soil damage.64 They show that
some degree of degradation (mainly caused by water erosion) affects 38 per-
cent of the world’s current cropland, with particularly serious impacts in
Africa (65 percent of the land affected), Latin America (51 percent), and Asia
(38 percent). The maps show that there is no clear correlation between popula-
tion density and soil degradation. In general, regions of the world that origi-
nally had the best soil now carry the highest population densities; but high
population density sometimes promotes careful land husbandry—as in the
Netherlands—which actually reduces soil damage.

Tropical Deforestation

The total area of closed tropical forest on earth, which means forest where the
branches of the trees largely obscure the ground when viewed from the air, is
estimated to be around 1.2 billion hectares, or about the area of the United
States and Mexico together. If forest is more generously defined to include all
lands with a minimum tree crown cover of 10 percent, the total area is about
1.8 billion hectares.65 Estimates of tropical deforestation vary widely, how-
ever, because there are different kinds and degrees of forest degradation, and
it is often unclear whether a particular hectare should be counted as deforested.
Furthermore, forests frequently recover through planting and natural regenera-
tion, which also tends to blur category boundaries. Finally, satellite images are
far less precise than commonly thought in allowing researchers to determine
the extent of forest damage. The images usually have to be supplemented with
detailed ground inspections.66

Despite these difficulties, recent estimates by the UN Food and Agriculture
Organization (FAO) suggest that the already high rate of global tropical defor-
estation of the early 1980s has increased even more. In the early 1980s, the
world was losing 11.3 million hectares of tropical forest annually. By 1991 the
FAO put the figure at 17 million hectares.67 The annual average tropical forest
loss during the 1980s was 15.4 million hectares, or about 0.8 percent of total
tropical forest cover per year; particularly affected were easily accessible moist
deciduous forests and rain forests. During the single decade of the 1980s, an
area of tropical forest nearly three times the size of France was converted to
other uses.68

Between 1960 and 1990, Asia lost nearly a third of its tropical forests, while
Latin America and Africa lost almost a fifth.69 Today, three countries alone—
Brazil, Indonesia, and Malaysia—account for over half of the world’s tropical
rain forest loss.70 Other countries experiencing high rates of deforestation in-
clude Costa Rica, Cameroon, India, Myanmar, the Philippines, Thailand, and
Vietnam. The damage to tropical forests is, in fact, more alarming than these
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statistics suggest, because they do not give a good account of widespread frag-
mentation and degradation of tropical forests that can severely affect the resil-
ience and biodiversity of forest ecosystems.

When accused in the early 1990s of permitting high deforestation rates, the
Brazilians responded that the FAO figures were inflated in their case. They
noted that the rate of deforestation in Brazil dropped dramatically after 1988
because of changes in domestic policy. Yet more-recent reports suggest that
logging and land-clearing in the Amazon basin have surged again.71 Given the
unreliability of the data and the susceptibility of deforestation rates to policy
decisions, it is hard to predict the state of the world’s forests decades into the
future. But it seems safe to say that in twenty to thirty years most of the re-
maining virgin tropical forests in Southeast Asia, South Asia, and Central
America will be gone, and the remainder will be concentrated in the Congo
and Brazil.

The Philippines provides a good example of the speed and extent of regional
tropical forest loss in recent decades. After the Second World War, about half
the area of the Filipino archipelago was forested. By the mid-1980s, logging
and the encroachment of farms had reduced the virgin and second-growth for-
est from about 16 million hectares to 6.8 to 7.6 million hectares.72 At the turn
of the twentieth century, the Philippines had about 10 million hectares of vir-
gin forest; now less that a million hectares remain, and it seems certain that
almost all of this will be gone by early in the twenty-first century. The logging
industry boomed in the 1960s and 1970s and, following the declaration of
martial law in 1972, President Ferdinand Marcos handed out concessions to
huge tracts of land to his cronies and senior military officials. Pressured to
make payments on the foreign debt, the government encouraged log exports
to the voracious Japanese market. Numerous companies were set up with ex-
clusive opportunities to exploit forest resources, and they rarely undertook
reforestation. Despite the regime change in the Philippines and the more ag-
gressive concern for the environment of the Aquino and Ramos governments,
rates of deforestation have remained very high. Efforts to replant wide areas
have generally failed, because of corruption and inefficiency in the agencies
charged with the planting; moreover, the hilly areas where forest degradation
is most critical have very thin soils, and they are continually stressed by the
migration of landless peasants from lowland areas.

Scarcity of Freshwater

Scarcity of freshwater will be one of the chief resource issues of the twenty-
first century.73 The water-scarcity crisis is starkest when framed in terms of
rising demand, although water depletion and pollution—that is, supply-
induced scarcity—is also a critical problem. Reduced water quality has a di-



67E N V I R O N M E N T A L S C A RC I T Y

rect effect on human health: about 250 million new cases of waterborne dis-
ease are reported every year, causing about 10 million deaths.74

In 1999, humans will withdraw about 4,250 cubic kilometers of freshwater
a year from various sources (mainly rivers), returning about 1,700 cubic kilo-
meters to these sources, often in polluted condition.75 (For comparison, the
total flow over Niagara Falls every year is about 90 cubic kilometers.) This
consumption is growing at a rate of 2 to 3 percent a year. Total river resources
at any one time amount to about 2,000 cubic kilometers, but because of the
constant cycling of water between the atmosphere and surface of the earth,
the annual quantity available from rivers is probably closer to 40,000 cubic
kilometers.

Although these aggregate figures seem to indicate abundance, there are
great differences in water availability among regions. Many areas—including
much of Europe, large parts of the United States, the Ganges basin in India,
and the northwestern provinces of China—are using virtually all of their lo-
cally generated river runoff. In a number of arid developing countries, quick
population growth threatens to reduce water availability below 1,000 cubic
meters of water per capita per year, a benchmark regarded by many experts as
about the “minimum necessary for an adequate quality of life in a moderately
developed country.”76 Once again, however, such averages are deceiving,
because they hide the large disparities in water access that exist in all so-
cieties. In general it is safe to say that as average water availability drops below
1,000 cubic meters in a developing region, a significant fraction of the soci-
ety’s population will confront serious scarcity problems. Irrigated agriculture
will be restricted; residents of urban squatter settlements and slums will often
have insufficient water for basic hygiene; and rural families will often have to
walk far from their villages to find water at streams and ponds.

Table 4.1 identifies regions where water crises are very likely in the next
decades as a result of population growth. The possibility of greenhouse-
induced climate change introduces some uncertainty into these estimates,
because climate change would shift precipitation patterns and therefore the
overall water supply. Some arid regions—especially in coastal areas—might
no longer face water shortages, whereas other, predominantly interior regions
could suffer prolonged drought. Despite this uncertainty, the Middle East and
parts of Africa are of particular concern with respect to water scarcity: these
regions’ populations are still expanding rapidly, and water is already ex-
tremely scarce.77 Taking the world as a whole, the number of people living
in countries with water stress or chronic water scarcity in 1997 was about
430 million; by the year 2025, using the UN’s medium population projections,
the number is expected to rise to 3 billion, or over a third of the planet’s
population (using the low projections, the figure is 2 billion).78

Water has long been a source of contention among certain groups and so-
cieties. Some experts suggest that international disputes over river water, in



TABLE 4.1
Water Availability in 1995 and in 2025

Per Capita Projected per Capita
Water Availability 1995 Water Availability 2025

(m3/person/year) (m3/person/year)

Africa
Algeria 527 313
Burundi 594 292
Comoros 1,667 760
Egypt 936 607
Ethiopia 1,950 807
Kenya 1,112 602
Libya 111 47
Malawi 1,933 917
Morocco 1,131 751
Rwanda 1,215 485
Somalia 1,422 570
South Africa 1,206 698
Tunisia 434 288

The Americas
Canada 98,667 79,731
United States 9,277 7,453
Barbados 192 169
Haiti 1,544 879

Asia/Middle East
Bahrain 162 104
Cyprus 1,208 947
Iran 1,719 916
Israel 389 270
Jordan 318 144
Kuwait 95 55
Oman 874 295
Qatar 91 64
Saudi Arabia 249 107
Singapore 180 142
Yemen 346 131

Source: Tom Gardner-Outlaw and Robert Engelman,Sustaining Water, Easing
Scarcity: A Second Update(Washington, D.C.: Population Action International,
1997). Water availability in 2025 was estimated using the United Nations’ medium
population projections, obtained from United Nations Population Division,World
Population Prospects: The 1996 Revision, Demographic Indicators 1950–2050,
Diskettes 1–4 (New York: United Nations, 1996).

Note: The table lists selected countries where population growth will drive an-
nual per capita water availability to 1,000 cubic meters or less per person by 2025.
Figures for the United States and Canada are provided for comparison.
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particular, could become more frequent in coming decades. For instance, the
Nile River runs through nine countries, and downstream nations—especially
Egypt and the Sudan—are vulnerable to upstream water diversion because of
their dry climates and dependence on irrigated agriculture. Other African
rivers are shared by several countries; for example, the Zambezi and the Niger
flow through eight and ten countries respectively, and the Senegal has been at
the center of a serious clash between Mauritania and Senegal (as we shall see
in the next chapter). Depletion of aquifers may also be a source of disputes:
Egypt and Libya, for example, see the shared Nubian aquifer as a vital future
source of water for huge agricultural zones. In the Middle East, some experts
believe that the desire to secure the waters of the Jordan, Litani, Orontes, and
Yarmuk Rivers contributed to tensions preceding the 1967 Arab-Israeli war.79

There is also strong disagreement between Syria and Turkey over Euphrates
water.

Although the potential for conflicts among countries over shared water re-
sources receives much attention in the popular media, I argue in chapter 7 that
water scarcity rarely causes interstate wars. Rather its impacts are more in-
sidious and indirect: it constrains economic development and contributes to a
host of corrosive social processes that can, in turn, produce violence within
societies.

Decline of Fish Stocks

The FAO has estimated that the maximum sustainable yield of the world’s
marine and freshwater fisheries is 100 million metric tons. Total world fish
production has quintupled since 1950, from 20.75 to 101.27 million metric
tons in 1993 (the current U.S. annual catch is about 6 million metric tons).80

Marine fishers caught about 78 percent of the 1993 total; inland fishers caught
an additional 7 percent; and marine and inland aquaculture raised about
16 percent. Of the approximately 86 million metric tons of fish caught from
marine and inland fisheries, about 57 million metric tons went to human con-
sumption (and is therefore commonly calledfood fish) and the remainder to
products such as fish meal.

As we approach the limit of sustainability, there is widespread evidence—
from Maine, to Newfoundland, to Southern India—of regional overexploita-
tion. Many fisheries are also suffering from eutrophication, coastal pollution,
and the destruction of mangrove swamps and other nursery grounds (often to
build prawn farms and aquaculture pens). Tropical fisheries, especially in
Southeast Asia are being ravaged by a combination of dynamite and cyanide
fishing. Furthermore, scientists are only just beginning to understand that
many large fisheries undergo complex, decade-long regime changes, often in
synchrony in widely separated parts of the planet’s oceans. These large swings
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in productivity are not well understood but are probably related to global cli-
mate changes, in particular El Niño oscillations in the South Pacific.81

As early as 1987, the FAO commented: “The time of spectacular and sus-
tained increases in fisheries catches is over.. . . Almost all important stocks of
demersal species are either fully exploited or overfished. Many of the stocks
of more highly valued species are depleted. Reef stocks and those of estuarine/
littoral zones are under special threat from illegal fishing and environmental
pollution.”82 In a 1995 report, the FAO concludes that about 69 percent of the
world’s conventional species are “fully exploited, overexploited, depleted, or
in the process of rebuilding as a result of depletion.” The FAO goes on to note
that “this situation is globally non-sustainable and major ecological and eco-
nomic damage is already visible.”83

To maintain current per capita human fish consumption (about thirteen kilo-
grams per year), the world will have to produce about 91 million metric tons
of food fish by the year 2010.84 Because it is unlikely that the quantity of food
fish caught from marine and inland fisheries will exceed 60 million metric tons
annually, the remaining 31 million metric tons will have to come from aqua-
culture. This figure implies a doubling of aquaculture production—from its
1993 level of 16 million metric tons—in just over fifteen years; although such
expansion may seem improbable, it requires a rate of growth no greater than
that of the last decade. Maintaining an annual food fish production of 60 mil-
lion metric tons from wild fisheries, given that these fisheries are already under
severe stress, will require much greater use of nonconventional species, of fish
now caught for animal feed, and of currently discarded fish. Even with such
measures, however, the world’s excessively large and increasingly sophis-
ticated fishing fleets are likely to push most regional fisheries beyond the
limits of sustainability. In some cases, this pressure will cause fisheries to
collapse; once again, such events will most severely affect marginal communi-
ties, especially artisanal and small-scale fishers along the coasts of developing
countries.

Loss of Biodiversity

Loss of biodiversity is a good general indicator of the damage humankind is
inflicting on Earth’s renewable resource systems. As noted above, the esti-
mates of the number of species on the planet cover a wide range, from 5 to
more than 30 million. The current best estimate for the number known to
science is 1.75 million.85 The recent and monumentalGlobal Biodiversity
Assessmentproduced a consensus estimate of 13.6 million species in total,
suggesting that “only 13 percent of the species on Earth have yet been
described.”86
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The wide range of estimates is largely due to great uncertainty about species
diversity in the tropical forest regions. Experts assume that these forests con-
tain a vast repository of genetic information, the majority of it contained in
insects and microbes not yet identified or catalogued. The world’s biodiversity
is a priceless resource for the development of new crops, medicines, and a
wide array of industrial products from paints to lubricants. As tropical forests
are destroyed, much of this genetic information is lost. Moreover, ecosystem
simplification (that is, the reduction of biodiversity in croplands, planted for-
ests, and other managed ecosystems) to obtain higher yields of products like
grains and wood tends to reduce ecosystem stability and the availability of
services such as soil nutrients and pest control.87 These services have to be
replaced, often at great expense, with chemical substitutes.

In the last 600 million years, five great episodes of extinction have afflicted
life on the planet. The most severe occurred at the end of the Permian period,
240 million years ago, when 77 to 96 percent of all marine animal species
vanished.88 The better-known episode of extinction occurred when the dino-
saurs disappeared—probably because of the impact of a huge meteorite or
comet in the region of the Yucatan peninsula—at the junction of the Creta-
ceous and Tertiary periods, 65 million years ago. In all five cases, the number
of animal species was more severely reduced than that of plant species. Recov-
ery to the preexisting level of biodiversity took 10 to 100 million years.

Today, with the rapid loss of tropical forests and other species’ habitats
around the planet,bothplant and animal species are disappearing at an extraor-
dinary rate. Harvard entomologist E. O. Wilson has calculated conservatively
that the global loss from tropical deforestation alone could range from four to
six thousand species a year, a rate ten thousand times greater than the natural
background rate of extinction prior to the appearance of human beings.89 Wil-
son estimates that current tropical deforestation at about 1 percent per year is
producing a yearly 0.2 to 0.3 percent decrease in the number of species in these
regions. Using species-area models based on island biogeography, theGlobal
Biodiversity Assessmentsimilarly concludes that “recent rates of deforestation
. . . translate into a rate of extinction of about 0.25 percent per annum.”90 Al-
though this figure should be regarded as only a crude estimate, the “current
extinction rates are dramatically higher than background extinction rates.”91

Current extinction rates can also be estimated by comparing the estimated
life span of average species in well-known taxa. For example, the fossil record
suggests that average mammal species existed for about 1 million years prior
to the arrival of humans; documented extinctions during the last century sug-
gest an average mammalian species life span of ten thousand years; and recent
species-by-species studies suggest a current figure of one hundred to one thou-
sand years.92 A recent report by the World Conservation Union lends support
to this assertion: 25 percent of mammal species are threatened, as are twenty-



72 C H A P T E R 4

four of twenty-six mammalian orders. Rates are even higher in regions, such
as the Philippines and Madagascar, where species are unique and geographi-
cally contained.93

There is some controversy surrounding such alarming conclusions, because
the actual number of recorded extinctions of plant and animal species since
A.D. 1600 is only about eleven hundred. However, theAssessmentconcludes
that “whatever the uncertainties may be about the scale of extinctions, what is
clear is that many species will be reduced to small and fragmented populations
in the near future.”94

Loss of habitat to loggers, human predation, urban growth, and pollution all
contribute to this crisis. If we add the stress of climate change, an estimate of
a 25 percent reduction in planetary biodiversity in the next one hundred years
is plausible. Such a loss would rival four of the five previous mass extinctions
on earth. From both a moral and practical point of view, it could be the single
greatest calamity human beings inflict on the planet. As theAssessmentnotes,
“we have been more successful in simplifying than in reconstructing complex
ecosystems. Our lack of success in ecosystem restoration suggests that great
caution should be exercised in reducing biodiversity through management
practices because of the potential loss of goods and services in the long
term.”95

In this chapter I have identified the three main sources of environmental scar-
city—including reduced supply, rising demand, and skewed distribution—and
I have presented a model of the main variables and causal relationships that
produce these scarcities. I discussed the sources of uncertainty surrounding our
estimates of present and future environmental scarcity. And finally, I sketched
some of the ways in which this scarcity manifests itself at the regional and
global levels. In the next chapter, I show how the three sources of scarcity can
interact in particularly pernicious ways, and I examine some of the key social
effects of this scarcity, ranging from constrained economic productivity to
weakened states.



5
Interactions and Social Effects

THE ENVIRONMENTAL PROBLEMS described in the previous chapter are large-
scale, long-term, and inadequately understood. They strike directly at our most
intimate links to the biosphere, such as our ability to obtain the food and water
we need for survival. Many people have a strong intuition that these prob-
lems will affect social stability, and some analysts have given voice to this
intuition.1 But sensational claims about “water wars,” “food wars,” and “envi-
ronmental refugees” in the popular literature are—almost without exception—
simplistic and flawed, largely because they are not based on a sturdy founda-
tion of clear concepts, variables, and empirically grounded generalizations. In
this and the following two chapters, I therefore propose a detailed model of the
links between environmental scarcity and violent conflict. I illustrate and sup-
port this model with evidence drawn from our research project and others.
Taken together, these chapters should give analysts and policymakers a tool kit
of concepts and generalizations that they can use to analyze, explain, and
sometimes predict connections between environmental scarcity and violence
around the world.

Interactions

In the last chapter, I introduced the concepts of supply-induced, demand-in-
duced, and structural scarcity. These three kinds of environmental scarcity
often interact, and two patterns of interaction are particularly common:re-
source captureandecological marginalization. Figures 5.1 and 5.2 diagram
these patterns.

Resource capture occurs when a fall in the quality and quantity of a renew-
able resource interacts with population growth to encourage powerful groups
within a society to shift resource distribution in their favor. This shift can
produce dire environmental scarcity for poorer and weaker groups in the soci-
ety. Ecological marginalization occurs when unequal resource access joins
with population growth to cause migrations to regions that are ecologically
fragile, such as steep upland slopes, areas at risk of desertification, tropical rain
forests, and peri-urban squatter settlements. High population densities in these
areas, combined with a lack of knowledge and capital to protect local re-
sources, cause severe environmental damage and chronic poverty.2
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Figure 5.1. Resource Capture

Figure 5.2. Ecological Marginalization

Resource Capture

One motivation behind resource capture—as we will see in the case of the
Jordan River basin—can be a powerful group’s fear of the disadvantage that
rising scarcity might produce. Another motivation, more obvious in the ex-
ample of the Senegal River basin below, is greed. As critical resources be-
come more scarce, prices rise, which can open up opportunities for fast prof-
its from speculation on resources. It also becomes easier to corner the market
on key resources—that is, to capture such a significant fraction of the resource
pool that monopolistic profits can be extracted. Both of these motivations
arise most obviously with resources, such as cropland and forests, that are
easy to privatize and divide into saleable units (that are, in economists’ terms,
excludable).
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The concept of resource capture is similar to, but narrower than, the political
economists’ concept ofrent-seekingbehavior. In general, rent-seeking refers
to attempts by individuals and groups to maximize economic “rent” by ma-
nipulating the laws and institutions governing the disposition of factors of
production in an economy.Rentis the economic return from a factor in excess
of the amount needed to keep it in its present use; that is, it is the return above
the factor’sopportunity cost(which is determined by its most profitable alter-
native use).3 Rent-seeking does not necessarily involve natural resources,
whereas resource capture—as I use the term here—does. Moreover, resource
capture describes the behavior of powerful groups, usually elites, in a social
system; these groups are motivated to capture resources by rising supply-
induced and demand-induced scarcity. Rent-seeking, on the other hand, is not
necessarily a problem associated with such groups and does not necessarily
involve such motivations: it often happens at the local level, and large numbers
of people can be involved, such as petty landlords and officials; in addition, it
can occur independently of changes in the degree of resource scarcity.

The water shortage on the West Bank of the Jordan River provides an exam-
ple of how population growth can combine with high consumption of a scarce
local resource to promote resource capture. In the early 1990s, Israel’s average
annual supply of renewable freshwater was about 1,950 million cubic meters
(mcm).4 Israeli demand, including that of settlements in the West Bank and
Golan Heights, was about 2,150 mcm. The annual deficit of about 200 mcm
was (and still is) covered by overpumping aquifers. As a result, water tables in
some parts of Israel and the West Bank have dropped. This decline has caused
the exhaustion of some wells and the infiltration of seawater from the Mediter-
ranean.5 At the same time, Israel’s population is expected to increase from the
present 6.0 million to around 7.5 million in the year 2020.6 Based on this
projected expansion, the country’s water demand by 2020 is conservatively
estimated at 2,800 mcm.7

Sixty percent of Israel’s annual sustainable supply of water, or about
1,200 mcm, comes from groundwater, and the rest from river flow, floodwater,
and wastewater recycling. Two of the three main aquifers on which Israel
depends lie principally underneath the West Bank, although their waters drain
into Israel. About 475 mcm, or about 40 percent of the groundwater Israel uses
(and about a quarter of its sustainable supply) originates in this territory.

To protect this important source, the Israeli government strictly limited
water use by Jewish settlers and Arabs on the West Bank. But there was a stark
differential in water access between the groups: on a per capita basis in the
early 1990s, settlers consumed about four times as much as Arabs. Of the
650 mcm of all forms of water annually available there, Arabs were allowed to
use only 125 mcm. Israel restricted the number of wells Arabs could drill in the
territory, the amount of water Arabs were allowed to pump, and the times at
which they could draw irrigation water. During the period of occupation after
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1967, Arabs were not permitted to drill new wells for agricultural purposes,
although the Mekorot (the Israeli water company) drilled more than thirty
wells for settlers’ irrigation. The area of irrigated Arab farmland on the West
Bank dropped from 27 percent of the total cultivated area to 3.5 to 6.0 percent.8

Arab agriculture in the region also suffered because some Arab wells be-
came dry or saline as a result of deeper Israeli wells drilled nearby. These
Israeli water policies, combined with the confiscation of agricultural land for
settlers as well as other Israeli restrictions on Palestinian agriculture, encour-
aged many West Bank Arabs to abandon farming and move to towns. There,
they have become either unemployed or day laborers within Israel (when the
borders to Israel are not closed for security reasons).

The links between these processes and unrest in the West Bank and Gaza are
unclear; many political, economic, and ideological factors operate. But it is
reasonable to conclude that water scarcity and its economic effects contributed
to the grievances behind theintifadah in these territories.

Events in the Senegal River valley in 1989 also illustrate resource capture.
The valley demarcates the border between Senegal and Mauritania in West
Africa. Senegal has fairly abundant agricultural land, but much of it suffers
from high to severe wind and water erosion, loss of nutrients, salinization
because of over-irrigation, and soil compaction caused by intensification of
agriculture.9 In the early 1980s, the country had an overall population density
of thirty-eight people per square kilometer and a population growth rate of
2.8 percent (giving a doubling time of about twenty-five years).10 In contrast,
except for the Senegal Valley along its southern border and a few oases, Mau-
ritania is largely arid desert and semiarid grassland.11 In the 1980s, its popula-
tion density was very low at about two people per square kilometer, but the
growth rate was 2.9 percent. This combination of factors led the FAO and two
other organizations to include both Mauritania and Senegal in a 1982 list of
“critical” countries whose croplands could not support their projected popu-
lations without a large increase in agricultural inputs, such as fertilizer and
irrigation.12

Under normal conditions during this period, the broad floodplains fringing
the Senegal River supported productive farming, herding, and fishing based on
the river’s annual floods. But during the 1970s, a serious drought and the
prospect of a chronic food shortages encouraged the region’s governments to
seek international financing for the high Manantali Dam on the Bafing River
tributary in Mali and the Diama salt-intrusion barrage near the mouth of the
Senegal River between Senegal and Mauritania. These dams were designed to
regulate the river’s flow to produce hydropower, expand irrigated agriculture,
and provide riverine transport from the Atlantic Ocean to landlocked Mali,
which lies to the east of Senegal and Mauritania.

The plan had unfortunate and unforeseen consequences. In the context of
critical land scarcities elsewhere in the region, land values sharply increased
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along the river in areas where high-intensity agriculture was to become feasi-
ble. The elite in Mauritania, which consists mainly of white Moors, then re-
wrote the country’s legislation governing land ownership, effectively abrogat-
ing the rights of black Africans to continue farming, herding, and fishing along
the Mauritanian riverbank.13

There has been a long history of racism by white Moors in Mauritania to-
ward their non-Arab, black compatriots. In the spring of 1989, the killing of
Senegalese farmers by Mauritanians in the river basin triggered explosions of
ethnic violence in the two countries. In Senegal, almost all of the seventeen
thousand shops owned by Moors were destroyed, and their owners were de-
ported to Mauritania. In both countries, several hundred people were killed and
the two nations nearly came to war.14 The Mauritanian regime used this occa-
sion to activate the new land legislation, declaring the Mauritanians who lived
alongside the river to be “Senegalese,” thereby stripping them of their citizen-
ship; their property was seized. About seventy thousand black Mauritanians
were forcibly expelled to Senegal, from where some launched raids to retrieve
expropriated cattle. By 1993, diplomatic relations between the two countries
had been restored, but neither had agreed to allow the expelled population to
return or to compensate them for their losses.

We see here the interaction of two sources of human-induced environmental
scarcity. Degradation of land resources and population pressures helped pre-
cipitate agricultural shortfalls, which in turn encouraged a large development
scheme. These three factors together raised land values in one of the few areas
in either country offering the potential for a rapid move to high-intensity agri-
culture. A powerful elite then changed property rights and resource distribu-
tion in its favor, which produced a sudden increase in resource scarcity for an
ethnic minority, expulsion of the minority, and ethnic violence.

Ecological Marginalization

The Philippines offers a good illustration of ecological marginalization. Un-
equal access to rich agricultural lowlands combined with population growth to
cause migration to easily degraded upland areas; erosion and deforestation
contributed to economic hardship that spurred insurgency and rebellion.

Spanish and American colonial policies in the Philippines left behind a
grossly unfair distribution of good cropland in lowland regions, an imbalance
perpetuated since independence by a powerful landowning elite.15 From the
1960s into the 1980s, green-revolution technologies greatly increased lowland
production of grain for domestic consumption, and of cash crops—like sugar,
coconut, pineapple, and bananas—that helped pay the country’s massive ex-
ternal debt. This increased production raised demand for agricultural labor on
large farms, but not enough to compensate for a population growth rate often
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over 2.5 percent. Together, therefore, unequal land access and population
growth produced a surge in agricultural unemployment.

With insufficient rural or urban industrialization to employ this excess
labor, wages experienced unrelenting downward pressure.16 Economically
desperate, millions of poor agricultural laborers and landless peasants mi-
grated to shantytowns in already overburdened cities, such as Manila; millions
of others moved to the least productive and often most ecologically vulnerable
territories, such as steep hillsides.17 In these uplands, settlers used fire to clear
forested or previously logged land. They brought with them little money or
knowledge to protect their fragile ecosystems, and their small-scale logging,
production of charcoal for the cities, and slash-and-burn farming often caused
horrendous environmental damage, particularly, water erosion, landslides, and
changes in the hydrological cycle.18 (Erosion rates in some upland regions
exceed three hundred metric tons per hectare per year, which is well over
twenty times the sustainable rate.) This damage set in motion a cycle of falling
food production, clearing of new plots, and further land degradation. There are
few new areas in the country that can be opened up for agricultural production,
so even marginally fertile land is now hard to find in many places, and eco-
nomic conditions remain desperate for many peasants.19

The situation in the Philippines is not unique. Jeffrey Leonard notes that
ecological marginalization occurs with striking regularity around the planet,
affecting hundreds of millions of people in places as diverse as the Himalayas,
Indonesia, the Sahel, El Salvador, Honduras, and Brazil. Over time, this pro-
cess “causes environmental degradation and intractable poverty to become
more and more closely intertwined in particular geographic areas with fragile
environmental conditions. The world’s poorest people are thus increasingly
clustered in two types of areas: remote and ecologically fragile rural areas and
the edge of growing urban areas.”20

Moreover, resource capture and ecological marginalization are often inti-
mately linked. Frequently, in fact, one leads to the other. The history of Chia-
pas, Mexico, for example, is a chain of multiple yet discrete instances of these
two processes.21 This chain has most harshly affected the state’s rapidly grow-
ing population of indigenous peoples and campesinos. As population pres-
sures have mounted on agricultural land (see fig. 5.3), elites and wealthy farm-
ers have often taken control of the best land and have perverted land reform
and redistribution policies. Many peasants affected by these depredations have
migrated from the state’s Central Highlands to the periphery of the Lacandon
Rain Forest, in the state’s southeast corner. There, they have cleared new land,
only to be forced—either by the quick depletion of soil nutrients or by more
land seizures by wealthy farmers—to move deeper into the vulnerable forest.

In recent decades, the agricultural frontier in Chiapas has closed, partly be-
cause of ever-greater restrictions on expansion into the Lacandon. During the
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Figure 5.3. Decline in Cultivated Land per Capita in Chiapas, Mexico.Sources:
Thomas Benjamin,A Rich Land, a Poor People(Albuquerque: University of New
Mexico Press, 1989), 225, fig. 4, and 231, fig 5; Instituto Nacional de Estadística,
Geografía e Informática,Anuario Estadística del Estado de Chiapas, Edición 1991and
Edición 1994(Mexico, D. F.: Instituto Nacional de Estadística, Geografía e Informá-
tica, 1991 and 1994); Instituto Nacional de Estadística, Geografía e Informática,VII
Censo Ejidal(Mexico, D.F.: Instituto Nacional de Estadística, Geografía e Informática,
1994); Coordinación General de Estadística, Geografía e Informática,Chiapas Básico
1987 (Coordinación General de Estadística, Geografía e Informática, 1987); and
George Collier, Personal Communication, 25 May 1995.

period of economic reform in the 1980s, these processes combined with the
loss of agricultural subsidies and credits for small producers to sharply ag-
gravate economic hardship and, in turn, the grievances of poor peasants.
Economic reform also weakened the political control of the PRI (the Partido
Revolucionario Institucional, the Mexican ruling party), which improved the
opportunity for insurgent groups to challenge the regime. Eventually, as we
will see in chapter 7, this simultaneous rise in grievance and opportunity pro-
duced the Zapatista insurgency.
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Social Effects

Environmental scarcity and its various patterns of interaction—including re-
source capture and ecological marginalization—may cause countless changes
in developing societies. These changes can be beneficial for the communities
affected; for example, scarcity can stimulate people to develop useful new
technologies and institutions, as I will discuss in the next chapter. But many of
the changes are harmful. They range from sharp reductions in the length of
time rural Africans can cook their food as fuelwood becomes scarce (which
means they are more likely to contract food-borne disease) to the deeper pov-
erty of Asian inshore fishermen whose once-abundant grounds have been de-
stroyed by dynamite fishing and industrial pollution. Which of these many
negative social effects can link environmental scarcity to violent conflict?

Research has identified five main social effects that can, either singly or in
combination, substantially increase the probability of violence in developing
countries:

• constrained agricultural productivity, often in ecologically marginal regions;
• constrained economic productivity, mainly affecting people who are highly de-

pendent on environmental resources and who are ecologically and economically
marginal;

• migration of these affected people in search of better lives;
• greater segmentation of society, usually along existing ethnic cleavages; and,
• disruption of institutions, especially the state.22

These effects are often causally interlinked, sometimes with feedback relation-
ships. For example, the migration caused by falling food production can re-
duce the amount of labor available for work in fields, which further disrupts
food production. Or, economic problems can lead to the flight of people with
wealth and education, which in turn eviscerates universities, courts, and in-
stitutions of economic management, all of which are crucial to a healthy
economy.

It is important to emphasize that environmental scarcity is not a sufficient
cause of any of these five social effects. Scarcity always interacts with other
factors to produce these effects. Therefore, we must be acutely sensitive to
what I callcontextual factors, which are unique to each socio-ecological sys-
tem and influence the strength of the linkages between scarcity and its social
effects. These contextual factors include the physical characteristics of a given
environment, such as its sensitivity to human perturbations (see chap. 3), and
also ideational factors unique to the society in question, including its institu-
tions, social relations, and culture (see chap. 4).23

Analysts who doubt that environmental scarcity is an important cause of
social hardship often suggest that it is contextual factors—especially failed
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institutions and policies—that ultimately explain events like poor harvests,
large migrations, and worsened intergroup cleavages. In their minds, environ-
mental scarcity is at most an aggravator of already existing problems or a
trigger that releases accumulated nonenvironmental pressures. But this skepti-
cism betrays a simplistic understanding of causation in our natural and social
worlds. It suggests a naive, almost dichotomous view: if environmental scar-
city, in itself, cannot be shown to be a sufficient cause of certain social hard-
ships, then something else must be the cause. Yet a more accurate view of
environmental scarcity’s role is that it often acts as a deep, underlying stressor
of social systems, and it produces its effects by interacting with contextual
factors unique to the society.

Because issues of causal role are at the heart of much of the debate surround-
ing the impact of environmental stress on society, I consider them further in
this chapter’s appendix. Now, however, I turn to the five negative social effects
that can link environmental scarcity to violent conflict.

Agricultural Productivity

Reduced or constrained agricultural productivity is often mentioned as poten-
tially the most worrisome consequence of environmental change. Many poor
people in developing countries spend more than half their income on food and
are, therefore, acutely vulnerable to food price increases caused by production
shortfalls. Figure 5.4 presents some of the causal connections between envi-
ronmental change and agricultural output frequently proposed by researchers.
This figure is not exhaustive: it focuses only on the consequences for agri-
culture of supply-induced environmental scarcities (that is, the depletion and
degradation of environmental resources); moreover, the interaction of environ-
mental and agricultural variables is far more complex than the figure sug-
gests.24 Finally, no one region or country exhibits all the indicated processes:
some processes, such as the effects of water shortages on food output, are
obvious in many areas, but others, including the effects of global warming, are
not clearly discernible anywhere.

The effects of global warming may not yet be clear, but figure 5.4 identi-
fies some that could eventually be important.25 Coastal cropland in countries
such as Bangladesh and Egypt is vulnerable to storm surges. Such events
could become more frequent and harmful to crop output, because global
warming will cause sea levels to rise and might intensify storms. The green-
house effect will also change precipitation patterns and soil moisture; al-
though this may benefit some agricultural regions, others will suffer. Lower
precipitation will most severely affect regions that already have degraded and
eroded soils, because lost rooting depth makes plants particularly vulnerable
to drought.26



Figure 5.4. Possible Effects of Environmental Change on Agricultural Productivity
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Many plants grow faster and larger in a warm environment rich in carbon
dioxide, and they often use water more efficiently.27 But optimistic estimates
of greatly increased crop yields in a warmer, carbon-rich world have usually
been based on laboratory experiments under ideal growing conditions. In ad-
dition, these estimates have generally ignored the influence on yields of
more frequent extreme climate events caused by global warming (especially
droughts and heat waves), increased pest infestation, and the decreased nutri-
tional quality of crops grown in a carbon-enriched atmosphere.28

An important recent study of the impact of greenhouse warming on agricul-
ture by Cynthia Rosenzweig and Martin Parry takes many of the above factors
into account. It suggests that a doubling of atmospheric carbon dioxide con-
centration, and the resulting climate changes, will cause only a small drop in
the world’s total crop output. However, the differential impacts will be large:
the researchers conclude that “developing countries are likely to bear the brunt
of the problem.”29

Figure 5.4 also identifies some of deforestation’s possible effects on food
output. Logging and land-clearing can accelerate erosion, change regional hy-
drological cycles and precipitation patterns, and decrease the land’s ability to
retain water during rainy periods. The resulting flash floods damage irrigation
works while plugging reservoirs and irrigation channels with silt. These
changes can seriously affect crop production. For example, when the govern-
ment of the Philippines and the European Economic Community commis-
sioned an Integrated Environmental Plan for the still relatively unspoiled is-
land of Palawan, the authors of the study found that only about half of the
thirty-six thousand of irrigated farmland projected within the Plan for 2007
would actually be irrigable because of the hydrological effects of decreases in
forest cover.30

Finally, Figure 5.4 highlights the effects of worsening scarcities of cropland
and water on agricultural production. As we have seen in the upland Philip-
pines, these scarcities often have grievous impacts on peasants and farmers in
ecologically marginal rural areas.31 Nonetheless, aggregate data on food output
suggest that many countries have adjusted to scarcity by boosting inputs of
labor, capital, and ingenuity. In particular, beginning in the 1960s, the “green
revolution”—which combined higher-yielding grains with the intensive use of
irrigation, chemical fertilizers, and pesticides—sharply raised agricultural out-
put.32 In many poor countries, this package of technologies has more than
compensated for increasing land scarcity, often allowing food production to
exceed population growth, with multiple benefits to local economies.33

Between 1965 and 1986, global cereal production increased at 3 percent a
year, meat and milk output increased 2 percent annually, while the rate for oil
crops, vegetables, and pulses was 2.5 percent.34 In the 1980s alone, total food
production in the developing world increased by 39 percent; even in Africa, it
increased by a third. About one hundred developing countries saw some
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growth in total food output, while thirty saw increases of 40 percent or more.35

Exports from developed countries with huge agricultural surpluses often alle-
viated regional shortfalls in food production in the developing world. Based on
this past experience, we might conclude that developing countries have suffi-
cient capacity, with intermittent assistance from Northern grain exporters, to
respond to worsening land and water scarcities in the future.36

But highly aggregated statistics, such as those above, are often misleading.
In the 1980s, food output per capita dropped in seventy-five countries. This
group included three-quarters of African, almost two-thirds of Latin American,
and half of Asian countries. Fifteen countries saw a drop of at least 20 percent
in food output per person.37 More importantly, aggregate figures hide wide
disparities in food availability among and within developing countries. At
the end of 1980s, for example, twenty-five poor countries could not provide
sufficient food calories for the health, growth, and productive work of their
populations.38 Even if adequate food is available on average in a country, dis-
tributional problems, poverty, and disparities in access to natural resources
often produce wide differences in food consumption within their populations.
Because of a combination of production and distributional problems, some
840 million people around the world—about 15 percent of the world’s popu-
lation—currently suffer from chronic hunger (down from 920 million, or
24 percent of the world’s population, in the early 1970s).39 Although both the
percentage and absolute number of hungry people have fallen globally in the
last twenty years, Latin America, South Asia, and especially sub-Saharan
Africa have not shown improvements in these statistics. Around the world,
34 percent of the world’s children are malnourished; about eleven thousand die
every day from malnutrition or related problems; and tens of millions of chil-
dren suffer sickness and learning disabilities because of deficiencies of micro-
nutrients like iron, vitamin A, and iodine.

Moreover, even some aggregated agricultural statistics do not seem as
promising as they once were. The rate of increase in global agricultural pro-
duction has dropped in the last thirty years: from 3 percent per year in the
1960s, to 2.3 percent in the 1970s, and to 2 percent in the period from 1980
to 1992. Growth in global cereal production has shown an even steeper de-
cline: from 3.6 percent per year in the 1960s, to 2.6 percent in the 1970s, to
1.6 percent from 1980 to 1992.40 Because this rate is only barely ahead of
global population growth, world grain output per person has shown little in-
crease since the mid-1970s.41 The annual variability of world grain output
appears to have increased, perhaps because of the wide use of crop monocul-
tures that are vulnerable to pests and diseases.42

Many agricultural experts are especially troubled by declines in the growth
rate of agricultural yields (that is, the growth rate of food output per hectare of
land). Yields of maize, rice, and wheat in developing countries increased more
than 100 percent between 1961 and 1991. Asian wheat yields rose from
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0.5 metric tons per hectare to 2.5 tons; Chinese rice yields increased from
2 tons to 6 tons. Recently, however, the annual rate of growth of yields in East
and Southeast Asia has slowed: for example, the rate for rice in Southeast Asia
has fallen from 3.2 percent in the 1970s to 1.6 percent in recent years. Chinese
rice yield growth rates have dropped more than 50 percent.43 These declin-
ing growth rates suggest that some developing countries, especially in East
Asia, have already reaped a large proportion of the green revolution’s potential
benefit.

Complex contextual factors, particularly institutions, play a big role in de-
termining whether developing countries can respond effectively to the effects
of land and water scarcity on agriculture. These factors include the society’s
prevailing land-use practices, land distribution, and market mechanisms
within the agricultural sector.44 Market mechanisms are especially relevant
today, because many developing countries are relinquishing state control over
markets (including agricultural markets), reducing government spending, and
lowering restrictions on foreign investment.

As we saw in chapter 3, induced-innovation theorists argue that, if the insti-
tutional and market setting is appropriate, scarcities will stimulate technologi-
cal change that boosts food output. Population growth and land scarcity ex-
pand the agricultural labor force and produce innovation-generating changes
in resource and product prices. Thus, Ester Boserup claims that “the growth of
population is a major determinant of technological change in agriculture.”45

Population growth can also aid conservation by allowing a society to use
labor-intensive soil conservation practices that would otherwise be impossible,
such as terracing and the construction of extensive soil-retaining levees. In-
duced-innovation and like-minded theorists often suggest that the green revo-
lution was spurred by market forces, in particular by shifts in the prices of rice
and of key inputs to rice production (like land, fertilizer, and labor).46

Unfortunately, many societies—most notably in Africa—do not have the
crucial institutional prerequisites or the capital to permit such smooth adjust-
ments.47 In the absence of these prerequisites, local and regional scarcities of
land and water have a harsh impact, especially on marginal groups. The groups
often find themselves caught in a vise between rising scarcities on one side and
failed institutions and policies on the other. Moreover, induced-innovation
theorists have often interpreted the lessons of the green revolution too sim-
plistically: the revolution was produced by a conjunction of price signals
with enlightened political leadership, long-standing programs of scientific and
technical training, and a network of new agricultural research institutions sup-
ported by American foundations and government agencies.48 A particular geo-
political context in the 1950s—a perceived competition between the Commu-
nist bloc and the West, in which rice production was believed to be key to
winning the hearts of poor Asians—also spurred this program of innovation.49

The green revolution actually shows that technological adaptation to scarcity
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involves not just market forces, but an exceedingly complex interplay of these
forces with nonmarket actors, institutions, and context.

In any case, technological fixes such as the green revolution are not pana-
ceas. As indicated above, the marginal returns to green-revolution inputs (such
as fertilizer) have recently diminished in some developing countries, espe-
cially in East and Southeast Asia. Anne Booth notes that in Java “many paddy
farmers, especially those operating well-irrigated land, are now applying the
maximum amount of fertilizer and it is unlikely that substantial further yield
increases can be obtained with current varieties.”50 Unfortunately, there is no
new generation of revolutionary technologies waiting in the wings to keep
food output rising. Genetic engineering is helping scientists develop nitrogen-
fixing, salinity-resistant, and drought-resistant grains, but the widespread use
of such crops in the developing world is at least one, and probably two, de-
cades in the future.51 The use of biotechnology to develop new plants began
only recently, and the course of this research will be long and painstaking. The
diffusion of the resulting technologies to farmers in developing countries will
also take time.

The constraints imposed by regional scarcities of land and water will be
much more evident as countries’ food needs soar and as they reach the limits
of potential gains from current green-revolution technologies. Projections of
the developing world’s future needs are sobering. Increased per capita con-
sumption of grain combined with population growth will boost total develop-
ing-country annual consumption of grain from 875 million metric tons in the
late 1980s to 2.35 billion tons by 2030; world consumption will rise from 1.68
billion tons to 3.3 billion tons.52 Africa is already experiencing a chronic short-
fall in food production. In the early 1990s, the shortfall was 12 million tons
annually; by the year 2000, some experts estimate, it will reach 50 million
tons; and by 2020, without major changes in resource management, 250 mil-
lion tons.53

What can be done? All regions of the world, especially developing regions,
can benefit from improvements in efficiency and reductions in wastage in agri-
cultural production; Vaclav Smil estimates that an additional 2.5 to 3 billion
people could be fed through efficiency gains and changes in diets alone.54

Cropland expansion is possible in some areas, most notably in tropical Africa
and the Amazonian basin, but very little unexploited land (or water) is avail-
able where a large fraction of the world’s population growth will occur, in
China, South Asia, Southeast Asia, and the Middle East. Moreover, in these
same regions much cropland has been lost or degraded by erosion, nutrient
depletion, salinization, waterlogging, or urban encroachment.55

The higher output needed to satisfy increased food demand in the face of
limited land resources will, therefore, have to come mainly from higher yields.
Many countries will have to boost their agricultural production by 2 percent or
more per year well into the next century to avoid huge food imports. By 2030,
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grain yields in developing countries will need to average nearly 7 metric tons
per hectare (about today’s yield on U.S. corn farms). Yet the current world
average is only 2.8 tons,56 and many farmers in countries like India and Paki-
stan do not reach half this average. Nonetheless, in much of South Asia and in
parts of Africa the full implementation of existing green-revolution technolo-
gies could double or triple yields.57 These gains could, for quite a while, more
than compensate for the effects of cropland scarcity (water scarcity is another
matter, because green-revolution technologies rely upon heavy irrigation). In
the countries in East and Southeast Asia that have already exploited much of
the green revolution’s potential, land and water scarcity might seem more im-
mediate problems; but many of these countries are now wealthy enough (if
they can quickly recover from their current economic crisis) to compensate for
deficits by importing food.

Assuming that developing countries have access to the necessary foreign
exchange or financial aid, food imports might seem a reasonable way to com-
pensate for production shortfalls, even over an extended period. But a depen-
dence on external agricultural regions will make importers vulnerable to vaga-
ries of climate, economics, and politics in the exporting countries. Moreover,
as the redundancy of food-growing regions is reduced, the likelihood of a
sudden global shortfall increases.

A recent major effort to project world food output and consumption to the
year 2020 took many of the above factors into account. The researchers sug-
gested that, although the aggregate global supply and demand picture is
relatively good, “many regions will experience virtually no improvement in
food security.” Most dramatically, according to these projections, population
growth ensures that “there will be very little reduction in the number of mal-
nourished children” in the developing world as a whole; the number will actu-
ally increase in sub-Saharan Africa and parts of South Asia.58

Ultimately, it is institutional factors that largely determine whether or not
countries and their agricultural systems respond effectively to rising scarcities
of land and water. If institutions fail in Africa, the continent’s vast undevel-
oped resources of land and water will not be tapped and its agricultural sys-
tems will remain grossly inefficient. If institutions fail in South Asia, the full
potential of green-revolution technologies will not be exploited. And no matter
how wealthy the countries in East and Southeast Asia become, if their institu-
tions fail, the benefits of their wealth and of increased food imports will not
reach the groups in their societies affected by land and water scarcity. In all
these cases, if institutions fail, supply-induced and demand-induced scarcities
of land and water will hit food production hard in some subregions, and the
worst affected will be those who are already economically and ecologically
marginal. In the next chapter, therefore, I address directly the issue of scar-
city’s effects on institutional adaptation or, as I term it, the supply of social
ingenuity.
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Economic Productivity

If we are interested in environment-conflict linkages, perhaps environmental
scarcity’s most important negative social effect is the constraint it sometimes
imposes on economic development. We should note, however, that because of
resource capture and ecological marginalization, the main result of demo-
graphic and ecological stress is not so much generalized economic hardship as
an increase in the wealth gap between those elites that take advantage of the
opportunities scarcity offers and those marginal groups that suffer the brunt of
scarcity.

Figure 5.5 shows some ways that scarcity might negatively affect economic
wellbeing, especially of less advantaged groups. Again the figure focuses
solely on the effects of supply-induced scarcities. It shows that environmental
degradation or depletion might influence economic productivity directly or
indirectly via other social effects, such as changes in agricultural productivity.
(Thus the node labeled “reduced or constrained regional agricultural produc-
tivity” represents all the causal processes indicated in figure 5.4 and discussed
above.) Once more, while no developing countries exhibit all causal links indi-
cated in figure 5.5, most exhibit some.

A great variety of environmental stresses could affect wealth production.
Hypothetically, for example, increased ultraviolet radiation caused by ozone
depletion could eventually raise the rate of disease in humans, with serious
economic results over the long term.59 Although we have yet to see clear evi-
dence of this particular effect, there is nonetheless abundant evidence of a
strong link between other kinds of environmental scarcity and economic pro-
ductivity. For instance, logging for export markets often creates short-term
economic gain for the exporting country’s elite, but the resulting deforestation
can depress the economy’s longer-term productivity. Increased runoff dam-
ages roads, bridges, and other valuable infrastructure, while the extra siltation
reduces the transport and hydroelectric capacity of rivers. As forests are de-
stroyed, wood becomes scarcer and more expensive, and it absorbs an increas-
ing share of the household budget for the poor families that use it for fuel.

Agriculture is the source of a large share of the wealth generated in develop-
ing societies. Per Pinstrup-Andersen notes that “in most low-income devel-
oping countries, growth in the agricultural sector, whether through food or
non-food agricultural commodities, is the most effective and often the only
viable lead approach to sustainable economic growth and poverty allevia-
tion.”60 Consequently, if environmental scarcity constrains agricultural pro-
duction, as suggested above, it may have a large effect on a country’s over-
all economic development. Some experts believe that the economic relief
brought by the green revolution within many poor countries will be short-
lived. Jeffrey Leonard writes: “Millions of previously very poor families that
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have experienced less than one generation of increasing wealth due to rising
agricultural productivity could see that trend reversed if environmental degra-
dation is not checked.”61

Damage to the soil is already producing a harsh economic impact in some
areas. The Magat watershed on the northern Filipino island of Luzon—a
watershed representative of many in the country—suffers gross erosion rates
averaging 219 metric tons per hectare per year; if the lost nutrients were re-
placed by fertilizer, the annual cost would be over $100 per hectare.62 Dryland
degradation in Burkina Faso reduces the country’s GDP by nearly 9 percent
because of fuelwood loss and lower yields of millet, sorghum, and livestock.63

In the late 1980s, Robert Repetto of the World Resources Institute estimated
that erosion in upland Indonesia annually cost the country’s agricultural econ-
omy nearly half a billion dollars in discounted future income.64 He noted:
“With erosion, farm output and income have fallen in some regions without
major changes in farm practices; other farmers have been induced to change
cropping patterns and input use; and in extreme cases, erosion has led to the
complete withdrawal of land from cultivation. Farmers in the Citanduy Upper
Watershed grow corn, upland rice, and cassava on better soils. As erosion
becomes more severe, rice is replaced by peanuts; and on nearly depleted soils
only cassava is grown.”65

Gaza offers a particularly stark example of the impact of supply-induced
scarcities of freshwater on agricultural productivity, on health and, ultimately,
on economic development.66 The population of Gaza depends almost totally
on water drawn from an aquifer underneath the territory. This limited supply
has been overexploited for decades.67 Consumption of aquifer water has ex-
ceeded recharge rates by about 60 million cubic meters a year, which has
caused falling water tables, salt intrusion, and chemical contamination.68 In its
natural state the Gaza aquifer is between three and five meters above sea level,
but overpumping has reduced this level to well below sea level, with a further
drop of between fifteen and twenty centimeters per year.69 The resulting salt-
water intrusion from the Mediterranean has already been detected as far as one
and one-half kilometers inland. Gaza’s groundwater is generally classified as
very saline, ranging from 650 to 3,600 parts per million (ppm), with salinity
increasing by 15 to 20 ppm per year.70 Some experts now predict that the
aquifer will eventually be totally salinized.

Moreover, agricultural activity has resulted in chemical contamination of
the acquifer.71 Unregulated use of pesticides, herbicides, and fertilizers con-
tributes to severe pollution, especially since the aquifer is close to the surface.
Because of both salinization and chemical contamination, Gaza’s groundwater
is often unsuitable for irrigation, as it can damage the soil and lower crop
yields.72 Citrus is a significant agricultural crop in the territory, yet it is both
water-intensive and intolerant of high salinity. Farmers are already seeing de-
clining crop quality and yields in many areas due to the regular use of high-
salinity irrigation water.73
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TABLE 5.1
Potability of Groundwater in the Gaza Strip

Acceptable Gaza
ConcentrationConcentrationa

(ppm) (ppm)

Total dissolved solids 500 1,200–3,200
20 300–1,100Sodium (Na+)

400–1,500Chloride (Cl−) 250
40–120Calcium (Ca+2) 36
50–400Sulfate (SO4

−2) 250
40–120Magnesium (Mg+2) 30

300–700Bicarbonate (HCO3
−) 225

4 6–10Potassium (K+)
Nitrate (NO3

−) 45 40–140
Fluoride (F)b 1.5 0.4–2.9

Source:Hisham Zarour, Jad Isaac, and Violet Qumsieh, “Hydro-
chemical Indicators of the Severe Water Crisis in the Gaza Strip,” in
Final Report on the Project Water Resources in the West Bank and
Gaza Strip: Current Situation and Future Prospects(Jerusalem:
Applied Research Institute in Jerusalem, 1994).

a World Health Organization standard levels.
b Fluoride figures drawn from Zaher Kuhail and Zaki Zoarob,Po-

table Groundwater Crisis in the Gaza Strip, 1987–1994(UNRWA
and Palestinian Health Authority, 1994), 11.

According to one relatively optimistic analyst, 50 percent of Gaza’s drink-
ing-water supply is “murky,” and 23 percent is not potable at all.74 The Ap-
plied Research Institute in Jerusalem (ARIJ) is far more pessimistic, main-
taining that Gaza groundwater is simply not fit for human consumption. A
water-quality survey conducted by ARIJ in 1992 identified concentrations of
several key substances that far exceed generally accepted levels for potability
(see Table 5.1). A similar study conducted between 1987 and 1994 by the
United Nations Relief Works Agency and the Palestinian Health Authority
determined that every one of Gaza’s sixty drinking-water wells exceeded ac-
ceptable levels for at least two tested contaminants.75

Anthropologist Anna Bellisari argues that the routine consumption of con-
taminated or saline water by Gaza Palestinians contributes to deterioration of
the overall health of the population:

The water crisis is very costly to Palestinians not only in the agricultural and indus-
trial sectors, but especially in terms of public health, which depends largely upon
adequate, safe supplies of domestic water. Water shortages and pollution are respon-
sible for a major portion of the acute and chronic infections widespread throughout
the Occupied Territories, and are likely to cause permanent health damage to a large
segment of the population.76
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This conclusion is supported by a recent World Bank report, which suggests
that inadequate and contaminated water supplies contribute to the high fre-
quency of gastrointestinal and parasitic infections found in Gaza.77 There are
no studies that provide decisive proof, but this preliminary evidence suggests
a causal link between scarce and contaminated drinking water and Gaza’s high
levels of infant mortality, infectious disease, hypertension, and other health-
related problems, all of which retard economic development.

Environmental scarcity can affect development even in fast-growing econo-
mies, although its effects may be obscured by the sheer momentum of eco-
nomic growth and by aggregate figures that do not reveal differences in growth
rates across a country’s regions. For example, a team of Chinese researchers
led by Mao Yushi, a member of the Chinese Academy of Social Sciences
and the director of the Unirule Institute of Economics in Beijing, has examined
the combined effect of supply-induced environmental scarcities on China’s
economic output.78 The main burdens the team identifies are lost water and
timber resources as a result of deforestation; higher human morbidity and
mortality and reduced industrial output because of water and air pollution;
and reduced crop output resulting from soil erosion and desertification. The
team calculates the current cost at more than 18 percent of China’s gross
domestic product. Mao writes: “The final outcome [of the studies] is quite
stunning. On an annual basis, economic losses to China as a result of environ-
mental degradation equal 380.2 billion yuan. This figure represents 18.8 per-
cent of China’s total national income (2022.3 billion yuan in 1992).” Although
China’s economy is booming, much of the new wealth is concentrated in the
coastal provinces that are able to trade with the Pacific Rim. Many other parts
of the country, especially the central and northern interior, remain extremely
poor. Their economic development is constrained in part by their poor trans-
port links to the coast and in part by severe and worsening scarcities of land
and water.79 As we will see below, the increasing wealth gap between the
interior and the coast is driving huge and potentially destabilizing migrations
within the country.

Unfortunately, as the China team found, gauging the actual economic cost
of environmental depletion and degradation is not easy. Current national in-
come accounts do not incorporate measures of resource loss. Repetto com-
ments: “A nation could exhaust its mineral reserves, cut down its forests, erode
its soils, pollute its aquifers, and hunt its wildlife to extinction—all without
affecting measured income.”80 For example, in the case of agriculture in Indo-
nesia, he notes that the country’s national income accounts “significantly over-
state the growth of agricultural income” in the highlands.81 “Thus despite ap-
parently healthy growth, upland farming on Java has been on a treadmill: each
current increment in production is offset by an equal but unrecorded loss in
soil productivity.”82 Such inadequate measures of economic wealth and pro-
ductivity reinforce the misperception that there is a policy trade-off between
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economic growth and environmental protection; this misperception, in turn,
encourages societies to generate present income at the expense of their poten-
tial for future income.

Migration

Some commentators have suggested that environmental scarcity will produce
vast numbers ofenvironmental refugees.”83 Sea-level rise, they claim, will
drive people back from coastal and delta areas in Egypt and Bangladesh;
spreading desert will empty Sahelian countries as their populations move
south; and coastal fishermen will leave their depleted fishing grounds for
cities. But there are two reasons why the termenvironmental refugeeis often
misleading. First, it implies that environmental disruption is the clear and
dominant cause of certain refugee flows; and second, it suggests that people
will move out of their homelands in vast and sudden waves. But I show in this
book that environmental factors only produce their effects in complex inter-
action with other social and physical variables. And environmental scarcity
rarely manifests itself in such a sharp and hurtful way that people are suddenly
compelled to leave.

Many experts on migration emphasize the importance of bothpushandpull
factors in the decisions of potential migrants.Push factors are defined as
characteristics of the current place of residence, such as low economic devel-
opment, that encourage people to leave.Pull factors are characteristics of a
potential home that attract people to go there. Migration experts use these
concepts to help distinguish refugees from migrants: while refugees are mo-
tivated mainly by push factors, migrants are motivated by a combination of
both push and pull factors. Astri Suhrke argues that environmental problems
are more likely to produce migrants than refugees, because such problems
usually develop gradually, which means that the push effect is not sharp and
sudden and that pull factors can therefore clearly enter into potential migrants’
calculations.84

I believe, however, that this push/pull distinction is not helpful. For one
thing, it encourages analysts to try to determine the relative causal weights of
factors in the sending and receiving areas. In debates among migration ana-
lysts, one often hears claims that push factors are more important than pull
factors, or vice versa. These analysts appear to assume, implicitly, that the
relative importance of push and pull factors can be construed in additive
terms—that, for example, 40 percent of the motivation in a particular case of
migration is due to push factors, whereas 60 percent is due to pull factors.

But the real motivator of migration is the gap between the potential mi-
grants’ current level of satisfaction and the level they expect to attain in a new
land (see fig. 5.6). The larger the gap, the greater the incentive to migrate. And
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Figure 5.6. Factors Motivating Migration

this gap is not determined by an additive function of push and pull factors but
by the relationship between the perceived quality of life in the home region
and that in the receiving region.85 Anything that constrains or depresses the
perceived quality of life in the home region, and anything that augments
the perceived quality of life in the receiving region, increases the size of
the gap.

The distinction between additive and relational models of migration is cru-
cial in this book. Analysts who are skeptical about the importance of environ-
mental scarcity as a cause of migration often argue that people’s main moti-
vation to move is not environmental scarcity in the home region but rapid
economic development in the receiving region. For example, in the case of
China, many analysts suggest that rapid economic growth in coastal regions,
not environmental stress in the interior, explains the massive migrations from
the country’s interior to its coast. A push/pull model encourages this kind of
argument, because China is not experiencing sharp and sudden environmental
deterioration in the interior that is clearly stimulating population movement.
Where is the environmental push, these skeptics ask? All the action, they point
out, appears to be on the coast—that is, on the pull side.

Environmental scarcity is having a subtle, yet powerful effect, nonethe-
less. As we have seen above and in chapter 2, water and land scarcity in
China’s interior inhibits economic development. Thus, while the coast grows
at 12 percent or more annually, the interior grows at only 4 to 5 percent, and
the economic gap between the two grows exponentially. Skeptics might argue,
in response, that this is a naturally self-limiting process: as wage levels rise on
the coast and remain depressed in the interior, industries will eventually have
incentives to move inland.86 But industries will be less inclined to take advan-
tage of cheap labor if key resources, especially water, are of uncertain avail-
ability in the interior.
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A focus on the gap between the sending and receiving region allows us to
keep such processes in the forefront of our analysis. Land and water scarcity
in China, and other environmental scarcities in developing countries around
the world, often do not have a dramatic push effect on migration. Rather, their
impact is slower and in some ways more insidious. These scarcities constrain
economic development. The affected regions may still grow economically, but
they do not grow nearly as fast as they would in the absence of severe scarcity.
Their residents are therefore naturally drawn to places that are economically
booming or that offer greater opportunity. Environmental scarcity is, without
doubt, a significant cause of today’s unprecedented levels of internal and inter-
national migration around the world.

The Bangladesh-Northeast India region in South Asia is a good illustration.
Over the last forty years, land scarcity has caused millions of people to move
from East Pakistan or Bangladesh to the Indian states of Assam, Tripura, and
West Bengal. Of course, people have been moving around this part of South
Asia in large numbers for centuries, but in recent decades the movements have
increased in size.

Detailed data are scarce, because both India and Bangladesh manipulate
their census data for political reasons, and the Bangladeshi government avoids
admitting there is large out-migration, because the question causes friction
with India. But by piecing together demographic information and experts’ esti-
mates, we conclude that migrants from Bangladesh have expanded the popu-
lation of neighboring areas of India by 12 to 17 million, of which only 1 or
2 million can be attributed to migration induced by the 1971 war between India
and Pakistan that created Bangladesh. We further estimate that the 1991 popu-
lation of the state of Assam was boosted by at least 7 million people to a total
of 22 million.87

Scarcity of cropland has strongly contributed to this migration, but only one
of the three sources of scarcity—demand-induced scarcity brought about by
rapid population growth—appears to be a direct and major cause. Supply-
induced scarcity (that is, cropland degradation and depletion) is a secondary
cause because, as noted in chapter 3, annual floods help mitigate land degrada-
tion by adding nutrients to the soil. When questioned, migrants often identify
the flooding as the proximate cause of their movement, but in many cases
flooding causes people to move because population growth has already criti-
cally limited per capita access to land. As for structural scarcity, although land
distribution is highly unequal, this distribution has changed little since an ini-
tial attempt at land reform immediately following East Pakistan’s indepen-
dence from the British.88 Consequently, population growth appears to be the
consistent driver behind rising land scarcity in Bangladesh in recent decades,
and therefore behind the huge movements of people out of the country. This
growth has produced a wide gap between current satisfaction for Bangladeshis
and their perceived potential satisfaction elsewhere: the country’s population
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density is over nine hundred people per square kilometer, whereas the density
in neighboring Assam is under three hundred.89

We must note contextual factors that are key to a full explanation of this
case. Within Bangladesh, these factors include inheritance practices that cause
families to divide cropland into smaller plots with each generation. As we saw
in chapter 3, contextual factors also include national and community water-
control institutions that have sharply limited agricultural output and kept peas-
ants from gaining full benefit from some of the most fertile land in the world.90

In receiving areas of India, politicians have often encouraged Bangladeshi mi-
gration to garner votes. Furthermore, in the Ganges-Brahmaputra region, the
concept of nation-state is often not part of the local culture. Many people think
of the region as “greater Bengal,” and borders do not figure heavily in the
calculations of some migrants, especially when there are receptive family, lin-
guistic, and religious groups across the frontier.

Although such contextual factors are important, they cannot obscure the fact
that land scarcity in Bangladesh, arising largely from population growth, has
been a powerful force behind migration to neighboring regions.91

Social Segmentation

Severe environmental scarcity can aggravate divisions orsegmentationamong
ethnic, religious, and linguistic groups.92 Constrained agricultural productiv-
ity, constrained economic productivity, and large migrations (the three social
effects of environmental scarcity discussed above) can precipitate social seg-
mentation, which can in turn disrupt institutions (the fifth social effect, dis-
cussed below).

Scarcity sharpens distinctions between winners and losers—between groups
that profit from scarcity and those that are hurt. It encourages competition
among groups for control of resources critical to survival and prosperity, and
it encourages resource-dependent groups to turn inward and to focus on nar-
row survival strategies.93 This insularity reduces interactions among these
groups and between them and the state. Segmentation in turn erodes civil soci-
ety, which is the dense network of nonstate associations and organizations
(including religious groups, community-service organizations, and, by some
accounts, political parties) that mediates between the individual and the state.94

As a result, society is less able to articulate effectively its demands on the state.
Segmentation also reduces the density ofsocial capital—the trust, networks,
and norms of reciprocity generated by vigorous, crosscutting exchange among
groups.95

The South African case is a good example of these processes.96 Apartheid
concentrated millions of blacks in some of the country’s least productive and
most ecologically sensitive territories, where population densities were further
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TABLE 5.2
Comparison of Population Densities within Rural South Africa, 1991

Population Density (Persons/Square km)

South Africa White Areas Former Homelands

Cropland and Pastureland 21.28 6.17 108.70
Cropland 133.33 39.37 625.00

Source: Adapted from Development Bank of South Africa,South Africa’s Nine Prov-
inces: A Human Development Profile(April 1994): 99.

increased by high natural birth rates. In 1980, rural areas of the Ciskei home-
land had a population density of eighty-two people per square kilometer,
whereas the surrounding rural areas of Cape Province had a density of two.
(Table 5.2 provides 1991 density figures for white and black areas in South
Africa as a whole.)

The black populations in these “homelands” were forced to subsist on local
cropland, water, and fuelwood. High population densities, low capital avail-
ability, and the lack of resource-management skills severely degraded this
resource base and made it impossible for homeland residents to adopt envi-
ronmentally sound resource-use practices. Corrupt and abusive local elites
often captured the best local resources, which marginalized weaker groups to
the most ecologically sensitive parts of the homelands. As a result, wide areas
of these territories were completely stripped of trees for fuelwood, grazed
down to bare dirt, and eroded of top soil. A 1980 report concluded that nearly
50 percent of Ciskei’s land was moderately or severely eroded, and nearly 40
percent of its pasturage was overgrazed.97

In the decade from the mid-1980s to mid-1990s, especially with the collapse
of apartheid’s notorious “influx control” laws that limited black migration to
the cities, environmental scarcity in the homelands contributed to an annual
migration of up to 750,000 blacks to the country’s urban areas.98 These mi-
grants settled on marginal lands in the cities: on hillsides, in river valleys, or
close to industries. Severe population pressures in these areas damaged and
depleted local streams, community cropland, and fuelwood stocks. The con-
centration of many people on a declining urban resource base, in the context
of weak local governments, again caused resource capture: powerful war-
lords—local leaders who controlled their own paramilitary forces and owed
“only nominal allegiance to any higher authority”—secured community sup-
port in part by controlling basic environmental resources, such as land and
water.99 Resource capture multiplied warlord power and wealth, permitting
extraction of surpluses in the form of taxes, rents, and levies.100

Segmentation occurred as communities withdrew into themselves to protect
access to these resources. It often took the form of divisions among ethnic
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groups (in particular, between Zulu and Xhosa), among family-based clans,
and among residents of townships, informal settlements, and work hostels. As
resources were degraded within their territories, warlords often tried to main-
tain power by pointing to resources in neighboring townships and informal
settlements and mobilizing their communities to seize them. This mobilization
often set in motion a cycle of appalling violence among African communities.
“Squatters are mobilized to fight for access to resources in neighboring town-
ships, and township youth organize military style units to defend their areas
and counter-attack squatter areas.”101 These processes further exacerbated in-
tergroup segmentation and broke down social networks, weakened community
norms, and eroded trust, resulting in a loss of the society’s social capital. The
apartheid state often actively manipulated ethnic divisions to promote its local
interests, especially during the tumultuous transition period to a post-apartheid
regime.

Disrupted Institutions

In many developing societies, the four social effects described above are likely
to tear the fabric of legitimized, accepted, and authoritative institutions that
guide and pattern social behavior.102 Dropping agricultural output can weaken
rural communities and institutions by causing malnutrition and disease and by
encouraging people to leave; constrained economic productivity corrodes con-
fidence in the national purpose and weakens the tax base; mass migrations of
people into a region can disrupt labor markets, shift class relations, and upset
the often institutionalized balance of economic and political authority among
ethnic groups; and social segmentation can prevent the reform and develop-
ment of new community-based institutions.

Research suggests that one institution in particular, the state, is key. The
multiple effects of environmental scarcity appear likely to weaken the state
in some poor countries. As we will see in the next chapter, weakening of the
state reduces the ability of society to generate and deliver the social and tech-
nical ingenuity it needs to respond to environmental scarcity. And as we will
see in chapter 7, weakening of the state also raises the probability of civil
violence by shifting the balance of power from the state to potential challenger
groups.

Joel Migdal defines the state as “an organization, composed of numerous
agencies led and coordinated by the state’s leadership (executive authority)
that has the ability or authority to make and implement the binding rules for all
the people as well as the parameters of rule making for other social organiza-
tions in a given territory, using force if necessary to have its way.”103 In keep-
ing with much contemporary scholarship, this definition assumes the state is a
single, rational entity. Much like a corporation, the state is a cohesive actor that



99I N T E R AC T I O N S A N D S O C I A L E F F E C T S

manages its income and expenditures in order to best attain its goals. Unlike
other actors, though, the state oversees a clearly delineated territory and is
often sufficiently powerful to determine the rules governing behavior in its
social environment.

The above definition, although a good starting point, leaves two matters
unsettled. First, the boundaries of the state are unclear. For example, in the
realm of environmental policy, nongovernmental organizations (NGOs) now
provide many important services to the state and carry out key functions tradi-
tionally performed by the state.104 Astute analysts of politics in developing
countries regard NGO activity as often central to effective governance. When
and where do we include these organizations within our concept of the state?
More generally, scholars of the state now widely acknowledge the indistinct
nature of the boundary between the state and civil society. Some important
scholarship currently focuses on the circumstances under which the relation-
ship between the state and civil society is either mutually empowering or mu-
tually debilitating.105 Many scholars now argue that state strength is enhanced
by a vigorous civil society that instills habits of trust, reciprocity, and civic
engagement in the populace; that provides information to the state on the inter-
ests, desires, and concerns of social groups; and that collaborates with the state
on the local implementation of state policies.106

Second, Migdal’s definition of the state does not give us a clear idea of how
to define or measure state capacity; the wordsability and authority in the
definition carry a heavy, yet ill-defined burden. States with high capacity are
generally thought to exhibit a number of characteristics, including some de-
gree of autonomy from outside interests, the ability to influence these interests
to achieve state goals, and internal organizational coherence. Yet the literature
provides remarkably little additional guidance on this issue.

To aid our research on the links between environmental scarcity and vio-
lence, therefore, we developed a set of indicators of state capacity.107 These
indicators, which are listed in table 5.3, are best thought of as variables de-
scribing certain properties of a given state and its components. The compo-
nents include the executive, legislative, and judicial branches; the police and
military; the government bureaucracy; and key institutions of financial man-
agement, such as the central bank. The indicators are divided into two groups:
the first group relates to intrinsic characteristics of the state and/or its compo-
nents; the second to relations between the state and society as a whole. There
are four of each, and all are at least in principaloperationalizable(that is,
measurable) using qualitative or quantitative measures.

The variables listed in table 5.3 determine the ability of the state to get its
way—that is, to convince, cajole, or coerce recalcitrant groups within so-
ciety. The state can pursue three possible strategies: moral suasion (for which
legitimacy is important), bribery and cooptation, and outright coercion. Fiscal
resources are key to the latter two (and not irrelevant to the first): money is
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TABLE 5.3
Indicators of State Capacity

Indicators of the State’s (or Its Components’) Intrinsic Characteristics

Human Capital The technical and managerial skill level of individuals within the
state and its component parts.
The ability of state’s components to gather and evaluate informa-Instrumental

Rationality tion relevant to their interests and to make reasoned decisions
maximizing their utility. (Note thatutility may be locally defined;
i.e., it may reflect the narrow interests of the component and not
the broader interests of the state or society.)
The degree to which the state’s components agree and act onCoherence
shared ideological bases, objectives, and methods; also, the abil-
ity of these components to communicate and constructively de-
bate ideas, information, and policies among themselves.

Resilience The state’s capacity to absorb sudden shocks, to adapt to longer-
term changes in socioeconomic conditions, and to resolve socie-
tal disputes sustainably without catastrophic breakdown. The op-
posite ofbrittleness.

Indicators of the Relations between the State (or Its Components) and Society

Autonomy The extent to which the state can act independently of external
forces, both domestic and international, and co-opt those that
would alter or constrain its actions.
The financial capacity of the state or of a given component of theFiscal Resources
state. This capacity is a function of both current and reasonably
feasible revenue streams as well as demands on that revenue.
The degree to which the state is successful in extending its ide-Reach and

Responsiveness ology, sociopolitical structures, and administrative apparatus
throughout society (this refers to both geographic reach and reach
into the socioeconomic structures of civil society); the respon-
siveness of these structures and apparatus to the local needs of the
society.

Legitimacy The strength of the state’s moral authority; i.e., the extent to
which the populace obeys its commands out of a sense of alle-
giance and duty, rather than as a result of coercion or economic
incentive.

needed for side payments to obstructionist coalitions, and it is needed to build
the coercive apparatuses of the police and army.

Obviously there are causal relations among some of the variables listed in
the table. The level of human capital, for example, will influence instrumental
rationality. The level of fiscal resources will affect autonomy, legitimacy,
reach/responsiveness, and human capital, while at the same time being partly
a consequence of these factors. However, while there may be correlations and
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causal relations linking these variables, they measure different things. It is easy
to imagine them moving independently of each other.

It is also important to note that responsiveness is not the inverse of auton-
omy; in other words, a highly responsive state is not necessarily one of low
autonomy. Loss of autonomy implies the state reacts almost reflexively to the
interests and wishes of powerful elites and interest groups; the opposite of
autonomy is thus reactivity. Responsiveness, on the other hand, implies that
the state knows what is going on at the local level and takes this information
into consideration when arriving at its policies; it is thus closely associated
with reach, which is why they are combined into one variable.

Although analysts can use the indicators in table 5.3 to judge the capacity of
a given state as a whole, they also offer us a useful way to disaggregate this
capacity. We can apply most of the indicators to individual components of the
state (we cannot, of course, apply coherence to individual components, be-
cause coherence is, by definition, a characteristic of the state as a whole). The
kind and degree of state capacity often varies across these components. More-
over, state capacity is usually notfungible: it usually cannot be reallocated or
moved from one component to another at will. For example, while the judici-
ary of a given state may be relatively legitimate, the executive branch may not
be, and the executive cannot accrue to itself, at will, the judiciary’s legitimacy.

This set of conceptual tools has allowed our researchers to identify links
between rising environmental scarcity and declining state capacity. They have
found four separate and often simultaneous effects.108

First, environmental scarcities increase financial and political demands on
the state. For example, to deal with severe water scarcity, the Chinese govern-
ment must spend huge sums on new infrastructure such as wells, dams, canals,
pipelines, and irrigation systems; and it must build large facilities to control
industrial and municipal pollution.109 In addition, analysis of diverse cases—
including those of South Africa, Pakistan, and the Philippines—shows that
environmental scarcities expand marginal groups that need help from govern-
ment by constraining rural economic development and by encouraging people
to move into cities where they demand food, shelter, transport, energy, and
jobs.110 As J. D. Kasarda and A. M. Parnell note, rapid population growth in
cities contributes to “high rates of unemployment and underemployment, . . .
soaring urban poverty, insufficient shelter, inadequate sanitation, inadequate
or contaminated water supplies, serious air pollution and other forms of envi-
ronmental degradation, congested streets, overloaded public transportation
systems, and municipal budget crises.”111 In response, governments come
under pressure to introduce subsidies of urban services; these subsidies drain
revenues, distort prices, and cause misallocations of capital.

Second, resource scarcities affect the state via their effects on elites. On one
hand, scarcities threaten the incomes of elites that depend on resource extrac-
tion. These elites often compete among themselves for shrinking resource
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rents; they may turn to the state for compensation, or they may act to block
institutional reforms that would distribute more fairly the costs of rising scar-
city.112 Scarcities also aggravate competition among political elites that derive
their power from rival political institutions. Thus, evermore critical water scar-
city in China is opening up sharp divisions between Beijing and the provinces
and among the provinces themselves.113 The management of such conflicts
requires immense amounts of state attention, time, and money.

On the other hand, as discussed previously, environmental scarcities gener-
ate opportunities for powerful coalitions of elite members to capture windfall
wealth. Scarcities can boost the economic power of small elite groups (or what
I call, in the next chapter,narrow distributional coalitions). As they become
more powerful, these groups are increasingly able to ignore state dictates. For
example, Philip Shenon of theNew York Timesnotes that critical land scarcity
in the booming southern Chinese province of Guangdong creates “huge profits
from land sales.” These profits “tend to overwhelm any fear of the central
government. With the prospect of millions of dollars in profits on even a small
plot of land, developers and corrupt officials are often willing to take the risk
of ignoring instructions from Beijing.”114

Such individuals and groups can become powerful enough to shirk taxes on
their greater wealth and to penetrate the state to make it do their bidding. In
particular, they often lobby to change the property rights and other laws gov-
erning the use of scarce resources such as water, land, and forests. These
groups have a great incentive to pursue such change: the state is usually able
to generate large economic rents by expanding the range of permissible uses of
resources and by granting monopolistic access to resources. In many societies,
these rent-seeking elite groups influence the state through bribery, kickbacks,
and other forms of corruption.115

Third, such predatory behavior by elites often evokes defensive reactions by
weaker groups that directly depend on the resources in question. The struggle
for resource control between powerful and weak groups, and among weak
groups themselves, worsens social segmentation, which in turn debilitates
civil society and erodes the trust-building processes that civil society pro-
motes. The loss of trust, of information flows from society to the state, and of
private implementation of state policies reduces the reach and responsiveness
of the state at the local level. The state’s failure to meet local needs then de-
presses its legitimacy.

Fourth and finally, if resource scarcity affects the economy’s general pro-
ductivity, tax revenues to local and national governments can decline. In the
state of Bihar, India, for instance, severe cropland scarcity and fragmentation
induced by population growth have contributed to a steep fall in land taxes
received by the state government.116 Such a revenue decline hurts elites that
benefit from state largesse and reduces the state’s capacity to meet the in-
creased societal demands arising from environmental scarcity.
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We see, therefore, that environmental scarcity can affect a number of the
indicators of state capacity in table 5.3. It can directly constrain a state’s fiscal
resources, and by encouraging predatory behavior by elites, it can reduce state
autonomy. Rivalry among political elites reduces coherence, and competi-
tion among groups over resources weakens civil society. The conjunction of
these four changes, in turn, hinders state responsiveness by reducing its abil-
ity to supply efficient markets, clear property rights, and an effective judicial
and police system. Environmental scarcity can also boost financial and politi-
cal demands on the state and increase grievances of marginal groups. A widen-
ing gap between rising demands on the state and the state’s actual perfor-
mance, in turn, erodes state legitimacy, further aggravates conflicts among
elites, and sharpens disputes between the elites and the masses. As the state
weakens, the social balance of power can shift in favor of groups challenging
state authority.

Indonesia provides a good illustration of how some of these processes oper-
ate in the real world.117 Charles Barber shows that the proliferation of local
conflicts over forests depresses the legitimacy, coherence, and reach of the
Indonesian state at the local level. A number of factors have produced these
conflicts. Worsening local scarcities of forest resources have severely affected
the well-being of communities traditionally dependent on forests and have also
provoked increasingly aggressive rent-seeking behavior by elites and capitalist
interests. Simultaneously, rapid sociopolitical change in Indonesia has created
activist groups ready to challenge the state and the rent-seeking behavior of
elites; this change has also provided avenues of protest, and audiences for
protest (often overseas), that were previously unavailable. And finally, the In-
donesian state has a generally low capacity to generate and deliver new and
reformed institutions at both the local and national levels. This low capacity is,
in turn, a function of several things: institutional inertia arising from the histor-
ical origins of the modern Indonesian state; the state’s efforts to undermine
traditional community institutions (often referred to as theadatsystem); and,
once again, rising scarcities of natural resources that leave the state with fewer
resources to co-opt and bribe potential opponents. Barber believes this conver-
gence of factors raises grave questions about the Indonesian state’s ability to
manage the many political and economic stresses the country will face in
coming years.

In this chapter I have shown how the main sources of environmental scarcity
interact to produce resource capture and ecological marginalization. I have
also discussed five negative social effects that arise from environmental scar-
city. In the next chapter, I address a central, still unresolved question: why is
it that some societies adapt reasonably well to environmental scarcity and
other do not? If we can answer this question, we will be much better able to
predict which societies are most vulnerable to turmoil and violence.



Appendix

The Causal Role of Environmental Scarcity

Debate about whether and how environmental scarcity contributes to social
phenomena such as economic decline, migration, and violence often centers
on the specific causal roles of scarcity.1 This appendix provides some con-
ceptual tools for a closer analysis of the nature of the relationship between
cause (environmental scarcity) and effect (the intermediate social effects dis-
cussed in this chapter or the violent conflict discussed in chapter 7).2 I consider
here seven variables that can be used to characterize this causal relationship:
necessity, strength, proximity, exogeneity, multicausality, interactivity, and
nonlinearity.

Necessityis a dichotomous variable: something is either a necessary cause
of a given type of event, or it is not. Environmental scarcity is clearly not a
necessary cause of social stress and violent conflict, because such stress often
occurs in situations of resource abundance. Unlike necessity, thestrengthof a
cause can vary along a continuum, from weak to “sufficient.”3 Causalprox-
imity can also vary along a continuum from distant to proximate. We com-
monly think of proximity in terms of causal distance in time or space. But
proximity is really a function of the number of intervening causal steps or
variables between the cause and its effect; the larger the number of intervening
variables, the lower the causal proximity.4 The characteristics of proximity and
causal strength are sometimes conflated, because a distant cause is often as-
sumed to be weak. But intervening variables do not necessarily weaken the
link between a cause and its effect.

The causal independence of a variable, or itsexogeneity, can similarly vary
along a continuum from fully exogenous to fully endogenous. Many analysts
assume that environmental scarcity is no more than a fully endogenous inter-
vening variable linking political, economic, and social factors—factors that
include a society’s specific institutions and political-economic policies—to
social stress and conflict (see the first diagram in figure 5.A1). Environmental
scarcity does not have any independent role as a cause of this stress and con-
flict. By this view, environmental scarcity may be an important indicator that
political and economic development has gone awry, but it does not merit, in
and of itself, intensive research and policy attention. Instead, we should devote
our resources to the more fundamental political and economic factors.

But the cases reviewed in this book highlight three reasons why this view is
not entirely correct (as illustrated in the second and third diagrams in figure
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Figure 5A.1. The Exogeneity of Environmental Scarcity

5A.1). First, as we saw in the Senegal and Jordan basins, environmental scar-
city can itself be an important force behind changes in the politics and eco-
nomics governing resource use. In both cases, scarcity caused powerful actors
to strengthen in their favor an inequitable distribution of resources. Second, as
discussed in chapter 4, ecosystem sensitivity is often an important variable
contributing to environmental scarcity, and this sensitivity is, at least in part,
an external physical factor that is not a function of human social institutions or
behavior. The depth of soils in the Filipino uplands and the vulnerability of
Israel’s aquifers to salt intrusion are not functions of human social institutions
or behavior. Third, in many parts of the world, environmental degradation has
crossed a threshold of irreversibility. Even if enlightened social change re-
moves the original political, economic, and cultural causes of the degradation,
it will be a continuing burden on society. Once irreversible, in other words,
environmental degradation becomes an exogenous variable.5

The degree ofmulticausalityof the processes producing social stress and
conflict also varies. If environmental scarcity contributes to stress and conflict,
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it almost always operates with other political, economic, and cultural causes.
Analysts who are skeptical about environmental scarcity as a cause of social
stress often conflate the characteristics of multicausality and causal strength by
assuming that if many factors are involved, each must be relatively weak.6

Interactivity is a dichotomous variable: the relationship between two causes
of an event can be either interactive or additive. Interaction is a common fea-
ture of environmental-social systems. In an interactive system of causes of a
specific social event, none of the causes is sufficient but all are necessary; thus,
causal strength and interactivity are linked because no single cause can pro-
duce the event itself. But beyond this statement, it is meaningless to claim that
a given cause in an interactive system is stronger—or should be given more
weight in the analysis—than another.7

Finally, the degree ofnonlinearityof the mathematical function describing
the relation between a cause and effect can vary from high to low. As we have
seen in chapter 3, systems with highly nonlinear functions can exhibit un-
anticipated “threshold effects” and chaotic behavior in response to small per-
turbations. This is a key characteristic of many environmental-social systems.

Academic and lay discussions of environment-conflict linkages are usually
larded with imprecise causal verbs likeaggravate, amplify, andtrigger. These
fuzzy, “folk” concepts are useful in everyday explanations of physical and
social events, but they are not always helpful for research. We can clarify them
a bit, however, using the above distinctions.

A claim that an environmental factor amplifies the effect of other causes of
conflict implies that the factor interacts with the other causes to multiply their
impact. In contrast, a claim that the factor aggravates the impact of the other
causes seems to suggest the factor’s effect is added to that of others. A trigger
of conflict is always a proximate cause, and usually an unnecessary and in-
sufficient one too. The term also implies that the system responds non-
linearly to the factor in question: that is, the factor triggers a disproportion-
ately large response by pushing the system beyond a critical threshold. For
instance, stochastic and extreme environmental events—such as cyclones,
floods, and droughts—can be important triggers of conflict. They can provide
challenger groups with opportunities for action against a state whose buffering
capacity has been gradually eroded by civil war, corruption, economic mis-
management, rapid population growth, or deteriorating stocks of renewable
resources.8

Aggravator, amplifier, and triggermodels are popular with skeptics be-
cause they seem to relegate environmental scarcities to the status of secondary
causes of social stress and conflict. Although these models are often valuable,
they offer inaccurate and incomplete explanations of interesting cases. The
research discussed in this book shows that environmental stresses can be im-
portant contributors to conflict even if causally distant and even if the system
is interactive and highly complex.



6
Ingenuity and Adaptation

SOCIETIES may be able to alter the processes linking human activity, environ-
mental scarcity, and violence. If they wish to prevent severe environmental
scarcity, they need to understand and act on its precursor ideational and physi-
cal variables. If they wish to promote nondisruptive adaptation to scarcity, they
need to understand and act on the links between environmental scarcity and its
negative social effects, including impoverishment, migrations, and the like.
And if they wish to prevent conflict (even though scarcity and its negative
social effects may be severe), they need to understand and act on the links
between the negative social effects and violence.

I call thesefirst-, second-, andthird-stage interventions, respectively. In this
book, I do not deal in detail with first-or third-stage interventions. In this chap-
ter, however, I discuss second-stage interventions, because it is around this
point—around whether or not societies can adapt to environmental scarcity
without undue hardship—that much current debate revolves (as we saw in
chapter 3).

Strategies for second-stage intervention fall into two general categories.
First, a society can continue to rely on its indigenous resources but use them
more sensibly and provide alternative employment to people who have limited
resource access. For example, economic incentives like increases in resource
prices and taxes can encourage conservation, technological innovation, and
resource substitution. Resource redistribution and labor-intensive industries
can relieve the effects of skewed access to high-quality resources.

Second, the society might be able to decouple itself from dependence on its
own depleted environmental resources by producing goods and services that
do not rely heavily on these resources; it could then trade the products on the
international market for the resources it no longer has at home (a strategy
advocated by many neoclassical economists). Such decoupling might, in fact,
be achieved by rapidly exploiting indigenous environmental resources and re-
investing the profits in capital, industrial equipment, and skills to permit a shift
to other forms of wealth creation. For instance, Malaysia can use the income
from over-logging its forests to fund a modern university system that trains
electrical engineers and computer specialists for a high-technology industrial
sector.1

In this chapter, I focus on the first of these strategies. If either is to succeed,
however, a society must be able to supply enough ingenuity at the right places
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and times. Technical ingenuity is needed to develop, for example, new agricul-
tural and forestry technologies that compensate for environmental loss. Social
ingenuity is needed to put in place policies, institutions, and organizations that
buffer people from the effects of scarcity and provide the right incentives for
technological entrepreneurs.

In the next decades, I argue, the need for both technical and social ingenuity
to deal with environmental scarcities will rise sharply. Population growth,
climbing average resource consumption, and persistent inequalities in resource
access ensure that scarcities will affect many environmentally sensitive re-
gions with unprecedented severity, speed, and scale. Resource substitution and
conservation tasks will therefore be more complex, unpredictable, and urgent,
driving up the need for technical ingenuity. Moreover, solving these problems
through market and other institutional innovations (such as changes in prop-
erty rights and resource distribution) will require great social ingenuity.

In many cases, scarcities will boost the supply of ingenuity by producing
changes in resource prices that, in turn, provide incentives to technological and
social entrepreneurs. In other words, necessity will often be the mother of
invention. And this increased supply of ingenuity will help alleviate scarcity’s
severity and social impacts.

Yet analysts often overlook the fact that environmental scarcities can also
interfere with ingenuity’s supply. Poor countries start at a disadvantage: many
are underendowed with the social institutions—including the productive re-
search centers, efficient markets, and capable states—that are necessary for an
ample supply of both social and technical solutions to scarcity.2 Moreover,
environmental scarcity sometimes diminishes these countries’ ability to create
and maintain such institutions; it does so by weakening their states, as we have
seen in chapter 5, and by engendering intense rivalries among interest groups
and elites.

In some societies, therefore, resource scarcity simultaneously increases the
requirement for ingenuity and impedes its supply, producing aningenuity gap.
Societies with serious and persistent ingenuity gaps will be far more likely to
exhibit the negative social effects—the constrained economic productivity,
large migrations, and social segmentation—discussed previously, and they
will be correspondingly more vulnerable to serious civil violence.

In its simplest form, therefore, the central question I ask in this chapter is:
Can societies be smart enough—can they generate, disseminate, and imple-
ment enough of the right kinds of ingenuity at the right times and places—to
keep environmental scarcity from negatively affecting their well-being? I do
not have precise measures for ingenuity; the argument here is heuristic and
illuminative, not quantitative. But I believe researchers can eventually opera-
tionalize the key variables and specify the general shapes of the key functions.
In time, on the basis of measurable data, we should be able to predict when and
where ingenuity gaps will appear.
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The Nature and Role of Ingenuity

Economists have long debated which factors determine economic well-being
and wealth production. An increasingly influential group of theorists in this
debate, whose work is variously callednew economic growth theoryor en-
dogenous growth theory,argues that ideas are a factor of economic production
in addition to capital, labor, and land.3 Ideas have independent productive
power. As Paul Romer, one of the leaders of this school, writes: “Ideas are the
instructions that let us combine limited physical resources in arrangements that
are ever more valuable.”4 Romer and his colleagues also argue that productive
ideas are not exogenously given to economic actors but are, at least in part,
endogenously generated by the actors and the economic system. (See the ap-
pendix to this chapter for a more detailed discussion of modern growth theory
and the production function.)

These economists focus mainly on ideas embodied in new technologies. In
the following pages, I contend that technological ideas are not the only produc-
tive ideas; just as important are ideas about social organization, especially
about reforming and building institutions. And I argue that the generation and
dissemination of productive ideas is endogenous not just to the economic sys-
tem but also to the broader social system that includes a society’s politics and
culture.

What Is Ingenuity?

By ingenuity I meanideasapplied to solve practical technical and social prob-
lems. It would be helpful if we could eventually develop ways of distinguish-
ing among these ideas by their quality. Romer takes a first step by outlining a
crude method for representing the information content of ideas.5 But a means
of distinguishing good ideas from ones that are not so good is not essential to
my argument here. For simplicity, I focus only on the aggregate supply of
ideas that a society applies to its practical problems. If aggregate supply is
inadequate, then we can assume that some of the society’s technical and social
problems are not solved.

Human ingenuity is usually so abundant that it hardly seems remarkable. It
is evident in the practical solutions to the countless mundane difficulties we
face as a species. On a daily basis, for instance, an average city receives an
uninterrupted and seemingly coordinated supply of thousands of metric tons of
food and fuel, tens of millions of liters of water, and hundreds of thousands of
kilowatt hours of electricity. Huge quantities of wastes are removed; hospitals
provide health services; knowledge is transmitted from adults to children in
schools; police forces protect property and personal safety; and hundreds of
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committees and councils from the community to the city level deal with mat-
ters of governance. Of course, the amount of ingenuity needed to run such a
system is not the same as the amount required to create it, because at any one
time a vast array of routines and standard operating procedures guides people’s
actions. But the system and its countless elements are the products of the incre-
mental accretion of human ingenuity. They have been created, over time, by
millions of small ideas and a few big ones.

Within an economy, ingenuity is a factor of production. It often substi-
tutes for the factors of labor and land by raising their productivity. For in-
stance, the unprecedented growth in global agricultural output over the past
fifty years has been produced by a huge expansion in the stock of agricul-
tural ideas embodied in people, institutions, and technologies, and, in con-
trast, “a modest expansion in the quantities of land and water devoted to agri-
cultural production.”6 Ingenuity usually complements physical and human
capital: investments in agricultural machinery and trained agricultural work-
ers are invariably accompanied by increases in the local stock of ideas and
instructions.

When we consider how ingenuity can alleviate resource scarcity, we must
distinguish between technical and social ingenuity. People need technical in-
genuity to address problems in the physical world and social ingenuity for
problems in the social world. In industrial societies, resource scarcities are
usually seen as technological challenges needing the keen attention of scien-
tists and engineers. But the supply of this technical ingenuity depends on an
adequate supply of social ingenuity at many levels of society. Social ingenuity
is key to the creation, reform, and maintenance of public and semipublic goods
such as markets, funding agencies, educational and research organizations, and
effective government. If operating well, this system of institutions provides
psychological and material incentives to technological entrepreneurs and inno-
vators; it aids regular contact and communication among experts; and it chan-
nels resources preferentially to those endeavors with the greatest prospect of
success.

Social ingenuity is thus a precursor to technical ingenuity.7 Countries expe-
riencing serious environmental scarcity need sophisticated and stable systems
of markets, legal regimes, financial agencies, and educational and research
institutions to promote the development and distribution of new grains adapted
for dry climates and eroded soils, of alternative cooking technologies to com-
pensate for the loss of firewood, and of water conservation technologies.
Countries therefore need ingenuity to get ingenuity, which means it is both an
input to and output of the economic system.8

Social ingenuity is also key to adaptation strategies that do not involve new
technologies. For instance, a society might adapt to a higher probability of
food shortfalls arising from cropland scarcity by establishing lines of emer-
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gency credit and by making advance arrangements for transfers of food from
food-producing to food-scarce regions. Such social ingenuity is often provided
by competent bureaucrats as they design and implement policy and by astute
political leaders as they bargain, create coalitions, and use various induce-
ments to get policies enacted and institutions built. Of course, the ingenuity
needed to adjust to resource scarcity is not only produced by people at the top
of the social hierarchy: many of the needed ideas are produced at the commu-
nity and household levels as people learn, for example, how to reform local
institutions to solve local collective-action problems.9

The Requirement for and the Supply of Ingenuity

I define therequirementfor ingenuity in response to a given resource scarcity
as the amount needed to compensate for any aggregate social disutility caused
by the scarcity. It is, in other words, the minimum amount of ingenuity that a
society needs to maintain its current aggregate level of satisfaction in spite of
the scarcity.10 This requirement is not an economic constraint in the real world;
rather, it is an arbitrary, analytical benchmark against which we can evaluate
society’s delivery of ingenuity. (Note that society’s requirement for ingenuity
is distinct from its actual demand for ingenuity. Demand depends on ingenu-
ity’s price. Often, this price is the wage to the human capital that generates it;
examples include the salary paid to an engineer and the remuneration to a
consulting firm. Sometimes ingenuity is bought directly, as when a fee is paid
for a license to manufacture a patented product.)

Many people who are optimistic about humankind’s ability to surmount
resource scarcity implicitly use this benchmark: they argue that, with well-
functioning economic institutions like markets, the level of satisfaction in a
society over the medium and long run will not decrease despite occasional
resource shortages. In other words, these optimists assume that ingenuity
will be supplied abundantly and cheaply enough to alleviate any disutility
arising from scarcity and that the society will demand at least this amount of
ingenuity.11

I define thesupplyof ingenuity as the amount actually delivered and imple-
mented by the economic and social system. This amount is determined by the
price society is willing to pay for it and by numerous other variables, including
availability of financial and intellectual capital, society’s capacity to generate
practical knowledge, and the willingness of society to undergo social and tech-
nological change. Ingenuity is supplied in two temporal stages. The first is the
generation of a potential solution to a particular problem; the second is the
delivery and implementation of the potential solution.12 Supply can be hin-
dered by factors operating at either or both stages.
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Some Factors Increasing the Requirement for Ingenuity

For many renewable resources, both regionally and globally, population
growth and increasing per capita resource consumption are causing a steady
increase in the ratio of the consumption of the resource per unit of time to the
total amount of the resource available.13 This consumption/resource ratio is an
approximate but useful measure of a resource’s scarcity.14 An increase in the
numerator of the ratio means greater demand-induced scarcity (if we take re-
source consumption to equal resource demand), and a decrease in the denomi-
nator means greater supply-induced scarcity.15 Because of the dual impacts on
scarcity of both population growth and rising per capita demand (chap. 4), an
increase in the ratio’s numerator often produces a decrease in its denominator:
in these cases, the greater the total consumption of a resource, the less there
remains to consume.

The steady rise in consumption/resource ratios for many renewables has a
number of important consequences. Serious scarcities tend to affect larger re-
gions. For example, the cod fishery collapsed across much of the Northwestern
Atlantic in the 1980s and early 1990s; water shortages are now chronic
throughout the Middle East; and large areas of the interior and western regions
of China are affected by erosion and loss of cropland.16 Serious scarcities also
tend to develop faster. Twenty percent of West Africa’s forests was logged
between 1980 and 1990, and the populations of important species of bottom-
dwelling fish off Antarctica were seriously reduced barely a decade after large-
scale harvesting began.17 In general, the increased pace of resource depletion
means that societies have less time to adjust their institutions and technologies.

Because humans are now consuming a very broad spectrum of renewable
resources at very high rates, serious scarcities can affect many resources simul-
taneously or in quick succession. This multiplicity of scarcities can make it
harder to find relatively abundant resources to substitute for scarce ones.18

Moreover, substitution often simply propagates scarcity by making the substi-
tutes scarce, too. Around the world, for instance, fishermen have depleted
high-value species of fish, and they have moved on to successively lower-
value species.19 The same is true with timber: in heavily exploited forests,
loggers have moved from old, large-diameter hardwoods and softwoods to
small-diameter softwoods that can be made into products like particle board.

The ingenuity requirement to compensate for scarcities of renewables is
generally greater than that for nonrenewables. This difference is not widely
recognized: for example, economists generally contend that scarcities of re-
newables and nonrenewables pose similar economic problems and conse-
quently stimulate similar conservation, substitution, and innovation effects
(that is, similar ingenuity responses). To the extent that economists acknowl-
edge a difference, it is in the cause of scarcity: renewables are more oftenopen
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accessand therefore tend to be depleted or degraded more quickly and with
less effect on market prices.20

In chapter 3, however, I noted how renewables are crucially different from
nonrenewables. Often, highly interdependent systems of renewables exhibit
nonlinear and interactive responses to human perturbations.21 These character-
istics boost the need for ingenuity: societies must be smarter to anticipate sud-
den or severe changes in the behavior of resource systems and deal with these
changes once they occur. Moreover, some renewables, such as water, have
properties that are essential to biological survival; although ingenuity can be
used to conserve or find more of these resources, substitution of other re-
sources or substances is often not an option (nothing can substitute for water
in the tissues of a living organism). Because the options for responding to
resource scarcity are therefore restricted, society’s need for ingenuity rises.
Finally, because systems of renewables are highly interdependent, as I empha-
sized in chapter 3, the overexploitation of one resource can produce ramifying
effects throughout its associated resource systems (overlogging a forest can
affect local regional hydrological cycles and fish runs in rivers, for instance).
Consequently, an economy not only has to find substitutes for goods and ser-
vices provided by the overexploited resource itself, it must often find substi-
tutes for the resources that are causally dependent on that overexploited
resource.

As consumption/resource ratios rise for many renewables, therefore, it is
safe to say that some societies will face an increasingly complex, unpredict-
able, and urgent decision-making environment that will boost their require-
ment for social and technical ingenuity.22 Scientists and engineers will need to
respond to increasingly complicated and fast-paced substitution and conser-
vation needs. Politicians, bureaucrats, corporate managers, and community
leaders will have to be increasingly clever social engineers to adjust existing
institutions and to design, build, and operate new ones that allow technical
ingenuity to flourish and that promote nontechnological adaptation to scarcity.
People at all levels of society will have to be evermore ingenious and quick-
footed to minimize activities that deplete resources, to negotiate bargains
among competing groups to diffuse scarcity’s costs, and to encourage—
perhaps through market mechanisms—the development of new technologies.

To maintain satisfaction as consumption/resource ratios rise, societies will
need to run resource systems ever more efficiently. System optimization will
often demand tightly coupled and highly complex horizontal and vertical man-
agement. (By horizontal management, I mean management that operates at a
single level of social organization such as the village or nation-state; vertical
management cuts across these levels, integrating, for example, the village,
national, international, and biospheric levels.) This management will require
great ingenuity.23 As Kenneth Watt and Paul Craig note, “such a society would
be characterized by great efficiency in resource use, very diverse energy and
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materials sources and pathways through the system, a very large number of
types of system components (i.e. occupations), and a rich variety of internal
control mechanisms.”24 But even if the requisite ingenuity is supplied, the
systems will still be vulnerable to sudden shocks, because many environ-
mental scarcities are interconnected and unpredictable, and because efficiency
and productivity requirements will tend to compress the time between events,
reduce opportunities for recovery, and increase interactions among system
elements.25

Furthermore, even if societies manage their resource systems exceptionally
well, fundamental physical, biological, and social constraints may make it dif-
ficult to fully compensate for the effects of scarcity. These constraints include
inescapable time lags that affect a society’s ability to mitigate scarcity, like the
time needed for a new forest to grow, for a new technology to be disseminated,
or for cultural change to take place.26 As scarcity worsens, ever greater
amounts of ingenuity may be required to circumvent these constraints. In some
cases, they may make it impossible to maintain aggregate social satisfaction,
and the requirement for ingenuity will become, for all intents and purposes,
infinite.

Of course, optimists are not daunted by such problems. Humans, they argue,
will supply the needed ingenuity. For instance, Aaron Wildavsky, Todd La
Porte, and others contend that system accidents and shocks can be prevented
by careful organizational design; Dennis Avery argues that developing coun-
tries can easily overcome their food production problems; and Thomas
Schelling and Jesse Ausubel contend that global warming is not of great con-
cern because technology and wealth are making us less dependent on cli-
mate.27 I therefore now turn to ingenuity supply.

Some Factors Limiting the Supply of Ingenuity

Every generation feels it lives on the cusp of chaos. People invariably believe
that change is too rapid and that the world is becoming too complex and unpre-
dictable, yet in the end they often manage well. In fact, the past two centuries
have brought major material and social progress for much of humanity, despite
rapidly growing populations and sometimes serious resource scarcities at the
regional level. Many optimists see no reason why the future should be different
from the past. Thus, Julian Simon writes, “there is no physical or economic
reason why human resourcefulness and enterprise cannot forever continue to
respond to impending shortages and existing problems with new expedients
that, after an adjustment period, leave us better off than before the problem
arose.”28 While I acknowledge the extraordinary potential of human resource-
fulness and enterprise, I nonetheless argue that some societies—especially
poor societies—will not be able to supply the unprecedented amounts of in-
genuity they will need to solve their emerging scarcity problems.
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Many economic optimists implicitly assume that the price elasticity of sup-
ply of human ingenuity is nearly infinite, which suggests that an increase in
demand for ingenuity will produce an equal increase in quantity supplied with
no increase in price.29 Neoclassical economists have also traditionally assumed
that ingenuity—or technology, as they usually call it—is available ex-
ogenously: it is a free public good that individuals, firms, and organizations
access as necessary.30 These economists do not explicitly address where the
technology originally comes from.

Other analysts argue that ingenuity is generated endogenously. There are
several distinct perspectives here. Induced innovation theorists, such as the
agricultural economists Yujiro Hayami and Vernon Ruttan (chap. 3), propose
that changes in factor endowments, notably of land, labor, and energy, are
reflected in market price signals. These signals in turn stimulate technological
and institutional innovation that loosens constraints on agricultural growth.
Similarly, Ester Boserup argues that cropland scarcity induced by population
growth increases the input of labor into agricultural production and stimulates
land-saving changes in cropping practices.31 Higher frequency of cropping
encourages the evolution of secure private property rights, while infrastruc-
tural economies of scale produced by a larger population lead to the growth of
markets and labor specialization.32 Julian Simon further contends that larger
populations mean more heads to generate the ideas that help societies over-
come resource scarcity.33

New economic growth theorists also endogenize the generation of technolo-
gies. However, rather than focusing on the stimulus provided by changing
factor proportions and prices, or on the idea-generating potential of a larger
population, they focus on the relationship between the pool of human capital
in an economy or firm and the generation of technology. This emphasis is not
incompatible with the propositions outlined above: the induced-innovation
theorists stress how population growth and external stimuli produce innova-
tion, whereas the new economic growth theorists stress the intervening pro-
cesses that crucially involve human capital.

Optimistic views about ingenuity supply have not escaped criticism. David
Feeny, for instance, focuses on the supply of social ingenuity in the form of
new institutions. He notes that many theorists interpret the Coase theorem to
mean that societies will alter their institutions when benefits exceed costs.34

“Although the authors do not, in general, explicitly state that change will occur
whenever the marginal social benefits exceed the marginal social costs (includ-
ing transaction costs) the lack of attention to the supply side of institutional
change leaves that impression.” He then gives pointed examples of the “failure
to adopt innovations with positive net social benefits,” and he concludes that
“the supply of institutional change is important; trends in the demand, al-
though necessary, are not sufficient for understanding the path of change.”35

I discuss here four factors that can limit the supply of social and technical
ingenuity: market failure, social friction, shortage of capital, and constraints on
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science. Constraints on science are, in this model, independent of resource
scarcity; market failure, social friction, and availability of capital are some-
times affected by scarcity. Each of these four factors can interfere with either
idea-generation or idea-implementation; in either case, they will not only limit
the total supply of ingenuity but also limit the rate at which it is supplied.
These factors can therefore induce critical time lags between the need for in-
genuity and its supply.

Market Failure

Traditional economic models imply that an economy will supply the needed
ingenuity if prices accurately reflect the costs of resource use. But prices often
do not fully reflect these costs. Not only is ingenuity thereby undersupplied,
but low resource prices encourage overconsumption of the resource, which can
raise the requirement for ingenuity.

Two types of market failure are important.36 First, as noted in chapter 4,
many resources, especially renewables like hydrological cycles and productive
seas, cannot be physically controlled or divided into saleable units for the
exclusive use of specific consumers. It is therefore hard to assign clear prop-
erty rights, and they remainopen-accessresources that are vulnerable to over-
exploitation.37 At best, their scarcity is indirectly reflected in the prices of
marketable resources that are dependent on them. For example, damage to
ocean ecosystems can cause fish prices to rise.

Second, even if property rights are clear, market prices may still not fully
reflect the costs of resource use. Resource extraction or use can producenega-
tive externalities—such as river siltation from upstream deforestation—that
are not incorporated in the resource’s price.38 In addition, economic actors
often cannot participate in market transactions in which they have an interest,
either because they lack the necessary wealth or because they are distant from
the transaction process in time or space. Finally, resource systems are often so
complex that our knowledge of their functions and resilience, and of the likeli-
hood of negative interaction and threshold effects, is grossly inadequate. With-
out good knowledge, it is impossible for either private economic actors or
society to price resources accurately.

Unfortunately, even if prices accurately reflect the costs of resource use,
ingenuity may still be undersupplied, because it has some characteristics of a
public good. Rising resource prices may increase the demand for ingenuity,
but ingenuity will be undersupplied if entrepreneurs cannot capture the social
benefits of the ingenuity they produce.39

These problems are not insurmountable. Societies can try to provide secure,
enforceable, and transferable property rights for both resources and ingenuity
(thus, the importance of improved systems of intellectual property rights); they
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can develop economic mechanisms to internalize more of the costs of resource
use and to represent the interests of a broader range of parties; they can remove
structural impediments to efficient markets, such as subsidies; and they can
increase their knowledge of the services and functions of resource systems.
But these tasks are not easy. “Getting the prices right” demands copious social
ingenuity. Thus, paradoxically, market failures that negatively affect the sup-
ply of ingenuity boost the need for ingenuity to alleviate the very same market
failures.

Poor countries are particularly disadvantaged because they start with under-
developed economic institutions. They therefore need more social ingenuity to
reform existing institutions and establish new ones. Moreover, modern mar-
kets are complicated and fragile social arrangements; getting them working
right is not a matter—as many conservative economists would have use be-
lieve—of simply reducing government interference in the economy. They are
defined and structured by an intricate system of institutions, laws, rights, and
norms (what I have previously referred to asideational factors). These include
laws governing contracts and credit; laws discouraging price-rigging and the
excessive concentration of capital; limits on corporate liability; regulatory re-
gimes for natural monopolies and stock and bond markets; a stable banking
system; predictable and restrained macroeconomic policies; a strong and in-
corrupt judicial system to enforce property rights and contracts; and agree-
ments among levels of government permitting the movement of labor, capital,
and other productive resources. Taken together, most of these arrangements
increase the expected value of private gains and decrease the expected value of
private costs from investment.

The state plays the central role in establishing this system of institutions. It
must also provide other supports to an efficient market, including a competent
civil service, high rates of literacy, a well-functioning infrastructure of trans-
portation, communication, and irrigation systems, and a relatively egalitarian
distribution of wealth. Moreover, the public-good character of ingenuity
means that the state must often intervene in the economy to increase inge-
nuity’s supply through research, development, and extension services.40 The
requirement for ingenuity within the state is therefore high: establishing a vig-
orous market in a developing country “demands accurate intelligence, inven-
tiveness, active agency and sophisticated responsiveness to a changing eco-
nomic reality.”41

Social Friction

Severe scarcity can generatesocial friction—fierce competition among narrow
interest groups—that impedes the supply of social ingenuity in the form of
new and reformed institutions, such as markets.
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Mancur Olson’s pioneering work helps us understand how.42 Olson ana-
lyzes the abilities of different social coalitions—from unions to farm and man-
ufacturing associations—to provide collective goods for their members de-
spite the tendency of members to free ride. For our purposes, he makes three
critical points. First, he shows that small coalitions can generally organize
themselves more quickly and pursue their interests with greater force than
large groups.43 They therefore have political power disproportionate to their
size, and they can be more nimble, focused, and effective in their lobbying.

Second, Olson notes that this disproportionate power will be particularly
acute in “unstable” societies, a category encompassing many developing coun-
tries, because large coalitions need time and social stability to establish them-
selves and grow. The governments of unstable countries are therefore “system-
atically influenced by the interests, pleas, and pressures” of small coalitions.44

Third, small coalitions invariably pursue narrowly defined self-interest and
are very unlikely to act on behalf of the commonweal. They are almost exclu-
sively distributional coalitions, because they strive to redistribute the wealth
in the system rather than to increase it. For all practical purposes, Olson writes,
there is “no constraint on the social cost such an organization will find it expe-
dient to impose on the society in the course of obtaining a larger share of the
social output for itself.”45

In previous chapters, we have seen that increased environmental scarcity
often exacerbates social segmentation, sharpens cleavages among groups, and
provokes vigorous action by groups to protect or enhance their interests, action
that includes resource capture and rent-seeking. Building on Olson’s argu-
ments, we can assume that small groups or coalitions generally pursue their
interests better than large ones, especially in developing countries; those that
already have wealth, power, and status because of their position in the social
order are particularly advantaged. Furthermore, as we have seen, future re-
source scarcities are likely to create a more complex, unpredictable, and rap-
idly changing decisionmaking environment. This environment will accentuate
the relative power of small coalitions, since they can more quickly identify
their interests and focus their efforts.

Because small coalitions usually have narrow interests, they often act to
impede the institution building that reflects the broader interest of society.
They hinder efforts to reform existing or establish new social institutions,
laws, and behaviors if these efforts encroach on coalition interests, as they
often do.46 This social frictionmakes it harder to focus and coordinate social
activities, talents, and resources in response to scarcity. As Olson says, narrow
coalitions “interfere with an economy’s capacity to adapt to change and to
generate new innovations.”47 Thus, the coalitions provoked to action by scar-
cities will sometimes block solutions to the very same scarcities.48

How might narrow coalitions have this effect? One mechanism is particu-
larly important. Increasing social friction affects incentives for political entre-
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preneurs to produce and deliver the social ingenuity needed for new institu-
tions. Public institutions will be supplied at the socially optimum level only in
specific circumstances: the private rate of return to the political entrepreneurs
who can create these institutions must approach the social rate of return.49 The
actions of narrow coalitions can raise the private costs and reduce the private
benefits of such institution building, which in turn increases the gap between
private and social returns and results in a socially suboptimal supply of institu-
tions. Ruttan and Hayami thus note that “the supply of institutional innovation
depends critically on the power structure or balance among vested interest
groups in society.”50

I have already discussed several cases in which scarcity-induced social fric-
tion impeded the supply of ingenuity. For instance, in chapter 3 we saw that
scarcities of cropland and water in Bangladesh—scarcities arising from both
skewed resource distribution and population growth—induce some agri-
cultural innovation, but they also inflame existing distributional struggles
among coalitions. These struggles in turn have obstructed reform of water-
control institutions and the deployment of irrigation technologies.51 In chap-
ter 5, we learned that huge migrations of South African blacks from environ-
mentally devastated former homelands into the country’s urban areas have
increased intergroup segmentation and encouraged warlordism. The result-
ing conflicts, especially in the townships and squatter settlements of Kwa-
Zulu-Natal Province, have overwhelmed local institutions and impeded their
reform.

The case of Haiti, which I will discuss in detail in the next chapter, offers
another example. Paul Wallich notes that over 90 percent of the country has
been denuded, leaving it “bereft of natural resources crucial to economic sur-
vival.” Scarcities of forests and soil exacerbate poverty in rural communities
and produce significant profit opportunities for powerful elites. Both these
changes deepen divisions and distrust between rich and poor and hinder bene-
ficial change. Thus, for example, the Haitian army and remnants of the notori-
ousTontons Macouteshave ruined some reforestation projects by destroying
the projects’ tree seedlings. These groups fear that such projects will threaten
their control of forest resource extraction, undermine their high profits from
wood and charcoal sales, and bring together disgruntled rural people. In gen-
eral, Wallich argues that “wealthy landowners had little incentive to raise their
opponent’s standard of living, and peasants saw no reason to improve their
husbandry as long as those above them stood ready to extract whatever surplus
they might produce.”52

A similar process occurs with the exploitation of Pakistan’s forests.53 Al-
though deforestation has a long history in the country, rates have been particu-
larly high over the past decade, in large part because of rising demand for
fuelwood in both rural and urban areas. Legislation on land management and
property rights has failed to ensure firm regulation of the forest industry. In
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many cases, strong urban and rural groups have appropriated both community
and government lands for themselves. As a result, atimber mafiais now ravag-
ing Pakistan’s dwindling forests.54 Those groups involved are motivated by
opportunities to make huge profits from trade in scarce wood resources. They
have acquired leading roles in forest institutions and are deeply entrenched in
the state’s administrative machinery. During the late 1970s and early 1980s,
they used large transfers of state development funds to open up forest areas for
exploitation. Road and electrification programs facilitated commercial cutting
while reinforcing the political and social control of traditional tribal leaders
and Sayyeds (direct descendants of Muhammad) over indigenous populations.
Thereafter, the collusion of forest officials, large forestland owners, and con-
tractors allowed timber extraction to proceed with little significant regulation.
These groups and individuals have been able both to manipulate legislation to
serve their interest and to block changes in the law that would make forest
management more participatory and sustainable.55

In light of the above discussion and examples, it appears that two character-
istics of a society—two contextual factors—will especially influence the de-
gree of social friction caused by environmental scarcity and the extent to
which this friction hinders the supply of ingenuity. First, a society will mani-
fest more social friction if its culture encourages selfish individual or group
behavior; a “culture of selfishness” causes people to retreat more readily into
narrow coalitions as scarcity worsens. For example, Filipino culture encour-
ages cooperation within groups rather than among groups; the resulting isola-
tion of groups from each other—the oft-remarked clannishness of the soci-
ety—undermines the concept of national welfare.56 As a consequence, “severe
want and poverty do not produce cooperation but rather seem to encourage
indifference and greed.”57

The opposite of a culture of selfishness is a culture of good will, reciprocity,
civic-mindedness, and trust. Social theorists acknowledge the importance of
these virtues to economic well-being.58 A culture with strong norms of civic-
mindedness can impede the rise of narrow coalitions as scarcity worsens. In
fact, scarcity can sometimes lead to greater unity and commitment to the com-
mon good, rather than to fragmentation. Thus, Geertz observed that the burden
of poverty caused by scarcity of cropland in Java was shared among commu-
nity members.59

Second, if narrow coalitions have already penetrated the state, social friction
will have a particularly strong affect on society’s capacity to reform and build
institutions. As I discussed in chapter 5, such a state will tend to grant monop-
oly rents to powerful coalitions when they mobilize to defend or enhance their
interests.60 And because acute scarcity makes it easier to establish monopoly
control over resources, it increases opportunities for rent-seeking behavior.
Once entrenched, these rent-seekers are potent obstacles to institutional re-
form. The degree of penetration is affected by the broader institutional charac-
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ter of the society. Indian democracy, for example, has encouraged the mobili-
zation of narrow coalitions, yet India does not have strong political parties that
can mediate between these coalitions and the state. The result is a state deeply
penetrated by narrow coalitions. This “interest group activism in a weak-party
democracy has contributed to deceleration of public investment and low eco-
nomic growth rates.”61

An examination of specific cases shows that these two contextual factors—
the tendency of the society’s culture to encourage group selfishness and
the autonomy of its state—have a critical influence on whether a society can
adapt to severe environmental scarcity. We thus find that the distributionists
(chap. 3) are right to emphasize social imbalances in the distribution of wealth
and power, although their story is not complete. Highly unequal social ar-
rangements help break down a binding sense of community and boost the
probability that the state will be penetrated and controlled by elite interests.
Both these developments interact with scarcity to generate social friction; this
social friction, in turn, hinders the supply of social and technical ingenuity
needed to deal with scarcity.

Much like market failure, social friction that hinders the supply of ingenuity
also pushes up the requirement for ingenuity. Increased social friction boosts
the complexity of a political and economic situation that may already be
highly complex because of scarcity. As Olson says, “the accumulation of dis-
tributional coalitions increases the complexity of regulation, the role of gov-
ernment, and the complexity of understandings.”62 Governments, policy-
makers, and community leaders need more ingenuity to generate solutions to
gridlock brought about by these coalitions and to motivate, coopt, coerce, and
circumvent obstructionist groups.63

Some people will object to the argument in this section. They will assert that
conflicts caused by scarcity, rather than interfering with the supply of inge-
nuity, often generate greater creativity and opportunities for innovation. There
are two versions of this response. The more extreme version, common to radi-
cal distributionists, is that violent revolution by exploited groups dissolves
rigid social relations that obstruct beneficial institutional and economic
change. I agree that sclerotic and exploitative social structures can reduce the
supply of ingenuity and that, sometimes, severe conflict is needed to change
them. But if the state is penetrated by rent-seekers and status quo interests,
successful and sustainable institutional reform through conflict usually re-
quires that one of the groups challenging the state win the conflict; once in
control of the state, the winning group can reestablish order and build new
institutions. If challenger groups cannot win and severe conflict persists within
the society, new institutions will not take root. In addition, such conflict usu-
ally destroys knowledge and physical assets, producing long-term economic
and political debilitation—and a reduced supply of ingenuity—after the con-
flict ends.
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Robert Putnam’s well-known book,Making Democracy Work, represents a
more moderate challenge to my argument here. In it, Putnam contends that
“strong” societies make “strong” states: pluralistic competition among diverse
social groups strengthens norms of reciprocity, which in turn strengthen social
institutions, including the state.64 I would argue, however, that Putnam is not
sufficiently attentive to the range of possible meanings of group association
that might exist in the minds of the individuals making up these social groups.
As a result, he does not distinguish between types of social competition among
groups; most importantly, he does not adequately acknowledge that some
types of intergroup competition may be uncivil in ways that are socially de-
structive.65 The weaker the feelings of civic-mindedness and of broader com-
munity—of feelings of community extending beyond the narrow group—in
the minds of individual group members, the more likely that severe social
competition among groups (perhaps spurred by environmental scarcity) will
rend institutions, debilitate the state, and divide social group from social
group.

Putnam does seem to acknowledge that pluralistic competition must be
bounded by some tacit understanding of civic responsibility. But in his model,
“trust” and norms of reciprocity (that is, social capital) are dependent vari-
ables, arising from interactions within the dense network of civic associations
that make up a vigorous civil society. In my argument above, on the other
hand, these factors—to which I would add a sense of responsibility to the
commonweal—are to a large extent independent or exogenous, part of the
substrate of culture that influences how a society responds to severe stress. To
the extent that trust and a sense of responsibility to the commonweal are not
entirely exogenous, environmental scarcity may actually weaken them through
the social segmentation processes described in chapter 5. In other words, social
segmentation can tear apart the civic networks essential to building and main-
taining social trust and good will; in turn, loss of trust and good will removes
a critical restraint on the severity and harmfulness of the social competition
that arises from greater environmental scarcity.66

Capital Availability

The amount of ingenuity supplied in response to scarcity will generally be
lower in societies with less financial and human capital. Capital is needed for
vigorous research by scientists and engineers into opportunities to mitigate and
adapt to scarcity. Access to credit helps private entrepreneurs exploit these
opportunities and diffuse useful knowledge through the broader economy. Po-
litical entrepreneurs need financial capital to provide selective incentives and
side payments to coalitions that block institutional change. And the state needs
capital to provide public goods like infrastructure and resource monitoring.
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Many societies facing serious resource scarcities are poor; moreover, the
often predatory behavior of their elites further reduces general capital avail-
ability.67 Scientific and technical research is therefore not well supported,
causing heavy reliance on externally developed and often inappropriate tech-
nologies.68 Efforts to build indigenous research capability in developing so-
cieties are hindered by shortages of lab equipment, computers, journals and
books.69 Capital shortages lead to deteriorating or inadequate transportation
and communications systems and make it difficult for states to implement new
policies in response to scarcity or to enforce laws on resource use. Thus, the
Filipino government cannot afford to pay for enough four-wheel-drive vehi-
cles, two-way radios, coast guard ships, and police officers to stop widespread
illegal logging along its northern coasts.70

Shortages of human capital frequently cripple the supply of ingenuity. In
1980, sub-Saharan Africa had about forty-five scientists and engineers in re-
search and development for every million people, while the figure in devel-
oped countries was 2,900.71 Since then, the situation in Africa has worsened.
The United Nations reports that by 1987 nearly a third of Africa’s highly
skilled labor had left for Europe and that the continent as a whole lost sixty-
thousand middle and high-level managers between 1985 and 1990.72 The ex-
perts that remain face surging demands for their expertise. Kenya, for example,
suffers from increasingly onerous problems of water scarcity, but in 1993 had
only three Ph.D.-level hydrologists.73 (Nonetheless, compared to other poor
countries, Kenya is relatively well-endowed with technical expertise). Africa
is not the only developing region to suffer a critical brain drain. In India,
30 percent of graduates of the Indian Institute of Technology in Bombay have
emigrated since the early 1970s, as have 45 percent of graduates of the All-
India Institute of Medical Sciences.74

Increasing resource scarcity can affect capital availability by decreasing
savings and by diverting capital to serve short-term needs. Severe scarcity
often shortens society’s time horizons and may thereby shift funds from sav-
ings to consumption; it may also shift investment from long-term adaptation to
immediate tasks of scarcity management and mitigation. In the face of agricul-
tural shortfalls caused by soil erosion, for instance, societies will tend to invest
first in fertilizer production and imports and only later in research on erosion-
resistant crops.

Constraints on Science

Economic and technological optimists have an unrealistic faith in human-
kind’s ability to unravel and manage the myriad processes of nature. There is
no a priori reason to expect that scientific and technical ingenuity can over-
come all types of scarcity. In fact, four constraints on modern science hinder
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ingenuity’s supply. (A great deal could be said about each of these constraints,
but I will touch on them only briefly here.)

First are human cognitive limits.75 Humans do not have infinite ability to
understand and manage the nonlinear, multivariate, and often chaotic pro-
cesses of ecological-social systems. The relationships in some of these systems
are “simply too numerous and complex to be grasped, much less controlled, by
the human intellect.”76 We may never be able to foresee the manifold con-
sequences of our adaptation and intervention strategies. These cognitive limits
are likely to be more serious when human capital is in short supply, because
individual experts and decision makers face a greater load of tasks.

Our ability to supply ingenuity is probably restricted by cognitive features
of the human brain that evolved in ecological circumstances entirely different
from today’s.77 Bounded rationality and various cognitive shortcuts limit the
time we use to search for solutions to problems. These shortcuts appear to
work, the sociologist Charles Perrow argues, “because our world is really quite
loosely coupled, and has a lot of slack and buffers in it that allow for approxi-
mations rather than complete accuracy.”78 Unfortunately, our efforts to allevi-
ate scarcity by increasing the efficiency and output of our resource-use systems
often boost complexity and tighten coupling, which places a premium on pre-
cise, optimal decisions. In such cases, cognitive shortcuts may be more dan-
gerous than helpful.

A second constraint on science is the escalating cost of research. Scientific
research generally becomes more costly as it probes further into nature.79

Many of the scarcities facing poor countries demand advanced science like
molecular biology that they cannot afford, especially when faced with capital
shortages. A third constraint arises from the cumulative nature of scientific
knowledge: each new discovery must build on a host of earlier ones. The pace
of discovery is marked by jumps and lags as scientists make breakthroughs or
lose time pursuing fruitless leads. This pace cannot be easily forced, especially
in basic science where the work’s ultimate practical use is not clear.80

A final constraint is science’s vulnerability to social turmoil. Science is a
fragile social process that requires not only a great variety and abundance of
resource inputs, but also a nonhierarchical institutional structure, a dense net-
work of connections between like-minded innovators, and a popular culture
that respects and promotes science.81 Recent developments in Russia show
science’s sensitivity to social context: the country’s upheaval in the 1990s has
crippled its vast research establishment and has caused a decline in respect for
analytical thought and a sharp rise in occult and antiscience movements.82 If
this book’s general argument is correct, and environmental scarcities some-
times contribute to major social disruption, then the science that poor societies
need to address their underlying scarcities will often not be available, because
of the disruptive influence of these very same scarcities.
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Conclusions

In this chapter, I have argued that we should focus on the role of ingenuity if
we want to understand the factors that determine whether societies success-
fully adapt to environmental scarcity. As resource scarcity worsens, the social
and technological problems faced by societies generally become more com-
plex, unpredictable, and urgent. These trends raise the requirement for ingenu-
ity. But I have also identified several factors that can constrain ingenuity sup-
ply: market failure, social friction, shortages of capital, and constraints on
science. Some societies therefore experience a chronic ingenuity gap between
their requirement for and their supply of ingenuity; as a result, they are vulner-
able to environmental scarcity’s harsh social effects described in chapter 5.

Other analysts will contend that standard economic responses to scarcity
usually stimulate a sufficient flow of ingenuity to overcome the constraints I
identify. Or they will contend that new developments in national and interna-
tional economies, including increased trade and investment and the vastly in-
creased flow of ideas through expanded communications networks, will pro-
vide enough ingenuity when and where poor countries need it. Although not
convinced by such claims, I have mainly sought to reframe the tired debate on
adaptation to scarcity and to raise some issues deserving further thought and
research.

My argument needs careful interpretation. First, the size of the ingenuity
gap does not necessarily correlate with the extent of social disutility caused by
scarcity. The amount of ingenuity needed to remedy a particular scarcity might
be high, while the social disutility caused by the scarcity is low, or vice versa.
However, a large ingenuity gap does indicate that the disutility—whatever its
degree—will probably endure. Second, and most importantly, an adequate
supply of ingenuity is a necessary but not sufficient condition for constant or
increased social satisfaction. The social distribution of the ingenuity supplied,
how it is applied, and for what purpose it is applied also affect aggregate
satisfaction. A full account of the social and economic role of ingenuity there-
fore requires separate models of ingenuity’s social distribution and use.

Although preliminary and limited in power, my argument nonetheless has
interesting implications for the debate over intergenerational equity. Econo-
mists often note that the costs of conserving natural resources are usually
borne in the present while the benefits arrive only in the future. Given that
humans generally have a positive discount rate, they claim, it makes more
sense for poor countries to invest in economic growth and thereby bequeath
greater financial, physical, and human capital to future generations. Their de-
scendants can use this capital to address the resource scarcities they face at that
time, assuming the payoff is more immediate. I have argued that extra capital
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will indeed aid the supply of ingenuity. But there are also real disadvantages
to waiting: future generations may have to face scarcities much more complex
and urgent than today’s, which could sharply raise their need for ingenuity;
furthermore, future societies may experience greater social friction due to scar-
city, which could impede ingenuity supply. In some societies, the additional
capital will probably not, by itself, compensate for this ingenuity deficit.

My analysis consequently puts a premium on prevention of scarcity, not on
subsequent adaptation to it. (In the terminology introduced at the beginning of
this chapter, we should therefore pursue first-stage policy interventions over
second-stage interventions.) The optimism of economists and other adapta-
tionists who have boundless faith in the potential of human ingenuity when
spurred by necessity is, I believe, imprudent. We are taking a huge gamble if
we follow the path they suggest, which is to wait until environmental scarcities
are critical and watch human ingenuity burst forth in response. Should it turn
out, in the end, that this strategy was wrong for some societies, there will no
turning back. These societies will have burned their bridges, because their
soils, waters, and forests will be irreversibly damaged.

In the next chapter, I will show how the harsh social effects produced by
severe scarcities—including the impoverishment, migration, social segmen-
tation, and institutional failure discussed in chapter 5—boost grievances
and shift the balance of power between challenger groups and the state.
These changes, in turn, raise the likelihood of various forms of rural and urban
violence.



Appendix

Can Poor Countries Attain Endogenous Growth?

W I T H E DWA R D BA R B I E R

In recent years there has been a vigorous debate about the role of technological
innovation in long-term economic growth. At the debate’s forefront are new
theoretical models in economics that have been termedendogenousor new
growth theory.1 A key feature of these models is that technological innova-
tion—the development of new technological ideas or designs—is endoge-
nously determined by private and public sector choices within the economic
system rather than being exogenously available to the system (as assumed in
more conventional neoclassical growth models). This endogenous innovation
overcomes diminishing returns to physical capital, thus allowing per capita
accumulation of capital and economic growth to be sustained at a positive rate
indefinitely.2 In other words, if public and private sector investments in human
capital and innovation are “optimal” then it is possible for an economy to
attain a perpetually constant rate of growth in output and consumption.

The current debate over the role of innovation in economic growth has fos-
tered empirical investigations across countries and regions to determine the
extent to which long-term economic growth rates fit the predictions of en-
dogenous growth or neoclassical growth theories.3 The cross-country com-
parisons of growth rates have pointed to an important issue for analysts: Why
is it that the long-term economic growth rates of poor countries as a group are
not catching up with those of rich countries?

According to the endogenous growth school, the answer is fairly straightfor-
ward. Poor countries fail to achieve higher rates of growth because they fail to
generate or use new technological ideas to reap greater economic opportuni-
ties. In particular, according to Romer, “the feature that will increasingly dif-
ferentiate one geographic area (city or country) from another will be the qual-
ity of public institutions. The most successful areas will be the ones with the
most competent and effective mechanisms for supporting collective interests,
especially in the production of new ideas.”4

Even some critics of this endogenous growth explanation concede that insti-
tutional and policy failures are an important reason for the inability of poor
countries to attain high growth rates. For example, Pack argues that “the po-
tential ‘benefit’ of backwardness is that, if countries could capitalize on their
backwardness, they could enjoy a rapid spurt of catch-up growth.” However,
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he also states that “the benefits from backwardness do not accrue automatically
but result from purposive activities on the part of individual firms within a
general favorable policy environment. This includes a stable macroeconomic
policy and institutions designed to facilitate the identification and absorption
of technology.”5 Consequently, the inability of poor countries to “take off”
economically “can be attributed to failed policies and weak institutions.”

We agree that institutional and policy failures in poor economies are impor-
tant explanations of their inability to innovate sufficiently to achieve higher
long-term growth rates. But this is not the whole story. In this appendix we
therefore provide a technical elaboration of the argument introduced in this
chapter: in many poor economies the depletion and degradation of natural
resources—such as croplands, forests, freshwater and fisheries—contribute to
this institutional instability and disruption. Resource scarcities can cause so-
cial conflicts that disrupt the institutional and policy environment necessary
for producing and using new ideas and for absorbing useful knowledge from
the rest of the world. Thus, we argue that in many cases resource scarcities may
have their most important effect on developing economies, not by directly
constraining economic growth (chap. 5), but by indirectly affecting their po-
tential to innovate.

The Romer-Stiglitz Model

Barbier shows that many low-income and lower-middle-income economies—
especially those displaying low or stagnant growth rates—are highly resource-
dependent.6 Not only do these economies rely principally on direct exploi-
tation of their resource bases through primary industries (e.g., agriculture,
forestry, fishing, etc.), but over 50 percent or more of their export earnings
come from a few primary commodities. These economies tend to be heavily
indebted and experiencing dramatic land use changes—especially conversion
of forest area to agriculture—as well as problems of low agricultural produc-
tivity, land degradation, and demographic stress.

On the whole, endogenous growth theorists have not been concerned with
the contribution of natural resources to growth or with innovation’s role in
overcoming resource scarcities.7 However, for some years resource econo-
mists have explored the effects of resource scarcity on growth.8 They have
usually employed neoclassical growth models that assume exogenous rather
than endogenous technological change. In the standard model, the expression
for production of aggregate output, Q, can be written as Q = Ka1La2Ra3ett,
where K is the stock of physical capital, L is labor, R the resource input, and
t is the constant rate of technological progress. As shown by Stiglitz, this
expression can be rewritten as Q = Ka1La2(Re(t/a3)t)a3, wheret/a3 is the (ex-
ogenous) rate of resource-augmenting technical progress.9 The results of this
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analysis have been generally optimistic: even under conditions with exponen-
tial population growth and with exhaustible and limited supplies of natural
resources that are essential to production, sustained growth and a long-run
steady-state level of positive per capita consumption are attainable.10

Barbier extends this analysis to an endogenous growth economy.11 He com-
bines Stiglitz’s exhaustible-resource model and Romer’s endogenous-growth
model to determine whether natural resource scarcity is necessarily a binding
constraint on growth.12 In this model, the production function becomes

Q = h(r−1)ArKa1La2Ra3(H − HA)a4,

where the additional terms includeh, which is the amount of foregone capital
necessary to create one unit of durable goods; A, the stock of “ideas” or techni-
cal designs; H, the total stock of human capital; HA the amount of human
capital allocated to innovation; and the parameter

r = (1 − a1) = a2 + a3 + a4.

Assumingh is constant, this expression can be rewritten as

Q = h(r−1)(A(r/a3)R)a3Ka1La2(H − HA)a4,

where A(r/a3) represents resource-augmenting endogenous technological
progress.

The results of this new analysis are fairly conclusive: although technologi-
cal change is endogenous, it is still effectively resource-augmenting. Sufficient
allocation of human capital to innovation will ensure that in the long run re-
source exhaustion can be postponed indefinitely, and the possibility exists of
a long-run endogenous steady-state growth rate that allows per capita con-
sumption to be sustained, and perhaps even increased, indefinitely.

However, the main body of the present chapter points to another potential
relationship between innovation and resource availability. The chapter argues
that an economy’s supply of ingenuity may itself be constrained by resource
scarcities, especially in low-income countries. By this analysis, an increase in
the level of technical ingenuity is similar to the technical innovation discussed
by endogenous growth theorists. But the supply of this technical ingenuity
depends on an adequate supply of social ingenuity at many levels of society,
where social ingenuity consists of ideas applied to the creation, reform, and
maintenance of institutions. The process of generating and implementing so-
cial ingenuity is both separate from and necessary for technical innovation.
Therefore, in agreement with the institutional arguments of Romer and Pack
above, the present chapter identifies social ingenuity as a precursor to technical
ingenuity.
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The chapter also describes two key mechanisms by which resource scarcity
can limit both the total supply and the rate of supply of ingenuity. First, in-
creased scarcity often provokes competitive action by powerful elite groups
and narrow social coalitions to defend their interests or to profit from the scar-
city through rent-seeking behavior. This social friction can hinder efforts to
create and reform institutions and can generally make it harder to focus and
coordinate human activities, talents, and resources in response to scarcity. Sec-
ond, endogenous-growth theory notes that capital, especially human capital, is
essential to the generation of innovation.13 Yet, resource scarcity may reduce
the availability of human and financial capital for the production of ingenuity
by shifting investment from long-term adaption to immediate tasks of scarcity
management and mitigation.

Figures 6A.1 and 6A.2 illustrate the contrast between the two views of the
innovation process proposed by endogenous growth theory and the preceding
chapter. According to the former view (fig. 6A.1), market responses to natural
resource scarcity automatically induce endogenous technological change,
which leads to resource conservation and substitution, and in turn, to the ame-
lioration of scarcity. However, as noted above, this view assumes that stable
economic policies and social institutions exist to facilitate endogenous innova-
tion. This assumption may not be valid for many poor economies.

According to an alternative view based on this chapter’s analysis (fig. 6A.2),
in some poor countries, resource scarcity itself contributes to an unstable so-
cial and policy environment at local, regional, and national levels. Scarcity
exacerbates social friction and conflict, which results in an undersupply of
social ingenuity. Social friction and conflict interfere directly with the smooth
functioning of markets, while the reduced supply of social ingenuity perpet-
uates market, policy, and institutional failures. These failures in turn under-
mine the innovation process, in particular, by disrupting the ability of poor
economies to generate sufficient human capital, to build research and develop-
ment capacity, to exploit existing technological knowledge available domesti-
cally and internationally, and to produce and disseminate new technologies
throughout the economy. In short, while resource scarcity often induces miti-
gating market and endogenous technological responses, it can also disrupt the
stable social and policy environment necessary for these responses to occur
automatically.

To explore formally the implications of this hypothesis, Barbier modified
the basic Romer-Stiglitz model of an endogenous growth economy to allow
for the possibility that innovation might be constrained by increased resource
scarcity (that is, a faster rate of resource depletion).14 He considers two scenar-
ios for the model based on different starting assumptions.

First, Barbier assumes that the long-run rate of innovation will exceed any
adverse effects of resource scarcity so that net innovation is still positive. The
outcome, in this case, is that the economy continues to exhibit long-run en-
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Figure 6A.1. Endogenous Technological Change and Resource Scarcity: Conventional
View

Figure 6A.2. Endogenous Technological Change and Resource Scarcity: Alternative
View

dogenous growth, although at a slower rate than predicted by the basic Romer-
Stiglitz model. Nevertheless, this scenario implies that sufficient—albeit
constrained—endogenous technological change can occur to avert resource
exhaustion and to sustain growth in per capita consumption indefinitely. As in
the case of the basic Romer-Stiglitz model, therefore, an optimistic outcome is
possible.

Second, Barbier assumes that the long-run effects of resource scarcity will
just offset additional innovation; that is, increased resource scarcity will so
disrupt social and technical innovation that there is no net generation of inno-
vation.15 However, he then shows that such a constraint on long-run innova-
tion does not necessarily mean that the economy collapses. Sufficient accumu-
lation of technical know-how may occur to avert complete exhaustion of the
resource stock in the long run. In this scenario, resource scarcity is still not a
binding or absolute constraint: the economy can eventually settle into a long-
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run steady state in which per capita output and consumption remain constant
indefinitely.

This second scenario may be somewhat comforting, because it implies that
even low-income economies may avoid dire consequences from resource scar-
city. Nonetheless, the implications of Barbier’s analysis is that low-income
economies trapped in the second scenario will fall behind others. Although a
low-income economy facing scarcity-induced constraints on innovation may
avoid binding resource-scarcity constraints, it will not be able to match the
long-run rates of endogenous technological change and growth displayed by
other economies that either face no resource-scarcity constraints or face only
limited constraints on innovation.

Conclusion

We have argued that some poor economies may face resource-scarcity con-
straints on their economic development that have not been adequately ex-
plored in the theoretical or empirical literatures on growth, natural resource
scarcity, or innovation. To date, analysts have generally addressed separately
the relationships between, on the one hand, resource scarcity and growth and,
on the other, innovation and growth. This separation has prevented analysts
from seeing important linkages among these relationships.

Resource depletion and degradation in poor economies may have their most
inimical effect not by directly constraining growth but by indirectly affecting
the potential of these economies to innovate. This process may explain why
many poor economies, particularly those that are heavily resource-dependent,
are failing to achieve high long-run rates of growth and sustained economic
development. We have presented preliminary theoretical evidence to support
this hypothesis, which merits further empirical research.



7
Violence

IN THE previous three chapters, I have identified key types of environmental
scarcity, key negative social effects that result from these scarcities, and sev-
eral factors that affect whether societies adapt to scarcities. In this chapter I put
these pieces together into one encompassing core model of how environmental
scarcity and its social effects can cause both rural and urban violence.

Figure 7.1 presents this core model. Supply-induced, demand-induced, and
structural scarcities act singly or in interaction to boost local and regional
scarcities of cropland, water, forests, and fish. These increased scarcities can
reduce or constrain economic productivity (a variable that, within this figure,
incorporates scarcity’s effects on agricultural production) to the detriment of
both local communities and larger regional and national economies. Affected
people, who are usually already economically and ecologically marginal, may
migrate or be expelled to other rural lands or cities. These migrants often
trigger group-identity (usually interethnic) conflicts when they move to new
areas, and local decreases in wealth can cause insurgencies and rebellion. Mi-
grations, productivity losses, and the rent-seeking of elites produce social seg-
mentation that deepens group-identity conflict. They also weaken local and
national institutions, which decreases central control over ethnic rivalries and
increases opportunities for insurgents and elites challenging state authority.

In previous chapters, I have emphasized the critical importance of contex-
tual factors that are often unique to the particular society under study. We can
think of figure 7.1 as embedded in a dense fabric of these physical and idea-
tional factors, some of which affect the strength of specific causal links within
the figure. Moreover, the arrows across the top of the figure show that there are
important feedback loops from the social effects and conflict to the factors that
generate scarcity. For example, scarcity-induced conflict might retard the eco-
nomic development that would reduce high fertility rates. The figure also
shows the key points for first-, second-, and third-stage policy interventions
(discussed at the start of chapter 6).

The case of Haiti illustrates some of the variables and links in figure 7.1. The
irreversible loss of forests and soil in rural areas deepens an economic crisis
that spawns internal migration, social strife, and an exodus of boat people.
When first colonized by the Spanish in the late fifteenth century and the French
in the seventeenth century, Haiti was treasured for its abundant forests. Since
then, Haiti has experienced one of the world’s most dramatic examples of



Figure 7.1. The Core Model of the Causal Links between Environmental Scarcity and Violence
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environmental despoliation. Less than 2 percent of the country remains for-
ested, and the last timber is being felled at four percent per year.1 As trees
disappear, erosion follows, worsened by the steepness of the land and harsh
storms. The United Nations estimates that at least 50 percent of the country is
affected by topsoil loss that leaves the land “unreclaimable at the farm level.”2

So much soil washes off the slopes that the streets of the capital, Port-au-
Prince, have to be cleared with bulldozers in the rainy season.3

Unequal land distribution was not a main cause of this catastrophe. Haiti
gained independence in 1804 following a revolt of slaves and ex-slaves
against the French colonial regime. Over a period of decades, the old planta-
tion system, associated with slavery, was dismantled and land widely distrib-
uted in small parcels.4 As a result, Haiti’s agricultural structure is unique to
Latin America, with 73 percent of cropland in private farms of less than four
hectares.5

Nonetheless, inheritance customs and population growth have combined to
produce severe demand-induced scarcity, as in Bangladesh. Land has been
subdivided into smaller portions with each generation. Eventually the plots
cannot properly support their cultivators, fallow periods are neglected, and
greater poverty prevents investment in soil conservation. The poorest leave for
steeper hillsides, where they clear the forest and begin farming anew, only to
exhaust the land again in a few years.6 Many peasants try to supplement their
falling incomes by scavenging wood for charcoal production, which contrib-
utes to further deforestation.

These processes might have been prevented had a stable central government
invested in agriculture, industrial development, and reforestation. Instead,
since independence, Haiti has endured a ceaseless struggle for power between
black and mulatto classes, and the ruling regimes have been solely interested
in expropriating any surplus wealth the economy generated. Today, 60 per-
cent of the population is still engaged in agriculture, yet capital is unavailable
for agricultural improvement, and the terms of exchange for crop production
favor urban regions.7 The population growth rate has actually increased, from
1.7 percent in the mid-1970s to 1.9 percent today: the UN estimates that the
current population of 7.8 million will grow to over 12 million by 2025.8 As the
land erodes and the population grows, incomes shrink: from 1983 to 1993,
total agricultural output fell 17 percent, while per capita output plummeted
31 percent.9

Analysts agree that rising rural poverty has caused ever-increasing rural-
rural and rural-urban migration. In search of work, agricultural workers move
from subsistence hillside farms to rice farms in the valleys. From there, they go
to cities, especially to Port-au-Prince, which now has a population of over a
million. Wealthier farmers and traders, and eventually even those with slim-
mer resources, try to flee by boat.

In the past, civil strife in Haiti largely occurred within and among elite
groups. Now, however, the country’s economic and migration stresses—in
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part generated by environmental crisis—are undoubtedly contributing to
broader strife within the population, especially between rich elites and the
growing numbers of urban poor. In the aftermath of the collapse of the “Baby
Doc” Duvalier regime in 1986, the poor vented their vengeance on those asso-
ciated with the regime, in particular on Duvalier’s informal gangs of enforcers,
collectively calledTontons Macoutes. During his election campaign and his
short first term as President, Jean-Bertrand Aristide reportedly encouraged
poor slum-dwellers to attack Haiti’s elite. Fearful of uprisings, the subsequent
military regime ferociously oppressed the country’s poor and peasantry. Even
with democracy restored and international sanctions lifted, Haiti will forever
bear the burden of its irreversibly damaged environment, which may make it
impossible to build a prosperous, just, and peaceful society.

Types of Violent Conflict

In chapters 4 and 5, I addressed the left and central portions of figure 7.1: these
represent, respectively, the genesis of scarcity and scarcity’s main negative
social effects that contribute to violent conflict. But we must still address in
detail the right portion of the figure. If agricultural and economic productivity
are constrained in some poor societies, if large numbers of people move from
their homelands, if societies segment, and if institutions are disrupted, what
types of conflict are likely to occur? A number of theories on the nature and
sources of social conflict can help us answer this question. Three sets of theo-
ries in particular are key: one each at the individual, group, and systemic “lev-
els of analysis.”10

Frustration-aggression theories use psychological theories of individual be-
havior to explain civil strife, including revolutions, insurgencies, strikes, riots,
and coups. These theories suggest that people become aggressive when they
feel frustrated by something or someone they believe is blocking them from
fulfilling a strong desire. An important subset of these theories suggests that
this frustration and aggression can be caused byrelative deprivation, which
arises when people perceive a widening gap between the level of satisfaction
they have achieved (often defined in economic terms) and the level they be-
lieve they deserve. Deprivation is thereforerelative tosome subjective stan-
dard of equity or fairness, and the size of the perceived gap obviously depends
on the beliefs about economic justice held by individuals.11

Group-identity theories use social psychological theories of group behavior
to explain intergroup conflicts involving nationalism, ethnicity, and reli-
gion. These theories aim to explain the way groups reinforce their identities
and the “we-they” cleavages that often result. People may have a need for a
sense of camaraderie or “we-ness” that can be satisfied in a group when it
discriminates against or attacks another group; similarly, a person’s sense of
self-worth may be strengthened when his or her group’s status is enhanced
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relative to that of other groups. By denigrating outside groups, leaders may
try to exploit these needs in order to increase their political power within their
own groups, but this behavior makes intergroup divisions deeper and more
acrimonious.12

Structural theories, which are often grounded in the assumptions of micro-
economics and game theory, explain conflicts arising from the rational calcu-
lations of actors in the face of perceived external constraints. The structure of
an actor’s social situation is the perceived set of possible interactions with
other actors and the perceived likely outcomes of these interactions. This struc-
ture is determined by physical factors such as the number of actors in the
system, resource limits, and barriers to movement or communication; by social
factors such as shared beliefs and understandings, rules of social interaction,
and the set of power relations among actors in the system; and by psychologi-
cal factors, in particular, the beliefs and preferences of other actors.13 These
structures are assumed to be relatively persistent through time.

Structural theories can be roughly divided into those used to explain conflict
in general and those used to explain civil strife. General structural theories,
which are often applied to interstate war, suggest that external constraints—
such as power imbalances in the international system—can encourage or even
compel countries to go to war.14 Structural theories of civil strife suggest that
revolution, insurgency, rioting, and coups d’état are a function of theopportu-
nity structurethat confronts groups challenging the authority of the state. Seri-
ous civil strife is not likely unless the structure of political opportunities facing
challenger groups keeps them from expressing their grievances effectively and
peacefully, but offers them openings for violence against authority. This op-
portunity structure depends on the relative power and resources of challenger
groups and the state, on the power of groups that might ally themselves with
challenger groups or the state, and on the costs and benefits that groups believe
they will accrue through different kinds of collective action in support of or in
opposition to the state.15

Drawing on these theories, we can identify three main kinds of conflict that
might arise from environmental scarcity: simple-scarcity conflicts, group-
identity conflicts, and insurgencies. These three kinds will rarely, if ever, be
found in pure form in the real world, but distinguishing them clearly from each
other will aid our understanding of environment-conflict linkages.

Simple-Scarcity Conflicts

Simple-scarcity conflicts are explained and predicted by general structural
theories. These are the interstateresource warswe intuitively expect when
states rationally calculate their interests in a situation where there is a fixed or
shrinking pie of natural resources.16 We have often seen such conflicts in the
past: some major wars in this century have undoubtedly been motivated in part
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by one country’s desire to seize another’s nonrenewable resources. For in-
stance, prior to and during World War II, Japan sought to secure coal, oil,
minerals, and other resources in China and Southeast Asia; Hitler’s forces
were on their way to seize the Caucasian oil fields when they were stopped at
Stalingrad in 1942; and the 1991 Gulf War was at least partly motivated by the
desire for oil.17

Such conflicts are easily understood within the traditional realist (or bal-
ance-of-power) paradigm of international relations theory.18 Among scholars
of international security, it has been conventional wisdom for some time that
critical scarcities of natural resources can produce war. During the 1970s, for
example, Nazli Chourci and Robert North argued in their bookNations in
Conflict that countries facing high resource demands and limited resource
availability within their territories would seek the needed resources through
trade or conquest beyond their boundaries.19 This lateral-pressure theory, they
claimed, helped explain some past wars, including World War I.

Four environmental resources in particular would appear likely to spark
simple-scarcity conflicts: agriculturally productive land, forests, river water,
and fish. Scarcity of these renewables is rising rapidly in some regions; they
are often essential for human survival; and they can be physically seized or
controlled. But close study of historical and current cases provides little sup-
port for this idea. There is, in fact, virtually no evidence that environmental
scarcity is a principal cause of major war among modern states.

Arthur Westing has compiled a list of twelve conflicts in the twentieth cen-
tury involving resources, beginning with World War I and concluding with
the Falklands/Malvinas War.20 Access to oil or minerals was at issue in ten
of these conflicts. Just five involved renewable resources, and only two of
these—the 1969 Soccer War between El Salvador and Honduras, and the
Anglo-Icelandic Cod War of 1972–1973—concerned neither oil nor minerals
(cropland was a factor in the former case, and fish in the latter). But, the Soccer
War was not a simple-scarcity conflict between states; rather, as explained
later in this chapter, it arose from the ecological marginalization of El Salva-
doran peasants and their consequent migration into Honduras.21 And, because
the Cod War, despite its name, involved negligible violence, it hardly qualifies
as a resource war.

In general, scholars such as Choucri and North have not adequately distin-
guished between scarcities of renewable and nonrenewable resources as causes
of international conflict. They have overlooked two reasons why modern states
do not generally fight over renewable resources. First, states cannot easily
convert cropland, forests, and fish seized from a neighbor into increased state
power; although these resources may eventually generate wealth that can be
harnessed by the state for its own ends, this outcome is uncertain and remote
in time. In contrast, states can quickly use nonrenewables like oil and iron to
build and fuel the military machines of national aggression. (Renewables have
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not always been less important to state power: in the seventeenth through nine-
teenth centuries, for example, shortages of timber for naval ships contributed
to serious, and sometimes violent, conflict among European powers.22) Sec-
ond, countries with economies highly dependent on renewables tend to be
poor, and poor countries cannot easily buy large and sophisticated conven-
tional armies to attack their neighbors. For these reasons, both the incentives
and the means to launch resource wars are likely to be lower for renewables
than for nonrenewables.

The exception, some might argue, is water, particularly river water: water is
a critical resource for personal and national survival, it is essential to the pro-
duction and use of military power, and rich countries are as dependent on
water as poor countries (often, in fact, they are more dependent).23 Moreover,
since river water flows from one area to another, one country’s access can be
affected by another’s actions. About 40 percent of the world’s population lives
in the 214 river basins shared by more than one country. Thus, at a meeting in
Stockholm in August, 1995, Ismail Serageldin, the World Bank’s Vice Presi-
dent for Environmentally Sustainable Development, declared that the “wars of
the next century will be over water,” not oil.24

Serageldin is right to focus on the water crisis. As I noted in chapter 5, water
scarcity and pollution are already hindering economic growth in some poor
regions. With global water use doubling every twenty years, these scarcities—
and the subnational social stresses they cause—are going to get much worse.
But Serageldin is wrong to declare we are about to witness a surge of water
wars.

In reality, wars over river water between upstream and downstream neigh-
bors are likely only in a narrow set of circumstances: the downstream country
must be highly dependent on the water for its national well-being; the up-
stream country must be threatening to restrict substantially the river’s flow;
there must be a history of antagonism between the two countries; and, most
importantly, the downstream country must believe it is militarily stronger than
the upstream country. Downstream countries often fear that their upstream
neighbors will use water as a means of leverage. This situation is particularly
dangerous if the downstream country also believes it has the military power to
rectify the situation.

There are, in fact, very few river basins around the world where all these
conditions hold now or might hold in the future. The most obvious example is
the Nile: Egypt is wholly dependent on the river’s water, has historically turbu-
lent relations with its upstream neighbors Sudan and Ethiopia, and is vastly
more powerful than either. And, sure enough, Egypt has several times threat-
ened to go to war to guarantee an adequate supply of Nile waters. In 1980, for
example, then Egyptian President Anwar el-Svdvt said, “If Ethiopia takes any
action to block our right to the Nile waters, there will be no alternative for us
but to use force.”25
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Several of the key conditions for simple-scarcity conflict over water also
held in the relationship between Lesotho and apartheid South Africa. Facing
critical water shortages, South Africa negotiated in vain with Lesotho for thirty
years to divert water from the Kingdom’s mountains to arid Transvaal. In
1986, South Africa gave decisive support to a successful military coup against
Lesotho’s tribal government. South Africa stated that it helped the coup be-
cause Lesotho had been providing sanctuary to guerrillas of the African Na-
tional Congress. This was undoubtedly an important motivation, but within
months the two governments reached agreement to construct the huge High-
lands Water Project to meet South Africa’s needs. It seems likely, therefore,
that the desire for water was an ulterior motive behind South African support
for the coup.26

More common than the kind of situation we see in Egypt and South Africa,
however, is the situation along the Ganges, where India has constructed a huge
dam—the Farakka Barrage—with harsh results for downstream cropland, fish-
eries, and villages in Bangladesh. Bangladesh is so weak that the most it can
do is plead with India to release more water.27 There is little chance of a water
war here between upstream and downstream countries (although the barrage’s
effects have contributed to the huge migrations out of Bangladesh into
India).28 The same holds true for other river basins where alarmists speak of
impending wars, including the Mekong, Indus, Paraná, and Euphrates.

The case of the Euphrates shows how a weak and antagonistic downstream
country might respond to upstream diversions. The Euphrates originates in
Turkey, and by early in the next century Turkey plans to build a huge complex
of twenty dams and irrigation systems along the upper reaches of the river.29

This $21 billion Great Anatolia Project, if fully funded and built, will reduce
the annual average flow of the Euphrates within Syria from 32 billion cubic
meters to 20 billion.30 The water that passes through Turkey’s irrigation sys-
tems and on to Syria will be laden with fertilizers, pesticides, and salts. Syria
is already seriously short of water, with an annual water availability of not
much more than a thousand cubic meters per capita.31 Between 80 and
85 percent of the water for its towns, industries, and farms comes from the
Euphrates, and the country has been chronically vulnerable to drought. Fur-
thermore, Syria’s population growth rate—at 3.3 percent per year in 1995—is
one of the highest in the world, and this adds further impetus to the country’s
demand for water.

Turkey and Syria have exchanged angry threats over this situation, yet Syria
is too weak, relative to Turkey, to rectify the situation directly. Instead, Syria
has given sanctuary to guerrillas of the Kurdish Workers Party (the PKK),
which has long been waging an insurgency against the Turkish government in
eastern Anatolia. Turkey suspects that Syria might be using these separatists to
gain leverage in bargaining over Euphrates water. In October 1989, then Prime
Minister Turgut Ozal suggested that Turkey might impound the river’s water
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if Syria did not restrain the PKK. Although he later retracted the threat, the
tensions have not been resolved, and as of early 1996 there had been no prog-
ress on the matter since 1993.32

In general, the historical and contemporary evidence shows that violent con-
flict related to river water is almost always internal rather than international. A
careful study of 412 international crises between 1918 and 1994 shows that
only 7 involved water issues, and none of those involved significant violence.
The author concludes that “as near as we can find, there has never been a single
war fought over water,” although there is a great deal of evidence of sub-
national water-related violence.33

The huge dams that countries frequently build to deal with water scarcity are
especially disruptive. Relocating large numbers of upstream people generates
turmoil among the relocatees and clashes with local groups in areas where the
relocatees are resettled. The people affected are often members of ethnic or
minority groups outside the power hierarchy of their society, and the result is
often rebellion by these groups and repression by the state. Moreover, water
developments also induce conflict among downstream users over water and
irrigable land, as we saw in the Senegal River basin in chapter 5.34

Group-Identity Conflicts

Group-identity conflicts are explained and predicted by group-identity theo-
ries. In chapter 5, I argued that severe scarcities of land, fuelwood, and water
in South Africa’s former homelands encouraged large numbers of blacks to
move into the country’s urban areas, which boosted scarcities of urban envi-
ronmental resources. These urban scarcities, in turn, increased social segmen-
tation and deepened “we-they” cleavages in townships and squatter settle-
ments, further inflaming struggles over remaining environmental resources in
those communities. In general, group-identity conflicts often arise from the
large-scale movements of populations that can be caused, in part, by environ-
mental scarcity. As different ethnic and cultural groups are propelled together
under stressful circumstances, we often see intergroup hostility with a strong
identity dynamic.

The situation in the Bangladesh-Assam region is a good example.35 The
enormous flux of migrants from Bangladesh into Assam and Tripura over the
last forty years (chap. 5) has produced pervasive social changes in the receiv-
ing regions. It has altered land distribution, economic relations, and the bal-
ance of political power between religious and ethnic groups, and it has trig-
gered serious intergroup conflict.36 Members of the Lalung tribe in Assam, for
instance, have long resented Bengali Muslim migrants: they accuse them of
stealing the area’s richest farmland. In early 1983, during a bitterly contested
election for federal offices in the state, violence finally erupted. In the village
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of Nellie, Lalung tribespeople massacred nearly seventeen hundred Bengalis
in one five-hour rampage.37

Various contextual factors can exacerbate or dampen the volatility of such
situations. For example, during the colonial period, the British used Hindus
from Calcutta to administer Assam, and Bengali became the official language.
As a result, the Assamese are particularly sensitive to their loss of political and
cultural control in the state. On the other hand, as Astri Suhrke points out,
migrants are often weak and marginal in their home society and, depending on
context, they may remain weak in the receiving society. This weakness limits
their ability to organize and to make demands. States play a critical role here:
migrants often need the backing of a state (either of the receiving society or an
external one) before they have sufficient power to cause conflict, and this back-
ing depends on the region’s politics. Without it, migration is less likely to
produce violence than silent misery and death, which is rarely destabilizing.38

We must remember too that migration is often beneficial. It can act as a
safety valve by reducing conflict in the sending area, and migrant remittances
can be a huge boon to the sending area’s economy. Depending on the eco-
nomic context, migration can ease labor shortages in the receiving society, as
it sometimes has, for instance, in Malaysia. Both Thailand and Malawi in the
1980s and early 1990s showed that developing countries often have an aston-
ishing capacity to absorb migrants without major turmoil.39

Environmentally induced migration is not a phenomenon only within and
among developing countries, however. As the perceived gap between the qual-
ity of life in the North and the South widens, we are seeing greater immigration
to the developed world.40 The people able to move such long distances tend to
be relatively wealthy; usually, therefore, they have not been directly affected
by environmental scarcity. Nonetheless, scarcity is undoubtedly behind the
migration of many poor people from Mexico and Central America to the
United States, and from North Africa and the Middle East to Europe. More-
over, to the extent that scarcity constrains economic development in some
developing countries or contributes to turmoil (as it has in Haiti), it increases
the incentives for the wealthy to move. This migration is shifting the ethnic
balance in many cities and regions of developed countries, and their govern-
ments are struggling to contain a xenophobic backlash. Such racial strife will
undoubtedly become worse.

Insurgencies

Violent challenges to the state—challenges that range from rebellion to guer-
rilla war and that I collectively call “insurgency”—are explained and predicted
by a combination of relative-deprivation theories and structural theories of
civil strife. Taken together, these two theoretical perspectives suggest that in-
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surgency is a function of both the level ofgrievancemotivating challenger
groups and theopportunitiesavailable to these groups to act violently on their
grievances.41 If a group’s sense of relative deprivation rises, then its level of
grievance will rise; if the group perceives that the structure of power relations
surrounding it has changed in its favor, then it will perceive greater opportuni-
ties to address its grievances.

The likelihood of insurgency is greatest when multiple pressures at different
levels in society interact to boost grievance and opportunity simultaneously.
Environmental scarcity can change both variables by contributing to economic
hardship and dislocation, by increasing intergroup segmentation, and by weak-
ening institutions such as the state. Figure 7.1 reflects this insight: it shows that
these factors combine to cause insurgency.

With regard to grievances, as environmental scarcities hinder wealth pro-
duction, relative-deprivation theory says that some groups will become in-
creasingly frustrated and aggrieved by the widening gap between their actual
level of economic achievement and the level they feel they deserve. The rate
of change is key: the faster the growth of the gap, the greater the grievance.
Lower-status groups will be more discontented than others because elites (see
chap. 5) will often use their power to profit from scarcity, thus maintaining or
increasing their standard of living while others experience hardship. At some
point, the strength of grievances of disadvantaged groups may cross a critical
threshold, and they will act violently against those groups perceived to be the
agents of their economic misery or those thought to be benefiting from a
grossly unfair distribution of economic goods in the society.

Although this kind of reasoning is intuitively plausible, once again contex-
tual factors are key to any full understanding of specific cases. Contrary to
common intuition, for example, there is no clear correlation between economic
hardship and violence.42 Whether or not people become aggrieved and violent
when they confront economic difficulty depends, in part, on their notion of
economic justice. People belonging to a culture that inculcates acceptance of
deprivation and unequal distribution of wealth—as has been the case among
lower castes in India—will not be as prone to violence as people believing they
have a right to economic well-being and an egalitarian distribution of wealth.
Relative-deprivation theory explicitly incorporates this contextual factor, be-
cause deprivation is understood to be relative to an individual or group’s sub-
jective notion of economic justice. Because grievance is influenced by such
ideational factors, it is quite possible that the people who are most aggrieved
by environmental scarcity’s effects are not those suffering most severely or
directly—in objective terms—from the scarcity. Frequently, for example, it is
not the poorest groups that initiate challenges against the state, but middle-
income or even elite groups with higher expectations and at least the modest
resources necessary to give them the freedom to think about broader issues of
economic or social justice.
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Unfortunately, even with this added sophistication, research once again
shows little correlation between measures of relative deprivation and civil con-
flict.43 Part of the problem is that analysts have commonly used societywide
averages (such as GDP/capita and average educational levels) to measure dep-
rivation; yet such averages do not tell us anything about which groups within
a society are affected particularly harshly by economic difficulties. Moreover,
people’s subjective ideas of economic justice, which as noted are key to pre-
dicting their level of grievance, are notoriously hard to measure. In addition, a
sense of injustice and deprivation felt at the level of the individual person does
not necessarily express itself as action by a group of people; although individ-
ual-level grievance may be a necessary condition for insurgency by a group of
people, other conditions must also hold. In particular, conditions must be in
place that overcome the tendency of aggrieved individuals to “free ride,”
which is their tendency to let others undertake the high-risk option of violent
action and then to reap the benefits if, and when, things change for the better.44

Perhaps most importantly, however, research has shown that to cause civil
conflict economic crisis must be severe, persistent, and pervasive enough to
erode the legitimacy—that is, the perceived fairness and reasonableness—of
the dominant social order and system of government. System legitimacy is
therefore a critical intervening variable between economic hardship and insur-
gency: hardship must first lead to a crisis of legitimacy before widespread
insurgency can occur.45 Legitimacy is influenced by people’s subjectiveblame
system, which consists of their beliefs about who or what is responsible for
their plight.46 If people come to believe that the state is responsible for their
hardship, its legitimacy will be reduced, and the likelihood that they will en-
gage in violence against the state will increase.

In sum, the extent and degree of grievance caused by environmental scarcity
is a function of relative deprivation, but this relative deprivation must be mea-
sured at the level of specific subgroups within a society, and it is powerfully
influenced by local contextual factors, such as the groups’ blame systems and
conceptions of economic justice. The cases of banditry in rural Sind in Paki-
stan, the guerrilla war waged by the Sendero Luminoso in Peru, and the New
People’s Army (NPA) insurgency in the Philippines—all discussed below—
are good illustrations of the links between environmental scarcity, grievances,
and violence.

Not only can environmental scarcities influence grievances, but, by disrupt-
ing institutions and increasing social segmentation, scarcities can also open up
structural opportunities for aggrieved groups to challenge the state. The bal-
ance of coercive power among social actors affects the probability of success
and, as a result, the expected costs and benefits of different actions by chal-
lenger groups, the state, and its supporters. A state debilitated by powerful
rent-seekers profiting from resource scarcity, by falling revenues and rising
demand for services, or by factional conflicts among elites (chap. 5) will be



145V I O L E N C E

more vulnerable to seizure or violent challenges by political and military op-
ponents; also vital to state strength is the cohesiveness of the armed forces and
its loyalty to civil leadership.47 As McAdam says, “anyevent or broad social
process that serves to undermine the calculations and assumptions on which
the political establishment is structured occasions a shift in political opportuni-
ties. Among the events and processes likely to prove disruptive of the political
status quo are wars, industrialization, international political realignments, pro-
longed unemployment, and widespread demographic changes.”48

Challengers will have greater relative power if their grievances are articu-
lated and actions coordinated through well-organized, well-financed, and au-
tonomous opposition groups. Because grievances felt by individuals are not
automatically expressed by groups, the probability of civil violence is higher
if the society already includes groups that are organized around clear social
cleavages, such as ethnicity, religion, or class. Strong identity groups can help
overcome the free-rider problem mentioned above: it is harder to sit back and
let other people do the dirty work when one feels a strong sense of camaraderie
with the risk-takers. Strong identity groups also act as nuclei around which
highly mobilized and angry elements of the population, such as unemployed
and urbanized young men, coalesce.

Some contextual factors influence both grievance and opportunity. These
factors include the leadership and ideology of challenger groups, rapid urban-
ization (which I will discuss in detail shortly), and international shocks and
pressures, such as changes in trade and debt relations and in costs of imported
factors of production like energy.49

For example in Chiapas, Mexico, in the early 1990s, the weakening of the
PRI regime by economic reform opened up political opportunities for chal-
lenger groups, especially land-poor peasants, whose grievances had been
boosted by both scarcity and economic reform itself.50 Following a debt crisis
in 1982, and under pressure from international financial institutions, Mexico
introduced a sweeping liberalization of its economy. Reductions in market
controls, subsidies, and public credits eroded the regime’s ability to bribe and
co-opt challengers. The national and state PRI governments had less money to
spend on maintaining political consensus, and in the absence of political con-
sensus, groups hurt by economic reform and scarcity found it easier to orga-
nize ever more vociferous and violent opposition.

In the past in Chiapas, the PRI used co-optive methods, and sometimes
outright coercion, to secure voter support:caciques(political bosses) estab-
lished political ties with influential landowners, business people, and union
heads who guaranteed votes from the people they oversaw; commercial and
transportation licenses were granted and removed according to political alle-
giance; and even access to basic judicial procedures, such as divorce, was used
to isolate community members who supported opposition parties.51 But eco-
nomic reforms weakened this structure of co-option and coercion, and there



146 C H A P T E R 7

are indications that the regime had to rely more and more on outright electoral
fraud to maintain its political control of the state.52

In Chiapas and elsewhere, leaders play a crucial role by helping members of
a challenger group come to believe that their situation should and can be
changed.53 McAdam calls this process a group’scognitive liberation. Leaders
define the categories through which challenger groups see their situations and
themselves.54 By developing and exploiting a particular view of economic
justice, leaders can cause members of a challenger group to view their situation
as illegitimate and intolerable, thus increasing their sense of relative depri-
vation. Leaders can also influence the members’ blame system in order to
focus their grievances on the state or another social group.55 Finally, leaders
can alter the perceived opportunity structure by altering group members’
self-perceptions, their understandings of the nature of power, and their as-
sumptions about the best means to achieve political change (especially their
assumptions about the efficacy of violence).

In Chiapas, the Catholic and Protestant Churches have powerfully influ-
enced peasants’ understandings of their situation. Relations between the Cath-
olic Church and the Mexican state have been strained since before the Mexican
Revolution, because the state expropriated church lands and enforced a separa-
tion of responsibilities in such areas as education. However, the Catholic
Church remains a tremendously powerful social institution for many rural
communities. The Diocese of San Cristobal has drawn heavily on liberation
theology to inspire the faith of the region’s peasants. Liberation theology em-
phasizes the basic needs of the poor, including adequate food and shelter; it
argues that peasants must be free from exploitation. The Protestant evangeli-
calism that has taken root in some communities in the state’s Eastern Low-
lands has similar principles. The effect of the activities of both the Protestant
and Catholic Churches has been to create networks of lay preachers and cate-
chists with parishes that cooperate remarkably well across denominations.

Protestantism and liberation theology have encouraged the state’s indige-
nous peoples and campesinos to set up non-PRI social organizations, including
peasant cooperatives, agricultural federations, and unions. These groups work
for land reform, labor rights, and fair credit programs. Such grassroots organi-
zations experiment with community development, create networks among dif-
ferent ethnic groups, and foster regional and class identities.56 Since the mid-
1970s, these groups have become increasingly radical.57

The intellectual leadership provided by such figures as Subcommandante
Marcos (the Zapatista leader) gave the peasants an insurgent consciousness.
They acquired an interpretation of the economic, social, and ecological forces
that entrapped them. Many peasants who supported the Zapatistas had intimate
ties to local environmental resources and had long lived with inadequate, mar-
ginal lands. Their awareness of the effect of environmental scarcity was shown
by their repeated demands for healthy land and their refusal to accept land
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titles in state bioreserves. Zapatista leaders built on this ecological awareness
by explaining to the peasants not only why the best land in the state had gone
to elites, but also how the economic reforms had damaged the ecological bases
of peasant culture.58

To conclude this section, when taken together the relative-deprivation
and domestic-structural perspectives tell us that serious insurgency is likely
when: (1) there are clearly defined, organized, and well-led groups in a society;
(2) some of these groups regard their level of economic achievement, and in
turn the broader political and economic system, as wholly unfair; (3) these
same groups have identified certain other groups or the state as the cause or
beneficiaries of this unfair situation; and (4) these groups believe that all
peaceful opportunities to effect change are blocked, yet regard the balance of
power within the society as unstable; that is, they believe there are structural
opportunities for violently challenging the state or the groups that they blame
for their situation.59

Other Forms of Violent Conflict

I have argued that scarcities of renewable resource are unlikely to cause sim-
ple-scarcity conflicts—that is, resource wars among countries. On the other
hand, I have also argued that environmental scarcities can spur group-identity
conflicts by contributing to large migrations and by increasing intergroup seg-
mentation. And I have shown how modern conflict theories allow us to under-
stand better the influence of environmental scarcities on grievances and oppor-
tunity and, in turn, on the probability of insurgency.

Group-identity conflicts and insurgency are, I believe, the most important
types of conflict likely to arise from severe environmental scarcity; they are
important both in terms of their probable frequency in the future (which will
rise, I suggest, as scarcities worsen in some parts of the world) and their policy
implications. But environmental scarcity also contributes to several other
types of conflict. Under certain circumstances, for instance, scarcity can stimu-
late coups d’état as aggrieved and conflicting elites take advantage of a weak-
ened state (see fig. 7.1). For example, drought and a severe food shortfall in
Ethiopia opened up structural opportunities for the 1974 coup against Emperor
Haile Selassie.60 The motivation to launch a coup can be powerful: in many
developing societies, control of the state is a principal route to wealth, status,
and power for ambitious individuals and groups.

Environmental scarcity sometimes stimulates a form of insurgency that
combines both group-identity and relative deprivation motivations. If the his-
torical identity of a clearly defined social group is strongly linked to a particu-
lar set of natural resources or a particular pattern of resource use, degradation
or depletion of that resource can accentuate a feeling of relative deprivation.
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Members of the group can come to feel that they are being denied their rightful
access to resources that are key to their self-definition as a group. This relative
deprivation boosts grievances that may eventually be expressed through ag-
gressive assertion of group identity. Good recent examples are the sporadic
violence in southeastern Nigeria in 1994 and 1995, when the Ogoni people
protested pollution of the Niger Delta by multinational oil companies, and
the secessionist rebellion on the island of Bougainville in Papua New Guinea
from the late 1980s to mid-1990s, which was partly motivated by anger
against a foreign-owned copper mine that had severely damaged the island’s
environment.61

Finally, environmental scarcity also sometime causes a rise in rural banditry
and gang violence. The bandits (ordacoits) of rural Sind in Pakistan are a good
example.62 Although banditry has a long history in Pakistan, the 1980s wit-
nessed a sharp increase in its frequency and scope.63 It is now no longer the
vocation of a few isolated individuals but involves organized gangs that are
increasingly able to elude punishment by local authorities. The bandits are
mostly migrants from the barren northern regions of Sind: many were once
sharecroppers, but they lost their livelihoods because of multiple economic
and environmental problems.

According to Christina Lamb, members of one group of bandits, operating
in and around the forest of Dadu, describe their actions as driven by “a combi-
nation of the feudal system, unemployment, and the difficulty of eking a living
from the unforgiving land through which salinity is creeping like a white
plague, rendering thousands more acres uncultivable each year.”64 The bandits
place their criminal activities in a context of revolt against a landed elite whose
control over resources has combined with severe resource degradation to
threaten the livelihood of rural laborers. In other words, supply-induced and
structural scarcities have combined to increase grievances and violence in
these rural areas of Pakistan.

Four Further Cases

The core model presented in this chapter can be thought of as a set of hypoth-
eses about possible links between environmental scarcity and violence. Vari-
ous means can be used to test these hypotheses, including large-scale statistical
analysis, controlled case comparisons, and process tracing of causal pathways
within single cases. The appendix to this chapter describes these methods and
addresses the contentious issue of how researchers can best select cases for
testing purposes. I argue that in the early stages of research on the behavior of
complex ecological-political systems, researchers should use process tracing
of single cases that show a prima facie link between the variables of interest (in
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this case, the variables environmental scarcity and violence). Nonetheless, at
best such an approach demonstrates only the plausibility of the hypothesized
causal linkages. As process tracing of single cases was the principal method
used in the research discussed in this book, the findings presented here can be
regarded as no more than preliminary.

More careful case-study research is needed. This research should focus
mainly on contemporary cases. While often of great interest, historical cases
are, I believe, of limited value for testing purposes. Economic optimists rightly
argue that modern societies have endowments of institutions, human capital,
and knowledge—including, most importantly, modern markets and science—
that permit unprecedented adaptability to scarcity. Without these endowments,
past societies were inevitably far more vulnerable to scarcity’s dislocations.
Nevertheless, as I showed in the previous chapter, even modern societies do
not always generate the ingenuity they need to adapt. Close study of contem-
porary cases helps determine the conditions under which adaptation fails and
violence occurs.

We should not ignore historical cases entirely, however. They often provide
key insights into contextual variables that influence the strength of the links
between environmental scarcity and violence. Below, as further illustrations of
the core model presented in this chapter, I discuss one historical case, that of
food riots in medieval Castile, and three contemporary cases: the “Soccer
War” between El Salvador and Honduras, the rise of the Sendero Luminoso in
Peru, and the NPA insurgency in the Philippines.

Medieval Castile

Angus MacKay examines the relationship between climate change and civil
violence in the kingdom of Castile (much of modern-day Spain).65 His analysis
shows how environmental stress can interact with people’s blame systems to
cause strife.

During the fifteenth century, there were numerous well-documented epi-
sodes of popular unrest in Castile, and some seem to have been produced by
climate-induced food shortages. In March of 1462, for instance, rioters ram-
paged through Seville after floods forced the price of bread beyond the means
of the poor. Usually, however, the causal connections were more complex.
Demographic changes and the monarchy’s debasement of the currency some-
times accentuated food scarcity caused by environmental stress. Other impor-
tant contextual factors, according to MacKay, were the religious and social
beliefs promoted by preachers, especially those beliefs attributing weather
fluctuations to the sin of someone in the midst of the community. Anger over
food scarcity was sometimes turned against Jews andconversos(Jews who
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had converted to Christianity after Iberian pogroms in the late fourteenth cen-
tury), and sometimes against small shopkeepers who were accused of the sins
of creating shortages and overpricing food.

MacKay thus rightly argues against a simplistic “stimulus-response” model
of environment-conflict linkages but instead for one that allows for “culturally
mediated” behavior. He notes: “The fact that people believed that sins ex-
plained the occurrence of a natural disaster is of crucial significance, and it
follows that the reactions of contemporaries to disaster can only be properly
explained within this context.”66

The Soccer War

Addressing a modern conflict, William Durham has analyzed the demographic
and environmental pressures behind the 1969 “Soccer War” between El Sal-
vador and Honduras.67 In July 1969, the two countries fought a brief but very
violent war immediately after a series of bitterly contested semifinal matches
in the World Cup competition (hence the popular name for the war). Durham
notes that analysts commonly adduce three underlying causes of this conflict:
the differential economic impact on the two countries of a 1960 Common
Market agreement to which they were both parties; a long-standing border
dispute; and the presence in Honduras of three hundred thousand immigrants
from El Salvador (about 12 percent of Honduras’ total population). A month
before the war, Honduras had begun forcibly removing these immigrants from
their rural plots. El Salvador promptly closed its borders in an effort to change
the Honduran policy and to prevent an influx of returning peasants. When
Honduras continued its expulsions, El Salvador launched the Soccer War.

Because of the prominence in this conflict of previous migration from El
Salvador to Honduras, and because of the striking evidence of population
growth and land stress in the two countries (most notably in El Salvador), a
number of analysts have asserted that the Soccer War is a first-class example
of an ecologically driven conflict.68 A simple Malthusian interpretation does
seem to have credibility when one looks at the aggregate data. El Salvador was
the most densely populated country in the western hemisphere (190 people per
square kilometer in 1976 compared to 186 for India), with a population growth
rate of 3.5 percent per year (representing a doubling time of about twenty
years).69 Most of the country had lost its virgin forest, land erosion and nutri-
ent depletion were severe; and total food production fell behind consump-
tion in the mid-1950s. Per capita farmland used for basic food crops fell from
0.15 hectares in 1953 to 0.11 hectares in 1971. These statistics would appear
to explain Salvadorean migration to Honduras.

But when the evidence is examined more closely, the Malthusian model
does not tell the full story. The Soccer War is, in fact, a classic example of a
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conflict arising from ecological marginalization. Durham shows that changes
in agricultural practice and land distribution—to the detriment of poor
farmers—combined with population growth to induce migration from El Sal-
vador to Honduras. In El Salvador, while food production for domestic con-
sumption may have lagged, total agricultural production increased geometri-
cally, indicating that “large increases in export production were realized in the
face of growing food shortages.”70 Cotton and coffee supplanted maize, corn,
rice, and beans. Land scarcity developed not because there was too little to go
around, but because of “a process of competitive exclusion by which the small
farmers [were] increasingly squeezed off the land—a process due as much to
the dynamics of land concentration as to population pressure.”71 The conse-
quences for the peasants were often disastrous: access to land strongly influ-
enced malnutrition, illness, and death rates, especially among children; and
many people were forced to move to find farming land in Honduras.

Durham thus correctly notes that ecologists cannot directly apply to human
societies the simple, density-dependent models of resource competition com-
monly used in studies of asocial animals: as we have seen in the previous
chapters, a distributional component must be added, because human behavior
is powerfully influenced by social structure and the resource access it entails.

Peru

The rise of the Sendero Luminoso in Peru can be attributed to a subsistence
crisis caused, in part, by a similar process of ecological marginalization.72 The
country’s mountainous southern highlands are not suitable for farming. The
hills are steep, and the soil is thin and dry. Nonetheless, during the colonial
period, Indian peoples in the region were displaced onto hillsides when Span-
ish settlers seized richer valley lands. In the 1970s, the Velasco government
undertook a sweeping land-redistribution program. But people in the high-
lands benefited little, because the government was reluctant to break up large
agricultural enterprises that generated much of the country’s export earnings.

Natural population growth and an inability to find good land or jobs else-
where boosted population densities in the southern highlands. The department
of Ayacucho saw density increase from 8.1 people per square kilometer in
1940 to 12.1 in 1980. Cropland availability dropped below 0.2 hectares per
capita.73 These densities exceeded sustainable limits, given the inherent fragil-
ity of the region’s land and prevailing agricultural practices. Cropland was
therefore badly degraded by erosion and nutrient depletion.

Cynthia McClintock notes that “if population increases while the soil dete-
riorates, food production per capita can be expected to decline.”74 Wealth in
the region was almost entirely derived from subsistence agriculture. Family
incomes—already among the lowest in Peru—dropped sharply in real terms in



152 C H A P T E R 7

the 1970s and 1980s; in 1980, per capita income in the Peruvian highlands was
82 percent of the 1972 level. This poverty translated directly into declin-
ing caloric intake; in 1980, people in the southern highlands had less than
70 percent of the FAO daily requirement. In 1983, a drought made the subsis-
tence crisis even worse, and production of the staple crop of potatoes fell by 40
to 50 percent.

Although government policies were partly responsible for the long-term
income decline in the Peruvian highlands, the particularly harsh drop in the
southern region was a result of population pressures, poor land, and the lack of
alternative sources of income. The peasants’ sense of deprivation was in-
creased by the land reform in the 1970s, which raised their expectations in
vain. There was thus a strong correlation between areas suffering severe pov-
erty and Sendero Luminoso strongholds in the first stages of the insurgency:
“The sinequa non element” of these strongholds was “the subsistence crisis in
the country’s southern highlands during the early 1980s.”75

In terms of contextual factors, Ayacucho offered special opportunities to
insurgents. It was physically remote, which reduced the government’s control,
and it had a major university that served as an organizational base for radicals
that became the core of Sendero. The university’s remoteness also meant that
students were disproportionately from the peasantry and could therefore return
to their communities with ease; moreover, they were less likely to find profes-
sional jobs on graduation. The relative power of the government was also
weakened, ironically, by the land reform, which caused large landowners to
leave the region. The Velasco regime did not fill the vacuum with new political
and security institutions, in part because an economic downturn later in the
decade reduced the government’s resources for the task.

McClintock is not hopeful about the future. She believes the poverty of
these regions condemns the country to chronic, long-term turmoil. The gov-
ernment may be civilian, but is unlikely to be very democratic, and will con-
front “virtually constant revolutionary and criminal violence.”

The Philippines

The Philippines has also exhibited clear links between ecological marginaliza-
tion and conflict. In the early 1990s, Daniel Lascon, the governor of the prov-
ince of Negros Occidental under President Aquino, identified two sources of
poverty and injustice behind the country’s chronic insurgency: the accumula-
tion of land in the hands of a few who failed to deal with the problems of the
poor, and land degradation that affected small farmers and was not alleviated
by government action.76

The Philippines has suffered from serious strife for many decades, usually
motivated by economic hardship.77 But cropland and forest degradation have



153V I O L E N C E

sharply worsened this hardship in the central hilly regions of the archipelago’s
islands. The country’s upland insurgency—which peaked in the 1980s and still
included regular guerrilla attacks and assaults on military stations in the mid-
1990s—was motivated by the relative deprivation of landless agricultural
laborers and poor farmers displaced into the remote hills, where they tried to
eke a living from the failing land; and it exploited the structural opportunities
provided by the central government’s weakness in the country’s hinterland
(see fig. 7.2).78 During the 1970s and 1980s, the communist New People’s
Army (NPA) and the National Democratic Front (NDF) found upland peasants
receptive to revolutionary ideology, especially where coercive landlords and
local governments left them little choice but to rebel or starve.

To understand this case fully, we must pay close attention to contextual
factors. For instance, property rights governing upland areas in the Philippines
are, for the most part, either nonexistent or very unclear. Legally these areas
are a public resource, and their open-access character encourages in-migration.
Yet, upon arrival, many upland peasants find themselves under the authority of
concessionaires and absentee landlords who have claimed the land. Neither
peasants, nor concessionaires, nor landlords, though, have secure enough title
to have incentive to protect the land from degradation.

The country’s external debt encouraged the Marcos government, under
pressure from international financial agencies, to adopt Draconian stabilization
and structural adjustment policies. These policies caused an economic crisis in
the first half of the 1980s, which boosted agricultural unemployment, reduced
opportunities for alternative employment in urban and rural industries, and
gave a further push to migration into the uplands.79

Finally, in the 1970s and 1980s, the creative leadership of the cadres of the
NPA and the NDF facilitated the insurgency. In a clear example of cognitive
liberation, these leaders built on indigenous beliefs and social structures to
help shape peasants’ understandings of their situation, focus their discontent,
and assist them in extracting concessions from landlords. Gary Hawes points
out that the rationality of Filipino peasants must be understood within their
own world of meaning, which includes a strong commitment to family and
community. The NDF used this world of meaning to create “a national com-
munity linked not by kinship, but by something analogous, a commitment to
a vision of a better future for all those who are exploited.”80 He writes:

According to the farmers, they did not think about struggling to change their situa-
tion before the comrades came. They felt it was enough just to work and eat. Al-
though they believed they had a right to own land, the legal concept of private
property had penetrated deeply; it was, to them, a right tobuy the land. The cadres
taught them how to struggle, how to petition for changes, and how to confront the
landlord. Now they feel they have a right to land even if they cannot afford to buy it.
Their vision of acceptable patterns of landholding has changed, as has the ability to
implement their vision.81



Figure 7.2. Environmental Scarcity and Insurgency in the Philippines
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Richard Kessler offers a similar analysis. The most successful rebellions in
Filipino history, he says, have drawn on peasants’ millenarian vision—rooted
in their Catholicism—of “an idealized pre-Spanish condition of wholeness.”82

The 1980s insurgency was particularly potent because it mingled “the spiritual
search for liberation and the political search for independence, into the over-
arching quest for Filipino identity.” The new identity provided peasants with
an alternative moral system to the traditional patron-client relationship be-
tween peasants and landowners. These latter, feudal norms had imposed obli-
gations on landowners, which had given peasants rudimentary economic secu-
rity. But the system disintegrated with the commercialization of agriculture
and the urbanization of elites in the early and mid-twentieth century.83

The NPA insurgency waned significantly with the fall of President Marcos
and the adroit peace overtures of President Ramos. There were a number of
reasons for this change: the democratically elected central government was
more legitimate; an expanding economy generated alternative job opportuni-
ties for people affected by environmental scarcity (although the economic
boom has had, to date, only limited effect in interior hills); and the insurgent
leadership became ideologically rigid.

Nonetheless, causal processes like those in the Filipino case can be seen
around the planet. Population growth and unequal access to good land force
huge numbers of rural people onto marginal lands. There, they cause environ-
mental damage and become chronically poor. Eventually they may be the
source of persistent upheaval, or they may migrate yet again, helping to stimu-
late ethnic conflicts or urban unrest elsewhere.

Urban Growth and Violence

To this point in this book, we have focused mainly on links between environ-
mental scarcity and rural violence. Yet we have also seen—in countries like
China, India, and South Africa—that rural scarcity often contributes to the
rapid growth of urban populations. Many commentators argue that the explod-
ing megacities of the South are potential hotbeds of violence and civil strife.
But past research has shown surprisingly little correlation between urban
growth and strife, and the megacities in developing countries have been re-
markably quiet in recent decades. This situation may be changing: as noted in
chapter 2, India has lately witnessed ferocious urban violence, often in the
poorest slums, and sometimes directed at new migrants from the countryside.
Fundamentalist opposition to the Egyptian government is also located in poor
sectors of Cairo and other cities like Asyût. Moreover, heavy subsidization of
urban food, transport, and other amenities in developing countries shows that
their governments believe the threat of urban unrest is very real. The presiden-
tial palace is often a short walk from the slums.
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Past research neglected a number of factors that might interact with urban
growth to cause violence. These factors include economic crisis, weakening of
the state, ethnic or communal segmentation that erodes social capital, rising
demands for democratization, and the existence of strong criminal groups with
ready access to light weapons. By itself, rapid urban growth is probably quite
benign; but in interaction with these other factors, it appears much more likely
to contribute to violence.84

Rates and Causes of Urban Growth

Between 1950 and 1990, there was a fivefold increase—to 1.5 billion—in the
number of urban residents in developing countries; about 37 percent of the
population of the developing world now lives in cities. By 2025, the United
Nations projects a further tripling of the total to 4.4 billion, at which point
nearly two-thirds of the citizens of the developing world will live in cities.85

Although urban growth rates in much of the developing world have declined
slightly from the very high rates that prevailed in the 1960s and 1970s (see
table 7.1), in aggregate the developing world’s cities are still expanding by
about 160,000 persons a day. Mexico City, which had a population of 3.1
million in 1950, is projected to reach over 25 million by the end of the 1990s;
estimates for São Paulo suggest a population of 22 million by year 2000, al-
most ten times the 1950 total. While it took New York City almost 150 years
to grow by 8 million people, Mexico City and São Paulo will add this number
in less than fifteen years. In 1970 there were only three megacities in Asia with
more than 8 million inhabitants, by the year 2000 there will be seventeen. The
number of cities with at least 1 million inhabitants has gone from 31 in 1950
to 180 in the early 1990s and is expected to rise to more than 300 by the end
of the century.

Three major factors account for urban population growth: natural growth,
net migration, and reclassification. (Reclassification occurs as a result of
changes in government definitions of what constitutes an urban area.) Of these,
the first two contribute the most. Natural growth results from an excess of
births over deaths within a city; this is growth caused by the natural reproduc-
tion of the city’s residents. Net migration produces urban growth when migra-
tion into the city exceeds migration out of the city. In the developing world,
these urban migrants usually come from rural areas. As indicated in chapter 5,
the key factor driving this migration is the gap between the standard of living
available in rural areas and the perceived standard of living in the city. Dire
rural conditions often arise from an interaction of fast population growth, envi-
ronmental degradation, and skewed distribution of environmental resources
that drives down wage levels, marginalizes weaker groups, and contributes to
further environmental degradation. In contrast, cities are perceived to provide
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TABLE 7.1
Annual Urban Growth Rate by Region

1965–80 1980–90

Sub-Saharan Africa 5.8 5.9
East Asia 4.3 3.3

2.3China 13.5
South Asia 3.9 3.9
Middle East/North Africa 4.6 4.4
Latin America 3.9 3.0

Source: Alan Gilbert, “Third World Cities: Changing De-
velopment System,”Urban Studies30, nos. 4–5 (1993): 722.

better job opportunities. They are major engines of wealth generation, provid-
ing dense and synergistic concentrations of capital, talent, and entrepreneurial
opportunity.

In recent years, scholars have recognized that much rural-urban migration in
developing countries iscircular. Some migrants move to the city for relatively
short periods of time and then return to the country. The changing availability
of seasonal employment in the countryside and the city often prompts this
migration; migrants also want to remain in contact with their home communi-
ties. Circular migration makes it hard to estimate the relative contribution of
movement from rural to urban areas. Such migration by a single member of a
rural family is often the first step in the movement of the family and, eventu-
ally, of whole communities into the city.86

The contribution of permanent migration to urban growth varies in the
developing world (see table 7.2). Although the contribution is now below
50 percent for most large cities, it is still a large share. Migration generally
contributes more than natural growth at early stages of economic develop-
ment, with natural growth predominating at intermediate stages.87 During later
stages, rates of natural growth tend to drop and net migration is once again
dominant.88 Because many developing countries are still in an intermediate
stage of development, we can expect higher relative contributions from migra-
tion in the future.89

Rural-urban migrants tend to be relatively young, which accentuates the
youth bulge in urban populations in poor countries (see table 7.3). This age
distribution contributes to natural population growth in cities, because a
younger population has more children and fewer deaths compared to an older
population, even though individual mothers in urban areas usually have lower
fertility rates than their rural counterparts.90 Young urban populations, espe-
cially unemployed young men, are easier to mobilize for radical political ends;
and young populations generate enormous demands for the provision of social
resources like education and jobs.



TABLE 7.2
Net Migration Contribution to Urban Growth, Selected Countries, 1975–1990

Migrant Share of Migrant Share of
Urban Growth Urban Growth

(Percent) (Percent)

Africa Latin America
Kenya 64.17 Brazil 59.35
Senegal 75.16 Colombia 21.35
Tanzania 84.96 Costa Rica 52.59
Tunisia 76.84 Cuba 89.50

Asia
Ecuador 49.91

Bangladesh 77.77
Guatemala 34.34

Fiji 37.97
Honduras 50.33

Indonesia 61.61
Panama 30.73

Iran 47.84
Peru 61.82

Iraq 38.62
Puerto Rico (US) 61.04

Philippines 49.68
Uruguay 23.17

South Korea 72.77
Sri Lanka −7.37
Thailand 69.43

Source: Sally E. Findley, “The Third World City: Development Policy and Issues,” inThird
World Cities: Problems, Policies and Prospects, ed. John D. Kasarda and Allan M. Parnell (Lon-
don: Sage, 1993), 15.

TABLE 7.3
Proportion of Population in 0–19 Age Cohort, Selected Cities

Developed Developing
Countries Year Percent Countries Year Percent

Amsterdam 1980 22.1 Bangkok 1981 44.1
Birmingham 1980 29.9 Bombay 1981 41.5
Frankfurt 1981 24.8 Cairo 1986 44.4
London 1981 27.6 Delhi 1980 48.9
Los Angeles 1980 28.8 Jakarta 1981 52.9
Madrid 1980 33.5 Lagos 1985 45.7
Montreal 1980 23.3 Mexico City 1985 47.0
New York 1980 28.1 Rio de Janeiro 1980 36.5
Paris 1982 18.7 Sao Paulo 1980 40.0
Rome 1981 29.6 Seoul 1980 42.5
Tokyo 1981 28.2 Shanghai 1988 24.3

Source: A. S. Oberai,Population Growth, Employment and Poverty in Third-World Mega-
Cities (New York: St. Martin’s Press, 1993), 28.
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Types of Urban Violence

We can distinguish among three broad types of urban violence:political vio-
lence, including both violence directed against the state and collective violence
by the state against challengers;communal and ethnic violence; andcriminal/
anomic violence. (In terms of the types of conflict already discussed in this
chapter, these correspond roughly to insurgency, group-identity conflict, and
banditry, respectively.) Researchers have mainly focused on the first type, and
they have usually studied violence directed against the state. However, the
second type appears to be evermore conspicuous in today’s cities. Here, the
protagonists are generally private parties, yet the issues in contention and
the violence itself may have great political consequences for the state and
society in general.91 Ethnic and communal rivalries often involve perceived
disparities in access to political and economic opportunities. Racial, ethnic,
religious, or other group identities serve as rallying points for political mobili-
zation to address these disparities.

Wanton acts of destruction, armed robbery, assault, murder, and racketeer-
ing by individuals and groups fall into the category of criminal and anomic
violence. This activity is not necessarily devoid of political significance. Theo-
rists from Emile Durkheim to Chalmers Johnson have argued that an erosion
of society’s moral unity is a key precursor to anomic violence.92 To the extent
that such violence reflects alienation from society, or a calculation that the
potential gains of ignoring society’s rules exceed the costs of doing so, it
indicates a breakdown in the moral and coercive authority of society as a
whole.

The developing world offers many examples of these three types of urban
violence. In the mid-1970s, for instance, austerity measures adopted by debt-
ridden countries sparked a worldwide wave of urban protest and violence
against the state.93 Ethnic and communal strife is also widespread in cities.
Communal issues vent the pent up anger and frustration produced by the high
tension of urban life. Since the 1950s, there has been a steady rise in India in
the frequency of communal incidents and in the number of persons killed and
injured as a result.94 Although the frequency has increased rapidly in rural
areas, most incidents remain urban.95 Moreover, the rate of increase has been
faster than either rural or urban population growth, which means that the per
capita incidence of communal violence has sharply increased.

Criminal and anomic violence often accompanies such intergroup strife.
During the late 1980s and early 1990s, criminals exploited interethnic violence
among rival black groups in the urban settlements of South Africa.96 The ex-
pansion of immense, peri-urban squatter settlements and slums in Africa, Asia,
and Latin America is closely associated with surging crime. For example, in
the early 1990s, Rio de Janeiro led Brazil in negative urban indicators: the
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largest concentration of slum dwellers (1 million), the highest murder rate (one
of seven hundred residents per year), and the highest kidnapping rate (four per
week).97 The city’s homicide rate was three times higher than New York’s, and
the rate of urban violence continued to rise. Almost one-quarter of all homi-
cides occurred among people between the ages of ten and nineteen. In such
circumstances, organized crime gains an easy foothold. Drug lords establish
retail centers in the city’s shantytowns (favelas), while children serve as sen-
tries and distributors of the illegal product. Male teenagers and young adults
are recruited into death squads in the war against rivals and authorities.98

Links between Urban Growth and Violence

Beginning in the 1960s, some scholars suggested that rural-to-urban migration
in the developing world would cause an increase in urban violence. According
to Wayne Cornelius, there were three key hypotheses in this literature.99 First,
some scholars said migration would breed economic frustration. The public
and private sectors would be unable to accommodate the rapid influx, and
migrants’ expectations of improved lives would not be fulfilled. Moreover, the
nearby conspicuous consumption of elites would raise migrants’ awareness
of their marginal status. As a result, they would experience rising relative
deprivation, and they would become increasingly involved in radical political
activity.100

Second, other analysts suggested that migrants would have problems adjust-
ing socially and psychologically to the urban environment. Culture conflicts
and the disruption of past living habits and customs would cause personal
identity crises, increasing the chances of primary group breakdown and weak-
ening traditional social controls on deviant behavior. And, as migrants sought
entry into new protective groups, they would be easily recruited into extremist
political movements.101 Third, some experts said that rural-to-urban migration,
increased political awareness, and mobilization of radical opposition would go
hand-in-hand. The urban environment would allow high levels of social com-
munication and would produce intense competition among various interest
groups. Organized political activity would be conspicuous, which would po-
liticize migrants and encourage mass involvement in political action.102

The above three processes could presumably occur simultaneously—with
the first and second boosting certain types of grievance among migrants (for
example, deprivation, feelings of alienation, anomie, and rootlessness), and
the third expanding opportunities for those grievances to be articulated and
acted upon (by facilitating social communication and comparisons with others,
and by altering the balance of power in society as challenger groups become
stronger relative to the state).
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Scholars disputed whether violence would follow quickly on the heels of
migration or erupt some years after migrants had been absorbed into the urban
environment.103 Early arguments merely warned of “disruptive migrants,” torn
from rural roots, isolated in the city and prone to violence and extremism as a
result of increasing disillusionment with urban life. Later arguments suggested
that violence was most likely after migrants had become more firmly estab-
lished. Only after they shed their rural outlook and sense of strangeness and
diffidence would their inability to find decent jobs and housing translate into
the strong sense of deprivation and frustration needed to prompt violent politi-
cal action. In short, a socialization period was important for transforming mi-
grants into “radicalized marginals.”

Early research on links between urban growth and violence yielded little
empirical support for any these hypotheses. For instance, fluctuations of col-
lective political violence in the United States, Britain, France, and Mexico did
not correspond to the pace of urbanization.104 In the United States, a 1967
Presidential Commission on Civil Disorders found that migrants were less
involved in violence than people raised in cities. Nor was there much evidence
of a positive relationship between urban growth and crime. A correlation be-
tween population growth and property crime was found in some cases, yet it
was not strong and may have been better associated with city size.105

There are a number of explanations of these findings. Migrants from rural
areas might be ignorant of structural obstacles to their mobility in cities and
therefore might not develop strong feelings of deprivation and injustice. Urban
governments can prevent uprisings by addressing grievances, co-opting dis-
sent with patronage, and using repression against challengers. The conserva-
tism and acquiescence common among migrants could stem from rural values
that promote deference and political passivity. Certain cultures might also re-
sist the corrosive effects of urban life on family and kinship ties. Recent mi-
grants also tend to be preoccupied with acquiring the basic necessities of life,
which generally means that they must work through existing institutions rather
than challenge them.106 And the nature of social organization in urban slums
might create feelings of distrust among subgroups within migrant communi-
ties. The communities are usually organized around clearly defined urban ter-
ritories and neigborhoods; this very localized and insular culture does not lend
itself to mobilization based on broader groupings and more universal ideas.107

Divisions along ethnic, religious, or caste lines often prevent the emergence of
effective mass movements by obscuring economic stratification and defusing
class conflict.

Most importantly, early research showed that many migrants did not feel
deprived; rather, they were satisfied with urban life in comparison to the rural
existence they had left. Many in fact viewed conditions in the city as much
better than in the country. Migrants seemed to find jobs quickly, often securing
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employment before their arrival. Data indicated relative improvements in mi-
grant family income levels.108 And, migrant occupation patterns were found to
differ little from those of the urban born.109 Tested less was the hypothesis that
a period of socialization was required before migrant radicalization could
occur; it was difficult to get data tracking migrants over time.

Overall, the early research clearly showed that simple, bivariate arguments
about the links between rural-urban migration and violence were misguided.
These arguments took little account of the many ways differing political sys-
tems, societies, and cultures could cope with migration. They also usually
focused on mass political violence to the exclusion of other forms of urban
strife. Moreover, they said virtually nothing about the international and do-
mestic contexts in which states and their urban centres were embedded.

Most early research studied rural-to-urban migration during periods of rela-
tive political and economic stability (if not growth) in the societies affected.
Consequently, states and institutions might have responded more effectively to
migrant demands, and these demands might have been lower, than would have
been the case in more difficult economic times. In fact, after noting a weak
relationship between rural-urban migration and violence, early researchers
often argued that continued stability depended on sustained economic expan-
sion, upward movement in real incomes, strengthening of government capabil-
ities, and a sustained ability of government to coopt leaders from newly urban-
ized populations. Without success in these areas, some researchers suggested,
the potential for political strife would be far higher.110

Later studies touched upon the relationship between urban growth and vio-
lence during periods of economic stress and offered hints that a causal link
might in fact exist. For instance, an examination of Mexican squatter settle-
ments during the 1980s showed that squatters in shanty-towns were especially
prone to random violence in economically hard times.111 Compared to resi-
dents of inner-city slums, squatters were far from major commercial markets
and were therefore disadvantaged in economic competition in the informal
sector. Unable to afford income-producing land plots, and lacking basic social
and urban services given the reduced outlays of financially strapped govern-
ments, these settlements became “settlements of despair,” with crime and vio-
lence an increasing part of day-to-day life.112

Several studies of the widespread protest in cities in the developing world
during the debt crisis of the late 1970s and early 1980s also stressed the impor-
tance of general economic context. These studies attributed the protest to aus-
terity measures adopted under pressure from international financial institu-
tions. The austerity measures eliminated mechanisms for distributing wealth
set up by governments during years of heavy borrowing in the 1960s and
1970s, and they imposed severe hardships on the urban poor and working
classes. The measures were often perceived as a violation of certain tacit norms
of justice and fairness—of a “moral economy” between elites and the poor—
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that had emerged under previous economic arrangements.113 The dismantling
of these arrangements provoked a wave of strikes, riots, and demonstrations
throughout the developing world. The timing and intensity of these protests
correlated strongly with rural-to-urban migration.114

In recent years, there has been little critical analysis of the links between
migration, urban growth, and violence. Yet it is clear that researchers need to
examine the possibility that the links are strengthened when large migrations
interact with other factors. A protracted economic crisis, for instance, squeezes
tax revenues and weakens all state institutions, including the bureaucracy,
judiciary, police, and military; meanwhile, cutbacks and lower salaries en-
courage corruption within the civil service. The state becomes more unable to
meet the demands of competing elites or the grievances of a rapidly growing
population; and it cannot confront potential challenger groups with suffi-
cient coercive force. Opportunities for popular protest and rebellion therefore
increase.

Whether or not economic crisis produces institutional breakdown and vio-
lence depends on the character of civil society, particularly on the society’s
stock of social capital. Social capital provides a degree of cooperation and
social solidarity that can buffer people from the harshest effects of economic
and state crisis. Unfortunately, as we have seen in South Africa in chapter 5,
in many cities in the developing world, deep-seated rivalries among communal
and ethnic groups—rivalries often aggravated by huge migrations into cities—
segment communities and shred networks of trust and reciprocity.

Economic crisis and decaying state capacity usually boost pressure for de-
mocratization, since effective solutions to these problems often entail sacri-
fices from citizens, and citizens see an expansion of political participation as
a reasonable quid pro quo.115 All too often, though, the initial response by the
state to calls for more democracy is repression. If peaceful channels of political
expression are foreclosed, protest can be increasingly violent.

The growing strength and reach of organized crime in the developing world
also compounds the stresses of migration and rapid urban growth. In many
poor societies, the balance of power seems to be shifting from the state and its
coercive institutions toward gangs and organized crime. A vigorous global
trade in light weapons and plastic explosives means that criminals have easy
access to the means of violence. With the end of the cold war, some regions are
awash in small arms, and many former communist states are eager suppliers of
weapons for hard currency. As a result, criminals are frequently better armed
and organized than financially strapped and technologically backward police
forces. Moreover, organized crime often penetrates into the heart of the state
through blackmail, bribery, and threats of violence. Today, criminal organiza-
tions are so well entrenched in some Latin American and South Asian cities
that their power clearly exceeds that of local authorities; the central govern-
ment has often had to use the army to reassert control.
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Karachi: An Example of Interaction

Events in the early to mid-1990s in Karachi, Pakistan’s largest city and pre-
mier industrial port, are a good example of how the multiple forces described
above can interact to produce explosive results.

Successive waves of migration to Karachi have produced a city of consider-
able ethnic diversity. After the division of the subcontinent in 1947, the city’s
indigenous Sindhi population was overtaken by Urdu-speaking refugees (Mu-
hajirs). In the 1960s, the national government’s green-revolution and industri-
alization policies caused a wave of Pushto speakers (Pathan) to move in from
Pakistan’s northern provinces. These changes have marginalized Karachi’s
Sindhi population both linguistically and culturally, yet the new migrant
groups are under-represented within the provincial bureaucracy.116

Today, Urdu is the lingua franca of Karachi, and Muhajirs run much of the
city’s business and industry. The Pathan make up the majority of the working
class and have gained a virtual monopoly over Karachi’s transport sector. Re-
taining deeply rooted tribal traditions and support systems, they are in effect a
separate state within the city. Meanwhile, the Sindhi minority dominates gov-
ernment and educational institutions through a system of quotas.117 Rivalries
among these groups are common and flow largely from the positions in society
that the groups occupy. The presence of contending religious sects worsens the
conflict: Shia-Sunni confrontations occur with almost ritualized regularity.

The Pakistani state at the national, provincial, and local levels lacks the
capacity and basic institutions needed to accommodate the needs of the city’s
diverse and quarreling population. Pakistan’s overdeveloped military-bureau-
cratic oligarchy is rife with corruption and patronage; truly independent and
representative political institutions have never been developed at any level of
governance; and few public institutions are available to ease the transition
of migrants to urban life. Local government is characterized by murky lines of
authority, few taxing powers, and little accountability.

Karachi grows by about 400,000 people per year. Many of these new resi-
dents are migrants from rural areas, and a large proportion are escaping envi-
ronmental scarcity in the countryside. The rising population intensifies popular
demands, underlines state impotence, and further polarizes society. As Kara-
chi’s population rises at around 5 percent per annum (far above the national
rate of 2.7 percent), urban services expand by only 1.2 percent.118Government
and development authorities cannot provide residents with basic services; the
city’s aging infrastructure is overtaxed and does not properly service new com-
munities. Housing is in critically short supply: the government is able to meet
only about one-eighth of total annual demand.119 Meanwhile, an informal sys-
tem of illegal occupation and subdividing of state land for sale to low-income
families has developed. Managed by middlemen and corrupt government offi-
cials, this system of blatant rent-seeking defies state regulations.
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Acute shortages of electricity and water are pervasive. Powerful communi-
ties in the city are able to insure better service through political pressure and
bribes and by building private wells and electrical generators, but those in less
fortunate areas are ignored. High demand for water along with rampant corrup-
tion and mismanagement in the Karachi Water and Sewage Board has created
a tanker Mafia. Tankers obtain water from illegal hydrants or from poorer
districts in the city and then sell it for profit.120 The customers are often the
inhabitants of the very districts from which the water was taken, and exorbitant
prices force many to buy the water on credit.121 The results are increasing
profits for entrepreneurs and local authorities and growing impoverishment for
low-income urban dwellers.

Karachi’s transportation system, which is largely made up of privately
owned minibuses, also stands in disarray. Operators work long hours to repay
loans taken for bus purchase. Traffic laws and established transport routes are
routinely violated, passengers are mistreated, and accidents are common. The
result is acute public resentment, both of the government for its inaction and
of an overwhelmingly Pathan core of operators.122

Adding to the problems is the ever-present influence of organized crime.
Trafficking in narcotics and arms has gained a foothold in many parts of the
city, because Karachi is an exit point for the narcotics trade to the rest of the
world. Working with Afghan refugees and corrupt government and police offi-
cials, Mafia-type syndicates prey on the city’s weaknesses and are adept at
exploiting ethnic rivalries to block state challenges to their power.123 All the
while, the accessibility of inexpensive armaments has risen, especially follow-
ing the Afghan war, which magnifies the potential for violence among rival
groups.

A general climate of insecurity pervades the city. The population is increas-
ingly divided by ethnic and class affiliation. Meanwhile, much needed in-
vestment is driven elsewhere, further eroding the city’s economic base. The
climate of insecurity has also crippled Karachi’s educational system. Some
colleges have been forced to close, and others now serve as armed strongholds
for warring factions; education has become privatized and increasingly segre-
gated along class lines.

With institutionalized channels of protest and action on grievances unavail-
able, state legitimacy suffers. The people’s loyalties and allegiances remain
local, and efforts to redress grievances often take the form of ethnic and class-
based violence. Frustration stemming from the lack of urban services has
prompted attacks on the offices of the Karachi Electricity Supply Corporation
and the Karachi Water and Sewage Board.124 Minibus accidents spark ethnic
riots, and fights between Karachi residents and an underfunded police force are
common. The fact that the police are heavily drawn from the Northern prov-
inces heightens ethnic tension.125

Overall, therefore, violence in Karachi stems from a variety of factors that
interact to magnify the impacts each might produce separately. The inability of
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state institutions to address diverse demands accentuates latent ethnic and
class tensions. In-migration and high urban population growth further boost
grievances, highlight the impotence of the state, and reduce state legitimacy.
Criminal elements exploit state weakness and social conflicts, and they import
small arms that make it easier for all contending parties to use violence. All the
while, the social fabric and the economy continue to erode.

The Future

Huge migrations from rural to urban areas will continue, in many cases pro-
pelled by rising environmental scarcity in the countryside. These migrations
will often magnify the social and economic problems of cities. Nonetheless, it
seems likely that most participants in urban violence in the future will be
urban-born. As societies become increasingly urbanized and rural ways of life
decline, there may be ever fewer opportunities to draw favourable comparisons
between urban and rural lifestyles. In fact, a very large majority of people will
be born in cities and will have had no rural experience. In the context of eco-
nomic stagnation or recession, relative differences between rich and poor in
the city and between different ethnic groups and classes will become evermore
salient in people’s minds. In these circumstances, feelings of relative depriva-
tion are likely to rise.

For example, the street crime in many Latin American cities suggests a
growing tendency toward violence among better educated, urban-born males
with few avenues for economic advancement.126 Expectations outstrip oppor-
tunities. In these cases, urban growth plays a role, not by creating angry com-
munities of recent migrants from rural areas, but by creating a glut of young,
urban-born job and status seekers who cannot be satisfied without fast eco-
nomic expansion.

Criminal violence, however, does not necessarily translate into the orga-
nized political violence that students of urban conflict emphasize. But it bears
repeating that more frequent acts of individual or gang violence indicate a
general breakdown of societal norms and state legitimacy that could eventu-
ally translate into broadly based movements against the state.

Implications for International Security

In this and preceding chapters, we have seen that under certain circumstances
environmental scarcity contributes to violent conflict. This violence is gener-
ally diffuse, persistent, and internal to countries—that is, subnational. It can
occur in urban areas, but it is generally rural, because environmental scarcity
has its most profound effects on people’s lives in rural areas. This violence will
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probably increase in frequency and extent as these scarcities worsen in some
poor societies.

This subnational violence is not as conspicuous or dramatic as interstate
resource wars, but nonetheless it has serious implications for the security inter-
ests of both the developed and developing worlds. It can overwhelm the man-
agement capacity of institutions in developing countries, contributing to prae-
torianism or even widespread social disintegration, as we have seen in Haiti.127

Countries under high internal stress can fragment as their states become en-
feebled and peripheral regions are seized by renegade authorities and war-
lords. Governments of countries as different as the Philippines and Peru have,
at times, lost control over outer territories; although both these cases are com-
plicated, environmental stress has certainly contributed to this weakening of
control.

Fragmentation of any sizeable country—such as Pakistan or India—would
produce outflows of migrants; it would prevent the country from effectively
negotiating and implementing international agreements on collective security,
global environmental protection, and other matters of critical concern to the
international community; and it would also disrupt trade ties with the rest of
the world.

Internal conflicts can generate complex humanitarian emergencies that em-
broil outside countries in expensive peacemaking and peacekeeping opera-
tions. (In general, conventional militaries are badly equipped and designed for
such operations.) Moreover, states confronting internal turmoil often become
extremist, authoritarian, militarized, and abusive of human rights.128Such hard
regimes frequently adopt more belligerent foreign policies to divert attention
from internal grievances. Research shows that the strength of the links between
civil strife and a regime’s foreign conflict behavior depends on the regime’s
nature and on the kind of internal strife it faces. For example, highly central-
ized dictatorships threatened by revolutionary actions, purges, and strikes are
especially prone to engage in external war and belligerence. Less centralized
dictatorships are prone to these behaviors when threatened by guerrilla action
and assassinations.129 Regimes borne of revolution are particularly good at
mobilizing their citizens and resources for military preparation and war.130 If
a number of developing countries evolve in the direction of hard regimes,
especially if they are pivotal countries (chap. 2), the military and economic
interests of rich countries would be directly threatened.

The probability that a state will become a hard regime in the response to
environmentally induced turmoil depends, I believe, on three factors. First, it
must have sufficient remaining capacity—despite the effects of scarcity—to
mobilize or seize resources for its own ends. Second, the state must have a
history of authoritarianism. And third, the country’s ecological-economic sys-
tem must still generate enough surplus wealth to allow the state, once it seizes
this wealth, to pursue its authoritarian course. Consequently, the countries
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with the highest probability of becoming hard regimes, and potential military
threats to their neighbors, are large, relatively wealthy developing countries
that are dependent on a declining environmental base but that retain consider-
able state capacity and have a history of authoritarianism. Candidates include
Indonesia, Pakistan, and Nigeria.131

In this chapter, I have introduced and discussed a detailed model of the links
between environmental scarcity and violent conflict. I reviewed several theo-
ries of conflict that help us understand what types of conflict this scarcity is
most likely to cause, and I illustrated these types using examples drawn from
a number of case studies of rural conflict. I also surveyed the literature on the
relationship between rapid urban growth and violence, and I identified several
variables that can interact with this growth to boost the probability of violence.
Finally, I considered the implications of environmentally induced violence for
international security.

In the next chapter, I summarize this book’s key findings and respond
to common criticisms of these findings. I also offer some ideas for future
research.



Appendix

Hypothesis Testing and Case Selection

The research findings discussed in preceding chapters were derived from care-
ful study of a large number of cases of specific regions and countries. Political
scientists debate the best procedures for selecting cases for such research. In
this appendix I argue that some commonly advocated principles of case selec-
tion are inappropriate for the preliminary study of highly interactive and com-
plex ecological-political systems, such as those considered in this book.

North American political scientists often advocate a quasi-experimental
method of hypothesis testing and causal inference modeled after the natu-
ral sciences. By this method, researchers ideally use broad theories of political
behavior (such as the theories of conflict discussed early in this chapter) to
generate hypotheses about causal relations between variables that interest
them. These should be key or critical hypotheses that are both testable and
linked directly to core concepts and laws within the more general theories. The
researchers then test the hypotheses, and, in turn, the more general theory,
against empirical data.1 Of key importance, according to this method, is the
choice of data. Data should provide for variation of both the hypothesized
independent and dependent variables while allowing for control of all other
potentially confounding variables.

The problem of data choice is particularly acute in the field of comparative
politics. Researchers must often rely on selected case studies—of specific
countries, for example—to test their hypotheses. Recently, some commenta-
tors have focused criticism on the procedure of selecting “on the dependent
variable,” in which cases are chosen that exhibit a particular value, or range of
values, of the dependent variable. It is generally thought that this procedure
gives biased estimates of the effect of the independent variable and cannot
therefore be used to draw causal inferences or test hypotheses.2

However, analysts have shown that selection of the cases on the dependent
variable is the best testing procedure when the independent variable is hypoth-
esized to be anecessarycause of the dependent variable.3 I will show here that
there are additional circumstances where selection onboth the dependent and
independent variables is warranted. Specifically, in its early stages, research on
the links between environmental scarcity and conflict is often aided by explicit
selection of cases in which environmental scarcity and conflict both occur.
This is so because the subject matter is extraordinarily complex: the systems
under study are characterized by an immense number of unknown variables
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and unknown causal connections among these variables, by interactions, feed-
backs, and nonlinear relationships, and by high sensitivity to small perturba-
tions. Such complexities and uncertainties make it extremely difficult to
choose cases that control for potentially confounding variables.

Hypothesis Testing

All empirical research must begin with hypotheses. These often take the form
of “if-then” statements about causal relations, or, at least, about correlations
between types of event.4 “If” in the if-then statement identifies the independent
variable, and “then” identifies the dependent variable. “If” also states any
“scope conditions,” which are additional circumstances that must be true if the
whole “if-then” statement is to be valid.5

Development of hypotheses is not a simple process. Researchers usually
start with very simple causal or correlational hypotheses, perhaps—but not
necessarily—derived from a general theory. They use each hypothesis to inter-
rogate available evidence by asking the question: what does the evidence say
about the hypothesized correlation or causal process? Evidence that flatly con-
tradicts the hypothesis—often called anull finding—is valuable, but other
kinds of evidence are also valuable, including evidence that supports the hy-
pothesis and evidence that is equivocal but suggests alteration of category
boundaries, introduction of scope conditions, or addition of new causal link-
ages. On the basis of all this evidence, not just of null findings, researchers
refine their hypotheses as their work progresses.

Over time the boundaries of the independent and dependent variables are
more precisely defined (which often involves generating additional categories
of these variables), and the understanding of the scope conditions becomes
more textured. This process is neither purely deductive (from hypotheses to
evidence) nor inductive (from evidence to hypotheses), but rather an iterative
cycle between increasingly sophisticated hypotheses and an increasingly com-
prehended empirical world.6 If, eventually, the hypotheses become sufficiently
refined, and if they are linked by a definable set of binding assumptions or
concepts, then we can reasonably speak of a theory that explains the set of
events under study.

In environment-conflict research, a number of methods are available to test
hypotheses against empirical evidence. Three deserve close attention, of which
the first two are conventional, quasi-experimental methods in political science.
First, researchers can undertake acorrelational analysisof large amounts of
quantitative data on the relative frequencies of environmental scarcity and con-
flict across many societies and over time. Such an approach involves statistical
estimation of the probability of obtaining a given correlation observed in the
data if, in actuality, there is no correlation in the real world between the vari-
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ables in question.7 Second, researchers can undertake acontrolled case com-
parisonin which cases are selected that vary on the independent variable, envi-
ronmental scarcity, but that are essentially the same for all other variables that
might affect the incidence of the dependent variable, conflict. Researchers aim
to select cases that control for all variables except environmental scarcity so
that scarcity’s effect on conflict can be isolated.8 If sufficiently similar cases
are not available, researchers can instead undertake thought experiments using
counterfactual analysis in which researchers ask, “What would have happened
if the independent variable changed its value but all other factors remained
constant?”9

Finally, researchers can undertakeprocess tracingof the causal processes in
a selection of cases where environmental scarcity apparently contributes to
conflict. Here, in violation of the strict canons of conventional political sci-
ence, cases are selected explicitly on both the independent and dependent
variables. The aim is to determine if the independent and dependent variables
are actually causally linked, and, if they are, to induce from a close study of
many such cases the common patterns of causality and the key intermediate
variables that characterize these links.10 Process tracing often involves drop-
ping down one or more levels of analysis to develop a more finely textured and
detailed understanding of the causal steps between the independent and depen-
dent variables.11 In process tracing, George and McKeown write:

The process of constructing and explanation is much like the construction of a web
or network. The researcher assembles bits and pieces of evidence into a pattern;
whether a piece is to be changed or added depends on whether the change fits with
what already has been constructed, and whether it strengthens the web’s structure.
Does the modification of the explanation create internal inconsistencies in the the-
ory? Does the modification of the explanation create more new puzzles than it
solves? If yes is the answer to these questions, the modification is rejected. Modifica-
tions that are consistent and produce smaller, more localized, and less frequent re-
search puzzles are to be valued. The growth of the web orients the search for new
pieces, just as the growth of a jig-saw puzzle guides the search for pieces that will fit
together with what is already assembled.12

A central claim of this appendix is that the stage of research strongly influ-
ences the method of hypothesis testing a researcher can use to best advantage.
During early research in a new field, especially if the subject matter is highly
complex, hypotheses are liable to be too crude to support testing that involves
quantitative analysis of large numbers of cases. Similarly, it may be inefficient
for a researcher to spend a great deal of time examining cases in which the
cause of interest does not occur, as would be required by a methodology of
controlled comparison. Initially, at least, the researcher can often use research
resources to best advantage by examining cases that appear, prima facie, to
demonstrate the causal relations hypothesized—that is, by selecting on the
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independent and dependent variables. This narrow focus will allow the re-
searcher to efficiently identify conceptual errors and basic empirical weak-
nesses in the early hypotheses. Later, as the hypotheses become more refined
and understanding of scope conditions more textured, the hypotheses can be
subjected to much more rigorous analysis.

Case Selection

The issue of selecting on the independent and dependent variables is conten-
tious within environment-conflict research. Much of the research discussed in
this book, for example, focused explicitly and intentionally on cases in which
the hypothesized causal link between environmental scarcity and conflict ap-
peared to exist. Given prevailing methodological thought within political sci-
ence, it could be claimed that this approach biased the work’s results in favor
of positive findings.

The criticism would take the following form. If environmental scarcity is
the independent variable and violent conflict the dependent variable, and if
each variable, crudely, has two possible values, then we have four possible
outcomes, as illustrated in the matrix in figure 7A.1. All cases (say, countries)
will be located in one of the four quadrants of the matrix. If environmental
scarcity is anecessarycause of conflict, there will be no cases in quadrant 1,
but there may be cases in any of the other three. If scarcity is asufficientcause
of conflict, there will be no cases in quadrant 4, but, again, there may be cases
in the others. If scarcity is both necessary and sufficient, there will be cases
only in quadrants 2 and 3.

A correlational analysis will attempt to determine if the distribution of cases
across the four quadrants is significantly different from a distribution that
could be expected by chance alone. A distribution that is significantly different
provides evidence that environmental scarcity and conflict are correlated. A
controlled case comparison will vary cases on the independent variable, envi-
ronmental scarcity, without regard to values of the dependent variable; of
particular interest are any null cases in quadrant 4 in which all the precondi-
tions of the hypotheses connecting environmental scarcity with conflict hold,
yet conflict does not occur. Finally, process tracing will focus mainly on
cases selected from quadrant 2. This is the method used in much environment-
conflict research to date.

Critics might contend that process tracing of a relatively small number of
cases that fall in quadrant 2 somehow avoids a fair test of hypotheses. How-
ever, in the early stages of research, such a procedure is often the best, and
sometimes the only, way to begin. It can show, for particular cases, whether or
not the proposed independent variable is a cause of the dependent variable. It
answers the important first questions identified in chapter 1 of this book: Are
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Figure 7A.1. Matrix of Case Distribution on Values of the Independent and Dependent
Variables

there any cases in which the independent variable is causally linked, in a sig-
nificant and important way, to the dependent variable? If so, how does this
causation work?

More importantly, in highly complex systems such as ecological-political
systems, it is likely that the proposed independent variable will not be a suffi-
cient cause of the dependent variable. Rather, as I noted in the appendix to
chapter 5, multiple factors, including the hypothesized independent variable,
will interact to produce the effect in question. If a hypothesis is to be valid for
such a system, therefore, it will have to be more than a simple statement of “X
causes Y” or “X is correlated with Y.” The hypothesis will require, in addition,
numerous and detailed scope conditions; it will take the form, for example, of
“X causes Y, when A, B, and C are true.”13 Adding the right scope conditions
should increase the causal strength of the whole set of independent variables
and scope conditions taken together. As the causal strength of the whole set
increases, and if the whole set together is taken as the independent variable,
cases in quadrant 4 should move to quadrant 3. If enough conditions are speci-
fied, it might be possible to identify a set that is ajointly sufficientcause of Y.
In this case, quadrant 4 should be empty.

Without including adequate scope conditions, a statistical analysis of the
distribution of cases across the quadrants in figure 7A.1 will probably reveal
little correlation, even though there might be important and interesting causal
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links between environmental scarcity and conflict. Yet careful process tracing,
involving close examination of the causal process operating in the cases in
quadrant 2, will help identify the relevant scope conditions.

Highly complex systems also present problems for controlled case compari-
sons. Such an approach, which, ideally, varies cases on the independent vari-
able, is appropriate only if researchers can be sure to controlall other variables
that might significantly affect the incidence of the dependent variable. Unfor-
tunately, however, with ecological-political systems researchers can never
be sure that everything relevant is controlled. These systems are so complex
that analysts may not even be aware of the existence of key variables and
causal linkages. Moreover, as discussed in chapter 3, the relationships among
these systems’ variables are often nonlinear, reciprocal, and interactive, which
makes them highly sensitive to small perturbations by what might seem pe-
ripheral variables. It is therefore often impossible to identify cases similar
enough that the independent variables of interest can be isolated. Unknown
and ill-understood differences among cases selected to vary only on a specific
independent variable may have a great influence on the occurrence of conflict.
Consequently, a comparison of the incidence of conflict in cases that do ex-
hibit severe environmental scarcity with the incidence in cases that do not may
reveal nothing about whether and how environmental scarcity contributes to
conflict.14

One possible response to this problem of lack of adequate control is to
carefully compare positive cases in quadrant 2 with any null cases that appear
in quadrant 4.15 Such a comparison might help identify hidden factors and
processes that influence links between environmental scarcity and conflict.
However, once again, the high uncertainty about the character of the systems
under investigation means that it is not sensible for researchers to conduct such
a comparison before they have a good idea of how environment-conflict link-
ages might work. Early in a research program, a focus on cases in quadrant 2
using process tracing is an efficient use of resources. If, instead, researchers
spend much of their time examining null cases in quadrant 4, they will proba-
bly waste resources following red herrings and bad leads.

Close study of quadrant 2 cases using process tracing allows researchers to
determine key scope conditions and intermediate processes and variables.
Eventually, on examining cases in quadrant 4, researchers can ask whether
these scope conditions and intermediate variables were present, and, if not,
why not. If these factors were present, researchers could then determine what
other factors prevented environmental scarcity from causing conflict. This
staged approach permits progressive refinement of hypotheses and their scope
conditions.

In sum, when researchers investigate highly complex causal systems, such
as ecological-political systems, the choice of methodology to test hypotheses
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should be partly determined by the stage of research. In early stages, more
attention should be given to the process tracing of causal links in cases where
the hypothesized causal links appear to exist. As hypotheses are refined, an
expanded range of methodologies can be used, including correlational analysis
and controlled case comparison. Truly robust hypotheses—that is, hypotheses
that reflect the complexity of the system under examination and that have a
high probability of validity—are necessarily a product of later stages of re-
search. They are the product of an iterative process of engagement with empir-
ical data using a range of quantitative and case-based tests.

Conclusions

Experts on methodology in political science often advocate a rigidly orthodox
approach to hypothesis testing and causal inference that is modeled after the
natural sciences. Certain principles reside at the core of this orthodoxy: re-
searchers should strive for parsimony, avoid selection on the dependent vari-
able, seek to find necessary and/or sufficient causes of variation in the de-
pendent variable, and focus—at least at first—on bivariate causal relations.
This orthodoxy consequently stresses quasi-experimental research designs—
including large-scale statistical analysis and controlled case comparisons—
that supposedly permit control of confounding variables, allow for variance
on selected dependent and independent variables, and permit the disaggre-
gation of the relative causal weight of different independent variables. The
study of ecological-political systems highlights some weaknesses of this
approach.

First, as we saw in the appendix to chapter 5, political scientists, and social
scientists in general, tend to use “folk” concepts of causation. Often, these
concepts get in the way of a good understanding of complex systems. Re-
searchers need a more precise and differentiated grasp of the possible causal
roles of environmental scarcity as a contributor to conflict (along the lines of
the schema offered in chapter 5’s appendix) to guide their methodological
decisions about how to test hypotheses. They need to recognize that, because
ecological-political systems are multivariate and highly interactive, it is usu-
ally impossible to identify a single, sufficient cause of variation in a given
dependent variable. Instead, researchers need multivariate and complex theo-
ries and hypotheses to explain system behavior. Moreover, it is often pointless
to ask questions about the relative weight or power of causal factors in specific
cases.

Second, as discussed in this appendix, ecological-political systems are very
“opaque” to researchers. They are extremely complex, ill-understood, and
sensitive to small perturbations—characteristics that can together overwhelm
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both statistical and controlled-comparison methods. Consequently, in early
stages of research involving such systems, process tracing is the best method
to develop, refine, and test hypotheses. As research progresses and hypotheses
become more sophisticated, researchers can fruitfully use a broader range of
methodologies.



8
Conclusions

IN THE preceding chapters, I developed a theory of the causal links between
severe environmental scarcity and violence. I illustrated this theory with evi-
dence drawn from numerous case studies. I also reviewed the long debate
between optimists and pessimists on the ability of societies to adapt to natural
resource scarcity, and I identified reasons why some poor societies may not be
able to adapt to severe scarcity in the future. In this concluding chapter, I
summarize the book’s main findings, respond to some common skeptical argu-
ments, and offer suggestions for future research.

My key finding is straightforward: preliminary research indicates that scar-
city of renewable resources—or what I callenvironmental scarcity—can con-
tribute to civil violence, including insurgencies and ethnic clashes. Although
environmental scarcity has often spurred violence in the past, in coming de-
cades the incidence of such violence will probably increase as scarcities of
cropland, freshwater, and forests worsen in many parts of the developing
world. Scarcity’s role in such violence, however, is often obscure and indirect.
It interacts with political, economic, and other factors to generate harsh social
effects that in turn help produce violence. Analysts often interpret these so-
cial effects as the conflict’s principal causes, thus overlooking scarcity’s influ-
ence as an underlying stress.

Environmental scarcity is caused by the degradation and depletion of
renewable resources, the increased demand for these resources, and/or their
unequal distribution. These three sources of scarcity often interact and re-
inforce one another. Two kinds of interaction are particularly important:re-
source captureandecological marginalization.

Resource capture occurs when the degradation and depletion of a renewable
resource interacts with population growth to encourage powerful groups
within a society to shift resource distribution in their favor. These groups
tighten their grip on the increasingly scarce resource and use this control to
boost their wealth and power. Resource capture intensifies scarcity for poorer
and weaker groups in society. Ecological marginalization occurs when un-
equal resource access combines with population growth to cause long-term
migrations of people dependent on renewable resources for their livelihood.
They move to ecologically fragile regions such as steep upland slopes, areas at
risk of desertification, tropical rain forests, and low-quality public lands within
urban areas. High population densities in these regions, combined with a lack
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of knowledge and capital to protect the local ecosystem, cause severe resource
degradation.

Developing economies tend to rely on environmental resources for a large
part of their economic production and employment. Environmental scarcities,
reinforced by resource capture and ecological marginalization, constrain local
agricultural and economic production, affect the overall health of the econ-
omy, and cause economic hardship for marginal groups. To escape this hard-
ship and improve their lives, people often migrate in large numbers. Environ-
mental scarcities also strengthen group identities based on ethnic, class, or
religious affiliations, a process calledsocial segmentation; strengthened iden-
tities intensify competition among groups, reducing social trust and useful
intergroup interaction. Finally, in some poor countries, the multiple effects of
environmental scarcity increase demands on the state, stimulate predatory elite
behavior, and depress state tax revenues. Such processes, in turn, widen wealth
and power differentials among groups and weaken the administrative capacity
and legitimacy of the state.

These harmful social effects of environmental scarcity—constrained agri-
cultural and economic productivity, migrations, social segmentation, and state
weakening—can cause insurgencies, ethnic clashes, and coups d’état. Declin-
ing or stagnant economic production sometimes generates deprivation con-
flicts, such as rural insurgencies and urban riots. Migrating groups can trigger
ethnic conflicts when they move to new areas. State weakening shifts the social
balance of power in favor of challenger groups (whose identities have often
been strengthened by social segmentation) and increases opportunities for
violent collective action by these groups against the state.

Some skeptics claim, however, that environmental scarcity is never a
powerful cause of violent conflict. At most, it is an aggravating cause in a
highly complex, multicausal system. Political, economic, and social factors—
including failed institutions and policies—are much more important contribu-
tors to violence.1 In fact, skeptics continue, these political, economic, and
social factors are actually the ultimate causes of environmental scarcity. Envi-
ronmental scarcity is therefore subordinate to these factors; it never plays an
independent causal role. Consequently, it is of little fundamental interest to
policymakers concerned about the causes of violence in our world.

It is true that environmental scarcity produces its effects within extremely
complex ecological-political systems. Furthermore, environmental scarcity is
not sufficient, by itself, to cause violence; when it does contribute to violence,
research shows, it always interacts with other political, economic, and social
factors. Environmental scarcity’s causal role can never be separated from these
contextual factors, which are often unique to the society in question. The pre-
liminary analysis in this book identifies some that are particularly important.
In chapter 6, for example, I highlighted the character of markets, the autonomy
of the state, and the strength of norms of trust, reciprocity, and responsibility
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to the commonweal; in chapter 7, I discussed the nature of society’s pre-
existing ethnic and class divisions, the conception of justice held by challenger
groups, the level of resources and organizational coherence of these groups,
and the capabilities of leaders in challenger groups, elites, and the state. I have
shown how such contextual factors can combine with severe environmental
scarcity to produce the harmful social effects mentioned above and to influ-
ence the degree of instability and violence in a society.

Because the relationship between environmental scarcity and contextual
factors is interactive, it is often impossible to determine the relative weight or
power of environmental scarcity as a cause of violence in specific cases. But
this does not mean that environmental scarcity is always an unimportant cause.
A large proportion of the world’s population is almost completely reliant on
local cropland, water, and forest supplies for its daily existence. Skeptics usu-
ally underestimate the extent to which much of humankind still depends on its
natural environment and therefore underestimate the social stress that environ-
mental scarcity can cause.

In addition, environmental scarcity’s role as a cause of violence should not
always be subordinated to that of political, economic, and social factors. First,
environmental scarcity often reciprocally influences the political and eco-
nomic character of social systems—as, for example, when it stimulates re-
source capture by powerful elites or competition among narrow social coali-
tions that impedes institutional and policy reform. Second, environmental
scarcity is partly a function of the character of a society’s physical environ-
ment—whether, for instance, that environment is robust or fragile. And third,
if severe environmental damage becomes irreversible, it can become a perma-
nent source of social stress; even if the political and economic factors that
originally produced the damage are fixed, it remains an independent burden on
the society.

In this book, we have seen that environmental scarcity contributes to dif-
fuse, persistent, subnational violence, such as ethnic clashes and insurgencies.
It rarely, if ever, contributes directly to conflict among states, that is, tore-
source wars. During the twentieth century there have been a number of inter-
state wars over, in part, access to nonrenewables like oil and minerals. But
there are few modern examples of interstate war over renewables such as crop-
land, forests, fresh water, and fish. There are two explanations for this differ-
ence. First, in general, states cannot easily or quickly convert renewable re-
sources into assets that significantly augment their power. Second, the very
countries that are most dependent on renewable resources, and that are there-
fore most motivated to seize resources from their neighbors, also tend to be
poor, which lessens their capability for aggression.

The renewable resource most likely to stimulate interstate war is river water.
However, wars over river water between upstream and downstream neighbors
are likely only in a narrow set of circumstances: the downstream country must
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be highly dependent on the water for its national well-being, the upstream
country must be threatening to restrict substantially the river’s flow, there must
be a history of antagonism between the two countries, and, most importantly,
the downstream country must be militarily stronger than the upstream country.
Research shows that conflict and turmoil related to river water is more often
internal than international; this conflict results from dams and other major
water projects that relocate large numbers of people.

If environmental scarcity contributes mainly to civil not interstate violence,
why should policymakers in developed countries be concerned? Some skep-
tics argue that such conflict will occur only in regions of marginal importance
to the national security interests of rich countries.2 The countries most prone
to instability will be the poorest, and they will not have the resources to cause
serious security problems for other countries.

Yet conflicts generated partly by environmental scarcity, although perhaps
not as conspicuous or dramatic as interstate wars, can nonetheless have serious
indirect effects on the international community. The changing nature of the
international system—heightened economic interdependence, easier long-
distance travel, and increased access to arms—makes previously insignificant
regions of interest to policymakers. Crises in small countries, such as Haiti,
often create serious foreign policy difficulties for developed countries, and
large and significant countries—including Pakistan, China, India, and Indone-
sia—are not immune to the severe stresses environmental scarcity generates.
Major civil violence within states can affect external trade relations, cause
refugee flows, and produce humanitarian disasters that call upon the military
and financial resources of developed countries and international organizations.
Moreover, countries destabilized by civil violence may fragment as they be-
come enfeebled and as peripheral regions are seized by renegade authorities
and warlords. Their regimes might avoid fragmentation by becoming more
authoritarian, intolerant of opposition, and militarized; they might also try to
divert attention from domestic grievances by threatening neighboring states.

Skeptics often claim, finally, that environmental scarcity will rarely contrib-
ute to conflict, because human societies show great capacity to adapt to re-
source scarcity, especially through market mechanisms. When a resource be-
comes scarce, its price increases, which encourages conservation, substitution,
and technological innovation. Scarcity also encourages institutional adapta-
tions, such as changes in property rights, that raise incentives to conserve and
innovate and that reduce the hardship scarcity produces.3

It is true that scarcity often stimulates useful technological and social
changes. Yet a society’s ability to adapt to rising scarcity depends on the rela-
tionship between its requirement for ingenuity to respond to scarcity and its
supply of ingenuity, which includes the implementation of this ingenuity. (As
I define it, ingenuityconsists of ideas for new technologies and new and re-
formed institutions.) Societies in which requirement outstrips supply face an
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ingenuity gap; they will be unable to adapt adequately to environmental scar-
city and will, consequently, be vulnerable to scarcity’s harsh social effects,
including economic dislocation, migrations, social segmentations, and state
weakening.

In the next decades, population growth, rising average resource demand,
and persistent inequalities in resource access ensure that scarcities will affect
many environmentally sensitive regions with unprecedented severity, speed,
and scale. Ingenuity requirements will therefore rise rapidly. But this situation
need not lead to crisis, since, by changing prices and incentives, scarcity often
does stimulate a flow of ingenuity sufficient to meet the rising need.

Nevertheless, there are several reasons why this beneficial response may not
occur in some poor societies. The prerequisites for effective adaptation to scar-
city often do not exist: states are weak, bureaucracies incompetent, judicial
systems corrupt, research centers underfunded, and property rights unclear.
Markets often do not work well: prices in most developing countries—espe-
cially for water, forests, and other common resources—do not adjust to reflect
accurately rising scarcity, and therefore incentives for entrepreneurs are inade-
quate. Low levels of education, technological capacity, and financial capital
also depress the supply of ingenuity. Finally, environmental scarcity can actu-
ally undermine the ability of developing societies to generate and implement
social and technical solutions to scarcity. Under certain circumstances, scarcity
mobilizes narrow coalitions and powerful elites to block the institutional re-
forms that could reduce scarcity’s broader social impact.

Positive economic, social, and technological responses to environmental
scarcity are therefore not guaranteed. Some societies will adapt well, others
will not. In coming decades, worsening environmental scarcities in many re-
gions will further exaggerate the world’s already gaping differentials between
rich and poor societies and between the powerful and weak people within
those societies. The world’s wealthy regions should not assume that they will
be able to wall themselves off from turmoil in societies that do not adapt well
to scarcity. We are living cheek by jowl on this planet now. We are all next-
door neighbors.

The analysis in the foregoing chapters shows that many things can be done
to prevent such turmoil. Although this book has not offered policy prescrip-
tions, it has identified a range of social, economic, and political variables open
to policy manipulation. The situation in some parts of the planet may be grave,
but the story presented here is decidedly not a deterministic or apocalyptic one.

Policy interventions will, of course, be aided by a better understanding of
the physical and social processes that link environmental scarcity and vio-
lence. We therefore need more and better research into these processes. The
study of the environmental causes of violence began in earnest only about a
decade ago, and the work discussed in this book represents only some of the
first, very preliminary forays into this new field.
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Where might future research go? Any list of new directions cannot possibly
be exhaustive, but a few seem especially promising. Particular deserving of
study is democracy’s effect on the connections between environmental scar-
city and violence. Although recent decades have seen a surge of democrati-
zation around the world, the termdemocracyis used too loosely by lay com-
mentators and experts alike. It commonly encompasses an extraordinarily
variegated set of social phenomena and institutions that have complicated and
multiple effects on the incidence of social turmoil and violence.

Research addressing how democracy, environmental scarcity, and violence
are related is only just beginning.4 Depending on its form, democracy can help
people mobilize to reduce environmental degradation and to change skewed
distributions of resources. Democracy can also increase state legitimacy and
offer challenger groups nonviolent opportunities to act on their grievances. All
of these processes reduce the probability that environmental scarcity will cause
civil strife. On the other hand, in societies that are already highly segmented,
certain kinds of democratic institutions can further aggravate cleavages and
weaken the state.

Closer study is also needed of factors (other than democracy) that affect
adaptation to scarcity, especially the obstructionist behaviors of narrow coali-
tions and rent-seeking elites. Moreover, we need to understand better not only
the factors that affect a society’s aggregate supply of social and technical inge-
nuity in response to scarcity, but also those that affect the quality of ingenuity
produced, its distribution with the society, how it is used, and for what ends it
is used.

Finally, to date, most environment-conflict researchers have used a process
tracing methodology. In the early stages of this research program, such an
approach was justified. Process tracing helped researchers identify key contex-
tual factors and scope conditions pertinent to their hypotheses. But researchers
can now derive from the preliminary findings of this work more sophisticated
hypotheses, and these hypotheses should be tested using a broader range of
methodologies, including cross-national statistical analysis, counterfactual
analysis, and carefully controlled comparisons of cases varied on both the
dependent and independent variable. Of particular interest are cases that
exhibit all the precursor conditions hypothesized to produce violence (includ-
ing environmental scarcity) but that do not exhibit violence. Such cases, if
found, will further our understanding of the many contextual factors that can
influence the strength of the relationship between environmental scarcity and
violence.
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Scientific Explanation and the Causal Structure of the World(Princeton, N.J.: Prince-
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Chapter 6
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2. Drawing on the work of Burton and his colleagues, Warrick and Riebsame sug-
gest that the societies most vulnerable to environmental stress are those transitional
developing societies that have dismantled traditional coping mechanisms but have little
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is included in the mixture and 0 if it is not. Romer, “Two Strategies,” 68.

6. Pierre Crosson and Jock Anderson, “Trends in Global Agriculture” (paper pre-
sented at a NATO Advanced Research Workshop on Climate Change and World Food
Security, University of Oxford, England, 11–15 July 1993), 17.

7. For similar arguments on how social institutions shape a society’s capacity for
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