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Preface

In 1984, I impulsively accepted a late invitation to speak at a prestigious conference on social choice in Canada. Having
nothing relevant in my research file, I immediately set about throwing together a paper on a subject to which I had
previously given only an idle thought or two.

John Rawls' celebrated Theory of Justice proposes an imaginary scenario in which the citizens of a society meet to plan a
new social contract. Rawls suggests that the social contract on which they agree would be fair if the citizens are kept in
ignorance of their identities while bargaining. Each citizen will then have equal reason to fear being the victim of any
injustice built into the final deal. My idea was to apply Ariel Rubinstein's recently invented theory of rational bargaining
to the negotiation problem created by such a Rawlsian veil of ignorance.

Four weeks later, on the morning of my arrival at the conference, I presented a paper on this subject to a large
audience consisting almost entirely of strangers. After the talk, a tall gentleman rose from his seat, and introduced
himself as John Rawls. Given that I had been speaking more or less impromptu on a subject about which he knew a
great deal and I knew essentially nothing, his kindness went way beyond the call of duty—especially since I now know
that he had by then lost faith in economic theory as a tool for investigating political philosophy. However, his
continuing encouragement made me think it worthwhile to put my material into publishable form after tying up the
philosophical loose ends I had left blowing in the wind.

In 1994, I was still tying up loose ends, having come close to despair along the way, as attempt after attempt to create
adequate foundations for a scientific theory of fairness norms simply revealed new loose ends of whose existence I had
been unaware. Those who have grappled with Immanuel Kant will get some feeling for the immensity of the struggle,
when I say that I even read every book by Kant that was available in the library of the University of Michigan in an
attempt to get to the bottom of Rawls' assertion that he was merely operationalizing Kant's categorical imperative. But
this effort was to prove my salvation. It eventually dawned upon me that I was reading the work of an emperor who
was clothed in nothing more than the obscurity of his prose.

Kant never provides any genuine defense of his claims—not even in his Grundwerke. His categorical imperative is
simply a grandiloquent rendering of the folk wisdom which says that it is immoral to lay oneself open to my mother's
favorite reproach: “Suppose everybody behaved liked that?” Kant's assertion that one should



honor this principle for rational reasons is conjured from the air. But Kant is widely regarded as the greatest
philosopher of all time. Could it really be that his claim to fame as a moral philosopher is based merely on his having
invented one of the fallacies of the Prisoners' Dilemma before anyone else?

If I hadn't once held the chair in mathematics at the London School of Economics, and so had the opportunity to
interact a little with Karl Popper, I would probably have rejected this suggestion as being too outrageous to consider
seriously. I can't say that I found Popper's manner very charming, but one has only to read his quotes from Plato's
Republic to recognize that Popper's Enemies of the Open Society is right on the ball in denying that the received opinion of
Plato as the founder of rational liberalism can be squared with what Plato actually believed. In modern terms, Plato
was a fascist who thought that we all so need a leader that nobody should even “get up, or move, or wash, or take his
meals” without permission! If philosophical scholarship could convert such adolescent authoritarianism into a model
of civilized debate, might it not have done the same for Kant's attempts to evade the rules of deductive reasoning?

My mathematical friends and colleagues were of no help, because their training in logic had led them to abandon Kant
much sooner than I. So I began to approach philosophers with my heretical thoughts. Those willing to talk to me fell
into three classes. Philosophers in the first class agreed that the categorical imperative calls for cooperation in the
Prisoners' Dilemma, and dismissed game theory as misguided and irrelevant. Those in the second class explained that
Kant's conception of a maxim and a universal law are too subtle to allow a definite yes or no as to whether it is rational
to cooperate in the Prisoners' Dilemma. However, I struck gold with philosophers in the third class, who told me to
read the works of David Hume.

I can't say that I realized immediately that I was reading the author who genuinely deserves to be called the greatest
philosopher of all time. Like most people, I allowed the fact that he is one of the great stylists of the English language
to cloud my appreciation of his creative genius. As though merely making conversation, he would today be explaining
quantum physics to someone he met on a bus without either party feeling any sense of incongruity. But the tendency to
assess the quality of a good by its price carries over into philosophy. Surely the hours spent struggling to make sense of
Kant must be a measure of the depth and originality of his thought? How could the insights bought at such a low price
from Hume be comparable in value?

However, a game theorist ought to have recognized from the start that Hume is the original inventor of reciprocal
altruism—the first person to recognize that the equilibrium ideas now studied in game theory are vital to an
understanding of how human societies work. He understood that one must look to evolution for a solution of the
equilibrium selection problem—a conclusion that modern game theorists have reached only after fifty years of fruitless
attempts to tackle the difficulty by inventing high-flown definitions of rationality in the style of Kant. He even
anticipated modern game theorists in seeing legal reform as a problem in mechanism design.

Reading Hume gave me the courage to throw off the dead hand of Kantian metaphysics and to seek naturalistic
foundations for Rawls' powerful intuitions about the way human fairness norms work. My background as a
mathematician-turned-economist
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seemed to put me in an ideal position to translate his pregnant thoughts into simple mathematical models using the
language of game theory invented by Von Neumann and Morgenstern.

The time was particularly apt, since Hamilton, Maynard Smith, and others had also recently applied the language of
game theory to evolutionary biology, and so made it possible to understand the role of the family in the evolution of
human morality. For a long time, I was held up by the necessity of coming up with a theory of interpersonal
comparison of utility, but this problem eventually solved itself when I realized that Rawls' egalitarian theory wasn't so
distant as it looked fromthe utilitarian theory of John Harsanyi. Once Harsanyi's metaphysical theory of interpersonal
comparison had been reinterpreted in naturalistic terms, and then recycled through a Rawlsian filter, I was led to a
formulation of fairness that is very close to the psychological law of equity, for which a measure of empirical support
has been obtained in the laboratory.

Putting this material into publishable form proved a nightmare. Nearly everything I had to say was controversial to
somebody, and it was therefore necessary to be very precise about the basic framework. But how can one explain
things in precise terms to people who are untrained in mathematics? In the end, I compromised by writing a two-
volume work for MIT Press called Game Theory and the Social Contract that contains long expository passages but makes
free use of formulas and equations, although I did the best I could to keep them to a minimum.

The first volume, Playing Fair, which appeared in 1994, attempted to clear the air by expounding the widely
misunderstood ideas from economic theory that I needed to call upon. For example, the third chapter lists all the
fallacies of the Prisoners' Dilemma that I had come across at that time, explaining in detail the various errors in
reasoning involved. A long delay then ensued before the second volume Just Playing appeared in 1998 with the beef of
the theory. Between the publication of the two volumes, I read so much anthropology, biology, economics, philosophy,
and psychology that my previous reading of Kant's works pales into insignificance by comparison. The experience was
immensely rewarding, but I have to confess to times when my heart sank as I realized that there was yet another whole
literature of which I knew nothing at all.

Not being sufficiently original to fall “deadborn from the press” like David Hume's first great work, my Game Theory
and the Social Contract sold reasonably well. But it isn't a book for the general reader. It is an academic work with long
footnotes and earnest asides considering abstruse objections. As always in such books, it discusses much literature of
marginal relevance in the hope of disarming critics who would otherwise challenge its author's scholarly credentials.
Worst of all are the equations—each of which halves a book's readership, if Stephen Hawking is to be believed.

Natural Justice has been written to try to bring my ideas to a wider audience. The previous publication of Game Theory
and the Social Contract leaves me free to adopt the conventions of popular science books without feeling too guilty. In
Natural Justice, I don't hedge my speculations about with reservations and qualifications. My claims aren't proved, but
illustrated with examples. Scholarly references are rare. Above all, there are no algebraic equations at all. If Hawking is
right and
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my audience doubles for each equation removed from Game Theory and the Social Contract, I shall be the most successful
author of all time!

But I will be satisfied if Natural Justice is able to make at least some converts to the view that debate on public morality
and political reform needn't be confined to those would-be philosopher-kings who continue to write footnotes to
Plato. Two thousand years of such moral punditry has got us nowhere, and never will. Surely we now know enough
about human nature to begin to restrict our attention to aspirations for our societies that have some chance of working.

Finally, I want to thank all the many people who have helped me with this book, especially John Weymark and Terry
Vaughn, whose faith in the project was a constant source of comfort and support.

Ken Binmore

Monmouth, Wales
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Chapter 1 Moral Science

He who understands Baboon would do more towards metaphysics than John Locke.
Charles Darwin

1.1 Evolutionary Ethics
II:2.4

What should we be aiming for? Wherein lies our duty? How ought we to live? Such questions have been debated for
millenia, but to so little effect that moral philosophers commonly agree that the sum of their endeavors should count
as no more than a footnote to Plato. How could so little have been achieved in such a long time?

I think that orthodox moral philosophy has gotten nowhere because it asks the wrong questions. If morality evolved
along with the human race, then asking how we ought to live makes as much sense as asking what animals ought to
exist, or which language we ought to speak.

The authority claimed by gurus who argue to the contrary is conjured from nowhere. They no more have access to
some noumenal world of moral absolutes than the boy who delivers our newspapers. Like the rest of us, they actually
get their intuitions from observing the real rules that govern our moral behavior. These are not the absurdly impractical
moral principles we teach to our children, but which they quickly learn to classify alongside Santa Claus and the Tooth
Fairy. As every parent knows, it is a waste of time preaching to children unless you also practice what you preach.

The moral rules that really govern our behavior consist of a mixture of instincts, customs, and conventions that are
simultaneously more mundane and more complex than traditional scholarship is willing to credit. They are shaped
largely by evolutionary forces—social as well as biological. If one wishes to study such rules, it doesn't help to ask how
they advance the Good or preserve the Right. One must ask instead how they evolved and why they survive. That is to
say, we need to treat morality as a science.



1.2 Mudslinging
The idea that morality is best understood from an evolutionary perspective goes all the way back to Charles Darwin,
but progress in developing this most controversial of his many insights has been painfully slow. People are so reluctant
to surrender traditional ways of thinking about morality that they actively place obstacles in the path of those who are
more adventurous by ridiculing or misrepresenting their views.

This task was made easier by the appearance of an early school of would-be moralists who argued that the strong
ought to be allowed to trample on the weak because only the fit survive. The philosopher Moore lampooned their
views as the proposition that “we ought to move in the direction of evolution simply because it is the direction of
evolution”. Although the idea that Darwinism is teleological is manifestly absurd, their unpleasant creed is nowadays
called Social Darwinism in an attempt to discredit anyone who uses the words evolution and ethics in the same
sentence. Critics of Edward Wilson's Sociobiology contrived to sling this kind of mud so successfully that some of his
followers now prefer to call themselves behavioral ecologists or evolutionary psychologists rather than stand accused
of being sociobiological fascists.

The same eggshell sensitivity to mudslinging is also to be found in the popular books on evolutionary theory that are
now endemic in airport bookstores. Such books commonly present the evidence that our minds and bodies evolved
from less complex organisms with such consummate skill that one has to doubt the sincerity of the dwindling band of
brothers who continue to insist that evolution is just a theory. However, when it comes to evolutionary ethics, the
eloquence of popular authors dries up, and all we usually get on the subject is a few inoffensive platitudes toward the
end of the last chapter.

Even if I wanted to, there is no way that I can similarly walk on eggshells. If I am taken seriously, I know that I will
therefore be attacked from all sides as an ignorant teller of just-so stories. It is true that one can't write about human
morality with the same authority as the life cycle of the parasitic worm Dicrolium dendriticum or the leaf-cutting ant
Acromyrmex versicolor, but the importance of the subject surely licenses a certain amount of informed speculation. After
all, nobody complains when cosmologists speculate that most of the universe consists of dark energy and matter of
which we have no direct evidence at all. So why should similar theorizing be forbidden when studying morality? Only, I
think, because moral and religious zealots see it as a challenge to their spurious sources of authority.

In any case, I plan to brave the inevitable brickbats by taking the basic facts of evolution for granted, and devoting the
whole of this book to a sustained line of speculation on the evolutionary origins of the human fairness norms that lie at
the root of our notions of justice.

My past efforts in this direction have all involved mathematical modeling, but there is no algebra in this book. Nor is
there any heavy philosophizing. Nor yet scholarly references and learned asides on why I differ from others. My plan is
to get on with telling my story with as few apologies as possible. Anyone sufficiently interested can look for
documentation in my two-volume Game Theory and the Social Contract, to which the marginal notes refer.
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1.3 Social Contracts
I:1.2.3

A social contract is the set of common understandings that allow the citizens of a society to coordinate their efforts.

The common understandings or conventions that make up a social contract are many and various. They range from
the arcane table manners we employ at formal dinner parties to the significance we attach to the green pieces of paper
we carry round in our wallets bearing pictures of past presidents. From the rules that govern how we drive our cars in
heavy traffic to the meaning of the words in the language we speak. From dietary and sexual taboos to the standards of
integrity and truthfulness expected of honorable folk. From the vagaries of fashion to the criteria that we fondly
suppose secure ownership of our possessions. From the amount that we think it appropriate to tip in restaurants to the
circumstances under which we are ready to submit ourselves to the authority of others.

The seemingly profound half of each of these pairings is usually attributed to iron laws of morality derived from an
ineffable source into which we are not encouraged to look too closely. But I think the differences between the trivial
and the profound halves in the pairings are differences only of degree. There are no iron laws beyond those encoded in
our genes. Like Gulliver in Lilliput, we are bound only by a thousand gossamer threads woven from our own beliefs
and opinions.

Everybody believes this of fashion and etiquette, where it is necessary that the rules change sufficiently fast that
outsiders are always just far enough behind that they can be distinguished from insiders. There are those who would
claim otherwise of dietary taboos, but most of us know perfectly well that we would be as unwilling to eat a cow or a
pig if we had been brought up in another society as we currently are to eat a dog or a caterpillar. Sexual mores are
particularly fluid. In Nigeria, a woman guilty of adultery can be stoned, whereas a chaste woman in Beverly Hills would
be at risk of social exclusion if found out.

The same goes for the different standards of honesty and fair play that operate in different societies. The myth that
there are universal standards doesn't even begin to hold water. We even think it right to operate different standards
ourselves in different contexts. Would you, for example, blow the whistle on a colleague if you learned that he was
cheating on his tax returns? But what if he had falsified his results in reporting a scientific experiment?

It is true that some of our cultural conventions are codified as laws, but the legal system and the constitution of a
modern society are relevant to a social contract only to the extent that they are actually honored in practice. If it is
customary to give and take bribes, then giving and taking bribes is part of the social contract—whatever the law may
say.

As for the authority of constitutions, all of us would be delighted to enjoy the civil rights supposedly guaranteed by the
constitution of the old Soviet Union. Nor are popes, presidents, kings, judges, or the police exempt from the social
contract of the society in which they officiate. Far from enforcing the social contract, they derive what power they have
from a social convention which says that ordinary citizens should accept their direction. If they were ignored in the
same way that the citizens of Naples ignore traffic signals, they would be totally powerless.
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How Do Social Contracts Work?
What is the glue that holds a society together? It isn't the law or the constitution. These are just words on a piece of
paper. It isn't the officers of state. They are just people like you or me. Is it our sense of moral obligation? But there is
honor of a sort even among thieves. Is it God? Some social contracts are so horrendous that even fundamentalists
must sometimes entertain doubts.

None of these answers fit the bill, because we asked the wrong question. A stable social contract doesn't need any glue.

Dostoyevsky's autobiographical House of the Dead makes this point very clearly when describing his experience as a
political prisoner in a Czarist concentration camp: “The majority of these men were depraved and hopelessly corrupt.
The scandals and the gossip never ceased; this was a hell, a dark night of the soul. But no-one dared to rebel against
the endogenous and accepted rules of the prison; everyone submitted to them. To the prison came men who had gone
too far . . . the terror of whole villages and towns . . . [but] the new convict . . . imperceptibly grew resigned and fitted in
with the general tone.” Dostoyevsky's fellow convicts didn't follow the social contract that had evolved in the camp for
moral reasons, or because they feared the prison guards. They unknowingly followed its precepts because their fellow
prisoners punished them if they didn't.

When punishment is mentioned, one's mind naturally turns to the kind of institutionalized violence that put
Dostoyevsky behind bars in the first place. But the punishments that deter us from cheating on the social contract are
nearly always so mild that we scarcely notice them at all. In my own country, I find it hard to codify the subtle use of
body language and shades of verbal expression that my neighbors use to hint that my current behavior is likely to result
in more positive forms of social exclusion if I don't start mending my ways. One is so habituated to responding
appropriately, that such subliminal signals are automatically translated into behavior without any conscious control.
Only when some social gaffe in a foreign country is greeted by an unfamiliar signal does the mechanism become
apparent.

In David Hume's metaphor, a social contract holds together like a drystone wall or a masonry arch. Each stone
supports and is supported by its neighbors, without any need for cement or glue. In modern game theory, we express
the same idea by saying that the rules of a stable social contract succeed in coordinating our behavior on an equilibrium
in the game of life. With this idea under our belts, we can give up the search for the social equivalent of the angels
invented by medieval philosophers to explain what keeps the planets in their orbits. Like the solar system, our societies
work all by themselves.

Much of this book explores the consequences of David Hume's insight that a social contract can be seen as a largely
unrecognized consensus to coordinate on a particular equilibrium of the game of life that we play together. As Hume
explains: “Two men, who pull the oars of a boat, do it by an agreement or convention, tho’ they have never given
promises to one another. Nor is the rule concerning the stability of possessions the less derived from human
conventions, that it arises gradually, and acquires force by a slow progression . . . In like manner are languages
gradually established by human conventions without any promise. In like manner do gold and silver become the
common measures of exchange.”
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So what is an equilibrium? How does it capture Hume's big idea? How come a society finds itself at one equilibrium
rather than another?

Writing on this subject is like juggling with numerous slippery balls while being pelted with rotten vegetables by a surly
audience. Critics are particularly impatient at the necessity of getting the balls in the air one at a time. Whatever ball
they are first shown is taken to be the whole of the theory, which can then be dismissed as naive on the grounds that it
doesn't take account of all the other balls.

In this chapter and the next, I try to head off such hasty criticism by giving broad-brush answers to some of the more
immediate broad-brush questions in the course of distinguishing three levels of priority made necessary by an
evolutionary approach to social contract theory. The three levels of priority are:

• Stability
• Efficiency
• Fairness

A social contract must be internally stable, or it won't survive. It needs to be efficient, or it won't compete successfully
with the social contracts of other societies. Conventional moral philosophy pays little or no attention to either of these
issues, but we shall find that they are essential to making sense of the question that arises at the third level: How and
why are social contracts fair?

I know that the danger in beginning a book with such an extended introduction is that critics will assume that I am
unable to provide a detailed defense of the claims that are being made. However, these details are provided in later
chapters as I work up through the three levels of priority, justifying the claims made in the current overview along the
way. Some patience is therefore necessary on the part of those who don't think that it possible that social justice can
have a natural origin, since I only really get going on this subject in chapter 9.

1.4 Stability
I:2.2

After the movie A Beautiful Mind, everybody has heard of John Nash, who was awarded a Nobel prize after recovering
from a schizophrenic illness that left him on the sidelines of intellectual inquiry for more than forty years. He got his
prize both for his work on bargaining theory, and for formulating the idea of an equilibrium in a game. The movie
makes a feeble attempt to give an example of a Nash equilibrium, but gets it hopelessly wrong, although the basic idea
isn't hard to understand.

A game is any situation in which people or animals interact. The plans of action of the players are called strategies. A
Nash equilibrium is any profile of strategies—one for each player—in which each player's strategy is a best reply to the
strategies of the other players.

A very simple example is the Driving Game we play each time we get into our cars in the morning to drive to work.
Shall we drive on the left or on the right? If all we care about is avoiding accidents, the game has three Nash equilibria.
In the first, we all choose the strategy of driving on the left. In the second, we all choose the strategy of driving on the
right. In the third, we each toss a coin to
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decide whether to drive on the left or on the right. The third alternative may seem dubious, but if everybody else is
randomizing their choice, your chances of ending up in an accident are going to be the same whatever you do. So
tossing a coin is just as much a best reply as doing anything else.

Why should anyone care about Nash equilibria? There are at least two reasons. The first is that if a game has a rational
solution that is common knowledge among the players, then it must be an equilibrium. If it weren't, then some of the
players would have to believe that it is rational for them not to make their best reply to what they know the other
players are going to do. But it can't be rational not to play optimally.

The second reason why equilibria matter is even more important. If the payoffs in a game correspond to how fit the
players are, then evolutionary processes—either cultural or biological—that favor the more fit at the expense of the
less fit will stop working when we get to an equilibrium, because all the survivors will then be as fit as it is possible to
be in the circumstances.

Much of the power of game theory as a conceptual tool derives from the possibility of moving back and forward
between the rational and evolutionary interpretations of an equilibrium. Since this is an idea which is easily
misunderstood, the first priority is to explain why switching interpretations in this way can be legitimate.

Selsh Genes?
Because evolution stops working at an equilibrium, biologists say that Nash equilibria are evolutionarily stable.1 Each
relevant locus on a chromosome is then occupied by the gene with maximal fitness. Since a gene is just a molecule, it
can't choose to maximize its fitness, but evolution makes it seem as though it had. This is a valuable insight, because it
allows biologists to use the rational interpretation of an equilibrium to predict the outcome of an evolutionary process,
without following each complicated twist and turn that the process might take.

The title of Richard Dawkins' Selfish Gene expresses the idea in a nutshell, but it also provokes a lot of criticism. It is
easy to be tolerant of critics like the old lady I heard rebuking Dawkins for failing to see that a molecule can't possibly
have free will, but tolerance is less easy in the case of critics like Lewontin or Gould, who chose to whip up public
hostility against Edward Wilson and his followers on similar grounds. As Alcock's Triumph of Sociobiology documents,
they willfully pretend not to understand that sociobiologists seek explanations of biological phenomena in terms of
ultimate causes rather than proximate causes.

Why, for example, do songbirds sing in the early spring? The proximate cause is long and difficult. This molecule
knocked against that molecule. This chemical reaction is catalyzed by that enzyme. But the ultimate cause is that the
birds are signalling territorial claims to each other in order to avoid unnecessary conflict. They neither know nor care
that this behavior is rational. They just do what they do. But the net effect of an immensely complicated evolutionary
process is that songbirds behave as though they had rationally chosen to maximize their fitness.

6 MORAL SCIENCE
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When studying the social behavior of songbirds and other animals, evolutionary biologists seldom know any more
about the proximate causes of what they observe than the animals themselves. But only the most prejudiced critic can
deny them the successes they have enjoyed in explaining social behavior in terms of ultimate causes in the manner dear
to the hearts of game theorists.

1.5 Efciency
I:1.2.8

The first priority for a social contract is stability, which is to be crudely modeled using the idea of an equilibrium in a
game. The next priority is efficiency, which means that nothing gets wasted. Economists follow Vilfredo Pareto in
taking the absence of waste to be equivalent to the requirement that nobody can be made better off without someone
else being made worse off.

Adam Smith famously explained that an “invisible hand” steers a perfectly competitive market to an efficient outcome.
This invisible hand is yet another metaphor like the selfish gene. What actually happens is that sellers from whom
people are reluctant to buy gradually lower the prices at which they are willing to sell, and buyers to whom people are
reluctant to sell gradually raise the price at which they are willing to buy. When this process stops, there is no waste,
because demand equals supply. No genes compete for survival in such economic adjustment processes, but I shall still
call them evolutionary, because they work by themselves, without planning or supervision, until an equilibrium is
reached.

Traditional economists sometimes forget that perfectly competitive markets are the exception rather than the rule, and
hence come on as though we should expect the equilibria of all the games that people play with each other to be
efficient.2 But this is very far from the truth.

I:2.2.5

The Tragedy of the Commons is a stylized game that illustrates why equilibria are often inefficient. A hundred families
keep goats that graze on some common land. Total milk production is maximized with a thousand goats in all. How
many goats should each family keep to maximize its own milk production?

At first sight, the answer seems to be ten, but it isn't an equilibrium for each family to keep ten goats. If all the other
families keep ten goats, your family's optimal strategy isn't to do the same. You will do better by grazing one goat
more, because your family will enjoy all the benefit from the extra goat, while its cost in terms of less grass for the
other goats to eat will be shared by the whole community. Families will therefore add extra goats to their herd until the
common is reduced to a desert. But this outcome is very inefficient indeed.

The Tragedy of the Commons captures the logic of a whole spectrum of environmental disasters that we have brought
upon ourselves. The Sahara Desert is relentlessly expanding southward, partly because the pastoral peoples who live
on its borders persistently overgraze its marginal grasslands. We jam our roads with
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cars. We poison our rivers and pollute the atmosphere. We fell the rainforests. We have plundered our fisheries until
some fish stocks have reached a level from which they may never recover.

Game theorists get a lot of stick for saying this kind of thing. Our critics ask how it can possibly be rational for a society
to engineer such disasters. Can't we see that everybody would be better off if everybody were to grab less of the
common resource? The error in this kind of reasoning is elementary. A player in the human game of life isn't some
abstract entity called “everybody”. We are all separate individuals, each with our own aims and purposes. Even when
our capacity for love moves us to make sacrifices for others, we each do so in our own way and for our own reasons.

In biology, the mistake of confusing the aims of individuals with aims attributed to the collectives of which they form a
part is called the group selection fallacy. One can't help feeling sorry for the biologist Wynne-Edwards, who is endlessly
denounced for originating the fallacy, but it can't be right that genes will be favored that benefit the survival of the
species at the expense of their own fitness. For example, starlings don't flock together in the evenings to estimate their
numbers in order that each starling can selflessly restrict its breeding opportunities so as to keep the population at an
optimal level. If they did, mutant starlings programmed to take advantage of the chastity of their fellows by breeding
without restraint would soon predominate.

Reciprocal Altruism.
II:3.1

The invisible hand can only be counted on to take a population to an efficient outcome of a game in the exceptional
case when all of its equilibria happen to be efficient. Perfectly competitive markets are one such case, but markets
didn't exist when our species separated itself from the other apes. So how did our unique style of cooperation evolve?

Because relatives share genes, it is easy to explain the evolution of cooperation within the family. For example, any of
my genes has half a chance of being present in the body of my sister. If I were genetically programmed to maximize
the average number of copies of my genes that are transmitted to the next generation, I would therefore count each of
my sister's children as being worth half of one of my own. This is presumably why some birds help bring up their
nephews and nieces when their own chances of raising a family are not very promising.

But human cooperation is more complex. The fierce loyalties that sometimes develop in street gangs or army platoons
can perhaps be explained in terms of the collective serving as a surrogate family, but we often manage to cooperate
very successfully with total strangers, or with people whom we actively dislike or despise. What is the secret of this
seeming contradiction to the doctrine of the selfish gene?

In 1976, Robert Trivers offered “reciprocal altruism” as the solution of the mystery, but David Hume was already on
the ball in 1739.

As Hume explains: “I learn to do service to another, without bearing him any real kindness, because I foresee, that he
will return my service in expectation of another of the same kind, and in order to maintain the same correspondence
of good offices with me and others. And accordingly, after I have serv'd him and he is in possession of the advantage
arising from my action, he is induc'd to perform his
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part, as foreseeing the consequences of his refusal.”

Vampire bats provide an exotic example of reciprocity in action. The bats roost in caves in large numbers during the
day. At night, they forage for prey, from whom they suck blood if they can, but they aren't always successful. If they fail
to obtain blood for several successive nights, they die. The evolutionary pressure to share blood is therefore strong.

The biologist Wilkinson reports that a hungry bat begs for blood from a roostmate, who will sometimes respond by
regurgitating some of the blood it is carrying in its own stomach. This isn't too surprising when the roostmates are
related, but the bats also share blood with roostmates who aren't relatives. The behavior is nevertheless evolutionarily
stable, because the sharing is done on a reciprocal basis, which means that a bat is much more likely to help out a
roostmate that has helped it out in the past. Bats that refuse to help out their fellows therefore risk not being helped
out themselves in the future.

Although vampire genes are selfish, reciprocal sharing turns out to be sustainable as an equilibrium in the vampire
game of life. We therefore don't always need to assume that people are selfless to explain cooperation in the human
game of life. A society of Mr. Hydes can use reciprocal altruism to sustain an efficient social contract just as effectively
as a society of Dr. Jekylls. We may not like their motives for avoiding waste, but it is enough for a social contract to be
efficient that waste is avoided.

Warm Glow?
I:1.2.2

To say that reciprocal altruism is important to the survival of human social contracts is usually taken as a wicked denial
of the existence of selfless altruism, so let me insist that I too derive a warm glow from my occasional selfless acts. I
give money to charity like other bourgeois folk. If I could swim better, perhaps I would be one of those who are willing
to risk their lives by plunging into a raging torrent to save a stranger from drowning.

However, it is necessary to face up to the fact that such selfless altruism survives because it either doesn't cost us very
much, or else is called for only rarely. Apart from a few saints, who gives so much of their income to charity that it
really hurts? Who would keep on plunging into the river if there were always a stranger struggling for his life when you
took the dog out for a walk? If taxes were replaced by voluntary contributions, how would the resulting Tragedy of the
Commons eventually get played? If there were no policemen, who would walk safe at night?

We are all mixtures of the selfless Dr. Jekyll and the selfish Mr. Hyde. It would be nice if human nature had more Jekyll
and less Hyde, but no amount of abusing sociobiologists is going to change what evolution has made of us. History is
full of failed utopias in which Jekyll was going to displace Hyde as soon as the conditions were right. If we are to avoid
repeating these mistakes, we need to be realistic about the relative amounts of Jekyll and Hyde that are mixed into the
human cocktail.

I was brought up in a tough neighborhood that taught me not to rely very much on the milk of human kindness.
Outside my immediate circle, there was a lot of Hyde and not much Jekyll. Most of those who read this book will have
been luckier, and grown up with a gentler social contract. But everybody can read about the
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downside of human nature in newspapers and history books.

Who were those southern gentlemen who once got their kicks from lynching uppity blacks? What of the ordinary
German housewives who turned to savagery when recruited as guards at Ravensbrück? How about the subjects in
Milgram's experiments who inflicted apparently painful electric shocks on a helpless victim when told to do so by an
authority figure? Those people are us—or who we might have been if we had lived their lives in their cultures. Perhaps
you or I would have been one of the brave exceptions, but who would want the survival of our social contract to rely
on this being true of everybody?

The Folk Theorem.
I:2.2.6

Game theorists don't talk about altruism at all when discussing reciprocity. Perhaps this explains why the world paid
no attention to their discovery of the secret of how reciprocal altruism works some twenty-five years before Trivers
introduced the idea to biologists. This secret seemed so obvious after John Nash's formulation of an equilibrium in the
early fifties that nobody knew to whom the idea should be attributed. It is therefore called the folk theorem.

Rational reciprocity can't work unless people interact repeatedly, without a definite end to their relationship in sight. If
the reason I scratch your back today is that I expect you will then scratch my back tomorrow, then our cooperative
arrangement will unravel if we know that there will eventually be no tomorrow.

The simplest kind of game in which reciprocity can appear is therefore a repeated game with an indefinite time horizon.
The simplest of the folk theorems characterizes all the equilibria of such a game in the case when nobody can conceal
any information, and everybody always cares about tomorrow nearly as much as they care about today. The important
point is that any efficient outcome of the original game on which the players might like to agree approximates an
equilibrium outcome of the repeated game.

For example, in the Tragedy of the Commons, the efficient outcomes are those in which exactly one 1,000 goats graze
the common. If the 100 families got together in a conclave, they might agree on what share of the 1,000 goats each
family should be allowed to keep. But without an external enforcement agency to police the deal, it won't hold
together, because nothing prevents a family cheating on the deal by keeping more goats than they were assigned at the
conclave.

But if the Tragedy of the Commons is repeated indefinitely often, the folk theorem says that the deal reached at the
conclave can be sustained as a self-policing social contract. In equilibrium, no family will try to improve their lot by
cheating on the deal today, because they see that other families will respond by nullifying today's gain in the future.

In later chapters, we shall find that the folk theorem improves on David Hume's insight that a social contract is like a
masonry arch or a drystone wall by allowing us to examine the details of the equilibrium strategies that sustain it. We
can thereby break with the tradition that takes concepts like authority, duty and trust as axiomatic when explaining social
contracts, and see them rather as words that have evolved to describe different social contracts.

For example, it is fashionable nowadays to attribute our current social woes to
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a lack of the “social capital” our grandparents enjoyed. The implication is that the cure is to inject more social capital
into the body politic. But looking around for more social capital is like sending a rookie out for a pint of elbow grease.
Social capital isn't a thing—it's just a word we use when talking about the properties of an equilibrium that has evolved
along with our game of life. Similarly, if we want to know why a citizen obeys an officer of the state, it isn't an
explanation to say that the citizen respects the authority of the officer. One might as well say that the stones in a
masonry arch stay where they are because they don't move.

Just as it is held to be wicked to say that cooperation is possible without people acting selflessly, so the idea that the folk
theorem can explain the workings of supposedly difficult ideas like authority, duty, and trust is held to be naive. Let me
therefore hasten to explain that nobody thinks that the ways these notions operate in any given social contract are
simple. The detailed workings of real social contracts are complex beyond our capacity to imagine. But traditional
moral pundits are too busy making easy things difficult to come anywhere near addressing these fundamental issues.
They are right that it would be naive to think that the folk theorem teaches us more than one small secret about human
sociality, but we shall find that only one small secret is needed to settle much of the dust that these same pundits kick
around so furiously.

Evolution of Cooperation.
II:3.3.8

Darwin commented on our similarity to baboons. More recently, chimpanzees have been recognized as closer cousins.
Not only do we share nearly all our genes, but we also behave like chimpanzees in many respects. De Waal's Good
Natured even offers convincing evidence that chimpanzees empathize with each other, putting themselves in the
position of their fellows to see things from their point of view. The foundation stones for our sense of justice must
therefore have been in place long before humans appeared on the scene.

Such relevations about chimpanzees and other primates have led some authors to insist that humanity is nothing more
than another species of ape. This is a natural reaction to the popular Cartesian claim that we are somehow endowed
with a divine spark that elevates us above mere automata like dogs and cats. But to adopt a perspective that minimizes
the distinctions between us and other animals is to abandon any hope of explaining the gulf between the sharing of
food that is common in chimpanzee societies and the extreme egalitarianism of some of the human hunter-gatherer
bands that survived into modern times.

We are indeed naked apes, but it doesn't follow that the way to find out about human table manners is to watch
baboons dining. Our brains are also pieces of biological machinery, but we won't learn French by listening to a vacuum
cleaner. Like etiquette and language, justice is exclusively a human phenomenon. To understand it, we need to pay as
much or more attention to what makes us different from other animals as to what makes us the same. I think that part
of the answer lies in the unique ability of our species to use culture as a means of solving equilibrium selection
problems.

Games commonly have many equilibria. For example, the Driving Game has three. The equilibrium in which
everybody drives on the left and the equilibrium
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in which everybody drives in the right are both efficient. The equilibrium in which people decide on which side of the
road to drive at random is inefficient, because everybody could get a higher payoff by driving on the same side of the
road.

Such a multiplicity of equilibria in the game of life creates an equilibrium selection problem for evolution to solve if she
is to get the players organized into a properly functioning society. In the Driving Game, for example, how is she to
replace the inefficient social contract in which drivers randomize by an efficient social contract in which everyone
drives on the same side of the road?

The folk theorem tells us that this problem of multiple equilibria was much worse in the repeated games played by our
prehuman ancestors. Not only are all the efficient outcomes on which rational players might like to agree available as
equilibrium outcomes, but so are large numbers of inefficient equilibria. Why should we expect evolution to succeed in
selecting one of the efficient equilibria rather than one of the many inefficient alternatives?

The answer postulates competition among groups. Suppose that many identical small societies are operating one of
two social contracts, a and b. If a makes each member of a society that operates it fitter than the corresponding
member of a society that operates b, then here is an argument which says that a will eventually come to predominate.

To say that a citizen is fitter in this context means that the citizen has a larger number of children on average. Societies
operating social contract a will therefore grow faster. Assuming societies cope with population growth by splitting off
colonies which inherit the social contract of the parent society, we will then eventually observe large numbers of copies
of societies operating social contract a compared with those operating contract b.

This retelling of the standard evolutionary story is unusual in two respects. The first is that selection takes place among
groups. So why isn't it an example of the group selection fallacy?

The reason is that a social contract is identified with an equilibrium of the game of life played by each of the competing
societies. But selection among equilibria doesn't require that individuals sacrifice anything for the public good, because
every individual in every group is already optimizing his or her fitness by acting in accordance with the social contract
of his society. The paradigm of the selfish gene is therefore maintained throughout.

The second unusual feature of the story is that the social contract of a parent society is transmitted to its colonies by
cultural rather than genetic means.

This observation confuses critics of sociobiology, because they have convinced themselves that sociobiologists are
“genetic determinists”. An aside on the subject of coevolution is therefore necessary to press home the point that
sociobiologists don't subscribe to the patently silly view that everything which matters about human beings is
determined by their genes. Just like everyone else, they believe that culture matters.

Coevolution.
What distinguishes us from other animals? The naive answer is that evolution somehow endowed us with bigger
brains, which we use to create the
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arts and sciences that allow us to dominate the world. However, I think the sociobiologists are much more likely to be
right when they deny the simplistic assumption that our big brains came first, and hence are entitled to a primary role
in explaining the success of our species.

Although their critics accuse them of believing that nothing but biology is relevant to human behavior, the mainstream
sociobiological position adopted in books like Laura Betzig's Human Nature or Boyd and Richerson's Culture and the
Evolutionary Process, is that we are a product of both biological and cultural evolution operating in tandem. Edward
Wilson went so far as to adopt the term coevolution to emphasize that what we learn from the culture in which we grow
to maturity is as important to us as the instincts written into our genes.

As the various wild boy stories suggest, our big brains are useless to us unless we grow up in a culture that provides
them with appropriate inputs at the correct development stage. Rather than simply substituting a big brain theory for
Descartes' divine spark, the lesson is that we need to treat culture as an autonomous phenomenon in its own right.

How does our culture separate us from other animals? After all, chimpanzees and baboons are also social, and hence
maintain a culture of sorts. Even songbirds learn what songs it is fashionable to sing by listening to their neighbors.
Apart from our peculiar sexual behavior, the obvious answer is that we have a highly flexible language, whereas other
animals are restricted to a limited menu of signals that relate only to events that are immediately at hand. But to
understand the origins of human social contracts, I think we need to go back to a time before human signalling systems
were recognizable as languages to ask what made human societies such a fertile ground for the growth of language. My
guess is that coevolution had by then already made the large step that separates us from other apes.

Our species somehow learned to use culture as a form of collective unconscious or group mind within which to store
the fruits of trial-and-error experimentation from the past, and to incorporate new discoveries made by individuals in
the present. Such a cultural resource allows a group to react flexibly in the face of new challenges or opportunities, and
hence creates a larger metaphorical cake for the group than would be possible if everybody only knew what they could
find out by themselves.

A great deal of our culture is concerned with how we get along with each other; how we split the cake we have jointly
created without wasteful conflict. It is this aspect of our social contract with which I am most concerned. Many
anthropologists still maintain that only our cultural heritage is relevant to such questions, but it seems obvious to me
that human biology must impose constraints on what social contracts can evolve, just as human biology imposes
constraints on the deep structure of the languages that can evolve.

David Hume was making a similar point when he observed that the “natural laws” that govern our societies are
actually artificial, but are called “natural” because everyone can see that it is natural to the human species that we
should have such laws. Similarly, it is natural that a human society should have a language, but its actual language is an
artifact of its cultural history. I think that the same is true of social contracts in general. It is natural that a human
society should have a social contract, but its actual social contract is an artifact of its cultural history.
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If we want to look for universals in the morals of the human species, we therefore have to look beneath the differing
cultures of different societies. We must look at the deep structure of human social contracts written into our genes.

Traditionalists are virulently hostile to this suggestion, because they think that nothing is written in our genes but the
savagery of nature, red in tooth and claw. I think they are right to the extent that the only social contracts available to
us are equilibria in our game of life, but wrong in supposing that such equilibria must necessarily resemble Hobbes'
state of nature—in which life is “solitary, poor, nasty, brutish and short”. On the contrary, the folk theorem tells us that
constraining our prehuman ancestors to social contracts that correspond to equilibria in their repeated game of life
would have been no bar at all to the evolution of efficient cooperation in their societies.

1.6 Fairness
Stability tells us that social contracts need to be equilibria of the game of life. But most games have many equilibria,
and so we face an equilibrium selection problem. Efficiency takes us some way toward solving this problem, but the
folk theorem tells us that many efficient equilibria are available as possible social contracts. To operate successfully, a
society needs to single out one of these on which to coordinate.

For example, in the Tragedy of the Commons, the efficient number of goats is 1,000. These can be divided up among
the 100 families in many ways, each of which can be supported as an equilibrium outcome of the repeated version of
the game. Since we know nothing about the special circumstances of the families in the story, one of these outcomes
shrieks for special attention—that in which each family gets to keep 10 goats. Why? Because something tells us it is the
fair outcome.

Why do we care about fairness? I think we care because fairness is evolution's solution to the equilibrium selection
problem for our ancestral game of life.

What evidence is there for this conjecture? All the societies studied by anthropologists that survived into modern times
with a pure hunter-gathering economy had similar social contracts with a similar deep structure. This applies across the
world—to Kalahari bushmen, Greenland eskimos, Australian aborigines, and Brazilian indians. They tolerate no
bosses, and they share on a very egalitarian basis.

I will have more to say about this fascinating fact, but right now I want only to emphasize that although this global
behavior is presumably genetically determined, we are obviously not helpless victims of a genetic predisposition to live
in utopian anarchies in which each contributes according to his abilities and receives according to his need. As the
economic means of production of a society becomes more complex, its social contract must necessarily adapt if the
potential gains from improved technology and the division of labor are to be efficiently exploited. But all the many
adaptations that history records are almost certain to have a cultural origin, since the time spans are too short for a
biological explanation to be plausible.

Anthropologists started gathering quantitative evidence about food sharing only when pure hunter-gathering societies
were on their last legs. So we don't know how important culture was in determining precisely how much was thought
to be
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fair for different people in different societies. But if the general assessment of the way that fairness norms work in
modern societies offered in such books as Elster's Local Justice or Young's Equity is a reliable guide, then there is
currently a great deal of cross-cultural variation. So it can't be that the fairness norms we use are determined entirely by
our genes.

What counts as fair in different societies can vary as much the languages spoken. Just as different dialects may be used
in different regions of a basically monoglot country, so different views of what counts as fair may operate in different
societies, or in the same society at different places or times. Individuals of a particular society even operate different
standards when interacting with different groups, or with the same group in a different context—just as schoolkids
speak a teenage argot to each other, but communicate with their parents quite comprehensibly.

I have been arguing that what we count as fair depends both on our culture and on our genes. Since cultures vary, any
universal principles of justice—its deep structure—must presumably be written into the genes that we all share as
members of the same species. If I am right in guessing at the existence of such a deep structure, the next question asks
itself. What shape does the deep structure of fairness take?

The Original Position.
The thesis I defend in this book is that the common deep structure of human fairness norms is captured in a stylized
form by an idea that John Rawls called the device of the original position in his celebrated Theory of Justice.

Rawls uses the original position as a hypothetical standpoint from which to make judgments about how a just society
would be organized. Members of a society are asked to envisage the social contract to which they would agree if their
current roles were concealed from them behind a “veil of ignorance”. Behind this veil of ignorance, the distribution of
advantage in the planned society would seem determined as though by a lottery. Devil take the hindmost then becomes
an unattractive principle for those bargaining in the original position, since you yourself might end up with the lottery
ticket that assigns you to the rear.

Rawls defends the device of the original position as an operationalization of Immanuel Kant's categorical imperative,
but I think this is just window-dressing. The idea certainly hits the spot with most people when they hear it for the first
time, but I don't believe this is because they have a natural bent for metaphysics. I think it is because they recognize a
principle that matches up with the fairness norms that they actually use every day in solving the equilibrium selection
problem in the myriads of small coordination games of which daily life largely consists.

It is important to emphasize that I am not following Rawls here in talking about the grand coordination problems
faced by a nation state. Our sense of fairness didn't evolve for use on such a grand scale. Nor am I talking about the
artificial and unrealistic principles of justice promoted by self-appointed moral pundits, to which people commonly
offer only lip service. Nor am I talking about the kind of moral pathology that led Osama bin Laden to believe that
thousands of innocent New Yorkers should die to compensate for the humiliations that he thought Islam
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had received at the hands of the West. I am talking about the real principles that we actually use in solving everyday
coordination problems.

The sort of coordination problems I have in mind are those that we commonly solve without thought or
discussion—usually so smoothly and effortlessly that we don't even notice that there is a coordination problem to be
solved. Who goes through that door first? How long does Adam get to speak before it is Eve's turn? Who moves how
much in a narrow corridor when a fat lady burdened with shopping passes a teenage boy with a ring through his nose?
Who should take how much of a popular dish of which there isn't enough to go around? Who gives way to whom
when cars are maneuvering in heavy traffic? Who gets that parking space? Whose turn is it to wash the dishes tonight?
These are picayune problems, but if conflict arose every time they needed to be solved, our societies would fall apart.

Most people are surprised at the suggestion that there might be something problematic about how two people pass
each other in the corridor. When interacting with people from our own culture, we commonly solve such coordination
problems so effortlessly that we don't even think of them as problems. Our fairness program then runs well below the
level of consciousness, like our internal routines for driving cars or tying shoelaces. As with Molière's Monsieur
Jourdain, who was delighted to discover that he had been speaking prose all his life, we are moral in small-scale
situations without knowing that we are moral.

Just as we only take note of a thumb when it is sore, we tend to notice moral rules only when attempts are made to
apply them in situations for which they are ill-adapted. We are then in the same position as Konrad Lorenz when he
observed a totally inexperienced baby jackdaw go through all the motions of taking a bath when placed on a marble-
topped table. By triggering such instinctive behavior under pathological circumstances, Lorenz learned a great deal
about what is instinctive and what is not when a bird takes a bath. But this vital information is gained only by avoiding
the mistake of supposing that bath-taking behavior confers some evolutionary advantage on birds placed on marble-
topped tables.

Similarly, one can learn a lot about the mechanics of moral algorithms by triggering them under pathological
circumstances—but only if one doesn't make the mistake of supposing that the moral rules are adapted to the
coordination problems they fail to solve. However, it is precisely from such sore-thumb situations that I think
traditional moralists unconsciously distill their ethical principles. We discuss these and only these situations endlessly,
because our failure to coordinate successfully brings them forcefully to our attention.

This isn't to say that we shouldn't talk about such games. On the contrary, it is partly because we need to extend the
class of games that our social contract handles adequately that it is worth studying the problem at all. But we won't
learn how natural morality works by confining our attention to situations where it doesn't.

Egalitarian or Utilitarian?
I:1.2.6

In arguing that Rawls' original position is built into the deep structure of human fairness norms, I have two tasks. The
first task is to offer a plausible account of the evolutionary pressures that might have resulted in such a mechanism
being written into our genome. The second task is to explain
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how this biological mechanism interacts with our cultural heritage to generate a specific choice of equilibrium in some
of the games of life we play.

The first task will have to sit on a back-burner until Chapter 9, but the second task needs more immediate attention,
because the orthodox literature on the original position points in two directions that are commonly thought to be
diametrically opposed. John Rawls argues that, after the basic rights and liberties of each citizen have been secured,
using the device of the original position will lead to an egalitarian distribution of goods and services. John
Harsanyi—who independently proposed the device of the original position around the same time as Rawls—argues
that its use will lead to a utilitarian distribution.3

My naturalistic approach reconciles Harsanyi's and Rawls' conclusions to some extent, but the reconciliation is
achieved at the expense of de-Kanting their ideas into a Humean bottle—an activity which both viewed with only
cautious sympathy. However, adopting such a new perspective not only allows us to dispense with all metaphysical
reasoning, it also allows us to relate the human capacity for empathy to our use of fairness as a coordinating device.

Empathy and Interpersonal Comparison.
The original position might be said to be a do-as-you-would-be-done-by principle that takes account of the objection
that you shouldn't do unto others as you would have them do unto you, because they may not have the same tastes as
yours. For example, Adam may be a keen jogger who likes to be woken before dawn for a ten-mile run through the ice
and snow, but Eve is unlikely to respond well if he shakes her awake before the sun has risen on the grounds that this
is what he would like her to do for him.

The original position forces Adam to take account of Eve's tastes in such situations by requiring him to consider how
it would be if he were to emerge from behind the hypothetical veil of ignorance occupying her role in life. He must
therefore have the capacity to empathize with her by putting himself in her position to see things from her point of
view. She must simultaneously be able to empathize with him by putting herself in his shoes to see things from his
point of view.

John Harsanyi saw that to get a grip on what it means for two rational people to empathize with each other is to solve
the long-standing puzzle of how interpersonal comparisons of utility can sensibly be made. He thereby created a
simple theory in which Adam and Eve's welfare can be measured in a way that makes fairness comparisons possible.
He sought to explain the standard of interpersonal comparison that arises in metaphysical terms, but I think that this
standard is an artifact of the cultural history of a society.

This claim that our standards of interpersonal comparison of utility are culturally determined is the second pillar of my
analogy between fairness and language. Elster's Local Justice and Young's Equity document how widely fairness norms
can differ in different times and places, but the implicit assumption in describing the differing norms is that the
standard of interpersonal comparison is unproblematic, and it is the basic structure of the norm that varies. My
alternative explanation for at least
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some of the variation is that our biology guarantees that the deep structure is always the device of the original position,
leaving differences in the observed norms to be explained largely by cultural or contextual variations in the standards
of interpersonal comparison.

But how are we to incorporate such considerations into our analysis of how Adam and Eve will bargain in the original
position? What relevance do they have for the debate between Harsanyi and Rawls? Should we expect everyday
fairness norms to be egalitarian or utilitarian? Even a broad-brush account requires some knowledge of the economic
theory of bargaining, but before moving on to this task in the next chapter, I want to summarize where we have got to
so far.

1.7 Reform
The feature of my theory of fairness previewed in this chapter is the claim that all fairness norms in actual use share
the deep structure of Rawls' original position. This deep structure is biologically determined, and hence universal in the
human species, but the standards of interpersonal comparison that the original position needs as inputs are culturally
determined, and hence vary with time and place.

The analogy with language is close. Like language, I think that our capacity to resolve coordination problems using
fairness criteria is one of those few characteristics of our species that separates us from other animals. I know the
speculation is bold, but I hope I have made the idea seem plausible enough that it seems worth pursuing its
implications in the following chapters.

Karl Marx might respond that it is all very well seeking to understand society, but the point is to change it, and I don't
disagree. I hope very much that the scientific study of how societies really work will eventally make the world a better
place for our children's children to live in, by clarifying what kind of reforms are compatible with human nature, and
which are doomed to fail because they aren't.

As an example, consider the pragmatic suggestion that we might seek to adapt the fairness norms that we use on a
daily basis for settling small-scale coordinating problems to large-scale problems of social reform. This is one of the
few things I have to say that traditional moralists find halfway acceptable. But they want to run with this idea without
first thinking hard about the realities of the way that fairness norms are actually used in solving small-scale problems.
In particular, they are unwilling to face up to the fact that fairness norms didn't evolve as a substitute for the exercise
of power, but as a means of coordinating on one of the many ways of balancing power.

This refusal to engage with reality becomes manifest when traditionalists start telling everybody how they “ought” to
make interpersonal comparisons when employing the device of the original position. But if I am right that the
standards of interpersonal comparison we actually use as inputs when making small-scale fairness judgments are
culturally determined, then these attitudes will necessarily reflect the underlying power structure of a society. One
might wish, for whatever reason, that these attitudes were different. But the peddling of metaphysical arguments about
what would be regarded as fair in some invented ideal world can only muddy the
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waters for practical reformers who actually have some hope of reaching peoples' hearts. Nobody is going to consent to
a reform on fairness grounds if the resulting distribution of costs and benefits seems to them unfair according to
established habit and custom, whatever may be preached from the pulpit.

It is true that facing up to such facts requires recognizing that it is sometimes pointless or counter-productive to urge
reforms for which a society isn't ready. What would anyone have gained by urging the abolition of slavery in classical
times, when even Aristotle thought that barbarians were natural slaves? What of the emancipation of women at a time
when even the saintly Spinoza took time out to expound on their natural inferiority? Instead of tilting at such
windmills, I think reformers need to make a hard-nosed assessment of the nature of the current social contract, and all
the possible social contracts into which it might conceivably be transformed by pushing on whatever levers of power
are currently available. Only when one has seriously thought through this feasibility question is there any point in
asking what is optimal.

This pragmatic attitude mystifies traditional moralists, who pretend not to understand how a naturalist like myself can
talk about optimality at all. How do I know what is best for society? What is my source of authority? Where are my
equivalents of the burning bush and the tablets of stone?

The answer is that I have no source of moral authority at all—but I think everyone else is in precisely the same boat. I
know perfectly well that my aspirations for what seems a better society are just accidents of my personal history and
that of the culture in which I grew up. If my life had gone differently or if I had been brought up in another culture, I
would have had different aspirations. But I nevertheless have the aspirations that I have—and so does everyone else.

The only difference between naturalists and traditionalists on this score is that naturalists don't try to force their
aspirations on others by appealing to some invented source of absolute authority. We don't need a source of authority
to wish that society were organized differently. If there are enough people with similar aspirations sufficiently close to
the levers of power, they can get together and shift the social contract just because that is what they want to do—and
for no other reason.

We naturalists think that this is what always happens anyway when reforms are consciously implemented, whatever the
accompanying rhetoric may be. We would doubtless be more successful in recruiting others to our way of thinking if
we too followed the traditional line of looking around for whatever line of rhetoric is currently most persuasive, but
intellectual honesty is one of the artificial virtues that cultural history has somehow lodged in our heads.

How and why we got stuck with this inconvenient meme is a mystery that I am at a loss to explain, but we bear up
under the handicap as best we can by making fun of the castles in the air built by our opponents. However, my attempt
to join in the fun will have to wait until chapter 3, since the next item on the agenda is a whirlwind tour of bargaining
theory.
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Chapter 2 Bargaining

When I suggested twenty-five, a nicer-looking number than his thirty, he shook his grey head regretfully, and so we
went on haggling, and he haggled better than me, so that eventually we settled on thirty-five.
P. G. Wodehouse, Aunts Aren't Gentlemen

2.1 Realistic Bargaining
II:1.1

This chapter continues the broad-brush survey of my theory of fairness begun in chapter 1 by looking at the
bargaining questions that arise when discussing the original position.

When two people use fairness to resolve an everyday coordination problem, I believe they are implicitly calculating the
agreement that they would reach if they were to bargain on the assumption that their identities would be reassigned at
random after the negotiation was over. Although such hypothetical bargaining usually operates beneath our level of
consciousness, we are sufficiently aware of what is going on that most of us feel a thrill of recognition when the
mechanism is described to us for the first time in terms of John Rawls' original position.

I would like to see the original position used as Rawls envisaged to focus the reforming zeal of those among us who
think our children's children would lead more satisfying lives in a fairer society. But I differ from most people with
similar aspirations in believing that its potential for solving social problems will evaporate if we fail to use it for large-
scale purposes in the same way that we currently use it when settling picayune fairness questions.

It is particularly important to be realistic about the bargaining we imagine taking place behind the veil of ignorance. If
the hypothesized bargaining were outside the experience of the players using the device of the original position, how
could they be using it at present—albeit only for such petty matters as deciding who should wash the dishes tonight?

Progress therefore depends on having access to a sound economic theory of bargaining. Not only must such a theory
be realistic about the rules it postulates



to govern how the bargainers negotiate, it must also put aside the temptation to attribute motives to bargainers in the
original position beyond the urge to advance their own self-interest. Fairness criteria therefore have no place in the
theory to be used in predicting how people would bargain in the original position. Aside from other considerations,
there wouldn't be any point in proposing the original position as a final court of appeal on fairness questions if it
couldn't itself be used without making fairness judgments. Nor would the use of nonstrategic bargaining fit the
evolutionary origins for the original position that I shall be proposing in chapter 9.

This isn't to say that theories of fair bargaining are meaningless or devoid of interest. On the contrary, one of the
objectives of this book is to defend a particular view of what constitutes a fair bargain. But such a view should emerge
as one of the outputs of the theory rather than being subsumed among its inputs.

2.2 The Meeting Game
Thomas Schelling conducted some instructive experiments in the fifties on how people manage to solve coordination
problems. In his best known experiment, the subjects were asked what two people should do if they had agreed to
meet up in New York tomorrow without specifying a place and time in advance. The standard answer was that they
should go to Grand Central Station at noon. In London, it would have been Piccadilly Circus.

When people commonly agree on how to resolve such coordination problems, Schelling says that the consensus they
report constitutes a focal point. I think it significant that people seem to have little advance insight into what will turn
out to be relevant in determining what counts as focal, but that they are neverthless rather good at recognizing what
other people will regard as focal in any particular coordination problem. This book is about the kind of focal points
that people call fair. Fairness doesn't arise in Schelling's New York example because the protagonists don't care where
they meet up as long as they meet up somewhere. However, in the Meeting Game that I plan to use as a numerical
example when discussing bargaining issues, Adam and Eve have opposing views on where it would be best to meet.4

Table 1:Adam and Eve's Payoffs at Each Location in the Meeting Game.

location 1 2 3 4 5 6 7 8 9 10
Adam's
payoff

0 6 16 19 22 28 34 40 44 46

Eve's
payoff

36 36 34 32 30 26 22 18 8 0

Each player independently chooses one of the locations in Table 1 at which to
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await the other. If they choose the same location, each receives the corresponding payoff, measured in the notional
units of utility that economists call utils. If they choose different locations, Adam gets a small payoff of 4, and Eve a
small payoff of 2. They therefore have a common interest on coordinating on the same location, but Adam prefers
locations to the right, and Eve prefers locations to the left.

How should Adam and Eve resolve this archetypal coordination problem? Two locations can be ruled out
immediately. Adam would rather not meet at all than meet at location 1. Eve would rather not meet at all than meet at
location 10. However, each of the other eight locations is an efficient equilibrium of the Meeting Game, and so Adam
and Eve are faced with the kind of equilibrium selection problem that I believe fairness evolved to solve.

How does fairness work in such situations? Numerous theories compete for attention, but the two leading contenders
are the egalitarian and the utilitarian concepts of a fair outcome. I believe the literature is right to focus on these two
alternatives, but which applies in what circumstances? I think we can decide this question in any particular case by
appealing to the device of the original position. However, to predict the deal that Adam and Eve would reach if they
were to bargain behind the veil of ignorance, we need a realistic theory of strategic bargaining.

What would be the result of applying such a theory of strategic bargaining directly in the Meeting Game? That is to say,
if Adam and Eve were selfish players offered the opportunity to bargain face-to-face, on which location would it be
rational for them to agree? The rest of this chapter compares the answer that game theory offers to this question with
the result of applying various egalitarian and utilitarian fairness norms to the same problem.

2.3 Bargaining Problems
II:1.2

Figure 1 shows a general bargaining problem stripped down to its essentials. The shaded set X represents the set of all
feasible agreements. The two coordinates of a point in X represent the payoffs that the two players will receive if they
agree on this point. As in the Meeting Game, these payoffs are measured in notional units of utility called utils. The
boundary of the feasible set X consists of all the efficient agreements that are available.

The point within the feasible set marked with the letter D represents the status quo—the outcome that will result if
Adam and Eve fail to reach an agreement at all. The thickened part of the boundary shows all the efficient agreements
that both players agree are at least as good as the disagreement point D. It is generally accepted that rational players will
agree on one of these points, but we shall need to say more than this.5

If the disagreement point D is placed at the point (4, 2), a bargaining problem can be regarded as a generalization of
the Meeting Game in which inefficient points of the feasible set X are available as agreements as well as the efficient
points on
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the boundary of X that correspond to locations in the Meeting Game.

Figure 1: A bargaining problem that generalizes the Meeting Game, whose ten locations have been numbered. To find
the Nash bargaining solution N, draw the tangent that touches the boundary of X halfway between A and B.

Social Contracts.
In this book, social contract questions are nearly always simplified by restricting attention to just two players, whom I
romantically envisage as Adam and Eve after their expulsion from the Garden of Eden.

When offering a social contract interpretation of a bargaining problem, each point in the feasible set X is identified
with the pair of utilities or payoffs that Adam and Eve will receive if they coordinate on one of the many equilibria in
the repeated game of life that they must now face. The set X represents the set of all their feasible social contracts—all
the stable forms of social and economic organization that are possible within the human game of life. The
disagreement point D in a bargaining problem represents the inefficient social contract that Adam and Eve are
assumed to be operating at present.

It is easy to lose sight of how much significant social activity is being packed away in a black box when all that is
retained of the rich structure of a social contract is a pair of payoffs in the set X. In particular, the stability issues that
commonly monopolize the attention of right-wing thinkers are abstracted away almost entirely—but they are not
therefore to be forgotten.

Nobody denies that the wealth of a society depends on the freedom it offers to
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its entrepreneurs and the incentives it offers to its workers, but such considerations are built into the structure of an
equilibrium in the game of life. We need to take them into account when determining what payoffs to assign each
equilibrium when constructing the set X. In particular, social contracts that make proper use of markets will tend to
generate higher payoffs than command economies. However, after the set X has been constructed, such issues will be
visible only to the extent that they determine the size and shape of X.

Of course, after a social contract has been chosen from the feasible set X, it is necessary to unpack the black box so
that everyone can be told what strategy they need to play in order that society can implement the agreed outcome. All
the issues that right-wing thinkers suspect are being neglected when we are discussing what efficient outcome it would
be fair to choose from X then come to the fore.

The State of Nature.
I:1.2.1

When talking about social contracts, it is traditional to refer to the disagreement point as the state of nature, but my state
of nature doesn't at all resemble Thomas Hobbes' “war of all against all”. Nor is it related to John Locke's pastoral
idyll, in which everybody enjoys natural rights, according to which: “No one ought to harm another in his life, health,
liberty or possessions”, and property rights are acquired by mixing one's labor with a good, provided that there be
“enough and as good left in common for others”. These seem to me to be mere fictions, invented to generate
conclusions that favor a particular prejudice.6

Nor do I see much point in following the utilitarians in pretending that a new Jerusalem can be established without
paying any attention to the current social contract at all. You may recall the old Irish joke of the peasant who explained
that if he were going to Dublin, he wouldn't start from here. He is right that we would perhaps do better if we were
able to start from somewhere else, or from nowhere at all. But here is where we are at. Like it or not, we are what
history has made of us.

2.4 The Nash Bargaining Solution
II:1.3.1

How are bargaining problems solved when two parties negotiate face-to-face, bringing to bear whatever bargaining
power they may have at their disposal? In such strategic bargaining, fairness has only a rhetorical function. For
example, Jon Elster counted 24 different fairness norms proposed in Swedish wage negotiations. Instead of crude
demands for this hourly rate or that, the bargainers could then discuss whose “fairness norm” would apply!

Game theory has made substantial advances in analyzing strategic bargaining among rational players when the
characteristics of the players and the nature of the bargaining problem are common knowledge. I therefore always stick
with this case, although it is sometimes less than realistic. The reason is that a number of different lines of enquiry then
converge on identifying the Nash bargaining solution as the
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rational agreement when the players have equal bargaining power.7

The Nash who first proposed the Nash bargaining solution is the same as the Nash who formulated the concept of a
Nash equilibrium, but it will be obvious that the two ideas are very different. There are few takers for this point of
view, but I think Nash deserves his Nobel prize more for his bargaining solution than for his equilibrium concept,
since his contribution to bargaining theory is entirely original, whereas his equilibrium idea had a number of
precursors.

Locating the Nash bargaining solution in numerical examples is simple. It occurs where the product of the players'
gains over their disagreement payoffs is largest. The Nash bargaining solution in the Meeting Game is therefore
location 7, because the product of gains there is (34 − 4) × (22 − 2) = 600, which exceeds the product of gains at any
other location.8 Its nearest rivals are locations 6 and 8, where the product of gains are (28 − 4) × (26 − 2) = 576 and
(40 − 4) × (18 − 2) = 576.

Geometrically minded folk may prefer to note that the Nash bargaining solution lies at the point marked with the letter
N in figure 1. This point is halfway between the points A and B on the tangent to the boundary of X at N.

Why the Nash Bargaining Solution?
The Nash bargaining solution is game theory's best shot at predicting the agreement that will be reached when two
rational players with equal bargaining power negotiate face-to-face without any appeals to fairness being made. It has
rivals, like the version of the Kalai-Smorodinsky bargaining solution reinvented by David Gauthier in his Morals by
Agreement, but none of these rivals allow the same defense in depth as the Nash bargaining solution. However, this isn't
a book on strategic bargaining, and so I only give the most naive of the arguments that can be offered in its support.

The point N is halfway between A and B in figure 1. If the bargainers have equal bargaining power, N is therefore the
natural candidate for the outcome of a rational negotiation when the feasible set is everything under the straight line
through A and B. Now throw away outcomes from this notional feasible set until we get the feasible set with which we
started. These discarded alternatives are “irrelevant”, since the bargainers chose to reject them in favor ofN when they
were available. The agreed outcome should therefore continue to be N after they are thrown away, because “nothing
that matters” in the negotiation has changed.

Nash supplemented this argument by looking at a specific bargaining model in which the two players make
simultaneous take-it-or-leave-it demands (Section 4.7). Such bargaining games always have many equilibria, but a
natural resolution of the equilibrium selection problem yields the Nash bargaining solution. Ariel Rubinstein studied
the more realistic case in which the players alternate in making demands until someone gives in. A natural resolution of
the equilibrium selection problem again yields the Nash bargaining solution, provided that the time interval between
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successive demands is sufficiently small.

These and other arguments supporting the Nash bargaining solution are strong but not entirely overwhelming. What
would happen if some sensible alternative were substituted for the Nash bargaining solution in my theory? The details
of the theory would then become more complicated, but I think it unlikely that there would be substantive qualitative
changes in the conclusions.

Why not Bargain Directly?
The Nash bargaining solution has been introduced to help predict the outcome of bargaining in the original position.
But why not use it to solve Adam and Eve's bargaining problem directly? There are two reasons.

The first reason is that fairness evolved for use in situations in which face-to-face bargaining isn't an alternative option.
My guess is that it probably predates language. After all, we had to have some way of coordinating with each other to
create the conditions under which true language could evolve. Nowadays, we mostly use fairness norms in everyday
situations in which it is either impossible to negotiate, or in which the benefits of negotiating are outweighed by the
costs in time or money.

The second reason is that the Nash bargaining solution has no fairness content whatsoever. This becomes obvious
when one notes that the outcome it generates doesn't depend at all on the scales we use to measure Adam and Eve's
utilities. For example, if we double Adam's utils so that each new util is worth half an old util, the new Nash bargaining
solution simply doubles the number of utils that Adam gets. Thus, in the Meeting Game, the Nash bargaining solution
selects location 7 both before and after we double all of Adam's payoffs (including his disagreement payoff). It
similarly selects location 7 both before and after we add 3 to all of Eve's payoffs. How could matters be otherwise in
strategic bargaining? Players can't alter their bargaining power by changing the scale they choose to measure their
utility, any more than a physicist can change how warm a room is by switching from degrees Celsius to degrees
Fahrenheit.

2.5 Interpersonal Comparison of Utility
I:4.3

The Nash bargaining solution doesn't even begin to qualify as a fairness norm, because a minimal requirement for a
fairness criterion is that it somehow compares Adam and Eve's welfare.

Economics textbooks commonly say that such interpersonal comparisons of utility are impossible. Taken literally, this
is just a piece of dogma without any theoretical justification, but the textbooks are right to the extent that one can't just
assume that Adam's utils can be traded against Eve's at some commonly understood rate, in the manner almost
universal among those philosophers who address the issue at all. I therefore think it important to register that I follow
John Harsanyi in basing a theory of interpersonal comparison of utility on the ability of human beings to empathize
with each other.
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Empathetic Identication.
If Adam and Eve are autistic or unable to empathize successfully with each other for other reasons, then the device of
the original position won't work for them. When our attempts to use fairness norms in everyday games go awry, as
they do every now and then, I think it is largely because of such failures in empathetic identification. But, in attempting
to make a first stab at explaining how fairness norms work, I follow Harsanyi in looking at the idealized case in which
Adam is totally successful in his attempts at empathizing with Eve.

It may be that Adam is modest, and so would prefer a fig leaf to an apple if forced to choose between them. But if Eve
is a brazen hussy who would choose the apple in the same situation, then our idealized Adam will accept that if he were
Eve, then he would take the apple too. With this assumption, Harsanyi gave a simple argument which implies that
people in the original position will bargain as though they think that Adam's utils can be traded against Eve's utils at
some fixed rate.

Culture.
I don't suppose anyone but the most diehard of neoclassical economists denies that we actually do have standards for
making interpersonal comparisons of utility, and that these are widely shared within a particular society. However,
people don't commonly ask why evolution should have equipped our brains with the unconscious capacity to make the
complicated calculations necessary to determine who is worth how much in this or that situation.

It is easy to guess that the origins of the capacity lie in the need for members of an extended family to recognize how
closely they are related to each other. But why do we need to make interpersonal comparisons of utility outside the
family? One reason is that such comparisons are necessary as inputs to the device of the original position. It is a strong
claim, but I think this is the only reason that evolution provided us with the capacity to compare our welfare with the
rest of humankind.

But why should everyone in a particular context employ the same standard of interpersonal comparison, as Harsanyi
and Rawls assume? I think that we must look at the cultural history of a society for the answer. That is to say, the
standards of interpersonal comparison that are current in a society are determined by social or cultural evolution, with
the result that any differences in the standards being operated tend to be ironed out in the long run (chapter 8).

As noted in the previous chapter, the second pillar of my analogy between fairness and language is therefore the claim
that standards of interpersonal comparison of utility are culturally determined. This is why what counts as fair differs in
different places or times or contexts. Just as Japanese is different from French, so the fairness norms of modern New
York operate differently from those of classical Athens. For example, women count for a great deal more in the New
York of today than they did in Athens, but suckers no longer get an even break.

2.6 Social Indices
When making fairness judgments using the device of the original position, Adam and Eve don't actually negotiate at
all. They coordinate on the deal on which they would agree if they were to bargain behind the veil of ignorance. But what
would this deal
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be? Harsanyi and Rawls independently asked this question, but came up with very different answers. Harsanyi argues
that the final outcome will be utilitarian. Rawls argues that it will be egalitarian.

For the utilitarian and the egalitarian bargaining solutions to be meaningful, we need to be given a social index for each
player. I hope this term is sufficiently neutral that it won't trigger any preconceptions about whether having a high or a
low social index is necessarily ‘good’ or ‘bad’. Just as you like the price to be small when you are buying and large when
you are selling, so the significance of a high or a low social index depends crucially on the context.

We need social indices because nothing says that the personal payoffs used in specifying a bargaining problem can be
compared directly in a way that is meaningful for a fairness calculation. For example, if the payoffs in the Meeting
Game were given in dollars, nobody would want to say that Adam is better off than Eve at location 10 after learning
that he is a billionaire and she is a beggar.

We therefore rescale each player's personal payoffs by dividing them by the player's social index. The result of this
rescaling or weighting can be thought of as society's assessment of the worth of each possible outcome of the bargaining
problem to the player in question. More precisely, to say that Adam's social index is three and Eve's is two is to
proceed as though three of Adam's personal utils are worth the same as two of Eve's.

Such a social judgment will reflect a kaleidoscope of factors determined by the historical context in which a
coordination game like the Meeting Game has been played in the past. Is Adam rich or poor? Is Eve fat or thin? Is
Adam an illegal immigrant? Does Eve have a ring through her nose? Are they man and wife? Are they brother and
sister?

The list of possible cultural and contextual factors is obviously endless, but both the utilitarian and egalitarian
bargaining solutions cut through all the complexity by insisting that only their effect on Adam and Eve's social indices
matters. In fact, only their effect on the ratio of their social indices is significant, since we will get the same answer by
taking their social indices to be 100 and 50 as from taking them to be 2 and 1.

2.7 The Utilitarian Bargaining Solution
II:1.3.3

A utilitarian assesses the worth of any outcome by adding up the weighted payoffs obtained by dividing Adam and
Eve's personal payoffs for that outcome by their social indices. The utilitarian bargaining solution is therefore the
outcome at which the sum of the weighted payoffs is largest.

Numerical Examples.
It may be helpful to work out the utilitarian solution in the Meeting Game for different pairs of social indices.

If Adam's social index is twice Eve's—so that two of his personal utils are deemed to be worth one of hers—then the
utilitarian bargaining solution selects location 3 in the Meeting Game. Taking his social index to be 2 and hers to be 1,
the sum of
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the weighted payoffs at location 3 is 162 + 341 = 42, which is larger than the corresponding sum at any other location.
The nearest rival is location 4, where the weighted utilitarian sum is 192 + 321 = 4112. If Eve's social index were twice
as large as Adam's—so that two of her personal utils are deemed to be worth the same as one of his—the utilitarian
bargaining solution would select location 8 instead. At this location, the utilitarian sum with the new weighting
is 401 +182 = 49, which is larger than the corresponding sum at any other location. The nearest rival is location 9,
where the weighted utilitarian sum is 441 + 82 = 48.

Notes.
We can obviously make the utilitarian outcome anything we like in the Meeting Game by choosing the social indices
appropriately. It therefore doesn't make any sense to talk about the utilitarian outcome without first specifying what
social indices are to be used. In particular, there is nothing special about the case when Adam and Eve have equal
social indices. To suppose otherwise would be to take for granted that we have already scaled Adam and Eve's payoffs
up or down to make them properly comparable.

Just as we aren't entitled to assume that we can compare Adam and Eve's raw payoffs, so we can't simply assume that
we can compare the utilitarian sums obtained using different weightings. For example, it would be absurd to say that
we could make a society that assigned Adam and Eve the same social index worse off by halving Eve's social index. In
fact, both societies will end up at location 8.

Finally, there may be multiple locations at which a utilitarian sum is maximized. For example, when Adam's social
index is three and Eve's is two, the corresponding utilitarian sum is maximized at all the locations between 3 and 8
inclusive. Location 7 is then both a utilitarian bargaining solution and the Nash bargaining solution.

Geometry.
I find the geometry of figure 2 easier than such numerical examples. It features a line of slope −12 (which means that a
point on the line moves down one unit for each two units that it moves across). All points on such a line have the same
weighted utilitarian sum when Adam's social index is twice Eve's. Utililitarian sums that correspond to lines that don't
cut the set X are infeasible. The utilitarian bargaining solution is therefore located at a point U where a line with slope
−12 just touches the boundary of X.

If Adam's social index were three and Eve's were two, then the utilitarian outcomes would occur at the numerous
points where a line of slope −23 touches the boundary of X.
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Figure 2: The utilitarian bargaining solution U when Adam's social index is twice Eve's. No point with a larger
weighted utilitarian sum than U is feasible, because lines corresponding to larger sums don't have a point in common
with the feasible set X. The social indices shown can be scaled up or down without altering anything.

2.8 The Egalitarian Bargaining Solution
II:1.3.3

Each player's personal payoffs are first rescaled by dividing them by the player's social index. The kind of egalitarian
with whom we are concerned then assesses an outcome by comparing the gain over the status quo it confers on each
player in terms of these weighted payoffs. The egalitarian bargaining solution is the efficient outcome at which each
player's weighted gain is equal.9

In the Meeting Game, Adam's personal payoff at the status quo is 4 and Eve's is 2. When Adam's social index is the
same as Eve's, the egalitarian bargaining solution therefore selects location 6, since this is where 28 − 41 = 26 − 21.
If Eve's social index is twice Adam's, then the egalitarian bargaining solution will select location 4, because
19 − 41 = 32 − 22.
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If Adam has social index three and Eve has social index two, the egalitarian bargaining solution coincides with the
Nash bargaining solution at location 7, because 34 − 43 = 22 − 22.

If we make Adam's social index twice as large as Eve's, there is no location at which the weighted gains are exactly
equal. The best Adam and Eve can do is to randomize between locations 7 and 8. If the day of the week on which they
are meeting is randomly chosen, it might perhaps be conventional for them to go to location 7 at weekends and
location 8 on weekdays.10

The geometry is illustrated in figure 3. The egalitarian bargaining solution for the case when Adam's social index is
twice Eve's is labeled with the letter E. It lies where the line of slope 12 through the disagreement point D cuts the
boundary of the set X.

Figure 3: The egalitarian bargaining solution E when Adam's social index is twice Eve's. The social indices shown can
be scaled up or down without altering anything.

2.9 Utilitarianism Versus Egalitarianism
II:4.6.9

What distinguishes utilitarians and egalitarians? Two differences in their positions are especially worth noting.
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Utilitarians ignore the current status quo D. They think that where we are now and how we got there is irrelevant to
where we should go next. Egalitarians care about history, since the location of the status quo D matters a great deal to
who gets how much at the egalitarian bargaining solution. To this extent, egalitarians therefore side with Edmund
Burke, and utilitarians with Thomas Paine in their great debate over the French Revolution.

The second difference relates to their understanding of the significance of a social index. Decreasing a player's social
index increases his or her contribution to a weighted utilitarian sum. A utilitarian therefore favors giving more help to
citizens with a lower social index. Decreasing a player's social index decreases the utility he or she will be awarded by the
egalitarian bargaining solution. An egalitarian therefore favors giving more help to citizens with a high social index.

Utilitarians and egalitarians therefore have diametrically opposed views on the significance of a social index. Utilitarians
think folk with lower social indices deserve a larger share of the pie. Egalitarians think that those with higher social
indices deserve a larger reward.

2.10 Enforcement
Who is right about the outcome of rational bargaining in the original position: Harsanyi or Rawls?

I:4.6

Both Harsanyi and Rawls postulate an enforcement agency that somehow compels Adam and Eve to honor the
hypothetical deal they would have made if they had bargained in the original position. Rawls invents an agency called
“natural duty”. Harsanyi proposes a similar agency called “moral commitment”. I reject such fictions. I think that the
only plausible candidate for an effective enforcement agency consists of human beings other than Adam and Eve, who
will punish them if they don't play fair. However, if there were an enforcement agency of the type postulated by
Harsanyi and Rawls, game theory endorses Harsanyi's claim that Adam and Eve would agree on a utilitarian social
contract behind the veil of ignorance.

It isn't very remarkable that game theorists should agree with John Harsanyi, since he shared the Nobel prize for game
theory in 1992 along with John Nash and Reinhard Selten, but we don't agree out of a misplaced loyalty to our own
kind, but because this is where the logic leads. The implication is that if Rawls had analyzed the bargaining problem in
the original position correctly, he would have been led to the same utilitarian conclusion as Harsanyi.

Game theorists think that Rawls' error is easy to detect. He claims that ordinary decision theory doesn't apply in the
case of the original position, and proposes instead the use of the maximin criterion that Von Neumann showed is
optimal in two-person, zero-sum games. It is then no great surprise that the fairness norm Rawls comes up with
should require applying the maximin criterion. But why should we treat a bargaining game like that played behind the
veil of ignorance as though it were a game of pure conflict?

Since Rawls explicitly wrote his Theory of Justice to provide a well thought-out alternative to the utilitarianism that was
riding high at the time, this may seem a
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devastating criticism, but Rawls' moral intuition was better than his game theory. He wrote at length on the “strains of
commitment” that would be involved in sustaining a social contract that isn't an equilibrium in the game of life.

So what happens if we abandon the assumption that some real or fictional agency is available to enforce the
hypothetical agreements made in the original position? Perhaps Adam and Eve are the whole of society. Or perhaps
nobody else notices or cares whether they play fair with each other—as must have been the case when our sense of
fairness was evolving. Since there is then nobody else to do any policing, any conventions that Adam and Eve adopt
must therefore police themselves.

As we shall see in chapter 11, imposing such a self-policing requirement reverses our previous conclusions. Harsanyi's
utilitarian social contract can no longer be sustained as the appropriate bargaining outcome, and we end up with
something much nearer to Rawls' egalitarian social contract instead. Lest it be thought that something deep is involved
in this reversal, let me hasten to add that little more is involved than observing that one can't settle issues by tossing a
coin when nothing prevents the loser from repudiating his or her agreement to abide by its fall.

2.11 Cultural Evolution
II:2.7

Attributing the standard of interpersonal comparison embedded in a fairness norm to the cultural history of a society
makes it possible to discuss why one sees different standards operating at different times and places. In chapter 8, I
make a crude first attempt at this task by arguing that we should expect cultural evolution to mould the empathetic
preferences of the citizens of a society until the system reaches what I call an empathy equilibrium.

Both in the case when we assume an external enforcement agency and when we don't, it turns out that Adam and
Eve's social indices will then evolve until the effect of their appealing to the original position is simply to implement the
Nash bargaining solution.

A certain kind of critic needs no further excuse to reject the theory, root and branch. After all, what else would you
expect from an economist than the conclusion that all talk of fairness is merely a cosmetic veneer concealing the
application of naked power? However, such critics aren't entitled to leap to such a conclusion.

They are right to the extent that it would be true that the action of cultural evolution would eventually erode all moral
content from a fairness norm if each norm were specific to a particular coordination game. But we never play exactly
the same coordination game twice. Each norm is therefore used to solve the equilibrium selection problem in a whole
class of games. Moreover, the class of games develops over time at a rate that can sometimes be too fast for cultural
evolution to keep pace. The relevance of this timing issue is discussed at length in chapters 10 and 11, but I shall
simply offer a numerical example at this point to illustrate why the fact that each norm is used in a variety of games can
be significant.

Meeting Many Times.
The easiest way of exploring the consequences of applying the same fairness norm to many coordination problems at
once is to consider
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what would happen if Adam and Eve often had to play the Meeting Game—but with different disagreement payoffs
each time. Since the location of the disagreement point is irrelevant to a utilitarian fairness norm, I shall take for
granted that we are talking about the more interesting case of an egalitarian fairness norm.

To make things easy, suppose that Adam and Eve's average disagreement payoffs are 4 and 2. However, each time they
play the Meeting Game, their actual disagreement payoffs are chosen independently by chance so that they will
sometimes be quite distant from their average values.

Whenever they play the Meeting Game, the choice of disagreement payoffs made by chance today is assumed to be
common knowledge, but the social indices which characterize their fairness norm are taken to be the same no matter
what the disagreement payoffs turn out to be. Although this is not quite so obvious as it sounds, cultural evolution will
then eventually shape Adam and Eve's social indices so as to make the egalitarian bargaining solution of their average
bargaining problem coincide with the Nash bargaining solution of the average problem.

We already know what these adapted social indices will turn out to be, because the average bargaining problem was
carefully chosen to be the version of the Meeting Game introduced at the beginning of the chapter. The Nash
bargaining solution happens to coincide with the egalitarian bargaining solution in this game when Adam's social index
is three and Eve's is two. If nothing left out of the model intervenes, we must therefore expect that cultural evolution
will eventually lead to three of Adam's personal utils being regarded as equivalent to two of Eve's.

What happens if Adam and Eve now play the Meeting Game when the disagreement payoffs are 32 and 0? The
egalitarian bargaining solution with social indices three and two then selects location 9, since 44 − 323 = 8 − 02 .But
location 9 is definitely not the Nash bargaining solution of Adam and Eve's current problem, because its Nash product
is only (44 − 32) × (8 − 0) = 96, whereas the Nash product at location 8 is (40 − 32) × (18 − 0) = 144.

It follows that Adam and Eve don't resolve their coordination problem when the disagreement payoffs are 32 and 0 as
they would if they were able to bring their bargaining power to bear. Their use of an egalitarian fairness norm results in
Eve doing substantially worse than at the Nash bargaining solution.

Context.
The coordination problem that arises when two people are trying to meet up is a useful example with which to
introduce bargaining solutions because of the innocence of its context. Our culture hasn't equipped us with such
strong feelings about what is fair in such situations that we aren't willing to consider other possibilities. But our ability
to take a detached view begins to erode if we look at other possible interpretations of what is strategically the same
coordination problem.

Suppose, for example, that Adam and Eve have fallen out after running a flower shop together for a number of years.
What is the fair way to divide the assets of the business?
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It may be that when the problem is formulated as an abstract bargaining problem, it turns out to have exactly the same
payoff table as the Meeting Game, but nobody would think it appropriate to pontificate on what is fair without finding
out a lot more information than is reflected in the payoffs. Who invested how much when the business was set up?
How many hours did each partner work per day? Who has children to support? Who brought what skills to the
enterprise? Who attended the rotary luncheons? Who made unwelcome advances to the customers?

Such questions are asked because we know that the context in which a coordination problem arises somehow
determines the social indices our culture tells us to use when deciding what is fair. Most of us have little or no idea of
precisely how our cultural programming allows us to translate a set of contextual parameters into appropriate social
indices, because the process operates beneath the conscious level, but we can hope to investigate the question
scientifically.

I make a crude beginning on the problem in chapter 11 by investigating how need, effort, ability, and social status
might affect Adam and Eve's social indices after cultural evolution has had the opportunity to adjust their values to a
particular context. However, the final court of appeal is the psychology laboratory.

2.12 Signifying Nothing?
The common practice in philosophy is to treat the problem of interpersonal comparison of utility as an uninteresting
sideshow. I want to close this chapter with an illustration of why such an attitude is a bad mistake.

It is easy to check that when Adam and Eve's social indices are chosen to make any two of the three bargaining
solutions mentioned in this chapter coincide, then all three bargaining solutions coincide. In the Meeting Game, this
happens when Adam's social index is three and Eve's is two.

If we restrict our attention to our unique game of life, the workings of social evolution are therefore likely to lead both
utilitarians and egalitarians to end up assigning the same social indices to Adam and Eve—and advocating precisely the
same reforms. Indeed, although Harsanyi and Rawls were philosophical rivals, I found that they expressed strikingly
similar views when conversing on matters of practical politics.

The moral is that there are situations in which all the sound and fury of the traditional dispute between utilitarians and
egalitarians can be just so much hot air, because both sides are simply saying the same thing in different ways. Their
fundamental differences would become apparent if they were to envisage a change in the current standard of
interpersonal comparison, but such an act of imagination isn't possible if you think that the standard is somehow
irrevocably determined by metaphysical considerations.
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Chapter 3 Battle of the Isms

Instead of ethics, they have generally written satire.
Benedict de Spinoza

3.1 Kicking up Dust
In all fields of inquiry, much of the activity consists of people kicking up dust and then complaining that they can't see
very far. In philosophy, the confusion is often sustained at a high level by turning the meaning of words upside down.
Here, for example, is Immanuel Kant: “Man therefore needs a master who can break man's will and compel him to
obey a general will under which every man could be free.”

Such Humpty-Dumpty reasoning is to be found under almost any stone you turn over in standard moral philosophy
books. Scientists are understandably reluctant to engage with such gibberish, but are nevertheless prone to fall victim
to its products. For example, several biologists have explained to me that the “naturalistic fallacy” prevents their
extending their thoughts to moral questions. But how many are aware that the naturalistic fallacy was actually
formulated by David Hume—the champion of a scientific approach to morality—to demonstrate that the Oughts of
the antiscientific schools of philosophy are conjured from nowhere?

I therefore think it necessary to devote this chapter to a battle of the isms, in which I hope to persuade others to join
me in proudly wearing some of the labels that antiscientific philosophers pin on us with derogatory intent. But one
label I am not ready to have pinned on me is that of an enemy of philosophy. David Hume is only one of many
scientific philosophers for whom I have the greatest admiration. It is only bad philosophy from which I think we need
to shrug ourselves free.

3.2 Empiricism
Philosophers love to attach labels to their various schools of thought, but the meaning they attach to these labels can
seldom be deduced from what dictionaries say.



In seeking to categorize the scientific approach to morality advocated in this book, the first labeling question is whether
it should be called rationalist or empiricist.

Most moral philosophers are rationalists. This doesn't mean they think other philosophers are irrational. It means they
believe it possible to find out things about the world without the need to collect any data. In particular, they believe that
we can decide what people ought to do by playing around with words, or consulting our gut feelings. Immanuel Kant
is the most famous of the rationalists. As such, he is commonly held to be the greatest philosopher of all time.
However, if the approach taken in this book is even halfway right, it is necessary to face up to the fact that he gets
pretty much everything upside down and back to front.

The Categorical Imperative.
I:2.4.1

Kant distinguishes between hypothetical and categorical imperatives. A hypothetical imperative tells you what you
ought to do to achieve some objective. For example, “Eat your spinach if you want to grow up big and strong.” A
categorical imperative is an “ought” without an “if.” It tells you what you ought to do independently of what your
personal objectives may be.

Kant claimed that a truly rational individual will necessarily observe one particular categorical imperative: “Act only on
the maxim that you would at the same time will to be a universal law.” My mother had similar views. When I was
naughty, she would say, “Suppose everybody behaved like that?” Even to a child, the flaws in this line of reasoning are
obvious. It is true that things would be unpleasant if everybody were naughty, but I'm not everybody—I'm just myself.

Kant isn't very keen on giving practical advice, but it seems that always telling the truth is an example of a maxim to
which one is led by applying his categorical imperative. To emphasize his belief that rationality demands always telling
the truth regardless of the consequences, he insists that one shouldn't even lie to a homicidal axman asking for the
whereabouts of your neighbor. It is supposedly irrational to lie because, if everybody were to lie all the time, then lying
would cease to be a meaningful activity. But it simply isn't true that Kant's categorical imperative implies that I should
therefore always tell the truth. As any schoolboy can see, all we can legitimately deduce is that people must sometimes tell
the truth.

If Kant's logic is bad when applying his categorical imperative, it is worse when he seeks to justify the categorical
imperative itself. He starts with the obviously false claim that each human capacity is ideally suited to its purpose, and
then asks for the purpose of our capacity to reason. According to Kant, its purpose can't be to advance our welfare or
happiness, because such material aims would be better served by eliminating our reasoning powers altogether in favor
of a system of reflexes designed to respond optimally to each possible stimulus.

Our capacity for reason must therefore exist for some other purpose. But what could this purpose be? Kant's answer
is that its “true function must be to produce a will which is good, not as a means to some further end, but in itself”.
Why its purpose should be this, and not one of the infinite number of other possibilities is left unexplained. Nor are we
offered any hint as to why having a good will entails honoring Kant's categorical imperative, and not some other
categorical imperative that you or I might dream up.
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The Scientic Tradition.
Fortunately, there is a long and venerable philosophical tradition within which such Alice-in-Wonderland reasoning has
no place. This scientific tradition begins with presocratic philosophers like Antiphon and Xenophanes, and embraces
Aristotle and Epicurus on its way to Thomas Hobbes and such luminaries of the Scottish Enlightenment as David
Hume and Adam Smith.

Through Adam Smith and Thomas Malthus, it exerted a direct influence on Charles Darwin's formulation of the
theory of natural selection. Bertrand Russell and Karl Popper famously carried the standard of scientific philosophy
forward into modern times, but perhaps the most thoughtful recent works by moral philosophers working in this
tradition are John Mackie's Inventing Right and Wrong, Peter Singer's Expanding Circle, and Brian Skyrms' Evolution of the
Social Contract.

I refer to the tradition of scientific philosophy that insists on looking at the data before reaching any conclusions as
empiricism. Its great spokesman is David Hume. He has no time for the kind of wordplay for which Kant is celebrated.
If a book tries to convince us of something, Hume suggests that we ask ourselves two questions. Does it say
something about the logical consequences of the way we define words or symbols? Does it say something that has
been learned from actually observing the way the world works? If not, we are to commit it to the flames, for it can
contain nothing but sophistry and illusion.

As for categorical imperatives and the like, Hume tells us that reason is merely the “slave of the passions”. Only
hypothetical imperatives can therefore make any sense. In brief, it isn't enough to announce that we have a duty to do
this or that; it needs to be explained why we should pay any attention when told to do our duty. As Hume put it: “What
theory of morals can ever serve any useful purpose, unless it can show that all the duties it recommends are also the
true interest of each individual?”

In this quotation, Hume isn't advocating a morality of blind selfishness. He is making the practical point that it is a
waste of time contemplating reforms that won't work. Considerthe case of lying. Everybody would prefer to live in a
society in which people tell the truth most of the time, but how could such a society be created from one in which lying
is endemic? Insofar as Kant's ideas are relevant to such practical questions, he would presumably favor going round
explaining to anyone who will listen that it is irrational not to honor his categorical imperative. But such a utopian
strategy won't work, because it ignores the realities of human nature. A charismatic preacher might temporarily
succeed in persuading people to trust each other's word without reserve, but backsliding would commence more or
less immediately as deviants saw the advantages to be gained by betraying the trust of their fellows.

One might object that we do teach our children to tell the truth, and the consequence is that people don't actually lie to
each other very much. But this objection neglects the fact that the rules of our current social contract make our
reputation for being trustworthy very valuable to us. If it becomes known that you have betrayed the trust of a partner
in some serious way, who will trust you enough to take you as a partner in the future?

When we teach our children not to lie, we are therefore teaching them something that will accord with their own self-
interest most of the time. Of couse, as they
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grow up, they learn to modify the rule they were taught as children, and start to lie more freely when they aren't likely
to be found out, or when the people they let down are too unimportant for their opinions to matter. Lying therefore
survives in our society, and doubtless always will.

Ring of Gyges?
The idea that utopia is beyond our reach comes very hard to some people, but I am by no means the first to suggest
that such utopian do-gooders represent a far greater threat to the stability of our social contracts than those of us who
try to be realistic about human nature.

Rationalists who use magical reasoning to convince themselves that the impossible is possible make the same mistake
as Santayana's Lucifer when he rebeled against God's decision to create only the best of all possible worlds. But if we
follow Lucifer in over-reaching ourselves by trying to implement reforms that won't work, then we are condemning
ourselves to live in whatever hell evolves after our new social contract has broken down. Empiricists like Hume
therefore think it wiser to begin by using the scientific method to determine what reforms are feasible before worrying
about what is optimal.

The chief stumbling block in gaining acceptance for this view is that it requires being realistic about power. People find
it more comfortable to think of justice as a substitute for power than as means of balancing power. However, there are
good reasons why we personify Justice as a blindfolded maiden bearing a pair of scales and a sword. In my theory, her
blindfold is the veil of ignorance. Her scales are used to weigh Adam and Eve's worth. Her sword is necessary because,
as Thomas Hobbes observed, “Covenants without the sword are but words.”

Such talk of power is shocking to the modern ear. Overlooking the fact that the Socrates of Plato's Republic ends up
advocating a stifling authoritarian state in which all power is invested in the philosopher-king and his guardians,
traditional philosophers tend to assume that anyone who thinks that power matters agrees with Thrasymachus that
justice is simply what the powerful are able to get away with. The mythical Gyges, with his magic ring of invisibility, is
the classical icon of such an unprincipled exercise of power.

However, although it would be foolish to deny Thrasymachus his point that power corrupts, my hero in the Republic
isn't Thrasymachus, but Plato's brother, Glaucon—who gets short shrift from Socrates for putting a view close to the
social contract ideas defended in this book. I think that a modern Glaucon would be agreeing with me that fairness
norms evolved to select one of the many ways to balance power in a group.

But we have moved on so little since classical times that the immediate reaction is still to detect a paradox. What have
jackboots and the iron fist to do with justice and fair play? However, a Thrasymachian free-for-all is only one of many
ways in which power can be exercised. For our purposes, the most significant examples are the hunter-gatherer bands
that have survived into modern times. Anthropological reports from all over the world show that these bands often
operate remarkably similar social contracts, in which food is shared broadly according to need, and no bosses are
allowed to emerge.
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The fact that modern hunter-gatherers can get by without bosses is liable to provoke commentary of the noble savage
variety. The idea that the natural state of man is a pastoral idyll in which all is sweetness and light is certainly attractive,
but one needs to start thinking more complex thoughts once it is revealed that our noble savages often murder each
other at an alarming rate. So why doesn't a mighty hunter establish a tyranny? It isn't because hunter-gatherers don't
want to dominate their fellows, or because their mothers are better at persuading them not to do things that would be
bad if everyone did them. As individuals, hunter-gatherers are no different from the rest of us. They differ only in
operating a social contract that holds the power of any individual in check by bringing to bear the power of the group
as a whole whenever someone shows signs of getting bossy. At first the bossy character is mocked. If he persists, he is
ostracized. In extreme cases, he may be expelled from the group altogether—in which case he will be lucky to survive
at all. As a consequence, mighty hunters are careful not to throw their weight around too much.

In trying to understand fairness, we therefore can't afford to throw the works of writers like Nietzsche or von
Clausewitz out of the window.11 Their macho posturing is unpleasant, but it nevertheless serves a useful end. It
reminds us to look beneath the civilities of ordinary life to the realpolitik that lies below. We aren't usually conscious of
using our social skills to keep the scales of power in balance, but this is what we are doing when we play our part in
sustaining an equilibrium in the game of life. Denying this fact would be like failing to take account of the traffic when
crossing the road on the grounds that you have lived all your life so far without being run over.

In brief, lovers of freedom can't afford to take their eyes off the power ball. If we relax our vigilance, we will do no
better than the French revolutionaries of 1789 who thought they were abolishing slavery in their Declaration of the
Rights of Man, but merely paved the way for the reintroduction of slavery under the military dictatorship of Napoleon
Bonaparte that succeeded their unstable regime.

Asymmetries of Power.
Power is built into the rules of the game of life, which say who can do what, and when they can do it. Since the rules of
a game determine what outcomes can be sustained as equilibria, it follows that power is reflected in the size and shape
of the set X of feasible social contracts.

Inequities in power therefore translate into asymmetries in the set X of feasible social contracts. For example, if Gyges
were a player in our game of life, his possession of the ring of invisibility would shift the set X so as to include
outcomes more favorable to him than if he were just like everyone else.

Two caveats are important here, especially after Hobbes, Nietzsche, and von Clausewitz have been mentioned. The
first is that the kind of power exercised by a
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capitalist or a king won't be reflected in the shape of X. The right to hold property or to command obedience aren't
properties of individual players, but of the social contract that a society operates. They are relevant to the extent that
they figure in the current social contract D, but we needn't preserve such powers when we make a new choice from the
set X of all possible social contracts. Even the ring of Gyges would be of little use to its current owner if he were
unable to prevent its being confiscated by the combined strength of his neighbors. As we have seen, the same applies
to the strength of body enjoyed by mighty hunters in foraging societies.

The second caveat is that it isn't so much the strength of some individuals that creates important asymmetries in the
set X, but the weakness of others. After all, to a blind person, what are the rest of us if not embodiments of Gyges?
And much the same goes for the old and the sick, or the very young—especially those who have yet to be born or
conceived.

Rawls referred to such handicaps as “inequalities of birth or natural endowment” requiring redress in a just society.
Critics who insist on pretending that power doesn't matter to justice may care to reflect that if X were taken to be
symmetric, we would have no way of identifying those whom Rawls thought deserving of compensation.

3.3 Naturalism
If you favor a scientific approach to morality, you are not only an empiricist; you are also a naturalist, a relativist, and a
reductionist. All of these epithets will be directed at you with derogatory intent, because it is assumed that accepting
one of these labels commits you to believing all sorts of nonsense that philosophers have invented over the years. If
you refuse to be labeled, then you are said not to have a position at all.

For example, if you aren't a rationalist, you don't have much choice but to acquiesce in being called an empiricist, since
this label at least captures the idea that you favor the empirical methods of science. However, philosophers are liable to
interpret your acceptance of the label as meaning that you believe in the demonstratively false tabula rasa theory
commonly attributed to John Locke, according to which we are born with minds that are blank slates on which only
experience can write. As a consequence, biologists sometimes refer to the fact that some of our knowledge comes
prepackaged in our genes as Kantian epistemology—although it was actually David Hume who first pointed out that
we aren't always able to justify how we think about the world, but nevertheless have no choice but to think as we are
programmed to think.

Juggling with Words.
In biology, a naturalist is someone who gathers facts about living creatures, and tries to organize them into a
framework that avoids speculative hypotheses about supernatural ormetaphysical entities. When I call myself a
naturalist, my use of the term differs from this biological usage only to the extent that I focus on the moral behavior of
the particular living creatures called human beings.
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In moral philosophy, a naturalist is someone quite different. He is a philosopher who tries to find naturalistic
definitions for the words people use when talking about morality. For example, G. E. Moore held that the Good is a
transcendental concept that we all intuitively perceive, but which is incapable of being defined in naturalistic terms. To
maintain otherwise is to fall to prey to a fallacy—the naturalistic fallacy.

In defense of this view, Moore argues that no naturalistic definition of the Good can ever be adequate, because one can
always ask of any complex of natural phenomena said to embody the Good whether it is indeed Good. As with Kant,
it is difficult to get to grips with the fact that such arguments are taken seriously. If I am told that the man in the
blackraincoat is Smith, am I to deduce that he can't really be Smith because I have doubts about whether he has been
correctly identified?

A quite different argument that is more commonly said to be the naturalistic fallacy derives from my hero, David
Hume. With the intention of discrediting rationalists by pointing out that they conjure their categorical imperatives
from nowhere, he observed that philosophers always cheat when they pretend to deduce an ought from an is. But
modern rationalists have turned the tables on him by claiming that his dictum shows that moral naturalism is
untenable, because categorical imperatives have to be derived from somewhere!

However, naturalists think that only hypothetical imperatives make any sense, and there is no difficulty about deducing
an ought of this kind from an appropriate is. For example, it is now half past three, and so you ought to leave now if you
want to catch your train.

Kant played the same trick with the definition of ought when he deduced that we have a transcendental variety of free
will from the dictum: ought implies can. It is true that I wouldn't tell you that you ought to leave now if you want to
catch your train unless I thought that you would indeed catch your train by leaving now. The ought-implies-can
principle therefore works fine for hypothetical imperatives, but Kant applies it to categorical imperatives. He then
deduces the existence of a supernatural unmoved mover in our heads, who can somehow suspend the laws of physics
when necessary, from the fact that philosophers say that there are things we ought to do regardless of the
circumstances!

The rationalist idea that one can find out things about the world by juggling with words is curiously persistent. So firm
a grip does it have on the minds of some philosophers that it usually doesn't even occur to them that the data relevant
to a naturalist might be something more than the things people say when talking about moral phenomena.

But what if the same approach had been taken to physics? Instead of following Torricelli in experimenting with a
mercury barometer, teams of philosophers would still be at work analyzing the law which says that Nature abhors a
vacuum. Who is Nature, and why does she so dislike empty spaces? Did she fall into a hole in her youth? How does
she eliminate vacua? Is she omnipotent as well as ubiquitous?

Notice that the mistake doesn't lie in the fact that predictions based on the principle that Nature abhors a vacuum are
normally wrong. The mistake is to assume that the explanation built into the words we use when expressing the law is
correct. Philosophers make a similar mistake when they devote their attention to analyzing the meaning of the
sentences we use when discussing moral questions.
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This isn't to say that such sentences don't often embody good advice, but there is no particular reason why the
explanation builtinto the language used in expressing the advice should be the real reason that the advice is good.

Skyhooks.
One reason why rationalists try to define moral naturalists out of existence is because we refuse to recognize the
sources of authority to which they lay claim. Jeremy Bentham had their measure when he called them ipsedixists:
preachers who dress up their own prejudices as categorical imperatives for the rest of us to follow.

When asked why their vision of a satisfactory society should prevail, ipsedixists invent supernatural or metaphysical
entities to trump the cards played by their rivals. Daniel Dennett aptly characterizes their sources of authority as
skyhooks that they invent to hold aloft their philosophical castles in the air.

Gods were once popular as skyhooks, but history has exposed this particular fraud by showing that each culture
somehow ends up with whatever divine ordinances happen to support the social contract currently being operated.
Beliefs about the will of God therefore vary in both space and time. In England, where many babies are now born out
of wedlock, the Archbishop of York recently reassured us that even living in sin is no longer sinful!

Naturalists want to see some evidence before believing that those who preach in the name of God know anything
more about the wishes of a supreme being than the rest of us. Everybody laughs at the authority claimed by the witch
doctors of darkest Africa who once worshiped the great god Mumbo-Jumbo, but only our childhood conditioning
prevents our seeing that the traditions on which our own priests of Jehovah rely have no firmer foundation. As with
the shabby political compromise at the Council of Nicaea that established the incoherent doctrine of the Trinity, we can
sometimes even document how the Church came to pass off a newly invented skyhook as the Word of God.

If ipsedixists always wore their collars back to front, they would be easy to recognize. But in the guise of philosophers
or political scientists, they are usually less crude than their priestly brethren when inventing sources from which their
authority supposedly flows. Instead of Mumbo-Jumbo being personified as a god, he is reified as some abstract
Platonic form. We are told that we must adopt the prejudices of famous philosophers like Kant, Moore, or Rousseau
because of the demands of Practical Reason, Moral Intuition, or the General Will. A metaphysical Nature, unrelated to
the natural world of plants and animals, is sometimes wheeled on to provide a justification for our having Natural
Rights, and being subject to Natural Law.

In seeking an appropriate supernatural successor to the gods of old, many people favor one of the innumerable
varieties of an absolute Good or Right that have been invented to capture the one-and-only universal moral truth.
However, the race is by no means over, and new runners are being proposed all the time. A popular new contender is
an idealized notion of Community, to which appeal is made by right-wingers who need a magic spell to counter the
social collapse that would follow if the myopic selfishness they otherwise advocate were actually consistent with human
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nature. The parallel between their new god and the fallen gods of the Marxist pantheon is striking, but seems to escape
their attention altogether.

The ancient Greeks used to introduce actors playing gods onto the stage using some kind of machine. The demon king
of British pantomime similarly pops up through a trapdoor in a puff of smoke. Naturalists think the supernatural
entities of the rationalists are introduced onto the philosophical stage by similar means. In other words, the whole
enterprise is a gigantic confidence trick, which survives only because it is customary to supend disbelief during the
performance in order not to spoil the fun. But if morality is to be investigated seriously, it is necessary to put away
these childish fancies.

Blank Slates?
The only viable alternative to the essentially supernatural explanations of human morality offered by rationalists is the
theory of evolution. Such an appeal to evolution is frequently taken to be the obviously false claim that only biology
matters—that we are merely creatures of instinct—but it is clear that social evolution has been at least as important as
biological evolution in shaping us as social animals.

The most telling example is the evolution of language, as documented in Stephen Pinker's magnificent The Language
Instinct. Everybody knows of Chomsky's discovery that all human languages share a common deep structure.
Evolutionary psychologists explain this fact by postulating an innate capacity for language that is carried in our genes.
This isn't to argue that Frenchmen carry genes for speaking French, or that an American baby adopted by Japanese
parents would find it any harder to learn Japanese than the natural children of his adoptive parents. Just as our immune
system isn't just a stockpile of specific antibodies, but a piece of biological hardware that enables our bodies to create
antibodies as and when required, so the language instinct is a hardwired learning device that makes it relatively easy for
toddlers to learn languages structured according to certain innate principles. But this mental hardware is very far from
tying down all the details of a language. On the contrary, French and Japanese are such different languages because our
genes leave a great deal to be determined by social evolution.

The idea that we are born with deep structures hardwired into our brains is greeted with knee-jerk hostility by those
social scientists who have been brainwashed with the idea that a baby's mind is a blank slate upon which experience
can write anything whatever. Part of the reason for this insistence on this tabula rasa theory is that it can then be argued
that we are all born equal. As Edward Wilson observes, “This country is so seized by our civic religion, egalitarianism,
that it just averts its gaze from anything that would seem to detract from the central ethic we have that everybody is
equal.”

I am so far from sharing Wilson's skepticism about egalitarianism, that I am writing this book in an attempt to show
that egalitarian social contracts of the kind practiced in the early years of the American republic are better suited to
what evolution has made of the human species than the authoritarian alternatives with which most societies have been
saddled in the past. However, I am at one with Wilson when he attacks those idealists who are so enamored with
equality that they
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deny the brute facts of biology. They do us no favor when they peddle utopias that are incompatible with human
nature, and hence are doomed to fail. They simply obstruct the path of realists who advocate workable reforms.

Nor can they be genuine in their professed belief that we are so different from other animals that we are born without
instinctive behavioral traits. Does anybody really deny that the human sexual drive is innate? Or the panic reflex? Or
the disgust we feel when offered tainted food?

The robotic character of our behavior when in the grip of such strong emotions as love, disgust, fear, or anger is surely
too transparent for serious doubt to arise on such questions. It is less obvious that our capacity to empathize with our
fellow human beings has an instinctive basis, but the evidence on chimpanzees and brain-damaged humans offered in
books like de Waal's Good Natured and Damasio's Descartes' Error seems overwhelming. The autistic heroine of Sachs'
An Anthropologist on Mars even offers an inside view on how it feels to be born without instinctive access to the social
tools that the rest of us take entirely for granted.

As far as I know, nobody at all subscribes to the theory that social evolution isn't at least as important in shaping
human social contracts as biological evolution. That is to say, genetic determinism has no takers at all. Social scientists
therefore needn't fear being left high and dry when asked to modify the traditional tabula rasa theory. Nature has made
our species flexible in the face of changing circumstances by endowing us with the ability to learn from our own
experience, and the experience of other members—past and present—of the society in which we grow to maturity.

Although our genes preempt much of the space on our mental slates, we are nevertheless born with large blank spaces
for experience to fill. It follows that the hostility from some sociologists and anthropologists to the intrusion of biology
into their domain is misplaced. It is true that their training sometimes leads biologists to underestimate the size of the
blank spaces on our slates when comparing us with chimpanzees or baboons, but this is an error open to correction.
Far from preempting the traditional role of social science, evolutionary biology heralds a potential renaissance in which
we no longer vainly seek to explain how social evolution created the deep structures written into our genes, but redirect
our efforts to explaining how it contrives to fill the part of our slates left blank at birth.

No Preaching.
Social scientists may have reason to rejoice as moral naturalism invades their fields, but the same isn't true of traditional
philosophers. For them, it is bad news that questions they thought lay in their domain are actually scientific; but worse
is to come. Whether something is held to be right or wrong in a given society at a given time is a matter of objective
fact, but different societies don't always have the same standards of right and wrong.

For example, Herodotus tells us of two parties of Greeks and Indians who were summoned to the court of Darius in
an early anthropological experiment. The Greeks were horrified to learn that the Indians ate their dead fathers. The
Indians were no less horrified to learn that the Greeks burned theirs!

The customs of the Greeks seem more civilized to me. After all, my parents were cremated rather than eaten. Nor am
I at all enthusiastic about consuming human
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flesh. If asked my opinion, I would therefore say that I prefer the Greek custom to the Indian custom. I might go on to
comment on the recent discovery that certain societies in New Guinea which held it to be polite to eat a little of the
brains of deceased relatives contrived to keep certain diseases alive that would otherwise have died out. But if I were to
insist that my personal preferences for cremation deserved privileged treatment on ethical grounds for this or any
other reason, then I would have fallen into the ipsedixist error. To say that one custom is better or worse than another
makes sense only in relation to a specific social contract. Naturalists are therefore moral relativists who think it
meaningless to use the language of ethics when comparing different social contracts, without first specifying the culture
whose standards are to be adopted.

This returns us to the bitter pill that evolutionary ethics forces us to swallow. It undercuts the authority claimed by
utopians who feel they have a mission to convert the world. It can offer a culture-free assessment of the kinds of social
contract that are feasible for a human society, but it denies the existence of some privileged culture-free way of
choosing an optimum point from this feasible set.

Moral naturalists can tell their fellow human beings about the sort of society in which they would like to bring up their
children. They can seek to infect others with the enthusiasm they feel for their personal vision of the good life. They
can urge others to join them in reforming society in order to realize those aspirations that are sufficiently widely
shared. What naturalists cannot honestly do is to claim that their knowledge of evolutionary science converts their
personal preferences over social contracts into a privileged set of social or moral values that somehow trumps the
personal preferences of others.

3.4 Relativism
Long ago, Xenophanes made an empirical observation which says everything that needs to be said about the
supposedly universal nature of the various supernatural entities that have been invented down the ages: “The gods of
the Ethiopians are black and flat-nosed, and the gods of the Thracians are red-haired and blue-eyed.”

But in spite of its ancient provenance and the intellectual distinction of the great philosophers who have recognized its
validity, moral relativism remains the big turn-off for most modern philosophers. They are therefore particularly
creative when inventing absurdities to which moral relativists must supposedly subscribe. I consider five calumnies, of
which three can be disposed of in short order.

Circularity?
Relativism is sometimes held to be vulnerable to a piece of sophistry used by Socrates in demolishing Euthyphro.
According to relativists, people think an action is right or good because this is generally held to be the case in their
society. But how does one tell that a view is generally held? By observing that this is what most people think!

I wonder whether the philosophers who think that such circularities are necessarily fatal realize that their argument
entails rejecting all the sciences that depend on the notion of an equilibrium. the concept of a Nash equilibrium in
game theory would
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be the first idea that would have to go, because the circularity on which it is based lies immediately on the surface. Why
did Adam do that? Because Eve did this. Why did Eve do this? Because Adam did that.

Postmodernism?
Moral relativists believe that moral facts are true because they are generally held to be true within a particular culture.
Postmodernists claim to believe that the same holds for all facts. A postmodernist must therefore be a moral relativist,
but nothing says that a moral relativist must be a postmodernist. For example, I am as premodern as it is possible to
be, but I am nevertheless a moral relativist.

John Stuart Mill accused David Hume of being condemned to play a Tory tune because his skepticism supposedly
made it impossible for him to place any reliance in reason as an instrument for planning reform. Postmodernists are
ready to apply the same argument to any attempt to argue scientifically about the world, but they miss their target for
the same reason that Mill missed his. Hume was indeed skeptical about our reasons for being confident that we know
how to reason correctly, but that didn't stop him giving reasons why society should be reformed—usually in a
Whiggish direction.

We need to respond to the extreme skepticism of postmodernists in the same pragmatic style. Perhaps there are indeed
no genuine absolutes, but the theorems of mathematics and the laws of physics and biology will serve as acceptable
substitutes when we are talking about human morality. In particular, I believe that the genetic differences between
historical human beings are sufficiently slight that it makes sense to think of human nature as an absolute when
comparing different cultures.

Inconsistency?
Moral relativists are said to be inconsistent in asserting the moral absolute that there aren't any moral absolutes. But
why would should it be thought that denying the existence of moral absolutes is a moral assertion? Nobody would say it
was magical to deny the existence of magic.

In any case, I don't claim to know for sure that there aren't any moral absolutes. I simply think it irrational to believe in
something for which no evidence exists. My denial of the existence of culture-free moral judgments therefore has no
grander status than a denial that there are fairies at the bottom of the garden.

Anything Goes?
The next calumny confuses a moral relativist with a moral subjectivist—someone who thinks that morality is just
amatter of personal taste. The confusion in conflating the words relative and subjective is compounded by a similar
conflation of their opposites, absolute and objective. Even John Mackie tells us that there is no objective morality, when I
think he means that there is no absolute morality.

Relativists are said to maintain the wishy-washy liberal doctrine that all social contracts are equally good. It is then a
short step to various emotive slanders. For example, I have been accused of holding that pedophiles are justified in
disregarding the law when pursuing their claim that prepubic sex is good for children. Similarly, relativists supposedly
see nothing wrong in keeping slaves or wife-beating, since both
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activities have been endorsed as morally sound by past societies. Even more absurdly, relativists are charged with
believing that it makes no sense to teach children the difference between right and wrong.

But relativists don't maintain that all social contractsare equally good. We deny that any culture-free comparison across
social contracts is meaningful—including the assessment that they should all be ranked at the same level. There are
biological universals, but the concepts of good or right that figure in moral disputes are always cultural artifacts. If we
could somehow free ourselves of all cultural influences, we would be as helpless when asked to make moral judgments
as a Kalarahi bushman asked to to adjudicate a game of chess.

Even in the unlikely event that a culture were to appear in which all social contracts were held to be equally good, there
is no reason whatever why its citizens would be moral subjectivists. For example, most cultures wouldn't value two
societies differently just because they drove on different sides of the road. But someone who says that it doesn't matter
on which side of the road a society drives isn't saying that we should all be free to consult our individual fancy in
deciding whether to drive on the left or the right when setting out each morning. It doesn't matter whether the
Japanese all drive on the left or whether they all drive on the right, but it obviously matters a great deal that everybody
in Japan drives on the same side of the road.

As the driving example illustrates, moral subjectivism is absurd because it overlooks the fact that moral rules evolved
to help human beings coordinate their behavior. But successful coordination depends on everybody operating the same
moral rules. If everybody in a society made up their own standards, there wouldn't be any point in having moral rules
at all. Individuals who talk of having moral values that transcend those of their society are simply dramatizing the fact
that they would prefer to live under a different social contract. As Bertrand Russell says of Nietzsche: “His doctrine
might be stated more simply and honestly in the sentence, ‘I wish I had lived in the Athens of Pericles or the Florence
of the Medicis’.”

Far from being subjectivists, moral relativists argue that the moral values of a society are objective features of its culture.
As with all important scientific facts, children can usefully be taught that different cultures have different standards of
right and wrong. But this is far from saying that children should not simultaneously be taught the importance of
observing the standards of right and wrong that hold in their own society. On the contrary, the facts of history suggest
that a society falls apart when its citizens so lose faith in its social contract that children cease to be given clear guidance
on how it works.

Affirming that there have been societies in which it wasn't considered wrong to keep slaves or beat your wife doesn't
entail teaching children the lie that is legitimate to treat other human beings like property in a modern democracy. It is a
matter of historical record that the moral absolutists of Plato's circle thought that making love to underage boys was
entirely admirable. Presumably they thought it always would be. But moral relativists insist that it is also an objective
fact that pedophilia is no longer acceptable in any of today's societies—and that we therefore have a duty to punish
those who abuse children whenever we can catch them.
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All Change is Bad?
Karl Marx famously said that philosophers have tried to understand society, but the point is to change it. As usual, he
got things back to front. Philosophers have traditionally been so busy inventing reasons why their plans for changing
society should triumph that they have devoted little or no attention to understanding how real social contracts actually
hold together. Indeed, so ingrained is this attitude, that most traditionalists simply cannot get their minds around the
idea that moral relativism is about understanding societies rather than changing them. Their inability to grasp that there
could be an approach to morality that denies its adherents any authority to preach in its name is made manifest in the
reasons they invent to discredit what they see as a rival tribe of ipsedixists.

When relativists aren't thought to hold that anything goes, it is said that our creed requires resisting any reform that is
currently unpopular. For example, I have been told that my relativist views would have forced me to oppose
liberalizing the laws on homosexuality. The misconception is that one can only advocate a reform because it is Good
or Right, and relativists are supposedly stuck with identifying the Good or the Right with whatever society currently
holds to be good or right.

However, those of us who follow the strait and narrow path of naturalism never advocate a reform because it
conforms to some abstract conception of the Good or the Right. When traditionalists invoke the Sanctity of Life or
the like as a reason for inflicting suffering on babies who have yet to be conceived, the temptation to fight fire with fire
by inventing some rival Mumbo-Jumbo like Humanism or Gaia or Science is admittedly sometimes very strong. Adam
Smith, for example, contradicts the basic naturalism of his Moral Sentiments when he appeals to an invented Impartial
Spectator. Peter Singer's otherwise admirable How Are We to Live? similarly goes astray when he invents the Viewpoint
of the Universe in urging his ultragreen views upon us. Such rhetorical expedients may well be more persuasive than
the plain truth, but to tread this primrose path is to abandon all pretension at trying to create a science of morals.

The truth is that moral preachers are just expressing their personal opinions about how they would like the current
social contract to change. This is no less true of the pundits who claim privileged access to the wisdom of the ages than
of a drunk sounding off in a neighborhood bar. It is because relativists recognize this truth that it is possible to get
away with misrepresenting us as subjectivists. However, to affirm that people are expressing their subjective views
when advocating a reform isn't the same thing as being a moral subjectivist.

A real-life instance of the driving example may help. Sweden switched from driving on the left to driving on the right
on September 1st, 1967. If I had been a Swede before this decision was made, I would have lent my voice to those
advocating the change. Since relativists hold that it was wrong to drive on the right in Sweden before September 1st,
1967, and wrong to drive on the left afterwards, the words bad or wrong would have been useless to me when urging
reform. It might have helped the cause to argue that driving on the left is intrinsically Bad or Wrong, but it would be
intellectually dishonest for a relativist to take this line. Still less would I have argued that Swedish citizens should be left
to make their own subjective judgments when choosing on which side of the road to drive. I would simply have argued
that enough Swedes would benefitfrom driving on the same side of the road

50 BATTLE OF THE ISMS



as the rest of continental Europe to make it worthwhile for us all joining together to get the reform adopted.

To capture the analogy with a gene in biological evolution, Richard Dawkins suggests using the word meme when
speaking of a practice or idea that may take over a population through imitation or education. It is in some such
manner that relativists believe that social evolution contrives to change a culture over time. Most frequently, cultures
change without any individual consciously aiding and abetting the change, or even being aware that a change is in the
air. But a culture can sometimes be changed as a consequence of an individual deliberately injecting a well-engineered
meme into the system at a pivotal moment.

Far from being trapped like a fly in amber by the concepts of right and wrong that we have inherited from the past,
relativists revel in this knowledge. Perhaps you or I might be the lucky individual whose newly minted meme eventually
colonizes sufficiently many minds that our society's perception of what counts as right or wrong is changed.

However, relativists don't make the mistake of thinking that our ideas for reform are Good or Right because we would
like them to become good or right. Nor do we make the absolutist mistake of imagining that our own minds are
somehow immune to the cultural process by means of which memes propogate through a society.

Feet of Clay?
There is good deal of innocent fun to be had in observing the antics of absolutists when one can locate the time at
which one of their eternal verities was invented. For example, no classical author ever mentions Natural Rights or Free
Will. Along with Romantic Love, these memes appeared in medieval times. More topically, I learned in today's
newspaper that the definition of a saint is to be brought up to date. One can only hope that the special place in Heaven
preserved for those canonized by the Catholic Church is adequate to cope with the increased immigration rate!

I particularly enjoyed a recent conversation with a modern Sir Roger de Coverley, who earnestly assured me that the
convenience of having British clocks show the same time as French and German clocks counts as nothing against the
iniquity of abandoning the one true time. Nothing I could say came anywhere near shaking his apparent belief that
God drew the Prime Meridian through the former Royal Observatory in Greenwich at the same time that He
fashioned the globe.

But there is also a serious lesson for relativists in the fact that absolutists see gold when they look at their all-too-
obvious feet of clay. We must be careful to see only what is really there when looking at our own feet. Our preferences
over social contracts are no less shaped by our culture than those of our absolutist critics. We too have feet of clay that
will be washed away by the river of time.

If I had been brought up in classical Greece, I would no doubt have joined Aristotle in regarding the enslavement of
barbarians as entirely right and proper.12 In Chaucer's
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time, I would have classified clinical depression as the sin of accidie. Lending money at interest would have struck me as
being little different from selling my body in a brothel. In Victorian times, I might easily have been a homophobe.
Perhaps I would have disowned my daughter if she gave birth to an illegitimate child, although I find this particular
possibility hard to envisage. However, history shows that human beings are capable of finding justifications for far
more inhumane behavior than this. The torturers of the Spanish Inquisition thought they were saving their victims’
souls. The ordinary housewives of Hitler's Germany who turned to savagery when recruited as concentration camp
guards thought that they were purifying the human race.

Future societies will doubtless look back on the morality of contemporary social contracts with a similar mixture of
horror and incredulity. My guess is that a particularly bad press eventually awaits those who believe that life is always an
unmitigated good, and hence must be inflicted even on those whose suffering is so great that they beg for an easy
death. Those who sabotage birth control initiatives for similar reasons have even less prospect of being remembered
kindly.

The idea that each human life is infinitely valuable will surely seem absurdly quaint in a world in which the Malthusian
nightmare has become a reality. Our descendants will ask how western societies could sustain such a bizarre notion
while simultaneously accepting the need to ration health care at home, and refusing to pay more than a tiny fraction of
their domestic product to alleviate starvation abroad.

However, I wouldn't care to put my money on much else when predicting the shape of future social contracts. Who
would have guessed that the British would turn into a race of sex-crazed football hooligans? History not only tells us
that the past is another country—it also tells us that the future is always unimaginably foreign to those who live in the
past.

Summary.
Moral absolutists believe that relativists make a damaging admission when they acknowledge their feet of clay. If
relativists agree to being no more than a mouthpiece for the cultural memes that have taken over their minds, why
should anybody pay attention when they urge reform? The answer to this question will serve to summarize what this
section has to say about relativism.

Any decision problem can be split into two parts. One first determines what is feasible, and then chooses the optimal
alternative from the set of feasible possibilities. Feasibility is a scientific question that can be settled independently of
our cultural biases if we try sufficiently hard. It is only when we get to choosing an optimal social contract from those
that are feasible that science ceases to guide our path. This book suggests that we can usefully employ the device of the
original position for settling large-scale problems of social justice, but the reasons for making this suggestion are
entirely pragmatic. Since people already use this social tool to solve small-scale coordination problems, perhaps it won't
be so hard to persuade them to use it to solve large-scale problems.

I can justly be accused—as Rawls has been accused—of favoring the original position because it accords with my
cultural prejudices. But there isn't any point in looking around for some supposedly culture-free alternative of the type
that
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absolutists peddle. The rock of certitude on which they imagine they stand exists only in their own minds. They too are
merely mouthpieces for the memes that hold them in thrall. In this respect, they differ from relativists only in being
unaware of the source of their inspiration.

3.5 Reductionism
A famous example of the reductionist fallacy was Mrs Thatcher's denial that there is such a thing as the society she was
doing her best to dismantle: “I don't believe in society: there is no such thing—only people and families.” One might
equally say that a wave is “nothing but” the molecules of which it is made up at any given instant. Or that an animal is
“nothing more” than the cells that make up its body.

Scientists seldom fall prey to the reductionist fallacy, because their business is to study the very phenomena whose
existence the reductionist fallacy denies. For example, this book is devoted to studying the structure of the social
contracts that Mrs. Thatcher thinks exist only in the minds of empty-headed sociologists. But those of us who take
such a scientific line on moral issues are nevertheless regularly dismissed as naive reductionists. I think that the
criticswho react with this knee-jerk response don't even begin to understand what scientific modeling is all about.

For example, Isaac Newton treated the heavenly bodies as points when using his new theory of gravitation to explain
the orbits of the planets. Nowadays, we would call his theoretical construct a model to emphasize that it only captures
some particular aspect of a natural phenomenon.

However, the idea that one can slowly make progress by studying one aspect of a problem at a time is alien to the kind
of critic who has no experience of solving any problems at all. Such virginal minds think that a model has to explain
everything all at once to be useful. They would therefore reject Newton's astronomical model on the grounds that
everybody knows that the planets are solid bodies. If they were consistent, they would similarly reject the use of maps
on the grounds that maps are flat, and everybody knows that the world is round.

Of course, modelers often do claim that their models apply morewidely than is justified by the evidence. But it isn't
because they sometimes make such errors that scientists are categorized as naive reductionists by their holist critics.
The accusation commonly appears even before the critic knows for what purpose the model was constructed. But how
can one judge whether a model serves its purpose well unless one knows what its purpose is?

Of course, if holists were ever to produce a model of everything that were useful for something, it would be necessary
to sit up and listen. But as long as they confine their activities to complaining about the overlapping patchwork of
sometimes inconsistent models that scientists use in trying to understand the world, there seems no reason why anyone
should take them seriously. As it says in the Book of Matthew, by their fruits ye shall know them.

Emergent Phenomena.
The principal reason that critics seek to discredit game-theoretic models of social relationships by calling them
reductionist is the absence
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of primitives within the model that correspond to such notions as authority, blame, courtesy, dignity, envy, friendship,
guilt, honor, integrity, justice, loyalty, modesty, ownership, pride, reputation, status, trust, virtue, and the like.

In our everyday lives, we all manipulate informal models in which such concepts appear as primitives when seeking to
make sense of the behavior of those around us. We therefore all know that such models work to some extent. When a
new model appears in which such concepts don't appear as primitives, holistic critics see it as a rival to the old model,
since the idea that different models of the same phenomenon might usefully be maintained simultaneously is too
difficult for them. The value of maintaining a model that postulates a proximate cause alongside a model that
postulates an ultimate cause for the same phenomenon is a case in point. But if one inhabits an intellectual straitjacket
within which only one model can be right at a time, then those who propose new models that are inconsistent with old
models that work well enough appear as irresponsible meddlers.

Of course, meddlers like myself don't see things this way at all. Authority, blame, courtesy, and the like may not appear
as primitives in our models, but that isn't the same as saying that they don't exist. They appear as emergent phenomena.
That is to say, they appear as necessary consequences of the relationships between the primitives that the model does
postulate.

For example, a physical model of an ocean is unlikely to postulate waves as a primitive notion. More likely, it will model
water molecules as little billiard balls that obey certain laws when they knock against each other. But if the initial
conditions are right, waves will necessarily appear as an emergent phenomenon when the implications of the
postulated laws are explored. A sea captain accustomed to thinking of waves as primitives of his world may accuse the
modeler of being a naive reductionist, who claims that the sea is nothingbut molecules. But, in doing so, he makes two
mistakes. The first is to neglect the overwhelming importance of the relationships between the molecules postulated by
the model. The other is to imagine that the physical model is necessarily a threat to his own model.

The same applies when game theorists try to use the folk theorem to make sense of how social contracts work. The
theorem says nothing about reputation, status, trust, and the like, but it doesn't follow one little bit that we think Mrs.
Thatcher is right in claiming that such considerations don't matter. On the contrary, we hope to put our understanding
of such social concepts on a firmer basis by treating them as emergent phenomena.

3.6 Nil Desperandum!
The naturalistic views expressed in this book are often attacked as dehumanizing or dispiriting. Do our lives really have
no meaning? Are we no more than soulless beasts, like apes or robots? People often refuse to believe that anyone could
really hold such supposedly bleak views on the nature of human existence. What would be the point of going on with
life if such things were true?

One answer is that Nature doesn't care whether we like her truths or not. For example, I am unenthusiastic about
Einstein's theory of relativity because it means
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we may never reach the stars, but this isn't a good reason for returning to Newton!

But to reply in such a vein is like saying yes or no when asked if you have stopped beating your wife. The right
response is to deny the premise. The things one has to believe if one takes a naturalistic viewpoint seriously are neither
dehumanizing nor dispiriting. In particular, the idea that telling ourselves the truth about ourselves will somehow
throw a wrench into the works seems to me quite ridiculous—rather like the claim I once read in a popular science
book that our bodies would fly apart if the quantum theory were false. Of course they wouldn't! They would continue
to operate exactly as before. All that would change is that we would need to find a better explanation of how the
universe works.

The loss of religious faith provides a good example. While holding onto their belief in God, people typically think that
life would be impossible for them without their faith. With no God at the helm, life would lose its point, society would
fall apart, wickedness would prevail, and so on. But after apostates have recovered from the trauma of losing their
faith, they find that daily life goes on just as before. Nor are irreligious people noticeably less caring or good-hearted
than their churchgoing brethren—they simply find it possible to get on with their lives without the need to invent
simplistic stories that supposedly explain everything around them. And so it is with those of us who have given up the
secular fairy stories that attribute a divine spark to human nature. Do we seem to have lost our zest for life? Are we any
less kind to those around us? Not as far as I can see.

As the ancient skeptics taught, contentment is possible without the need to cling to comforting beliefs. As proof, we
have the example of David Hume who lived an entirely admirable life without any belief in the supernatural. His
personal example shows that nobody need feel gloomy because life has no ultimate purpose, or because conventional
conceptions of moral responsibility are built on foundations of sand. So what if our fine feelings and intellectual
achievements are just the stretching and turning of so many springs or wheels, or our value systems are mirrored by
those of chimpanzees and baboons. Our feelings are no less fine and our values no less precious because the stories we
have traditionally told ourselves about why we hold them turn out to be fables. In discarding the metaphysical baggage
with which the human race bolstered its youthful sense of self-importance, Hume taught us that we throw away
nothing but a set of intellectual chains.

Far from being dehumanized or dispirited, Hume was the most civilized, companiable, and contented of
men—especially when compared with neurotic oddities like Rousseau or Kant, from whom the human race usually
seeks inspiration on how best to live. Even on his deathbed, Hume retained his good humor, totally disarming Samuel
Johnson's biographer, James Boswell, when he tactlessly quizzed him on how it felt to be at death's door without a
belief in the afterlife. As Boswell reports, “Mr Hume's pleasantry was such that there was no solemnity in the scene,
and death for the time did not seem so dismal.”

In a less ghoulish deathbed conversation, Hume told Adam Smith that he had been reading Lucian's Dialogues of the
Dead, in which various notables offer reasons to Charon why they shouldn't be ferried across the Styx. When his own
time came, he proposed to say, “Have a little patience, good Charon, I have been endeavouring to open the eyes of the
Public. If I live a few years longer, I may have the satisfaction

CONTENTS 55



of seeing the downfall of some of themore prevailing systems of superstition.” But then, says Hume, Charon would
lose all patience, “You loitering rogue, that will not happen these many hundred years. Do you fancy I will grant you a
lease for so long a term? Get into the boat, you lazy, loitering rogue.”

David Hume was right to predict that superstition would survive for hundreds of years after his death, but how could
he have anticipated that his own work would inspire Kant to invent a whole new package of superstitions? Or that the
incoherent system of Marx would move vast populations to engineer their own ruin? Or that the infantile rantings of
the author of Mein Kampf would be capable of bringing the whole world to war?

Perhaps we will one day succeed in immunizing our societies against such bouts of collective idiocy by establishing a
social contract in which each child is systematically instructed in Humean skepticism. Such a new Emile would learn
about the psychological weaknesses to which Homo sapiens is prey, and so would understand the wisdom of treating all
authorities—political leaders and social role-models, academics and teachers, philosophers and prophets, poets and
pop stars—as so many potential rogues and knaves, each out to exploit the universal human hunger for social status.
He would therefore appreciate the necessity of doing all of his own thinking for himself. He would understand why
and when to trust his neighbors. Above all, he would waste no time in yearning for utopias that are incompatible with
human nature.

Would Adam and Eve be happy in such a second-best Garden of Eden? On this subject at least, Hume's own
experience is immensely reassuring. We don't need to tell ourselves lies to be content. We don't need to believe that
utopia can be achieved by some quick fix. It isn't even necessary to be optimistic that things will get better in the long
run. We need only the freedom to create a stable microsociety within which we can enjoy the respect of those whose
respect we are able to reciprocate. As Hume's example shows, even death can then be faced with equinamity.
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Chapter 4 Equilibrium

Remember always to study power as it is, and not as you would wish it to be.
Niccoli Machiavelli

4.1 Inventing Right and Wrong
The previous chapter takes the views of scientific philosophers like John Mackie to their logical extreme. As he
explains in his Inventing Right and Wrong, a close examination of the arguments of the rationalist tradition shows them to
be specious. So why should we continue to buy tickets for this long-running flop? Let us turn instead to the scientific
tradition represented in the Socratic dialogues by Protagoras, and continued into modern times by Hobbes and Hume.

Human morality is an artifact of human evolutionary history. To study it, Mackie tells us to look at the facts presented
in such pioneering studies as Westermarck's Origin and Development of the Moral Ideas. And for a framework within which
to make sense of such anthropological data, he directs our attention to Von Neumann's theory of games.

It is at this point that scientific philosophers tend to falter. Game theory books are mostly written by economists, who
use an exotic vocabulary and complicated mathematical equations. Is it really necessary to master this arcane discipline
to make progress?

I think this is another when-did-you-stop-beating-your-wife question. If you think it likely that morality evolved as a
means of balancing power in human communities, then it is obviously necessary to know some game theory, because
game theory is the study of how power is balanced. However, there is nothing arcane about game theory. On the
contrary, what has to be explained in this chapter is embarrassingly easy. The exotic vocabulary and the fancy equations
of game theory books are just more of the dust that scholars always kick up lest it be found out that what they have to
say isn't very profound.



4.2 Toy Games
Nobody denies that it is worthwhile to study rational interaction within human communities, but why call it game
theory? Don't we devalue our humanity by reducing our struggle for fulfillment to the status of mere play in a game?

I think that such comments miss the point altogether. The more deeply we feel about issues, the more important it is
that we don't allow ourselves to be misled by wishful thinking. It is for this reason that game theorists follow John Von
Neumann in making a virtue out of using the language of parlor games like chess or poker. People are usually able to
think dispassionately about the strategic issues that arise in parlor games. That is to say, they are willing to follow the
logic wherever it goes, without throwing their hands up in horror if it leads to an unwelcome destination. But logic is
the same whatever the context in which it is applied.

The same principle applies to the absurdly simple toy games that are used as examples in this chapter. It is tempting to
brush them aside on the grounds that the world is too complicated to be captured by such simple models, but whoever
learned to solve complicated problems without practicing on simple problems first? Indeed, the crucial step in solving
a real-life strategic problem nearly always consists of locating a toy game that lies at its heart. Only when this has been
solved does it make sense to worry about how its solution needs to be modified to take account of all the bells and
whistles that complicate the real world.

4.3 Cooperation and Conict
One sometimes still reads dismissive commentaries on game theory in which Von Neumann is caricatured as the
archetypal cold warrior—the original for Dr. Strangelove in the well-known movie. We are then told that only a crazed
military strategist would think of applying game theory in real life, because only a madman or a cyborg would make the
mistake of supposing that the world is a zero-sum game.

Von Neumann was an all-round genius. Inventing game theory was just a sideline for him. It is true that he gave advice
on developing the atom bomb, but far from being a mad cyborg, he was a genial soul, who liked to relax and have a
good time. It is also true that the first half of his famous book with Oskar Morgenstern was about two-player, zero-
sum games, but one can only sustain the fiction that Von Neumann thought that the whole world was a game of pure
conflict by air-brushing out the second half of the book, which is devoted to the study of cooperative games.

Game theory is actually about both conflict and cooperation, because realistic games usually contain the potential for
both. Just like anyone else, game theorists prefer cooperation to conflict, but we don't think the way to achieve
cooperation is to pretend that people can't sometimes profit by causing trouble. We believe that cooperation and
conflict are two sides of the same coin, neither of which can properly be understood without taking account of the
other.

Figure 4 illustrates this point by showing the payoff tables of a toy game of pure coordination and a toy game of pure
conflict alongside each other. The game of pure coordination is the Driving Game that we met in chapter 1. The game
of pure
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conflict is Matching Pennies, which most people play as children. In this game, each of two players shows a coin. One
player wins if they are both the same, and the other if they differ.

Figure 4: Cooperation and conflict.

I call the players Alice and Bob. In both the Driving Game and Matching Pennies, Alice has two strategies that are
represented by the rows of the payoff table. Bob also has two strategies represented by its columns. The four cells of
the payoff table correspond to the possible outcomes of the game. Each cell contains two numbers, one for Alice and
one for Bob. The number in the southwest corner is Alice's payoff for the corresponding outcome of the game. The
number in the northeast corner is Bob's payoff. Notice that the payoffs in each cell of Matching Pennies add up to
zero. One can always fix things to make this true in a game of pure conflict, which is why such games are said to be
zero sum.

Each player is assumed to seek to maximize his or her expected payoff in a game. This would be easy if a player knew
what strategy the other were going to choose. For example, if Alice knew that Bob were going to choose left in the
Driving Game, she would maximize her payoff by choosing left as well. That is to say, left is Alice's best reply to Bob's
choice of left, a fact indicated in figure 4 by starring Alice's payoff in the cell that results if both players choose left.

A cell in which both payoffs are starred corresponds to a Nash equilibrium, because each player is then simultaneously
making a best reply to the strategy choice of the other. As explained in chapter 1, Nash equilibria are of interest for two
reasons. If it is possible to single out the rational solution of a game, it must be a Nash equilibrium. For example, if
Alice knows that Bob is rational, she would be stupid not to make the best reply to what she knows is his rational
choice. The second reason is even more important. An evolutionary process that adjusts the players' strategy choices in
the direction of increasing payoffs can only stop when it reaches a Nash equilibrium.

Since both payoffs are starred in two cells of the payoff table of the Driving Game, we have found two Nash equilibria
for the Driving Game. It is an equilibrium if everyone drives on the left. It is also an equilibrium if everyone drives on
the right.

The Meeting Game of chapter 2 is similar to the Driving Game, but its strategic form has ten strategies for each player
instead of two. Eight of the cells on the main diagonal correspond to equilibria, but now the players aren't indifferent
about which is nominated as the solution of the game.
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Personal Tastes or Social Values?
II:3.8

All this is very straightforward, but there is nevertheless a lesson to be learned about modeling human conventions as
equilibrium selection devices. Imagine an anthropologist from Mars who asks why the Japanese drive on the left and
the French drive on the right. The naive answer is that the Japanese like driving on the left and the French like driving
on the right. But this isn't true in the Driving Game. If Alice or Bob had the opportunity to choose between the social
contracts in which everybody drives on the left and everybody drives on the right, they would be indifferent between
the two choices. They don't give a damn about left or right—they only care about avoiding accidents.

One can say, of course, that the Japanese like driving on the left because they expect the oncoming traffic to be on the
left. Or one can say that the French like driving on the right, because this is what they are accustomed to. But these
descriptive observations are just ways of saying that Japan and France operate different social contracts. One can't
bend them back on themselves to explain how and why their social contracts got established in the first place.

We are similarly in the position of an anthropologist from Mars when we ask ourselves why we play fair. The easy
answer is that we play fair—insofar as we do—because we like playing fair. There is even a small academic industry in
which behavioral economists rationalize the fair behavior observed in psychological laboratories by attributing utility
functions to the subjects that incorporate a “taste for fairness”. But there is a reason that they always seems to need a
new utility function for each new experiment. I think it is because their putative explanation of the data is really only a
description of the data. It might sometimes be a good description of the data—as with the dictum that Nature abhors a
vacuum—but even the very best of descriptions is only a description and not an explanation.

If we want a genuine explanation, we have to dig deeper. It isn't true that we just happen to like playing fair. Fairness
isn't a piece of random flotsam that somehow washed up on our evolutionary beach. I think it evolved as an
equilibrium selection device—like driving on the left or right.

4.4 Mixed Strategies
Sherlock Holmes was playing a variant of Matching Pennies when he had to decide at which station to leave a train
when pursued by the evil Professor Moriarty. However, Edgar Allan Poe offers a more thoughtful discussion than
Conan Doyle of the strategic problem in such games. In Poe's Purloined Letter, the villain has stolen a letter, and the
problem is where to look for it. Poe argues that the way to win is to extend chains of reasoning of the form “He thinks
that I think that he thinks that I think. . . ” one step further than your opponent.

But what if both Alice and Bob attempt this feat? The idea of a Nash equilibrium short circuits the apparent infinite
regress, because any pair of strategies that isn't a Nash equilibrium will be destabilized as soon as the players start
thinking about what the other players are thinking. But we are still left with a problem, because the trick of starring best
replies that we used successfully to find two Nash equilibria for the Driving Game doesn't work for Matching Pennies.
None of the cells of its
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payoff table has both payoffs starred.

But John Nash won his Nobel prize partly for showing that all finite games have at least one equilibrium. So what is
going on? The answer is that we have to look beyond the pure strategies we have studied up to now, and consider
mixed strategies, in which the players randomize their strategy choice. Critics often respond to the idea of mixed
strategies by saying that someone who makes serious decisions at random must be crazy, but people use mixed
strategies all the time without realizing it. You don't need to toss coins or roll dice for this purpose. All that is necessary
is to make your choice unpredictable. After all, if Bob can't predict Alice's choice, she is a randomizing device as far as
he is concerned.

The use of mixed strategies isn't at all surprising in Matching Pennies, where the whole point is to keep the opponent
guessing. As every child knows, the solution is to randomize between heads and tails, choosing each with probability one
half. In the playground, Alice sometimes even makes a performance of tossing her coin to make it clear to Bob that
she is equally likely to show heads or tails. If both players use this mixed strategy, the result is a Nash equilibrium. Both
players win half the time, which is the best each can do given the strategy choice of the other.

Similarly, it is a Nash equilibrium in the Driving Game if both players choose left and right with probability one half.
The Driving Game therefore has three Nash equilibria, two pure and one mixed. The mixed equilibrium isn't at all
efficient, since players who use it will end up in a stand-off half the time. But it is an equilibrium nevertheless, and
hence might emerge as part of the set of conventions that make up a social contract. I used to say that it is a
convention that has never actually emerged anywhere in the world, until corrected by some Turks, who observed that I
had obviously never visited Turkey. But I have now, and I see what they mean.

Mixed Strategies in Evolutionary Models.
In the simplest models of evolutionary game theory, chance is assumed to pick animals or people every so often from
one or more large populations to play a game. The players aren't usually rational. Instead, they are assumed to be
programmed with a strategy that they use mindlessly whenever called upon to play.

Evolution operates between successive plays of the game to increase the frequency of strategies in the population that
get high payoffs at the expense of strategies that get low payoffs. The precise mechanism depends on the context. In
biological evolution, fitter players pass on their strategies to more children. In cultural evolution, players who get high
payoffs are more likely to be imitated than those who get low payoffs.

Mixed strategies are used to label a population state. The probabilities a mixed strategy assigns to the available pure
strategies are identified with the frequencies with which animals or people in the population currently use these pure
strategies. We can then track the evolutionary process by seeing how the mixed strategy that represents the current
population state moves over time.

Figure 5 shows all the possible population states for Matching Pennies and the Driving Game when both players are
drawn from the same population. The arrows in figure 5 show how a deterministic evolutionary process will move the
population
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Figure 5: Evolutionary dynamics with one population.

state in the direction of whatever pure strategy is currently a best reply. Figure 6 shows how things might work when
chance chooses Alice and Bob from two separate populations that evolve independently.

In the long run, the system will end up at one of the population states to which one is led by following the arrows.
These all correspond to Nash equilibria of the game, for the reasons given in chapter 1. But the converse isn't true. For
example, the mixed Nash equilibrium in the Driving Game is unstable, because arrows lead away from it. It isn't
therefore enough that a strategy profile be a Nash equilibrium for it to be evolutionarily stable.

Figure 6: Best-reply dynamics with two populations. The best-reply dynamic assumes that the population state moves
in a straight line toward whichever pair of strategies are currently best replies. This isn't very realistic with more than
one population. The replicator dynamics of figure 10(b) are more realistic but less easy to explain.
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4.5 The Prisoners' Dilemma
I:2.2.3

As the simplest of all possible variants of the Tragedy of the Commons, the Prisoners' Dilemma of figure 7 is the most
famous of all toy games. A whole generation of scholars swallowed the line that this trivial game embodies the essence
of the problem of human cooperation. The reason is that its only Nash equilibrium calls for both Alice and Bob to
play hawk, but they would both get more if they cooperated by both playing dove instead. The hopeless task that
scholars set themselves was therefore to give reasons why game theory's resolution of this supposed “paradox of
rationality” is mistaken.

Figure 7: Paradox of rationality?

Game theorists think it just plain wrong to claim that the Prisoners' Dilemma embodies the essence of the problem of
human cooperation. On the contrary, it represents a situation in which the dice are as loaded against the emergence of
cooperation as they could possibly be. If the great game of life played by the human species were the Prisoners'
Dilemma, we wouldn't have evolved as social animals! We therefore see no more need to solve some invented paradox
of rationality than to explain why strong swimmers drown when thrown in a lake with their feet encased in concrete.
No paradox of rationality exists. Rational players don't cooperate in the Prisoners' Dilemma, because the conditions
necessary for rational cooperation are absent in this game.

I:3.1

Fortunately the paradox-of-rationality phase in the history of game theory is just about over. Insofar as they are
remembered, the many fallacies that were invented in hopeless attempts to show that it is rational to cooperate in the
Prisoners' Dilemma are now mostly quoted as entertaining examples of what psychologists call magical reasoning, in
which logic is twisted to secure some desired outcome. The leading example remains Kant's claim that rationality
demands obeying his categorical imperative. In the Prisoners' Dilemma, rational players would then all choose dove,
because this is the strategy that would be best if everybody chose it.

I:2.2.4

The following argument is a knock-down refutation of this nonsense. So as not to beg any questions, we begin by
asking where the payoff table that represents the players' preferences in the Prisoners' Dilemma comes from. The
economists' answer is that we discover the players' preferences by observing the choices they make (or would make)
when solving one-person decision problems.

Writing a larger payoff for Alice in the bottom-left cell of the payoff table of the
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Prisoners' Dilemma than in the top-left cell therefore means that Alice would choose hawk in the one-person decision
problem that she would face if she knew in advance that Bob had chosen dove.13 Similarly, writing a larger payoff in the
bottom-right cell means that Alice would choose hawk when faced with the one-person decision problem in which she
knew in advance that Bob had chosen hawk.

The very definition of the game therefore says that hawk is Alice's best reply when she knows that Bob's choice is dove,
and also when she knows his choice is hawk. So she doesn't need to know anything about Bob's actual choice to know
her best reply to it. It is rational for her to play hawk whatever strategy he is planning to choose. In this unusual
circumstance, we say that hawk dominates Alice's alternative strategies.

Nobody ever denies this utterly trivial argument. Instead, one is told that it can't be relevant to anything real, because it
reduces the analysis of the Prisoners' Dilemma to a tautology. But who would say the same of 2 + 2 = 4?

What are the Payoffs?
The main reason for giving the knock-down argument that shows defection to be rational in the Prisoners' Dilemma is
to counter the misapprehension that payoffs are necessarily measured in money. One commonly reads that only the
kind of mean-minded, money-grubbing misfits attracted into the economics profession would fail to notice that people
aren't always miserly egotists. That we are all members one of another. That no man is an island. That when the bell
tolls, it tolls for thee. And so on.

But game theory assumes nothing whatever about what people want. It only says what Alice or Bob should do if they
want to maximize their expected payoff. It doesn't say that we have to identify these payoffs with money. Even when
the payoffs are identified with money, why should it be assumed that the players want the money for selfish purposes?
Perhaps Alice is a pseudonym for Mother Teresa.

For example, it may be that Alice and Bob are so much in love that they regard a dollar for their lover as being worth
twice as much as a dollar for themselves. If we tried to make them play the Prisoners' Dilemma with dollar payoffs, we
would then fail, because their actual preferences would convert the game into the Prisoners' Delight of figure 7, in
which it is now dove which is the dominant strategy. Such examples show that utopians who think that human beings
are basically altruistic go astray when they accuse game theorists of analyzing of the Prisoners' Dilemma wrongly. What
they should be saying is that the Prisoners' Dilemma isn't a good representation of our game of life—in which they
would be right, albeit for the wrong reason.

A somewhat more sophisticated error is to suppose that payoffs are measured in notional units of happiness, as in the
utilitarian theories of Jeremy Bentham and John Stuart Mill. Perhaps neuroscientists will eventually discover some kind
of metering device wired into our brains that registers how many utils of pleasure or pain we are experiencing, although
it doesn't seem likely that our motivational wiring will turn
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out to be so simplistic. However, nothing in game theory hinges on the details of how our brains are organized. All
that is necessary for the theory to apply is that people behave consistently. It can then be shown that they necessarily
behave as though maximizing the expected value of something, whether they are intending to or not. Whatever this
abstract something may be in a particular context, we call it utility.

In some contexts, Alice's utility may correlate very closely with money. In others—especially within the family—her
utility will correlate with some index of the well-being of her loved ones. I think that a major error made by utopian
critics of economics is that they fail to recognize that there are good reasons why the spirit of good fellowship that
usually reigns within families and circles of close friends quickly evaporates when strangers try to muscle in. But this is
an empirical question. Game theory remains the same whatever view one takes on the nature of human nature.

An especially useful interpretation of the payoffs in a game arises in an evolutionary context. We can sometimes take
the payoffs to be the extra fitness that an animal enjoys on average as a consequence of using a particular strategy. To
measure fitness, we look at an animal's reproductive success. How many animals in the next generation will inherit the
instinct to use the strategy?

This idea of William Hamilton is another of those stunningly simple insights that turns the way people think upside-
down. With this interpretation of the payoffs in a game, we can cease to agonize about where evolution will take us. It
becomes almost a tautology that if evolution stops anywhere, it has to be at a Nash equilibrium of whatever game is
being played. We can then focus on the question that really matters: what is the game that is being played?

It is important for this book that Hamilton's insight can be applied to cultural evolution as well as biological evolution.
Richard Dawkins speculates that, just as genes are biological replicators, so there are entities he calls memes that are
cultural replicators. Their mode of replication is largely via imitation and education. A nice example is provided by the
melodies sung by birds. Young songbirds can only sing some primitive snatches of song. Only later do they learn the
complex melodies of their culture by imitation.

I was more enthusiastic about the idea of memes at one time, but I now feel that the story pushes the analogy between
cultural and biological evolution too far. On the other hand, it doesn't push the analogy very far if we only ask that
cultural evolution share with biological evolution the property of directing a population toward an equilibrium of the
underlying game of life.

However, the utils in which the payoffs of the game of life are measured then become very distant from the units of
money or happiness to which our critics think we are restricted. In the case of cultural evolution, payoffs measure the
extent to which the players' strategy choices make them the locus for imitation of the way they choose their strategies.

Experiments and Simulations.
One sometimes hears that it doesn't matter that it may be rational to play hawk in the Prisoners' Dilemma, because
experiments show that real people play dove. It is certainly true that inexperienced and unmotivated
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subjects cooperate a lot, but the evidence is overwhelming that the rate of defection increases steadily in games like the
Prisoners' Dilemma, as the subjects gain experience and as the value of the payoffs is increased, until only about 10%
of subjects continue to cooperate.14

Evolutionary computer simulations are similarly said to generate cooperation in the Prisoners' Dilemma. They
certainly generate cooperation in the indefinitely repeated Prisoners' Dilemma, but this no surprise, since we have seen
that the folk theorem shows that efficient outcomes can be sustained as equilibria in such games. But the one-shot
Prisoners' Dilemma isn't its indefinitely repeated cousin, and only confusion can result from blurring the distinction
between them.

Changing the Rules?
I:2.3.1

It is sometimes argued that the state of nature in a social contract problem should be identified with a game. The
Prisoners' Dilemma is popular in this role with political philosophers who are influenced by the misanthropy of
Thomas Hobbes. Our task is then seen is as changing the rules of the Prisoners' Dilemma so that cooperation
becomes an equilibrium in the new game.

This approach makes sense if some external agency is available to enforce the new rules, but when the Prisoners'
Dilemma is intended as a toy version of our game of life, there isn't anybody to act as an external enforcer, because we
are all players in the game of life. If the players themselves could change the “rules” of the game they are playing, then
we would have to list what the players can do to change the “rules” among the available strategies of the old game. But
the rules of this augmented game wouldn't then be the “rules” that we are talking about changing.

The point here is that the rules of the game of life must embody all the factors over which we have no control at
all—like the laws of physics, the facts of geography, and the accidents of our evolutionary history—but none of the
factors over which we do have control. All we can then hope to do is to shift our social contract from one equilibrium
in the game of life to another, as Sweden switched overnight from driving on the left to driving on the right. The
Prisoners' Dilemma therefore represents a hopeless case, because it only has one Nash equilibrium.

4.6 Multiple Equilibria
Modern economic textbooks usually have little to say about fairness. Sometimes they promote the myth that there is a
necessary trade-off between equity and efficiency, but they mostly brush the problem of distribution under the carpet
altogether by defining any efficient outcome to be “socially optimal”. Complaints that a particular efficient outcome is
unfair needn't then be considered because the outcome is already as good as it can get!

This kind of double-think can only be sustained by peering through the wrong end of a telescope at models that have
only one equilibrium—with the neoclassical ideal

66 EQUILIBRIUM

14 See the highly professional survey of the experimental literature on the private provision of public goods carried out by John Ledyard for Roth and Kagel's Handbook of Game
Theory, Princeton University Press, 1995.



of a perfectly competitive market as the leading example. But games that are at all realistic commonly have large
numbers of equilibria, among which a selection must somehow be made. I think our sense of fairness evolved to
resolve this equilibrium selection problem in certain contexts. If I am right, then it is no wonder that neoclassical
economists see no role for fairness in their modeling. If your models have only one equilibrium, what do you need
fairness for?

No attempt is made in this chapter to explain how we use fairness to solve the equilibrium selection problem. Instead,
I simply plan to use some examples to draw attention to the difficulty of the problem.

Stage Hunt Game.
I:2.3.2

Kant absurdly idolized Jean-Jacques Rousseau as the “Newton of the moral world”. Perhaps it was because he agreed
with me that Rousseau's story of a stag hunt should be acknowledged as the first time anyone claimed it was rational to
cooperate in a version of the Prisoners' Dilemma. However, as in Brian Skyrms' book The Stag Hunt, kinder game
theorists have interpreted his story in terms of the Stag Hunt Game of figure 8, which illustrates how one social
contract can be better for everybody than another.

Figure 8: Hunting stages.

In Rousseau's stag-hunt story, Alice and Bob agree to cooperate in hunting a stag, but when they separate to put their
plan into action, each may be tempted to abandon the joint enterprise by the prospect of bagging a hare for
themselves. The starred payoffs in the payoff table show that there are two Nash equilibria in pure strategies, one in
which the players cooperate by both playing dove, and one in which they defect by both playing hawk.

If a society found itself at a social contract corresponding to the inefficient equilibrium in which everybody plays hawk.
why wouldn't they just agree to move to the efficient social contract in which everybody plays dove?

As the biologist Sewell-Wright explained, this may not be so easy if the task of moving from one equilibrium to
another is left to evolution. In the evolutionary dynamics for one population shown on the right of figure 8, the basin
of attraction of the inefficient equilibrium is large, and that of the efficient equilibrium is small. We therefore need a lot
of random mutations coming all at once to bounce us from the inefficient equilibrium into the basin of attraction of
the efficient equilibrium.
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But we aren't animals who have to wait for the slow forces of evolution to take them to a new social contract. We can
talk to each other and agree to alter the way we do things. But can we trust each other to keep any agreement we might
make? The Stag Hunt Game is used by experts in international relations under the name of the Security Dilemma to
draw attention to the problems that can arise even when the players are rational.

Suppose that Alice and Bob's current social contract in the Stag Hunt Game is the equilibrium in which they both play
hawk. However hard Alice seeks to persuade Bob that she plans to play dove in the future and so he should follow suit,
he will remain unconvinced. The reason is that whatever Alice is actually planning to play, it is in her interests to
persuade Bob to play dove. If she succeeds, she will get 4 rather than 0 if she is planning to play dove, and 3 rather than 2
if she is planning to play hawk. Rationality alone therefore doesn't allow Bob to deduce anything about her plan of
action from what she says, because she is going to say the same thing no matter what her real plan may be! Alice may
actually think that Bob is unlikely to be persuaded to switch from hawk and hence be planning to play hawk herself, yet
still try to persuade him to play dove.

This Machiavellian story shows that attributing rationality to the players isn't enough to resolve the equilibrium
selection problem—even in a seemingly transparent case like the Stag Hunt Game. If Alice and Bob continue to play
hawk in the Stag Hunt Game, they will regret their failure to coordinate on playing dove, but neither can be accused of
being irrational, because both are doing as well as they can given the behavior of their opponent.

The standard response is to ask why game theorists insist that it is irrational for people to trust one another. Wouldn't
Alice and Bob both be better off if both had more faith in each other's honesty? But nobody denies that Alice and Bob
would be better off if they trusted each other, any more than anybody denies that they would be better off in the
Prisoners' Dilemma if they cared more for each other's welfare. Nor do game theorists say it is irrational for people to
trust each other. They only say that it isn't rational to trust people without a good reason: that trust can't be taken on
trust. Who trusts a used-car dealer or a dean? What wife doesn't keep an eye on her husband? Who doesn't count their
change?

If we want a better social contract, there is no point in bleating that people should be more trusting or honest. We need
to try and understand how and why it makes sense to be trusting or honest in some situations, but not in others. We
can then hope to improve our social contract by doing what we can to promote the former situations at the expense of
the latter.

Ultimatum Game.
II:0.4.1

A second example of a game with a difficult equilibrium selection problem is called the Ultimatum Game. In this
game, a sum of money is donated to Alice and Bob by a philanthropist on condition that they can agree on how divide
it. The rules specify that Alice makes a proposal on how to divide the money, to which Bob can only respond by saying
yes or no. Experiments that have been replicated by many people (including me) show that Bob will end up with
somewhat less than half the money on average. This result is said to show that
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game theory is wrong in predicting that Alice will end up with nearly all the money.

The Ultimatum Minigame is a simplified version in which the sum of money is four dollars. Alice is restricted to
making a high offer of two dollars to Bob, or a low offer of one dollar. If Bob receives the high offer, he automatically
accepts. If he receives the low offer, he is free to say yes or no.

Figure 9: Making an ultimatum.

The diagram on the left of figure 9 shows the extensive form of the game, which sets out the sequential structure of
the moves. The diagram on the right shows the more familiar strategic form of the game.

The starred payoffs in the strategic form show that there are two Nash equilibria in pure strategies: one in which Alice
makes the low offer and Bob accepts; and one in which Bob plans to refuse the low offer, and so Alice makes the high
offer. The former is often wrongly said to be the “game theory prediction,” because it is a perfect equilibrium. This
means that the players' strategies remain best replies to each other even in subgames that won't be reached when the
strategies are played.

One can work out perfect equilibria by working backward through the extensive form of some games. For example, in
the subgame of the Ultimatum Minigame that is reached when Alice makes a low offer, Bob has to decide whether to
say yes or no. The line representing yes in figure 9 is doubled to indicate that this choice gives him a higher payoff. The
line representing Alice choosing low is then doubled to indicate that this choice gives her a higher payoff—given that
Bob will choose rationally in the ensuing subgame. We therefore have an argument that favors the Nash equilibrium
(low, yes) over the Nash equilibrium (high, no).

One can reach the same conclusion in this simple case by deleting dominated strategies in the strategic form. The story
is that it is irrational for Bob to play no, because yes dominates no. If Alice knows that Bob is rational, she can therefore
deduce that he won't play no. It is then optimal for her to play low, because this strategy dominates high after Bob's no
strategy has been deleted.

Throwing out Nash equilibria that aren't perfect, or which fail to survive the successive deletion of (weakly) dominated
strategies was admittedly once popular with game theorists as a means of “solving” the equilibrium selection problem
in
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those few cases where it applies.15 But most game theorists now understand that we are never justified in throwing away
one Nash equilibrium on the grounds that it is somehow less rational than another. In particular, it isn't true that
“game theory predicts” that the perfect equilibrium will necessarily be observed when the Ultimatum Game is played
rationally.

It is for this reason that Ariel Rubinstein's analysis of strategic bargaining with repeated offers mentioned in chapter 2
isn't regarded as a knock-down defense of the Nash bargaining solution. His argument only applies if we restrict our
attention to perfect equilibria. Weaker assumptions suffice to generate the same result, but we will never get back to the
subject of fairness norms if I get started on this subject!

The understanding that all Nash equilibria may matter is especially important in evolutionary game theory, where
adjustment processes often converge on weakly dominated Nash equilibria. The phenomenon is particularly striking in
the Ultimatum Minigame. As figure 10 shows, nothing very exciting happens with the best-reply dynamics of figure 6,
but it is a different story with the replicator dynamics, which captures more of what actually goes on in real
evolutionary processes.

We then have to take account of the many mixed Nash equilibria in which Alice plays high because Bob is planning to
say no with a sufficiently high probability. Each of these weakly dominated Nash equilibria is a possible destination of
the replicator dynamics. Taken together, their basin of attraction is large.

Figure 10: Dynamics in the Ultimatum Minigame.

None of this is meant to imply that I think the results of Ultimatum Game
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experiments can be explained by saying that the subjects are playing one of its many dominated Nash equilibria. I think
the experiments simply trigger conventions that evolved for our real game of life, but which aren't adapted to the
anonymous environment in which the Ultimatum Game is played in laboratories. Subjects often learn to adapt to a
new laboratory game quite quickly, but studies of toy dynamics in the Ultimatum Game suggest that convergence to
any equilibrium by trial-and-error adjustment will be very slow. So it would be surprising if subjects learned to play an
equilibrium after a few trials, even if we were sure that they were actually trying to maximize their payoffs in money.

Centipede Game.
II:1.6.2

The Ultimatum Minigame shows that one shouldn't be in too much of a hurry to throw away imperfect Nash
equilibria. The version of the Centipede Game to be studied next shows that one also should be cautious about
throwing away approximate Nash equilibria.

Figure 11: The Centipede Game.

As a small child, I remember wondering why shopkeepers hand over the goods after being paid. Why don't they just
pocket the money? This is a simple version of the hold-up problem that arises in the economic theory of incomplete
contracts. In the case of shopkeepers, they hand over the goods after receiving the money because their reputation for
honest dealing is too important to lose in the repeated game they play with their customers.16 But what of transactions
in which neither party has reason to trust the word of the other?

As an example, consider the case of two criminals who agree to exchange a quantity of heroin for a sum of money.
Alice is to end up with Bob's heroin and Bob with Alice's money. But how is this transition to be engineered, if each is
free to walk away at any time carrying off whatever is currently in his or her possession? In real life, matters are
complicated by the threat of physical violence, but we shall assume that neither player can be forced to act against their
will. Nor are they fearful of losing their reputations or their lives should either go back on their word.

There is obviously no point in Alice handing over the agreed price and waiting
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for the goods. Somehow the criminals have to arrange a flow between them, so that the money and the drug change
hands gradually.

Suppose that Alice has $100, each dollar of which is worth only one cent to her if not spent on heroin. Each grain of
heroin that Alice buys for one dollar at the agreed rate of exchange is worth only one cent to Bob if not sold to Alice.
Figure 11 shows the extensive form of a game with alternating moves that represents a procedure which the players
might use to facilitate the exchange. At each decision node, the player whose turn it is to move can choose across or
down. To choose across is to make a gift to the other player which is worth one cent to the donor, but one dollar to the
recipient. To choose down is to cheat on the arrangement by exiting with what one currently has. Cognoscenti will
recognize that this game of exchange has the same structure as the much studied Centipede Game.

If the last node of the game is reached, Bob must choose between 100.01 and 100. He will therefore cheat by choosing
the former. If the penultimate node is reached, Alice will predict that Bob will cheat if the final node is reached and so
realize that her choice is between 99.01 and 99. She will therefore cheat by choosing the former. The same argument
then shows that Bob will also cheat if the preceding node is reached, and so on. The conclusion is that the agreement
to exchange unravels completely.

This backward induction argument differs from the similar argument used with the Ultimatum Minigame only in
having 100 steps rather than two. It therefore shows that the only perfect equilibrium is for Alice and Bob to plan to
cheat whenever it is their turn to move. There are lots of other Nash equilibria, but these all require that Alice always
cheats by exiting at the very first move.

Does this mean that trustless exchange is impossible? To draw such a conclusion would be to put more weight on the
mathematical model proposed above than it can bear. The real world is imperfect in many ways. The Centipede Game
takes account of the imperfection that money isn't infinitely divisible. But real people are even more imperfect than real
money. In particular, they aren't infinitely discriminating. What is one cent more or less to anybody?

To capture this idea, suppose that players are satisfied to get within a nickel of their optimal payoff. With this
assumption, the Centipede Game suddenly has large numbers of “approximate” Nash equilibria—including the
trusting equilibrium in which both players always plan to honor their agreement. If the players are more discriminating
so that they achieve satisfaction only when they get within some fraction of a cent of their optimal payoff, we can retain
the same result by altering the Centipede Game to make each transfer worth even less to the donor than this fraction
of a cent.

As the size of each transfer becomes vanishingly small, we therefore retain the trusting equilibrium, even though each
player becomes infinitely discriminating in the limit. That is, trustless exchange is feasible between rational players
provided that the goods flow continuously between the two players at an agreed rate.

Biology offers the exotic example of sex among the hermaphroditic sea bass. Eggs are expensive to produce, but
sperm is cheap. When two sea bass mate, each therefore takes turns in laying small batches of eggs for the other to
fertilize. A sea bass that laid all its eggs at once would be outperformed by an exclusively male
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mutant that fertilized the eggs, and then swam off without making an equivalent investment in the future of their joint
children.

4.7Nash Demand Game
II:1.5.1

John Nash's demand game applies to a bargaining problem like that of figure 1. Alice and Bob each simultaneously
demand a payoff. If the pair of payoffs demanded is in the feasible set, both players receive their demands. If not, both
players receive the disagreement payoff. It is therefore an analogue of the Meeting Game that also admits inefficient
outcomes.

The game poses the equilibrium selection problem in an acute form, because every efficient outcome that assigns both
players no less than their disagreement payoffs is a Nash equilibrium of the game. For this reason, the game has
become a standard testbed for trying out equilibrium selection ideas.

Nash proposed dealing with the equilibrium selection problem by looking at a smoothed version of the game in which
the players aren't certain where the boundary of the feasible set starts and stops. As one moves out along a curve from
the disagreement point, the probability that the current payoff pair is feasible declines smoothly from one to zero in the
vicinity of the boundary. All the Nash equilibria of the unsmoothed game are still approximate equilibria of the new
game, but the exact Nash equilibria of the smoothed game all lie near the Nash bargaining solution, which is one of
several reasons why it is studied.

Other authors have studied evolutionary equilibrium selection in the demand game. Brian Skyrms' Evolution of the Social
Contract is a friendly introduction to these ideas. The Nash bargaining solution again does well. For example, if we add
tiny random mutations to the best-response dynamics, we find that the population will end up close to the Nash
bargaining solution with high probability after a long enough time has gone by—a result that survives if any
disagreement isn't final, but merely leads to another bargaining round with a slightly smaller feasible set.

What is Fair?
An experiment on the smoothed demand game that I ran with some colleagues at the University of Michigan will
perhaps serve to press home some of the points made in previous chapters about how I believe fairness works.17

The feasible set in the experiment is shown in figure 12, with serious money substituting for utility. The disagreement
payoffs were zero.

The exact Nash equilibria correspond to points on the thickened line. (The reason they don't all approximate the Nash
bargaining solution N is that our computer implementation didn't allow the players to vary their demands
continuously.) The letters E and U refer to the egalitarian and utilitarian outcomes that we found to be rival candidates
for a fairness norm in chapter 2, on the assumption that all players have the same social index. The letter N
corresponds to the Nash bargaining solution. The letter K refers to an alternative bargaining solution proposed by
Kalai and Smorodinsky.
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Figure 12: What is fair?

The experiment began with ten trials in which different groups of subjects knowingly played against robots
programmed to converge on one of the focal points E, N, K, and U. This conditioning phase proved adequate to
coordinate the play of a group on whichever of the four focal points we chose. The conditioning phase was followed
by thirty trials in which the subjects played against randomly chosen human opponents from the same group. The
results were unambiguous. Subjects started out playing as they had been conditioned, but each group ended up at an
exact Nash equilibrium.

In the computerized debriefing that followed their session in the laboratory, subjects showed a strong tendency to
assert that the equilibrium reached by their own group was the fair outcome of the game. But different groups found
their way to different exact equilibria. Indeed, for each exact equilibrium of our smoothed demand game, there was
some group willing to say that this was near the fair outcome of the game!

In a situation that doesn't match anything to which they are habituated, people therefore show little sign of having
some fairness stereotype built into their utility functions. On the contrary, money works well as a putative motivator in
this experiment—as in many others. Instead of attributing fair behavior to a built-in “taste for fairness”, I think we
need to regard the subjects in each experimental group as the citizens of a minisociety in which a fairness norm
evolved over time as a device to select among the efficient equilibria.

It is striking that the different fairness norms that evolved in the experiment selected only exact Nash equilibria, even
though some groups were initially conditioned on the egalitarian and utilitarian solutions, which were both
approximate equilibria from which the players would have no incentive to deviate if they neglected amounts of less
than one dime. But the fact that E and U were nearly stable wasn't enough
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to keep groups at these focal points—an observation that accords with the claim in chapter 1 that we should rank
stability at the top of our list of priorities that a social contract needs to satisfy.

Why doesn't the experiment refute both Rawls' claim that fairness norms are egalitarian, and Harsanyi's claim that they
are utilitarian? Apart from the fact that E and U aren't Nash equilibria in the experiment, there is also the fact that
calling them the egalitarian and utilitarian outcomes begs the question of how interpersonal comparisons are made.
Why should we assume that one extra dollar in Alice's pocket should be regarded as equivalent to one extra dollar in
Bob's pocket?

4.8 Out-of-Equilibrium Behavior
There is a school of behavioral economists who seem to believe that real people always behave as though maximizing
some utility function, albeit one that depends on parameters that are commonly neglected in traditional economics.
Since this book has the word equilibrium in nearly every sentence, it would be easy to get the impression that I similarly
think that real people never do anything but rationally play their equilibrium strategy in some exotic game. However, I
believe that trying to explain human behavior in this kind of way is rather like trying to explain the orbits of the planets
with Ptolemaic epicycles. You can get a really good fit if you juggle with enough epicycles, but what would be the
point?

I believe that both behavioral economists and game theorists need to face up to the fact that human behavior is often
downright irrational. When this happens our standard theories don't apply. Perhaps we will one day develop adequate
theories of bounded rationality, but current efforts in this direction have made little progress—and are only hindered
by those behavioral economists who fail to see that the problem isn't that boundedly rational people maximize
something unusual, but that they don't maximize anything at all. So where does that leave a theory like mine in which
everything significant is an equilibrium?

My answer is that, even if the theory were souped up a great deal so that the toy games considered were replaced by
games a lot closer to our real game of life, it would still have to put aside any aspiration to predict human behavior all
the time. The best that one could hope for is a theory that would predict human behavior in games in which the
players have had enough time for their behavior to adjust to their incentives through trial-and-error learning. But how
long would this take?

Research on this front is progressing steadily, but it still has far to go. However, it is at least clear that the answer
depends very much on what game we are talking about. In some market games, convergence on an equilibrium can be
very fast. In games like the Ultimatum Game, it can be glacially slow. In the one-shot Prisoners' Dilemma, the truth is
somewhere in between.

None of this is very satisfactory, but what can we do but make out what we can by the flickering light of the only
candle we currently have at our disposal?
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Chapter 5 Reciprocity

Give to him who gives, and do not give to him who does not give.
Hesiod, 5th Century BC

5.1 Tit-for-Tat
II:3.1

The idea that reciprocity is the mainspring of human sociality goes back nearly as far as there are written records.
When Confucius was asked to encapsulate the “true way” in a single word, he is said to have replied reciprocity.

David Hume already understood how reciprocity works in 1739, but I don't suppose that Bob Aumann or any of the
other game theorists who independently formulated the folk theorem in the fifties knew anything about his approach.
Robert Trivers was equally ignorant of Aumann's work when he proposed the idea of reciprocal altruism twenty years
later. It was only with the publication of Bob Axelrod's Evolution of Cooperation in 1984 that the idea finally stopped
being rediscovered—in much the same way that America ceased being discovered after the voyage of Columbus in
1492.

Axelrod's book focuses on the strategy TIT-FOR-TAT for the infinitely repeated Prisoners' Dilemma. This strategy
requires that a player begin by playing dove and continue by copying whatever action the opponent chose last time. If
both Alice and Bob play TIT-FOR-TAT, the result will be that they both choose dove each time the Prisoners' Dilemma is
repeated.

Observers who see Alice and Bob cosily cooperating all the time may be tempted to deduce that they have put aside
the Machiavellian scheming that game theorists supposedly promote in favor of an open-hearted policy of trust and
good fellowship. But we are now looking at a case where there is no contradiction between what game theory
recommends and the yearnings of utopians. It isn't rational to cooperate in the one-shot Prisoners' Dilemma, but two
TIT-FOR-TAT strategies constitute a Nash equilibrium for the infinitely repeated Prisoners' Dilemma.



To see this, we need to check that neither Alice nor Bob can profit by deviating from TIT-FOR-TAT if the other doesn't.
Suppose, on the contrary, that Alice does deviate at some time by playing hawk. If Bob sticks with TIT-FOR-TAT, he will
therefore respond by playing hawk until Alice signals her repentance by switching back to dove. Alice's income stream
during her period of deviance will then be 3, 1, 1, . . . , 1, 0 instead of 2, 2, 2, . . . , 2, 2. So her deviation was
unprofitable.

The essential point is that TIT-FOR-TAT has a built-in provision for punishing deviations. If both players believe that the
other is planning to use TIT-FOR-TAT, neither has a motive for using an alternative strategy.

There are an infinite number of strategies for the infinitely repeated Prisoners' Dilemma that share this property. The
simplest is the GRIM strategy, which plays dove until the opponent plays hawk, whereupon it switches permanently to hawk
itself. Any deviation from cooperation by the opponent is then punished remorselessly to the maximal extent. Two
GRIM strategies are a Nash equilibrium in the infinitely repeated Prisoners' Dilemma for the same reason that the same
is true of two TIT-FOR-TAT strategies.

Both TIT-FOR-TAT and GRIM are “nice” strategies in that they are never the first to defect, but we also need to take
account of “mean” strategies that begin by playing hawk. For example, the strategy TAT-FOR-TIT begins by playing hawk
and thereafter switches its action if and only if the opponent played hawk last time. Two TAT-FOR-TIT strategies are a
Nash equilibrium in the infinitely repeated Prisoners' Dilemma, in which cooperation is achieved only after the first
round of play.

Axelrod's Olympiad.
II:3.3.7

Axelrod was led to TIT-FOR-TAT by a competition he ran in which he invited various social scientists to submit
computerprograms to be matched against each other in an indefinitely repeated version of the Prisoners' Dilemma.
After learning the outcome of a pilot round, the contestants submitted computer programs that implemented 63 of the
possible strategies of the game.

In this competition, TIT-FOR-TAT was the most successful strategy. Axelrod then simulated the effect of evolution
operating on all 63 strategies. The fact that TIT-FOR-TAT was the most numerous of all the surviving programs at the
end of the evolutionary simulation clinched the question for Axelrod, who then proceeded to propose TIT-FOR-TAT as
a suitable paradigm for human cooperation across the board. In describing its virtues, he says:

What accounts for TIT-FOR-TAT's robust success is its combination of being nice, retaliatory, forgiving and
clear. Its niceness prevents it from getting into unnecessary trouble. Its retaliation discourages the other side from
persisting whenever defection is tried. Its forgiveness helps restore mutual cooperation. And its clarity makes it
intelligible to the other player, thereby eliciting long-term cooperation.

As a consequence of Axelrod's claims, a whole generation of social scientists has grown up believing that TIT-FOR-TAT
embodies everything that they need to know about how reciprocity works.

But it turns out that TIT-FOR-TAT wasn't so very successful in Axelrod's simulation. The successful strategy was actually
a mixture of six entries in which the probability of TIT-FOR-TAT was only a little more than one sixth. Nor is the limited
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success TIT-FOR-TAT does enjoy robust when the initial population of entries is varied. The unforgiving GRIM does
extremely well when the initial population field of entries isn't biased in favor of TIT-FOR-TAT. Nor does evolution
generate nice machines when some small fraction of suckers worth exploiting is allowed to flow continually into the
system. Mean strategies like TAT-FOR-TIT then outperform TIT-FOR-TAT. As for clarity, it is only necessary for
cooperation to evolve that a mutant be able to recognize a copy of itself.

All that is then left on Axelrod's list is the requirement that a successful strategy be retaliatory. This is perhaps the claim
that has done most harm, because it applies only in pairwise interactions. For example, it is said that reciprocity can't
explain the evolution of friendship. It is true that the offensive–defensive alliances of chimpanzees can't be explained
with a tit-for-tat story. If Alice needs help because she is hurt or sick, her allies have no incentive to come to her aid,
because she is now unlikely to be useful as an ally in the future. Any threat she makes to withdraw her cooperation will
therefore be empty. But it needn't be the injured party who punishes a cheater in multiperson interactions. Others will
be looking on if Bob abandons Alice to her fate, and they will punish his faithlessness by refusing to form alliances
with him in the future. After all, who wants to make an alliance with someone with a reputation for abandoning friends
when they are in trouble?

I think the enthusiasm for TIT-FOR-TAT survives for the same reason that people used to claim that it is rational to
cooperate in the one-shot Prisoners' Dilemma. They want to believe that human beings are essentially nice. But the real
lesson to be learned from Axelrod's Olympiad and many later evolutionary simulations is infinitely more reassuring.
Although Axelrod's claims for TIT-FOR-TAT are overblown, his conclusion that evolution is likely to generate a
cooperative outcome seems to be genuinely robust. We therefore don't need to pretend that we are all Dr. Jekylls in
order to explain how we manage to get on with each other fairly well much of the time. Even a society of Mr. Hydes
can eventually learn to coordinate on an efficient equilibrium in an indefinitely repeated game.

5.2 Folk Theorem
II:3.3

Playing TIT-FOR-TAT is just one of many ways that Alice and Bob can sustain cooperation as a Nash equilibrium in the
infinitely repeated Prisoners' Dilemma. So what are the others? The folk theorem goes a long way towards answering
this question by characterizing all possible Nash equilibrium outcomes for all infinitely repeated games.

The simple idea behind the folk theorem will be illustrated using both the Prisoners' Dilemma and the Ultimatum
Minigame. The four payoff pairs from each of their payoff tables are shown in figure 13. If Alice and Bob were to
bargain about how to play, they might agree on any of these four points, but they have many other options as possible
agreements. For example, they might compromise by tossing a coin or agreeing to take turns to settle any dispute that
may arise over which alternative should be adopted.

To take all such possibilities into account, it is necessary to expand Alice and
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Figure 13: The folk theorem for infinitely repeated games.

Bob's set of feasible agreements to the lightly shaded region in each of the diagrams of figure 13. This is the smallest
convex set that contains all four payoff pairs from the game's payoff table. For example, if Alice and Bob agree that
she will always play hawk in the Prisoners' Dilemma and he will play hawk only every other day, then they will
implement the payoff pair (1, 1) one half of the time and the payoff pair (3, 0) the other half of the time. Alice then
expects 2 on average, and Bob expects 12. But the point (2, 12) lies halfway between (1, 1) and (3, 0), and is therefore
in our lightly shaded set.

The problem with the bargaining story is that it won't work without some kind of external agency willing and able to
enforce any contracts that Alice and Bob may write. Without such an external agency, any agreements that Alice and
Bob make must be self-enforcing. That is to say, only equilibria are available as viable deals. In the one-shot Prisoners'
Dilemma, the absence of external enforcement therefore spells disaster, since the only equilibrium is the inefficient
outcome in which both Alice and Bob play hawk. But we lose nothing of any significance at all in the infinitely repeated
Prisoners' Dilemma. Every outcome on which rational players might agree in the presence of external enforcement is
also available as an equilibrium when we repeat the game.

The basic argument is so easy that it is no wonder it was discovered by pretty much everyone who gave repeated
games any thought after Nash published his equilibrium idea in 1951. Pick a point P in the feasible set of the game to
be repeated. We will make this an equilibrium outcome by punishing anyone who is seen to deviate from the strategy
necessary for Alice and Bob to get P each time the game being repeated is played. It is easiest to use the kind of
implacable punishment characteristic of the GRIM strategy, in which any deviation is punished forever in the most
severe manner available.

In figure 13, the worst payoffs that each player can inflict on the other are indicated by the letterM. Any P in the darkly
shaded set—in which both players
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get no less than their worst punishment payoffs—can therefore be sustained as an equilibrium outcome in the infinitely
repeated game. Both players prefer to stay at P than to deviate, because the result of deviating is that they will end up
with their payoff stuck at M.

In the Prisoner's Dilemma, the worst that a player can do to the opponent is to play hawk all the time, in which case the
victim will respond by playing hawk to minimize the damage. Thus M is (1, 1). In the Ultimatum Minigame, the worst
that Alice can do to Bob is to play low, to which he will reply with yes to minimize the damage. The worst that Bob can
do to Alice is to play no, to which she will reply high to minimize the damage. Thus M is (2, 1).

Although it doesn't matter much, the worst punishment that can be inflicted on Alice is her minimax payoff, obtained
when Bob seeks to miminize Alice's payoff in the knowledge that she will respond by making a maximal reply to his
attempt at punishment. If we are in a context in which it makes sense to use mixed strategies, we can then appeal to
Von Neumann's celebrated theorem of 1928, which says that Alice's minimax payoff is the same as her maximin
payoff.18 But you would never agree to a deal that paid off less than your maximin payoff, because you have a strategy
that guarantees at least this much whatever the opposition may do. This observation allows us to round off what we
need from the folk theorem:

With the help of the folk theorem, we can reduce a social contract question to a bargaining problem like that illustrated
in figure 1. The disagreement pointD corresponds to the state of nature, which I identify with the equilibrium acting as
the current social contract. The points in the feasible set correspond to all the equilibrium outcomes that are available
as alternative social contracts.

What Can Go Wrong?
Easy though it is to prove, I think the folk theorem embodies perhaps the most significant insight available to political
philosophy. However, it has at least two limitations.

In the version presented, the payoffs must be measured in utils that add up in a sensible way. We used this fact in
evaluating both lotteries and income streams in terms of their average payoffs. The latter is the more serious restriction,
because it implies that the players are infinitely patient—that a dollar promised in a thousand years is worth no less
than a dollar promised tomorrow.

We can relax this unrealistic assumption in two ways. Our infinitely repeated games can be replaced by indefinitely
repeated games, in which there is always a
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very small probability that any given repetition will be the last. We can also assume that the players discount the future
at some fixed rate of interest. An approximate version of the folk theorem then survives for the case when both the
interest rate and the probability that any repetition is the last are small. In brief, for the folk theorem to hold, we need
the players to care enough about the future that it is worth their while to value long-term relationships.

The second limitation is a great deal more troublesome. Theversion of the folk theorem presented assumes that any
deviations from equilibrium will be observed by the other players. This is probably not a bad assumption in the case of
the small bands of hunter-gatherers in which I believe fairness norms first arose. As in the small towns of today,
presumably everybody knew everybody else's business. But this certainly isn't true of modern city life. In the
anonymity of a big city, it isn't possible to sustain the tight social contracts of small societies, because it isn't possible to
detect and punish deviants often enough to deter cheating. We do our best with policemen and tax inspectors, but
nobody would want to claim that our efforts in this direction are anywhere near efficient.

I don't have to face up to the information problem in this book, because my focus is on how fairness norms evolved in
the first place, but reformers can't escape the problem. However, they won't get a lot of help from game theorists,
because we don't yet know very much about folk theorems inwhich the players can keep some of their information
secret.

5.3 Punishment
The punishments that are used in proving the folk theorem are the worst punishments available, but one would only
expect to see such punishments inflicted on outsiders in real life. If severe punishments for trivial offenses were
inflicted on everyone, then insiders like ourselves and our loved ones would be put at unnecessary risk. The
punishments prescribed for deviant insiders must therefore be expected to be minimal.

Napoleon's exile in Elba is an extreme example. After all, any ruler may be overthrown. On the other hand, we
bourgeois folk don't ever expect to steal a pizza, and hence the Californian doctrine of three strikes and you're out.

As explained in chapter 1, very few of the punishments that sustain a social contract are administered through the legal
system. Indeed, nearly all punishments are adminstered without either the punishers or the victim being aware that a
punishment has taken place. No stick is commonly flourished. What happens most of the time is that the carrot is
withdrawn a tiny bit. Shoulders are turned slightly away. Greetings are imperceptibly gruffer. Eyes wonder elsewhere.
These are all warnings that your body ignores at its peril.

I was particularly delighted to find anthropological accounts describing higher stages of punishment observed among
hunter-gatherer societies, because they mirror so accurately similar phenomena that the academic world uses to keep
rogue thinkers in line. First there is laughter. If this doesn't work—and who likes being laughed at—the next stage is
boycotting. Nobody talks to the offending party, or refers to
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his research. Only the final stage is maximal: a persistent offender is expelled from the group, or is unable to get his
work published.

Once the subtle nature of the web of reciprocal rewards and punishments that sustains a social contract has been
appreciated, it becomes easier to understand why it is so hard to reform corrupt societies in which criminality has
become socially acceptable. As the case of Prohibition shows, imposing the type of draconian penalty in which
rednecks delight on the criminals unlucky enough to be caught is unlikely to be effective. The resulting disincentives
will be almost certainly be inadequate, since the probability of any individual being unlucky is necessarily small when
nearly everybody is guilty.

The Role of the Emotions.
II:3.5

Emotions were once dismissed as irrational urges left over from our evolutionary history. The socially aroused
emotions associated with pride, envy, and anger are still counted among the seven deadly sins. But if these emotions
are as self-destructive as tradition holds, how come evolution equipped us with them?

I share the now widely held view that tradition is plain wrong in seeing no useful social role for the emotions. I think
they evolved to help police primeval social contracts, and they remain useful to us for this purpose.

For example, the prototypical scenario for the expression ofanger arises when Adam treats Eve unfairly. In her anger at
his unjust treatment, she is then likely to inflict some harm on Adam. Adam therefore takes care to keep his acquisitive
urges under control lest he incur her ire.

In this way, it is possible to sustain efficient equilibria in repeated games without any of the players even being aware
that they are playing a repeated game. How else would chimpanzees be capable of sustaining high levels of reciprocal
altruism? How would humans be capable of the same feat if we always had to spend half an hour or more calculating
what to do before taking any action? Some of our thinking in these situations must surely be hardwired, and perhaps
getting into an emotional state is simply how it feels when our autopilot takes over the controls.

Revenge.
Suppose Eve risks damage to herself in launching an angry attack on Adam after he has treated her unfairly. Her
behavior might then easily be dismissed as irrational by observers who fail to notice that she isn't necessarily acting
wildly in a one-shot game, but may be carrying through her part of an equilibrium in an indefinitely repeated game.

Experiments on the Ultimatum Game currently provide a focus for this kind of confusion. Why doesn't the responder
accept anything she is offered in one-shot versions of the Ultimatum Game played in the laboratory? A popular answer
is that she gets angry and refuses out of spite. Analysis of the testosterone levels in the sputum of responders would
seem to confirm that this explanation is right insofar as it goes.

But why should responders get angry? I think that they get angry because this is their habituated response to an unfair
offer in the situations in which we encounter ultimata in real life. It is then almost never true that the game is one-shot.
Even if
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it isn't a repeated game, there will normally be onlookers who need to be dissuaded from thinking of us as a soft touch.

For example, the folk theorem for the Ultimatum Minigame illustrated in figure 13 shows that the “fair” outcome
(2, 2) can just be supported as an equilibrium in an infinitely repeated version of the game—but only if Bob is prepared
to punish any attempt by Alice to get more than her fair share.

Some instructive examples are provided in a recent cross-cultural study of behavior in the Ultimatum Game and other
canonical games.19 Aside from confirming that fairness norms vary markedly across cultures, the authors note the
manner in which norms adapted to repeated situations are applied in unfamiliar one-shot laboratory environments. For
example, “Orma experimental subjects quickly dubbed the public goods experiment a harambee game, referring to the
widespread institution of village-level voluntary contributions for public goods projects such as schools or roads. Not
surprisingly, they contributed generously.”

Critics of the view that people become habituated to norms that are adapted to repeated games argue that subjects in
experiments know perfectly well that they are playing a one-shot game, so why should they respond with behavior
appropriate to a repeated game? But one might as well ask why a sailor keeps walking with a rolling gait when he
comes ashore after a long voyage.

Are we then mere robots controlled through our emotions by our genetic heritage? The evidence suggests otherwise.
People's behavior adapts to the one-shot games they play in the laboratory as they gain experience. In the one-shot
Ultimatum Game their behavior adjusts much more slowly than in the one-shot Prisoners' Dilemma, but it adjusts
nevertheless.

This view of things is disputed by economists from both ends of the political spectrum. Behavioral economists argue
thatwe really do have a taste for reciprocity built into our preferences, and that the evidence that people adjust their
behavior as they gain experience is either illusory or irrelevant. I think this theory of “strong reciprocity” can be
maintained only by refusing to look beyond a small number of experiments that have been deliberately designed with a
view to providing support for the theory.

Traditional economists are equally skeptical about the evidence for learning. They say that there is nothing for the
responders to learn in the Ultimatum Game, since they already know that something is better than nothing. But what
the responders' bodies have to learn is that there isn't any point in getting angry with a stranger you are never going to
meet again. This is a hard lesson, as Smallville folk visiting Metropolis for the first time will readily confirm. But the
harder the knocks, the quicker we are conditioned with emotional responses that fit the actual game we are playing.
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5.4 Quis Custodiet Ipsos Custodes?
II:3.3.6

The gossamer threads of shared knowledge and experience that hold an equilibrium together seem but flimsy bonds
when compared with the iron shackles of duty and obligation that traditionalists imagine chain a society down. As
David Hume says:

Nothing appears more surprising to those who consider human affairs with a philosophical eye, than the ease
with which the many are governed by the few, and the implicit submission with which men resign their own
sentiments and passions to those of their rulers. When we inquire by what means this wonder is effected, we shall
find that, as Force is always on the side of the governed, the governors have nothing to support them but opinion.
It is therefore on opinion only that government is founded, and this maxim extends to the most despotic and most
military governments as well as to the most free and most popular.

In short, the authority of popes, presidents, kings, judges, policemen, and the like is just a matter of convention and
habit. Adam obeys the king because such is the custom—and the custom survives because the king will order Eve to
punish Adam if he fails to obey. But why does Eve obey the order to punish Adam? In brief, who guards the
guardians?

Immanuel Kant naively thought that to answer this question is necessarily to initiate an infinite regress, but we can
adapt the folk theorem to show that the chains of responsibility can be bent back on each other. This is done by
showing that the theorem is true not only for Nash equilibria, but for perfect equilibria.

Recall that a perfect equilibrium is a strategy profile that calls for the play of a Nash equilibrium in all subgames of the
original game—whether these are reached on the equilibrium path or not. Chapter 4 noted that perfect equilibria are
no more rational than other Nash equilibria, but Reinhard Selten showed that the same ceases to be true if we change
the game slightly by assuming that there is always a chance that players will make any mistake available to them with
some small probability. Nash equilibria of this new game are then approximately perfect equilibria of the old game.
Given the human propensity to error, treating social contracts as perfect equilibria therefore seems a useful first
approximation.

If someone deviates and we go to one of the subgames off the equilibrium path, it remains optimal in a perfect
equilibrium to stick to your original strategy provided everybody else does. In particular, if your strategy tells you to
punish the deviant at some cost to yourself, it will be optimal for you to carry through on the punishment. If you
deviate by trying to escape your duty to punish, you will take us to yet another subgame where it is optimal for some
other player to punish you for your dereliction of duty. If he fails to discharge his duty, we go to yet another
subgame—and so on forever. With only a finite number of players, these chainsof responsibility are necessarily closed
in the manner that Kant failed to consider.

In the case of a social contract with a monarch, Eve obeys the king because she fears Ichabod will otherwise punish
her. Ichabod would obey the order to punish Eve because he fears that Adam will otherwise punish him. Adam would
obey the order to punish Ichabod because he fears that Eve will otherwise punish him.
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At first sight, such a spiral of self-confirming beliefs seems too fragile to support anything solid. It is true that the
beliefs go round in a circle, but the folk theorem shows that their fragility is an illusion, since the behavior generated by
the beliefs holds together as a perfect equilibrium.

It is a bad mistake to allow the paraphernalia of the modern state—its constitution, its legal system, its moral code, its
pomp and ceremony—to blind us to the insight that it all rests on nothing more than the self-confirming beliefs of its
citizens. Laws and directives, even if written on tablets of stone, are simply devices that help us coordinate on an
equilibrium in the game of life. The fact that a judge is supposedly an instrument of the Law no more excludes him
from our social contract than the Great Seal of State that symbolizes supreme power excludes a king or a president.

In order that we coordinate efficiently, it is necessary that a modern social contract assign leading roles to certain
individuals, but the power we lend to the mighty actually remains in our collective hands. Since the mighty can't be
trusted not to abuse their privileges, a liberal social contract makes effective provision for this collective power to be
brought quickly to bear when corruption threatens the integrity of the state. As Hume so aptly observes: “In
constraining any system of government and fixing the several checks and controls of the constitution, every man ought
to be supposed a knave and to have no other end in all his actions than private interest.” In the jargon of economics,
the roles the social contract assigns to officers of the state must be compatible with their incentives. Or, to return to
Juvenal's dictum, the bigger the guardians, the more they need to be guarded.

5.5 Emergent Phenomena
II:3.4

One unfortunate result of the star billing achieved by TIT-FOR-TAT has been to persuade a generation of evolutionary
thinkers that no other forms of reciprocating behavior are worthy of attention. It is taken for granted that TIT-FOR-TAT
is adequate to serve as a paradigm for the whole class of reciprocating mechanisms covered by the folk theorem. But it
is a bad mistake to think that a cheater must be disciplined by the person he injures. In a big society, the cheater can be
disciplined by a third party. As a consequence, the range of social contracts that can be sustained as an equilibrium in a
repeated game is much wider than commonly supposed.

Altruism and Duty.
Anthropologists tell us that food is gathered and distributed in pure hunter-gatherer societies largely according to the
Marxian principle that each contributes according to his ability, and benefits according to his need.

How can such a social contract survive? If only the tit-for-tat mechanism were available, nobody would ever offer food
to powerless folk outside their immediate family. But the punishment for failing to share food needn't be administered
by whoever is left to go hungry. In modern foraging bands, the whole group joins in punishing a deviant. Everyone is
therefore a citizen within a social organization which resembles the Marxian utopia that supposedly follows the
withering away of the state.
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To see how this can work, imagine a world in which only a mother and a daughter are alive at any time. Each player
lives for two periods. The first period is her youth, and the second her old age. In her youth, a player bakes two (large)
loaves of bread. She then gives birth to a daughter, and immediately grows old. Old players are too feeble to work, and
so producenothing. One equilibrium requires each player to consume both her loaves of bread in her youth. Everyone
will then have to endure a miserable old age, but everyone will be optimizing given the choices of the others. All
players would prefer to consume one loaf in their youth and one loaf in their old age. But this “fair” outcome can only
be achieved if the daughters all give one of their two loaves to their mothers, because bread perishes if not consumed
when baked.

Mothers can't retaliate if their daughters are selfish, but the fair outcome can nevertheless be sustained as an
equilibrium. In this fair equilibrium, a conformist is a player who gives her mother a loaf if and only if her mother was
a conformist in her youth. Conformists therefore reward other conformists, and punish nonconformists.

To see why a daughter gives her mother a loaf, suppose that Alice, Beatrice, and Carol are mother, daughter, and
granddaughter. If Beatrice neglects Alice, she becomes a nonconformist. Carol therefore punishes Beatrice, toavoid
becoming a nonconformist herself. If not, she will be punished by her daughter—and so on. If the first-born player is
deemed to be a conformist, it is therefore a perfect equilibrium for everybody to be a conformist. However, the injured
party is never the person who punishes an infringement of the social contract. Indeed, the injured party is dead at the
time the infringement is punished!

The standard reaction to this kind of story is impatience that game theorists don't know that real daughters look after
their aged mothers because they love them. But this reaction misses the point of the model, which teaches us that, even
if all daughters were stonyhearted egoists, their aged mothers wouldn't necessarily be neglected—which is just as well
for some very unpleasant old ladies of my acquaintance, whose daughters uncomplainingly bear the burden of their
care only out of a sense of duty. Why do they feel a sense of duty? Ultimately, because they would be censured by their
community if they were to fail to carry out the role assigned to them by the current social contract.

Reputation and Trust.
Alice delivers a service to Bob, trusting him to reciprocate by making a payment in return. But why should he pay up if
nothing will happen to him if he doesn't? Sociologists model this hold-up problem using the toy game of figure 14 that
I call the Trust Minigame. The one-shot game has a unique Nash equilibrium in which Alice doesn't deliver the
service, because she predicts that Bob won't pay.

But people mostly do pay their bills. When asked why, they usually say that they have a duty to pay, and that they value
their reputation for honesty. Game theorists agree that this is a good description of how our social contract works, but
we want to know why it embodies such virtues. We therefore look at the infinitely repeated version of the Trust
Minigame.

The folk theorem says that all points in the shaded region of figure 14 are
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equilibrium outcomes of the repeated game, including the payoff pair (2, 2) that arises when Alice always delivers and
Bob always pays. We explain this equilibrium in real life by saying that Bob can't afford to lose his reputation for
honesty by cheating on Alice, because she will then refuse to provide any service to him in the future. In practice, Alice
will usually be someone new, but the same equilibrium works just as well, because nobody will be any more ready than
Alice to trade with someone with a reputation for not paying.

Nobody in ordinary commercial life needs to have this explained. I found the neatest summary of why traders trust
each other in the New York Times of 29 August 1991. When asked whether he could rely on the honesty of the owner
of the antique store that sold his finds on commission, a dealer replied: “Sure I trust him. You know the ones to trust
in this business. The ones who betray you, bye-bye.”

Figure 14: The Trust Minigame.

Leadership and Authority.
I think it highly significant that anthropologists report that modern foraging societies have no bosses. The existence of
such leaderless societies implies that humans don't need bosses to live in societies. So why do we have them?

One popular argument holds that leaders are necessary because, like Uncle Joe Stalin, they know what is good for us
better than we know ourselves. But whether leaders know what they are doing better than their followers or not, they
can be very useful to a society as a coordinating device for solving the equilibrium selection problem in games for
which the traditional methods are too slow or uncertain. On a sailing ship in a storm or in a nation at war, one can't
afford to wait for due process to generate a compromise acceptable to all. Henry Ford told us that history is bunk, but
at least it teaches us that the way to get a society moving together in a crisis is to delegate authority to a single leader.

The purest examples come from primitive societies—as when Rome made Cincinnatus
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into a temporary dictator, or the Native Americans of the great plains nominated a temporary war chief. What is the
social mechanism that secured obedience to such leaders during their period of tenure, but not before or after?

Traditional theories of how authority works are remarkably threadbare. There is the divine right of kings—but who
says God intended that guy to be king and not me? There is the Hobbesian social contract, in which citizens
supposedly promise to obey a sovereign in return for security—but why should I keep such a hypothetical promise if I
won't suffer from breaking my word? There is the Lockean social contract, in which citizens conditionally trade their
natural rights in return for the advantages of living in a civil society—but I wasn't born clutching a little certificate
granting me the right to anything at all. There is Rousseau's argument purporting to prove it rational to subordinate
one's own desires to the General Will as perceived by those blessed with sublime wisdom—but it isn't rational to
cooperate in the Prisoner's Dilemma. And so on.

The real reason that authority can work is that a leader's role is simply to point at a perfect equilibrium of the game
being played. If the convention is to honor the leader's choice, then everyone will be optimizing when they do so. No
individual will therefore have an incentive to deviate.

The fact that it is only deviations by individuals that are suboptimal is important here, because leaders are unseated by
coalitions whose members act together in destabilizing a social contract. As James Madison explained, a leader who
chooses an equilibrium too far from what a society considers fair therefore risks creating a focal point around which an
opposition can coalesce. Rival leaders then appear who appeal to the sense of fairness of their prospective followers.

The small societies created by the pirate crews of the late seventeenth century provide an interesting example. Despite
the bloodcurdling stories of popular romance, their social contracts were very democratic. They couldn't dispense with
leaders, but pirate captains who failed to treat their crews very fairly would simply be voted out of office. This is one of
a number of natural experiments in which small isolated communities have reverted to a social contract closely
resembling those of our foraging ancestors.

5.6 Unpleasant Behavior
Utopians like to pretend that unpleasant behavior is necessarily irrational. We have already encountered several
examples that show otherwise, and here are some more.

Cheating.
Someone brought up in a Western democracy would find the social ambience of a modern hunter-gatherer band
unbearably stifling. Our nearest approach is perhaps the teenage clan, whose members discipline each other's behavior
so severely that one sometimes wonders whether they received their conformity training in the military. In both cases,
the crucial feature that allows the dictatorship of the many to operate so successfully is the small size and closeness of
the group, which ensure that a deviation by a member of the group is likely to become
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common knowledge very quickly. The coordination problem faced by the group in administering punishment is
therefore easily solved.

Nevertheless, people living in hunter-gatherer societies still cheat on their social contracts when they think their
cheating might not be detected. In some foraging societies, cheating is sufficiently close to the surface that food is
shared via tolerated theft and aggressive begging. Cheatingin such a society differs from cheating in ours only in that
hunter-gatherers find it harder to get away with it than us, because they live under the continuous public scrutiny of
neighbors who are shamelessly inquisitive. My guess is that we therefore all devote a great deal more of our brain
capacity to this activity than we realize. It is surely no accident that the psychologists Cosmides and Tooby find that
people are very much better at solving logical problems when they arise in the course of tracking down cheaters in
social contract problems than elsewhere.

I think it important that we finally put the rose-tinted spectacles of anthropologists like Margaret Mead back in their
case. We need to get real about the supposedly noble savages who live in hunter-gatherer societies. Their human nature
is no different from ours. The anonymity of a large industrial society creates informational problems for us that our
invention of specialized police forces mitigates only to a limited extent. Crime and corruption are therefore rampant in
our societies. But it isn't because life in the big city has made us wicked. Hunter-gatherers cheat and steal as well. They
murder more often than we do. If their societies look idyllic from the outside, it is only because the equilibrium
selection problem in their game of life is easier to solve than ours.

Punishing the Innocent.
A police force can serve to deter crimes that are traceable to a specific culprit, but what about the kind of antisocial act
that it is very hard to pin on any particular individual? Although game theorists have had little success in general in
extending the folk theorem to environments in which information is sparse, one punishment mechanism capable of
precariously sustaining efficient outcomes has been studied enough to know that it can work. It is called by the aptly
unpleasant name of contagion.

An old story gives the basic idea. Sir Walter Raleigh struck his son at a grand dinner for telling the story of a whore
who refused to service the son on the grounds that she had lain with his father not an hour before. Some vestigial
feelings of filial duty prevented his hitting his father back, and so the son struck an innocent bystander instead, crying,
“Box about, ’twill come to my father anon!”

If members of a population are anonymously drawn at random to play the Prisoners' Dilemma over and over again,
Raleigh Junior's strategy can be implemented if everyone always plays GRIM without taking into account that their
opponent is always some new nameless stranger. If anyone ever cheats, defection will then spread through the whole
community like a disease, as more and more innocents are punished for the crime of just one person. Eventually,
cooperation will collapse altogether, and the actual criminal will suffer along with everyone else. If prospective deviants
are sufficiently rational, they will predict this outcome and curb their impulse to cheat. As the saying goes: what goes
around, comes around.
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Although the policy of punishing the world for the sins of an individual quickly ceases to make sense when the
population gets large, equilibria in which the innocent are punished can still be viable when the cheater can be
identified as belonging to a small enough group. Instead of punishing the world when cheated, a player then only
punishes the cheater's group. The arrangement works better if all the members of the group being punished are related
so that the cheater's personal utility function actually takes into account the pain suffered when others in his group are
punished. It works better still when the fact that a member of one clan has been cheated by the member of another
clan can be communicated quickly by word of mouth so that the contagion spreads faster than the game can be played.

Examples of cases when such precarious equilibria are upset and the punishment schedule gets implemented are
depressingly familiar. One famous case is the hillbilly feud between the Hatfields and the McCoys. Another provides
thesetting for Romeo and Juliet. But sweeping generalizations from such cases to the inevitability of racism and war are
inappropriate. It is just as irrational to punish everybody in a very large group for the misdeeds of its individuals as to
punish the whole world.

Public Lies.
False claims about the world can be kept alive by a web of self-confirming beliefs in much the same way that the
authority of kings is sustained. People keep their doubts to themselves for fear of being punished if they don't.

Hans Christian Andersen's story of the naked emperor is the classic example, but my personal favorite is Plato's
Republic. How is it possible that a book which advocates a mirthless police state run by a racially pure class of natural
rulers should be celebrated as a liberal masterpiece?20 The answer is easy. Simply direct amused contempt at anyone
who rocks the boat by suggesting otherwise.

Even contradictions can be sustained in this way. The same Council of the Catholic Church that invented Papal
Infallibility also proclaimed the necessity of having faith that faith isn't necessary: “If any one say that it is not possible,
by the natural light of human reason, to acquire a certain knowledge of the One and True God, let him be anathema.”
Here it is explicit that punishment is to be inflicted on skeptics, although burning doubters at the stake had gone out of
fashion by the late nineteenth century.

The urge to laugh is strong, but how can one forget the millions upon millions of burnt and tortured bodies with
which such bizarre memes have defended their existence throughout human history? People tell me that science will
eventually triumph, but the immediate prospect seems anything but rosy. Even within the scientific community, the
very folk that we trust to guard our standards of truth and objectivity routinely apply the age-old methods of social
coercion to suppress ideas of which they disapprove. As in everything else, we need to develop better ways of guarding
our guardians, but I don't see any sign of progress on this front.
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5.7 Free for All?
Game theory is a morally neutral tool of analysis. To challenge the optimizing assumptions on which it is based
because they are thought to entail morally abhorrent conclusions is particularly silly in the context of the folk theorem.
Far from implying that only selfish behavior can survive in equilibrium, the theorem shows that a caring attitude
toward the weak and helpless can be a stable component of a social contract—even in a society of heartless Mr. Hydes.

But it also works the other way. The same mechanisms can be used to sustain behavior that most readers of this book
would prefer were absent from our social contract. Consider, for example, the exclusion of the Ainu from regular
Japanese society. Why is it stable to treat the Ainu as outsiders? Because those who don't are treated as outsiders
themselves.

After listening to such conclusions, critics often react by saying that it's a waste of time to pay any attention at all to the
folk theorem, because its conclusions simply echo the relativist folly that morality is a free-for-all, where anything goes.
Let me therefore reiterate the reasons why this response is mistaken.

First, the folk theorem doesn't say that anything goes. For an equilibrium to hold together, the system of duties it
embodies must be finely tuned to provide all players with the right incentive to do just the right thing at the right time.
It is true that the folk theorem nevertheless leaves the field open for a vast range of different social contracts. But if
this were false, the folk theorem would necessarily have failed to take account of something important in human
nature. After all, what do we find in the history books if not a vast range of diverse social contracts?

Second, it is foolish to complain that moral judgments—whether absolute or relative—are absent from the statement
of the folk theorem. The folk theorem is about what is feasible. It tells us the class of social contracts that can survive as
equilibria. To say something about what is optimal, we need a theory of how social contracts are selected from the
feasible set.
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Chapter 6 Duty

Keep me always at it, and I'll keep you always at it, you keep someone else always at it. There you are with the Whole
Duty of Man in a commercial country.
Mr. Pancks, from Dickens' Little Dorrit

6.1 The Good, the Right and the Seemly
Secular moral theories can be loosely categorized into theories of the Good, the Right, and the Seemly. Those who lean
to the left emphasize the Good. Philosophers call them consequentialists. They maintain the existence of an a priori
common good whose advancement takes priority over our own selfish concerns. Utilitarians and welfarists are the
most vocal members of this lobby.

Conservatives prefer theories of the Right. Philosophers call such theories deontological, and see them as the natural
opposition to the consequentialist theories of the left. Deontologists maintain the existence of natural rights, which it is
our duty to respect regardless of the consequences. The right to private property is particularly cherished.

Diogenes remarked that he had seen Plato's cups and table, but had yet to see his Cupness or Tableness. I feel much
the same about the Platonism of traditional theories of the Good and the Right. To pretend that the good and the right
are anything other than products of human evolution is to abandon all hope of making sense of human morality.

It is inadequate to say that talk of inalienable or imprescriptible natural rights in documents like the 1789 Declaration
of the Rights of Man is nonsense. In the words of Jeremy Bentham: it is “nonsense upon stilts”. I value my personal
liberty no less than the founders of the American Republic or the engineers of the Glorious Revolution of 1688, but I
don't see that anything but ephemeral advantage is to be gained by asserting the obviously false proposition that we
can't be stripped of our liberties—especially when those claiming this “truth” to be self-evident turn out to be slavers
like John Locke or Thomas Jefferson.



Don't we imprison or execute criminals and therefore deprive them of their supposedly inalienable rights? The illusion
that matters are otherwise is only maintained by pretending that those whose rights are alienated are not properly to be
counted as citizens. The real and unwelcome truth is that we possess only those rights we are actually able to
exercise—and history shows that we can be stripped of these very easily indeed.

We retain what rights we have only because enough of us keep sufficient power in our collective hands that
authoritarians are unable to take them away. Any propaganda that conceals this harsh reality is a danger to those of us
who don't wish to live under oppressive regimes. I believe that we would do better to abandon all the rhetoric about
inalienable natural rights—however effective it may be in the short run—lest we succeed in convincing our children
that the price of freedom isn't eternal vigilance.

Since naturalists like myself believe that the Good is no less a human invention than the Right, traditionalists imagine
that we have nowhere left to stand. But our denial of the existence of the Good and the Right as moral absolutes
doesn't imply that we are talking nonsense when we distinguish the good from the bad and the right from the wrong in
our daily lives. Cupness and Tableness are no less human inventions than the Good and the Right, but cups and tables
nevertheless exist.

I try to capture this down-to-earth attitude to morality by calling it a theory of the seemly. Although theories of the
seemly aren't currently popular among moral philosophers, they have a long and respectable intellectual history.
Aristotle, Epicurus, and Hume are perhaps the most famous western exponents of the approach, but if one could
mention only one name it would have to be that of Confucius.

Within a theory of the seemly, things aren't good or right in themselves; they are good or right because they are
generally held to be good or right in a particular society. For example, I believe that successful societies need to treat
certain privileges as though they were inalienable, and certain duties as though they were obligatory. But we don't
behave like this because we are gifted with some inborn notion of the Right, any more than baboons are guided by
some Higher Morality when they decide whether it is their turn to groom or be groomed.

In seeking to put together a theory of the seemly, naturalists lay a heavy burden on their backs. For consequentialists
and deontologists everything is simple. A few passes with a metaphysical wand, a puff or two of philosophical smoke,
and here is yet another example of the one true Good or Right, bristling with jargon and looking round for rivals to
define out of existence. But naturalists have to try and explain why their mundane concepts of the good and right
evolved. How do they work? What is their evolutionary function?

6.2 Rights
II:3.2

I believe that human conceptions of the good derive from observing how real societies select equilibria in practice. We
therefore won't be able to say anything much about the good until we finally get round to studying how fairness norms
work in the coming chapters. But we can tackle the subject of rights and duties immediately,

94 DUTY



because I think that human conceptions of the right derive from observing how we sustain equilibria, as described in
the previous two chapters.

Even this proposed division of labor between the good and the right is controversial, since it overturns the traditional
view that a choice must be made between consequentialism and deontology. The way I see it, one might as well insist
on a choice being made between optimality and feasibility. We can't say what social contracts are feasible without
knowing how equilibria are sustained in the game of life. We can't say what social contracts to call optimal without
knowing how equilibria are selected in the game of life.

It follows that the good and the right aren't rival concepts in a theory of the seemly. They are simply words we use to
help describe aspects of a social contract. Something is morally right when an approved strategy has been followed in
sustaining the current equilibrium. Something is morally good when an equilibrium has been selected in the manner
approved by the current social contract.

Duties.
To say it is right to do something will be taken to mean the same as saying that one has a duty to do it. The English
language invites confusion here by allowing us to argue that it is right that we should care for our own parents when
they grow old, but that we have a right to leave elderly strangers to the care of others. I believe this second usage is
adequately captured by saying that we have a right to take an action if and only if we have no duty to avoid it.

In game theory terms, Adam's duty lies in not deviating from the rules that characterize the strategy or strategies
specified for him by the social contract.

This isn't the same as saying that players have a duty to abide by the rules of the game of life. Players can't break the
rules of the game. If it were within their power to break them, they wouldn't be the correct rules. But nothing physical
prevents Adam from deviating from the strategy assigned to him by the current social contract. If he doesn't, then it is
appropriate for us to congratulate him on doing his duty. If he does, then the strategies the social contract assigns to us
require that we punish his deviation. Usually our duty in this regard will consist of no more than registering disapproval
of his antisocial behavior, but it is a duty nevertheless, and we will be punished to some degree by others if we are
thought to be shirking it.

It is right to do one's duty, but one has a right to take an action if and only if one doesn't have a duty to refrain from it.
Most people are happy with this definition until they realize that it restricts the extent to which the rhetoric of rights
can be applied in defending the welfare of the helpless. For example, the definition makes it empty to claim that a tree
has a right not to be cut down, or that the generations to come have a right to be left a fair share of the world's
resources.

A tree or an unborn human is powerless, and so can't be a player in the game of life. Animals, babies, the senile, and
the mentally ill are only marginally less helpless, and hence equally unable to take on duties. They are therefore
correspondingly unable to exercise any rights under the social contract. Critics take this to mean that those without
power are to be thrown on the scrap heap, but nobody is saying anything of the kind. Looking out of the window right
now, I can see my grandchildren
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playing against a background of ancient trees. Neither the trees nor my grandchildren have any power, but they don't
need any power because I am here to look after them. If my parents were still alive, I would defend them equally
stoutly, even if the whole world were to join Plato in asserting that those who can no longer work lose their right to
live.

Nor is it necessary that the powerless suffer even when they are totally unloved. In the previous chapter, we saw an
example of a stable social contract in which the elderly are helpless invalids unloved by anyone, but who nevertheless
fare as well as their younger compatriots. They aren't helped because they have a right to be helped. They are helped
because those who are still playing the game have a duty to care for their elders—a duty that is enforced by other
players in the game.

I am not denying that it can often be very effective as a matter of practical politics to invent supposedly inalienable
rights that would improve the lot of various underclasses if taken seriously. But such inventions wouldn't be effective in
a rational world, because everyone would recognize that the rhetoric with which they are pressed is just so much hot
air. Instead, people would urge a move to a social contract in which those with the power to help were duty bound to
do so.

For those who wish to live in a caring society, I believe it to be a dangerous mistake to allow sentiment to blur this
point. There isn't any point in talking about rights without simultaneously discussing their concurrent duties. One then
can't evade the nub of the matter: how are these duties enforced?

6.3 Dressing Up
II:3.2.2

In simple cases, identifying a right action with an equilibrium action trivializes the notion of a right, since the set of
actions from which a player is free to choose after fulfilling his obligations may then contain only one alternative.

Suppose, for example, that the game of life is the infinitely repeated Prisoners' Dilemma, and the social contract being
operated calls for Adam and Eve to use the GRIM strategy, which requires that players always cooperate by playing dove
as long as the opponent reciprocates, but switch permanently to hawk if the opponent ever cheats on the implicit deal.
With the GRIM social contract, Adam has a duty to play dove unless Eve has previously deviated by playing hawk. In the
latter case, Adam has a duty to punish Eve by always choosing hawk. After doing his duty, Adam is then left no room
for any discretion in the exercise of his rights.

The idea of a right only becomes significant in games of life with more structure. Amartya Sen has popularized the
case of the right to choose what clothes you wear.21 Should Adam have the right to decide whether he goes naked or
wears a fig leaf?

I:2.3.3

One can graft this issue onto the regular repeated Prisoners' Dilemma without much difficulty. Before each repetition
of the Prisoners' Dilemma, assume that a chance move determines whether Adam prefers to wear a fig leaf or go
naked today. He remains free to dress according to his preferences or not, but if he acts
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in accordance with his preferences, add a tiny amount to each of his payoffs in today's Prisoners' Dilemma. If he acts
contrary to his preference, subtract a tiny amount from each of his payoffs. Eve always prefers that Adam cover his
nakedness in public. To register this preference, add or subtract a tiny amount to her payoffs in today's Prisoners'
Dilemma, depending on what Adam wears.

It is easy to write down two social contracts for this new game of life. In the first, both players use the GRIM strategy
without any reference to the manner in which Adam is dressed. In the second social contract, Eve plans to administer
the same grim punishment if Adam leaves off his fig leaf as she would apply if he were ever to play hawk. He
reciprocates by planning to switch to hawk should he ever forget himself by appearing naked in public.

In the first social contract, Adam has a duty never to play hawk unless Eve does so first, but he has a right to dress as
he chooses. In the second social contract, Adam has a duty never to play hawk nor to appear naked. When it come to
the exercise of his rights in this second case, his choice therefore reduces to wearing a fig leaf or wearing a fig leaf.

6.4 Moral Responsibility
II:3.2.3

Traditional theories of distributional justice differ as to the criteria that should determine who gets what. We are
variously told that Adam's share of the social cake should be depend on his need, his worth, his merit, or his work. In
the case of work, for example, the Bible tells us that a laborer is worthy of his hire. Aesop has the story of the ant and
the grasshopper. Plato's Republic tells us that someone who can no longer work loses the right to live.

It seems to me that all such traditional theories have something valuable to say about how rewards and punishments
are determined by our current social contract. Each theory has its own domain of application. For example, social
benefits are supposedly determined by need, and Nobel prizes by merit. But none of the theories is adequate as a
universal explanation of how we currently assign blame or desert.

Nor is the claim that a utopian society would settle on one of the theories to the exclusion of the others often strongly
pressed. I take this fact as a tacit acceptance of the need to look for a radically different type of theory—one that isn't
anchored in the practices or prejudices of a particular society or subsociety at some particular period in its history, but
that explicitly recognizes that blame and desert are relative concepts that often vary sharply as we move from one
social contract to another.

My specific suggestion is that attributing blame to players in the game of life is operationally equivalent to identifying
them as appropriate targets for punishment within a particular social contract. To attribute desert to players is to
identify them as a suitable targets for reward. From this perspective, saying that Adam is to blame ceases to be
regarded as an explanation of why he is punished; it becomes instead a description of a person who has deviated from the
current social contract.

For example, when the GRIM social contract is employed in the infinitely repeated Prisoners' Dilemma, a player is
deemed to be worthy of blame if he deviates from equilibrium play, and deserving of credit if he doesn't. His reward in
the latter case
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is that his opponent continues to play dove. His punishment if he deviates consists in his opponent playing hawk at all
later times.

My theory therefore treats the concepts of blame and desert as emergent phenomena. Neither concept appears as a
primitive notion when we specify the equilibrium in the game of life that constitutes the current social contract, but
they arise naturally when we try to describe how the strategies that sustain an efficient social contract operate in
practice.

Causal Reversal.
I:2.2.4

Such an approach to blame and desert recalls a major fallacy that critics of modern utility theory seem unable to avoid.
The modern theory doesn't say that Eve chooses a rather than b because the utility of a exceeds that of b. On the
contrary, the utility of a is chosen to be greater than the utility of b because it has been observed that Eve always
chooses a rather than b.

Similarly, according to my account of blame and desert, Eve is isn't punished because she is to blame. Eve is held to be
to blame because the social contract being operated requires that she be punished.

In spite of the various aphorisms that recognize the need we feel to hate those whom we have injured, traditionalists
find it hard to believe that anyone might be serious in proposing that the causal chain taken for granted by folk
psychology needs to be reversed. How can it be possible to talk about just punishment in the absence of an a priori
understanding of the nature of moral responsibility? What will happen to society if we cease to hold individuals
responsible for their own actions?

The answer to the first question is that this is what happens already. Compare the horror with which Don Carlo
expresses his love for his stepmother in Verdi's opera with the matter-of-fact assumption in old Tibet that the son of a
widower had a right to sleep with his father's new wife. This is just one of many examples in which one society insists
that we have a duty to avoid a piece of behavior that would be right in another society. As for just punishment, the
following psychological experiment is surely food for thought.22

Subjects viewed live pictures of an innocent victim supposedly suffering painful electric shocks for some considerable
time. When powerless to intervene, the subjects invent reasons in debriefing sessions why the victim is somehow
unworthy, as compared with subjects who think they can diminish the shocks by pressing a button. The experimenters
speculate that the subjects denigrate the victim in order to sustain the false belief that we live in a “just world”—that it
is “fair” for victims who apparently suffer more to be treated so because they are less worthy. This seems a very
reasonable interpretation to me, but the immediate point is that the subjects certainly aren't behaving according to the
tenets of traditional thinking on the way blame and desert are assigned.

As for the second question, nobody is suggesting that we cease to hold people responsible for their own actions. On
the contrary, identifying an efficient social contract with an equilibrium in a repeated game makes it necessary that
people be punished for their deviations. However, when people ask the second question, they really mean to protest at
the idea of blaming or rewarding people for things over
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which they have no control. The inference is that only acts we commit of our own free will should be subject to
punishment.

Free Will.
II:3.2.4

The orthodox view is that those who act immorally are to blame for their actions because they were free to choose
otherwise. Since they are to blame, we are then entitled to punish them in proportion to their crime. But is a kid
brought up in the ghetto really free to choose? Isn't he just a victim of his environment?

A traditionalist sees this classic left–right dilemma as a problem about free will, and expects a naturalist to tackle it by
proposing some mechanistic alternative to the personalized unmoved mover inside our heads that Kantians think is
necessary to explain free choice. It is true that our language structures the problem in this way, but naturalists see no
need to accept the way problems were structured by the folk wisdom of our ancestors.

This isn't to deny that what people say is often useful in explaining why they do things. Nor is it to suggest for one
moment that anything but natural phenomena are involved when I consciously decide to twiddle my thumbs, and then
my thumbs twiddle. The point is rather that a natural explanation of the notion of blame and desert doesn't hinge on
how we explain free will.

A suitable analogy is to be found in the social mechanism traditionally used to control the outbreak of a dangerously
infectious disease like scarlet fever. We recognize that being quarantined is unpleasant, but we don't ask whether people
got infected by accident or through negligence before temporarily imprisoning them. We isolate them, because the
alternative is that the disease will spread, and we don't want healthy people to catch it.

Traditionalists who reject this suggestion fail to notice that our current social contract already institutionalizes this
practice. This isn't to say that the level of punishment we administer to defaulters is never determined by the extent
they were in control of the events leading up their crimes. On the contrary, such cases are clearly the norm, because an
efficient social contract won't call for penalties to be inflicted when the circumstances under which the crime was
committed are such that inflicting the penalty won't deter similar deeds.23

If it can be demonstrated that Abel's death at the hand of Cain was accidental by pointing to the immediate cause of
the crime, we don't need to follow the practice of our Saxon predecessors by holding Cain to blame, and demanding
the payment of weregeld. But when the causal chain is uncertain, our social contract needs to be ruthless. All of us, for
example, are held to be guilty until proved innocent when it comes to paying tax.

Some legal examples are even more blatant. Consider the doctrine that ignorance of the law is no excuse. It is clear why
this doctrine is necessary. If the prosecution had to prove the accused knew each letter of the law in question,
everybody would plead ignorance nearly all the time, and the legal system would collapse.
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The doctrine that the seriousness of a crime is determined by the consequences to the victim also fits the same pattern,
because the extent of the damage suffered by a victim is often largely outside the criminal's control. For example, a
mugger may hit two victims equally hard, but he will only be tried for murder if one of them happens to have an
unusually thin skull. Nearer to home, how many of us have escaped imprisonment and ruin as a consequence of
negligent driving only because we happen not to have hurt anybody?

At the social level, we routinely inflict the most exquisite psychological tortures on those around us we find ugly,
boring, clumsy, socially inept, or charmless. Those of us who think of ourselves as intellectuals are relentless in the
humiliations we heap on the stupid and uneducated. In medieval times, those suffering from clinical depression were
held to account for the sin of accidie. Within living memory, bastards were held in contempt. Skin color and sex still
provide ammunition for those unable to come up with other reasons why they are entitled to inflict injury on others. It
is particularly revealing that we commonly excuse ourselves from taking an interest in street people by calling them
schizos.

Such examples refute the claim that the principle on which our social contract works is that legal or social punishments
are determined according to some prior notion of moral responsibility. Presumably, people hang on to this idea
because they believe that taking a more realistic attitude to the attribution of blame and desert will lead to the collapse
of our moral institutions. But our prisons are already full of youngsters from deprived backgrounds whom everyone
agrees “never had a chance”. All that will change if we stop pretending they had the same free choice as youngsters
from privileged backgrounds is that we will stop kidding ourselves.

The conclusion certainly won't be that criminals from the ghettos will be let off because “they couldn't help it”. A
social contract that doesn't discourage antisocial behavior won't survive, and so deviants have to be punished for the
same reason that we quarantine those suffering from dangerous diseases.
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Chapter 7 Kinship

Love, love, love.It's easy.John Lennon

7.1 Sympathy
My priorities for social contracts are stability, efficiency, and fairness. We have seen how stability can be modeled by
requiring a social contract to be an equilibrium in the game of life. We have also seen how efficient social contracts can
be sustained in repeated games by the reciprocity mechanism. The ground has therefore been cleared for a discussion
of fairness norms, but we still have quite a lot of hoeing and ploughing to do before we can sow any seeds.

One of many problems in writing about fairness is that critics are impatient with the idea that it evolved as an
equilibrium selection device. They prefer to explain our concern for justice by arguing that we just happen to have the
kind of other-regarding preferences that make us care for the well-being of others.

Nobody denies the existence of other-regarding preferences. Mothers will sometimes sacrifice their own lives that their
baby might live. Lovers commonly claim to be similarly devoted to their partners, and sometimes they are. In such
cases, the relevant economic jargon is characteristically dismal. People are said to have a sympathetic utility function, with
arguments that directly represent the welfare of others.

However, to recognize that we sometimes care a lot about the welfare of some other people isn't to concede that we
always care a lot about everybody. The contrary view is sustained only by turning a blind eye to anything but the good
relations that commonly hold within circles of close friends and the family. But the evidence that people feel little
sympathy for the welfare of strangers is just as compelling as the evidence that they love their near and dear. Indeed,
our history is an almost unbroken record of the misery, suffering, and cruelty that some human beings choose to inflict
on others.



This chapter explains the evolutionary reasons why we should expect people to love their near and dear—and only
their near and dear. For those who think that love is what makes the social world go round, this seems like a disastrous
conclusion. But if love were the solution to all our social problems, why would Nature have needed to endow us with a
sense of justice?

I think that folk wisdom fails to distinguish adequately between love and fairness because evolution is a tinkerer that
seldoms invents a new mechanism if it can adapt an old mechanism to a new purpose. When endowing us with the
empathetic preferences that we need as inputs to the original position when using a fairness norm to solve coordination
games played with strangers, Nature therefore recycled the same structure that had evolved for the sympathetic
preferences that operate within families. Naive utopians like John Lennon—who thought that love is all you really
need—then fall into the trap of confusing an empathetic preference with a sympathetic preference. However, the
reasons why I think this is such a bad mistake will have to wait until the next chapter.

7.2 Kin Selection
II:2.5.2

The animal kingdom overflows with examples of cooperation within the family. African hunting dogs regurgitate food
to help out a hungry pack brother. Marmosets and tamarins help to care for their nephews and nieces in extended
families. Male birds of some species do the same when the chances of their being able to reproduce in the current year
are low enough. Some aphids will give up their lives defending their siblings from attack. Musk oxen similarly form a
defensive ring around the weaker members of the family when attacked by wolves. Why is kinship so important in the
animal kingdom?

Hamilton's Rule.
William Hamilton's Narrow Roads of Geneland is an account of the life and work of an oddball genius, whose worth
wasn't recognized until relatively late in his life. One of his achievements was to formulate the evolutionary explanation
of cooperation within the family nowadays known as kin selection.

Animals related by blood share genes. A gene that modifies some piece of behavior will therefore be replicated more
often if it takes into account, not only the extra reproductive opportunities that the modified behavior confers on a
host who carries the gene, but also the extra reproductive opportunities it confers on those among the host's relatives
who also carry the same gene.

The point was famously made in a semi-serious joke of J. B. S. Haldane. When asked whether he would give his life for
another, he replied that the sacrifice would only be worthwhile if it saved two brothers or eight cousins!

Haldane's joke is only funny if you know that your degree of relationship to a full brother is one half, and your degree
of relationship to a full cousin is one eighth. These numbers are the probabilities that a recently mutated gene in your
body is also to be found in the body of the relative in question.

For example, your degree of relationship to a sibling is one half, because this is the probability that the parent who
passed the mutant gene to you also passed
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it to a sibling. To see that your degree of relationship to a cousin is one eighth, imagine that your cousin is the daughter
of your mother's sister. The probability that a mutant gene in your body came from your mother rather than your
father is one half. If it came from your mother, the probability it is also in the body of your aunt is one half. If it is in
the body of your aunt, the probability she passed it to your cousin is one half. Multiplying these three halves together,
we get one eighth.

It is sometimes said that the degree of relationship can't really matter, because human beings share nearly all their genes
anyway. But this is to miss the point that we are never concerned with genes that are always present in the human body,
but only with a particular piece of behavior that will be modified or left alone according to whether a recently mutated
gene is present or absent. In line with the selfish gene paradigm, it is from the point of view of such a mutant gene that
fitness must be evaluated—not that of the individual host in whose body the gene is carried.

What counts in calculating the fitness of a gene is the average number of times it gets replicated in the next generation.
But it doesn't matter which of two or more identical versions of a gene is copied. A copy made from a gene in my
sister's body is just as good as a copy made from an identical gene in my own body. When we figure out the fitness of a
gene in my body, we therefore have to take account, not only of the effect of my behavior on my own reproductive
success, but of its effect on the reproductive success of my relatives. Hamilton called the outcome of such a calculation
an inclusive fitness.

If my sister is my only relative, then a mutant gene in my body shouldn't simply count the extra number of children I
will have on average as a consequence of its modifying my behavior. It should use Hamilton's rule, which requires
adding in the extra number of children that my sister will have—weighted by one half, because this is the probability
that the mutant gene is also in her body. For example, if I expect to have one child less as a consequence of changing
my behavior, and my sister expects to have four children more, then Hamilton's rule says that the inclusive fitness of
my new strategy is −1+12×4=1. My personal loss is therefore outweighed by my sister's gain.

Figure 15 shows how our assessment of a social contract in terms of fitnesses needs to be changed from S to T when
Alice and Bob cease to be unrelated strangers and become brother and sister.

Does Hamilton's rule work in practice? There is no shortage of anthropological evidence demonstrating the
importance of kinship in primitive societies. For example, in societies whose social contract doesn't punish promiscuity,
some of the functions undertaken by a father in our own society are taken on by a child's maternal uncle—the reason
being that he knows his degree of relationship to the child is a quarter, whereas nobody knows who the real father may
be.

Such anthropological data is suggestive, but it doesn't provide a numerical test of Hamilton's rule for humans.
However, two studies carried out by a team of psychologists headed by Robin Dunbar and Henry Plotkin suggest that
it may work surprisingly well.

The experimenters chose a relative from a list provided by each subject. This relative was paid according to the length
of time that the subject was willing to persist in performing a demanding knee-bending exercise. When the degree of
relationship
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Figure 15: Assessing social contracts in terms of inclusive fitnesses.

was plotted against the logarithm of the time the exercise was endured, the data points clustered around a straight
line—as predicted by Hamilton's rule.24 Subjects were asked whether they liked or disliked the relatives on their list, but
this variable turned out to have little or no predictive power.

Blood is Thicker than Water.
It will now be obvious why evolutionary biologists expect to find sympathetic preferences holding among family
members in proportion to the closeness of their family relationship. As the saying goes: blood is thicker than water.

We have already seen the implications for game theory in chapter 4, where we explored the consequences of replacing
the players in the Prisoners' Dilemma by a pair of lovers. The concern that lovers show for each other has the obvious
biological explanation that they are likely to raise children together, but the same principles apply whenever players
sympathize with each other.

When relatives play a game, the payoffs need to be identified with their inclusive fitnessess rather than their individual
fitnesses. Sometimes this will change the character of the game entirely, as when we replaced the players by lovers in
chapter 4, and so converted the Prisoners' Dilemma into the Prisoners' Delight. More generally, we must expect that
the equilibria of games played within the family will
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involve a great deal more cooperation than those played between strangers.

I think this is why one piece of folk wisdom is right on target: morality begins in the family. As Aristotle explained, it is
within the household that we must first seek the “sources and springs of friendship, political organization, and justice”.

7.3 Social Insects
In game theory, the unit of analysis is the individual rather than the group. Philosophers call this the principle of
methodological individualism. The dangers in diverging from the principle are plain to see.

In biology, there is Wynne-Edwards' group selection fallacy. In social science, there are the many fallacies claiming that
cooperation is rational in the Prisoners' Dilemma. In political philosophy, abstract entities like Labor and Capital were
once treated as players in a mighty two-person game. This Marxian fancy is now out of date, but communitarian
philosophers maintain the tradition by similarly personalizing the notion of Community.

Behind these and similar mistakes is the belief that we can rely on altruism or solidarity to persuade individuals to put
the interests of their group before their own. Nobody denies that one can persuade some of the people to sacrifice
themselves some of the time, but proponents of this line need to convince us that the same can be true for most of the
people most of the time. Thomas Hobbes explained long ago why such aspirations are hopeless: “Certain living
creatures, as Bees or Ants, live sociably one with another . . . and therefore some man may perhaps desire to know why
Mankind cannot do the same. To which I answer . . . amongst these creatures, the common good differeth not from
the private.”

Is this really why the social insects are so different from us? I think the way biologists answer this question also teaches
us something about ourselves.

Eusociality.
II:2.5.3

A species is eusocial if it lives in colonies with overlapping generations in which one or a few individuals produce all
the offspring, and the rest serve as sterile helpers.

Eusociality is rare except among theHymenoptera—the order of insects that includes ants, bees, and wasps. It is thought
that true eusociality has evolved independently at least twelve times in the Hymenoptera, but only twice elsewhere—the
exceptional cases being the termites of the order Isoptera and the recently studied naked mole-rats of the order Rodentia.

Why did evolution generate casts of sterile workers? Why do they work tirelessly for the sake of others? Why is this
phenomenon common among the Hymenoptera and rare elsewhere?

The Sum is Greater than Its Parts.
At one level, the puzzle is easy to resolve. Groups working together are usually more productive than individuals acting
separately. Economists say that the productive process then has increasing returns
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to scale. Up to some limit, each extra worker increases the amount produced by more than the worker before.

Adam Smith famously gave the example of a pin factory. If each worker had to make each pin all by himself, the total
number of pins produced per day wouldn't be very large. But if the factory is organized so that each worker has a
specialized task, like sharpening the pin or drawing out the wire, the output can be increased enormously. In the case
studied by Adam Smith, this division of labor increased each worker's productivity by a factor of 240.

The same is true in a beehive or an anthill. Very large numbers of sterile workers specialize in protecting and caring for
the young, while the queen specializes in being an egg-laying machine. As a consequence, the total number of young
produced is immensely larger than if pairs of bees or ants brought up separate families by themselves.

It is clear why the queen benefits, but what's in it for the workers? They sacrifice the opportunity to bring up their own
children in favor of bringing up the queen's children instead. Critics of methodological individualism see such puzzles
as a vindication of their position, but true understanding comes from more methodological individualism rather than
less. We need to remember that the real players in this game aren't the ants or bees we see scurrying around, but the
genes they carry in their bodies.

Each fertile child the queen produces is related to the workers. They are the workers' brothers and sisters. A mutant
gene that expresses itself in the body of a worker therefore has a lot of relatives to count when it computes its inclusive
fitness. All the queen's fertile children—weighted by their degree of relationship to a worker—must be counted when
calculating the benefit to a worker of striving hard in support of the queen. Since a pin factory has nothing on a
beehive or an anthill when it comes to productivity, the balance therefore comes down very firmly on the side of
eusociality.

All this would be equally true of the human species if we had a sterile worker cast, but we traditionally bring up our
children in extended families rather than biological factories. So why didn't evolution take us down the same road as
the Hymenoptera?

Sex.
The Hymenoptera are haplodiploid, which means that unfertilized eggs grow into haploid males and fertilized eggs grow
into diploid females. In a haploid species, each locus on a chromosome hosts just one gene. Humans are diploid, with
each locus hosting two genes, one from the mother and one from the father. This is why the degree of relationship
between human sisters is one half, since a child gets one gene from each parent at every locus, and the gene it gets
from each parent is equally likely to be either of the two genes the parent carries at that locus.

By contrast, Hamilton pointed out that the degree of relationship between sisters in the Hymenoptera is three fourths,
because each locus on their chromosomes gets the same gene from their father, and a randomly chosen gene from the
pair carried at that locus by their mother. The probability that any particular gene in the body of one of the sterile
workers—who are genetically female—comes from one particular
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parent is one half. The probability that a paternal gene is the same in two sisters is one. The probability that a maternal
gene is the same is one half. Putting all this information together we get a degree of relationship of three fourths by
calculating 12×1+12×12.

Robert Trivers took this further by observing that we mustn't forget that colonies reproduce through their male
offspring as well as their female offspring. We therefore need to worry about the degree of relationship between the
genetically female workers and their brothers, the drones. The calculation is then 12×0+12×12, which is only one
fourth.

Sex Ratios.
If the sex ratio among the hymonoptera were 50:50, as it is in a species with relatively simple genetics like our own, then
the average degree of relationship between a sterile worker and a fertile sibling would only be the average of three
fourths and one fourth, which is one half—the same as in our own species. But the sex ratio among the hymoneptera
isn't 50:50. In many species, it is about 75:25 in favor of fertile females as opposed to fertile males. How come?

To answer this question we have to think about the mating game different species play. Our own mating game is rather
like a multiplayer version of Matching Pennies, in which each player hopes for a mismatch. Assuming that the
probability that a member of one sex gets to mate is proportional to the number of members of the other sex in the
population as a whole, then a mutant that always produced only members of the sex in short supply would always be
able to invade the population.

For an equilibrium, we therefore need the same number of fertile men and women in the population. If everybody uses
the same strategy, it follows that the probability of a boy and a girl must always be the same at every birth. This isn't
quite true in Homo sapiens, because baby boys used to die more frequently than baby girls before modern health care
was available. The actual sex ratio at birth—about 100:105—was therefore just about right to equalize the numbers of
girls and boys who survived to breeding age.

Among the Hymenoptera, it is the genes expressed in the workers that determine the sex ratio, because it is the workers
who rear the young. The sex ratio must therefore make a worker indifferent between raising a fertile male or a fertile
female infant. This happens only when the sex ratio is 75:25, because the payoff to a mutant gene expressed in the
body of a worker is then 34×14 from producing a male and 14×34 from producing a female. Since these payoffs are
equal, a mixed equilibrium can survive in which females are born with probability three fourths and males with
probability one fourth.

With this sex ratio, the average degree of relationship a sterile worker has with a fertile brother or sister is
34×34+14×14, which is five eighths. If the worker were human, the degree of relationship would be one half. Human
workers would therefore have to work harder on behalf of a human queen in order to derive the same benefit as a
worker in an anthill or a beehive.

Getting Started?
The fact that game theory allows evolutionary biologists to predict sex ratios in species where these aren't symmetric is
one of the more convincing
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demonstrations that we must be doing something right, but we still don't have an explanation of how eusociality got
started in the first place.

Presumably, all ants and bees were once fertile. The sex ratio would then have been 50:50, just as in humans. Perhaps
daughters pitched in to help their mothers raise their siblings to some extent, as with some primate and bird species.
Now imagine the appearance of a mutant gene that changed the behavior of less fertile daughters so that they helped
their mothers a little bit more in a manner biased towards raising girls.25 Would such a gene be able to invade the
population? Since the degree of relationship among sisters in the Hymenoptera is three fourths, conditions would be
favorable if the change of behavior generated more than 113 extra sisters for each child of her own that a worker lost.
For conditions to be favorable among humans, a worker would need more than 2 extra siblings for each lost child of
her own.

Of course, many mysteries remain. Why are the Hymenoptera haplodiploid? How come only some species in the order
are eusocial? What about colonies with multiple queens? What of Pachycondyla villosa, in which species unrelated
queens apparently found colonies together? What of the many puzzles posed by termites?

Critics seize on such admissions of ignorance as an excuse to accuse sociobiologists of telling just-so stories, but I think
their criticisms simply reveal a failure to understand how science works.

7.4 Modifying Hamilton's Rule?
Hamilton's rule predicts that Alice will make decisions on a utilitarian basis by maximizing the sum of her relatives'
fitnesses after weighting them according to her degree of relationship with each relative. Biology therefore seems to
have cast a vote in favor of Bentham and Mill, but Kantians needn't despair, since Hamilton's rule isn't the end of the
story.

Hamilton's rule works fine when animals interact with the outside world. For example, should a worker bee commit
suicide by stinging an intruder it finds in the hive? The answer is yes, because its inclusive fitness is thereby increased.
But things aren't so simple when relatives play a game with each other. We are then led to a principle that isn't so distant
from Kant's categorical imperative.

In chapter 4, we replaced the players in the Prisoners' Dilemma by two lovers who care twice as much for their partner
as they do for themselves. The game then became the Prisoners' Delight of figure 7, in which it is a Nash equilibrium
for both players to cooperate by playing dove.

If we do the same thing when the players are identical twins, we get a new version of the Prisoners' Delight shown in
figure 16. Its only Nash equilibrium requires that both players choose dove—but the logic of Nash equilibrium isn't
appropriate here. It makes sense only if Alice and Bob are separate players, who make their strategy choices
independently. But if their choice of strategy is genetically determined, this won't be true of a pair of twins. Any gene
present in the body of one player is
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then also present in the body of the other. Whatever one player does, the other will therefore do the same.

Figure 16: Playing with your twin.

It is therefore wrong to model the situation as the two-player game on the left of figure 16. The right model is the one-
player game shown on the right, in which a single player chooses between (dove, dove) and (hawk, hawk), receiving 2 + 2
in the first case and 1 + 1 in the second case. Since 4 is bigger than 2, the solution to this one-player game is (dove, dove).

The reasoning is that of Kant's categorical imperative. When used to analyze a two-player game, it is therefore
sometimes called the fallacy of the twins. But it isn't a fallacy here, because our Alice and Bob really are twins.

What happens if Alice and Bob aren't identical twins, but brother and sister? If we are talking about a dominant gene,
the game being played is then shown on the left of figure 17.26 Each payoff is half the corresponding payoff in the
Prisoners' Dilemma plus half times twice the payoff a player would get if the opponent were to choose the same
strategy. The halves in this calculation arise because the probability that human siblings share a recently mutated gene is
one half. The second payoff is multiplied by two because this is the case in which Alice and Bob share the same gene,
and hence are effectively twins.

Figure 17: Sibling rivalry

The starred payoffs show that cooperation continues to be an equilibrium when
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Alice and Bob are brother and sister, but it will be obvious that this will cease to be true if we decrease their degree of
relationship enough. In fact, making them cousins is enough to tip the balance so that defection again becomes the
only equilibrium.

Utilitarian or Kantian?
Both utilitarians and Kantians argue for cooperation in the Prisoners' Dilemma; the former because the sum of utilities
is then maximized, the latter because the categorical imperative says so. In the absence of external enforcement, neither
position is acceptable to a game theorist, because both ignore the fact that individuals have an incentive to deviate from
the proposed solution.

Matters change when we consider games played within the family. Hobbes wasn't quite right in saying that the
common good among ants and bees differeth not from the private good, but he was near enough. Genetically
programmed relatives often have their goals sufficiently closely aligned that a game which would be the Prisoners'
Dilemma if played by strangers becomes a game in which only cooperation survives as an equilibrium.

I think this result casts light on where both utilitarians and Kantians get their intuition from. They would get the kind
of outcomes they want for the kind of reasons they give if the world were merely a larger edition of the comfortable
homes in which most bourgeois liberals were lucky enough to be raised. We would then all be one big family, and so
the Prisoners' Dilemma would never be played by strangers. But this isn't the way that Nature made us.

7.5 Learning to Play an Equilibrium
The previous section explains how Hamilton's rule needs to be modified when relatives who are genetically
programmed with a strategy play each other in a game. The modification is evidently necessary when studying plants
and insects, which have only a limited capacity for learning. But what of birds or mammals?

Clearly the strategies played by higher animals in some games are genetically determined—as in the game over bodily
resources played between a mother and her fetus, or the similar game played between fledglings in the nest. But
humans aren't genetically programmed with strategies for most of the social games we play.

We mostly find our way to an equilibrium by trial-and-error learning, or by imitating the behavior of more successful
players—who may themselves be passing on a tradition established over many generations. Sometimes we even think
things out a little, or gain some insight from reading a book. Even more rarely, we may consciously choose an
equilibrium after a rational discussion of the options. But none of these ways of arriving at an equilibrium is biological.
They are all examples of different kinds of social or cultural evolution.

The assumption that players must learn how to play a game makes a significant difference to how we analyze a game
played between relatives. If twins have to learn how to play a game, then Alice can no longer count on Bob's playing
the same strategy as herself, even though he is her twin. He will play the strategy he has learned to play whatever she
may do. Hamilton's rule still applies, and so we must modify the payoffs of the Prisoners' Dilemma to obtain the
version of the
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Prisoners' Delight shown on the left of figure 16, but now it is correct to take the Nash equilibrium of this modified
game as our solution to the problem.

Similarly, if Alice and Bob are brother and sister, then assuming that they have to learn how to play means that we have
to replace the game on the left of figure 17 by the game on the right, in which cooperation only just survives as an
equilibrium. Any lesser degree of relationship yields a game in which only defection is an equilibrium.

The simplifying paradigm I am proposing for the study of games played by humans therefore has both a biological and
a cultural component. Biological considerations determine the payoffs of the game according to Hamilton's rule.
Where relevant, we write inclusive fitnesses into the payoff table instead of individual fitnesses. The fact that people
have to learn how to play is the cultural aspect of the model. We operationalize this large assumption by simply
computing the Nash equilibria of the new game—ignoring the fact that we would need to do something more
sophisticated if play were genetically determined.

7.6 Extending the Family
The experimental study on Hamilton's rule in humans mentioned earlier also found that best friends get treated pretty
much like brothers or sisters. This is perhaps not so surprising, since the ceremony of sealing friendship with blood to
make two men as brothers has independently arisen in several cultures. As for women, the fact that they band together
like sisters seems to be taken for granted.

To understand this behavior, I think we need to ask how people know who their relatives are. Can we somehow taste
or smell the genetic differences between our relatives and strangers? Women asked to sniff sweaty tee-shirts apparently
express a preference for owners whose DNA is remote from their own, but other evidence suggests that their
knowledge of what smells to count as exotic has to be learned. For example, children brought up together in
communal nurseries on old-style kibbutzim almost never show a sexual interest in each other at a later stage, no matter
how distant their genes. It therefore looks as though we have to deduce our degree of relationship to others from the
extent to which we find ourselves thrown into their company. Thus Eve deduces that Adam is her brother from the
fact that he is always hanging around at mealtimes competing for attention with her mother.

If this conjecture is correct, it has important consequences for the evolution of ethics. It means that the mechanisms
that promote altruism within the family may also be triggered within a sufficiently close-knit group of unrelated
individuals, as in an army platoon under combat conditions or a teenage street gang. In the clan games played by such
groups, my guess is that the brotherhood of man becomes more than an empty metaphor, and actually describes quite
closely how members of small insider-groups relate to each other.

How big can such an extended family get? Robin Dunbar suggests that a physical limit is imposed by the inability of
our neocortex to handle the enormous volume of information necessary to keep track of the social relationships
operating between large numbers of individuals. He offers a variety of anecdotal evidence which suggests that the
maximum size for a surrogate family of the type under
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discussion is something under 150 individuals or so—which is about the right size for a hunter-gatherer community or
an army platoon.

7.7 Warm Glow
John Lennon told us that love is easy, but it isn't. Fairness wouldn't be so important to us if we had the capacity to treat
everybody like brothers or sisters. Utopians continue to claim that laboratory experiments show otherwise, but we
have already seen that such claims don't survive close scrutiny in the case of experiments on games like the Prisoners'
Dilemma. It has been repeatedly demonstrated that, as the subjects gain experience, the incidence of cooperation
declines until nearly everyone is defecting.

However, although the experimental evidence confirms that our potential for altruism is severely limited, it also refutes
the pessimists in the economics profession who claim that people are entirely selfish. We may not be capable of treating
all men as brothers, but most of us are capable of treating almost anybody as a relative of some kind. An explanation
of this phenomenon isn't hard to find; we evolved in groups of hunter-gatherers in which pretty much everybody was
in fact some kind of relative.

This is perhaps why we find ourselves feeling curiously obligated to old school friends or office colleagues, whom we
may actively dislike at the conscious level. Our bodies are telling us that this pushy individual demanding an
inconvenient favor must be a cousin or an aunt. Even establishing eye contact with a beggar in the street somehow
creates enough inner discomfort at neglecting a potential relative that we are sometimes moved to hand over our small
change with no prospect of any recompense.

But let me insist one last time that the warm glow we feel when treating strangers like distant relatives isn't enough to
change a game like the Tragedy of the Commons into a game in which cooperation emerges as an equilibrium. Matters
are different in the games we play with the friends and neighbors in our extended family, but we aren't programmed to
treat strangers like members of the family, and only disaster can be expected from utopian projects that proceed as
though we were.

112 KINSHIP



Chapter 8 Empathy

O wad some pow'r the giftie gae usTo see oursels as others see us.Robert Burns

8.1 Empathetic Preferences
When Adam and Eve use the original position to make a fairness judgment, they imagine themselves behind a veil of
ignorance that conceals their identities while they bargain over the equilibrium on which to coordinate. While
bargaining, both players think it equally likely that they will turn out to be Adam or Eve when they emerge from
behind the veil of ignorance.

To evaluate the options available to them in the original position, the players need to compare how it would be to be
Adam or Eve in a whole variety of situations. For example, one of the players might prefer to be Adam wearing a fig
leaf than Eve eating an apple. Such preferences are called empathetic.

It is important to distinguish such empathetic preferences from our personal preferences. I think we have both kinds
of preference at once. We reveal our personal preferences whenever we make a rational choice. To buy chocolate ice
cream rather than strawberry ice cream when they are equally priced is to reveal a preference for the taste of chocolate
to that of strawberries. To plug your ears with wax when Wagnerian music is played is to reveal a preference for silence
over noise.

All the transactions considered in orthodox economics are therefore explicable in terms of personal preferences alone.
So why are all socially integrated human beings able to express empathetic preferences? What are empathetic
preferences for? Nobody can ever choose to be Adam wearing a fig leaf rather than Eve eating an apple. We are all stuck
with being who we are, whether we like it or not. The situation envisaged in the original position is entirely
hypothetical; it can only happen in our imaginations—never in the real world.

I think we have empathetic preferences as well as personal preferences, because we need them as inputs when using
the original position to find fair solutions to



coordination problems. If I am right in the bold conjecture that we don't use empathetic preferences for anything else,
it is a measure of how important fairness must have been to the evolution of our species that Nature should have
equipped us with the expensive mental machinery we need to process them.27

In any case, it is clear that we need to understand empathetic preferences before we can start trying to figure out what
Adam and Eve would agree on if they were to bargain behind the veil of ignorance.

8.2 Empathetic Identication
Adam empathizes with Eve when he puts himself in her shoes to see things from her point of view. Humans can
certainly do this. Chimpanzees also seem to be able empathize with each other. Monkeys are said not to be able to do it
at all. How do we manage this trick that separates us from most other animals?

We all have an internal model of ourselves that we run when we need to predict how we would feel under different
contingencies that our actions might bring about. The phantom limbs experienced by some amputees make this
manifest. When Adam empathizes with Eve, his brain presumably runs this model of himself, but substituting her
personal parameters for his own.

Autism.
We normally empathize with those around us so effortlessly that we don't notice what a remarkable gift evolution has
put in our hands. It is only when one interacts with autistic people that it is possible to appreciate how hard it would be
to get by in society without being able to empathize with other people.

In a famous experiment, an autistic child looks on while Bob hides a toy. When Bob is out of the room, the toy is
hidden elsewhere. The autistic child is now asked where Bob will look for the toy on his return. The answer is that he
will look in the new hiding place rather than the old. The child thereby reveals his difficulty in seeing things from Bob's
point of view.

Oliver Sachs' Anthroplogist from Mars gives a related account of a highly intelligent autistic woman who explains how
going out on a date is a torment for her, because she isn't gifted with the ability to put herself in her escort's position,
and so understand what the signals he is sending her mean.

It isn't perhaps surprising that we take our empathetic capacity for granted, since neuroscientific studies suggest that
we have a module in our brains that automatically does the work for us that autistic people must painfully attempt
using their general cognitive ability.28 But once the intrinsic difficulty of empathizing has been
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appreciated by putting ourselves in the shoes of someone suffering from autism, it becomes apparent that our capacity
for empathetic identification lies at the heart of human social organization. Without the ability to empathize, we
wouldn't be able to operate decentralized social contracts that rely on our coordinating on an equilibrium without
subordinating ourselves to the direction of a dominant individual.

Empathy and Sympathy.
I:1.2.6

It is a curious quirk of intellectual history that the recognition of the importance of empathetic identification to human
sociality was delayed until the Scottish Enlightenment—and then immediately forgotten in the dark age of moral
philsosophy initiated by Immanuel Kant that followed. However, neither David Hume nor Adam Smith properly
appreciated the distinction that modern psychologists make between empathy and sympathy.

Adam Smith defined sympathy to be something close to what we would nowadays call empathy, but later forgot his
definition and used the idea of sympathy as though it meant much the same as in this book. I think it very important to
avoid this particular confusion.

A conman might well empathize very successfully with an old lady by finding the right kind of story to persuade her to
part with her life savings. But in tricking her out of her money, he won't sympathize with her in the least. To sympathize
with her would be to feel concern for her welfare—to feel her future distress in some part as though it were his own.
But a professional conman feels no such distress. He can imagine how it would feel to be a vulnerable old lady, but he
doesn't confuse these hypothetical feelings with his own urges and desires. He puts himself in her shoes to see things
from her point of view only to exploit her weakness. He therefore empathizes with her without feeling any sympathy
for her at all.

I think we must learn to do the same if we are to keep our ideas straight. I don't mean by this that we should all set
about conning old ladies out of their pensions. Aside from other considerations, there aren't enough credulous old
ladies to go round. I mean that we must learn to recognize that we can empathize with others without simultaneously
seeking to enhance their welfare. Nobody need feel antisocial about engaging in such a cold-hearted enterprise, since
Agatha Christie's entirely proper Miss Marple observes that she does this all the time when figuring out why whoever
did it dunnit.

Empathetic and Sympathetic Preferences.
It isn't true that the ability to empathize implies that a person must be able to express empathetic preferences. The
latter ability is an evolutionary extra we acquired along with the capacity to adjudicate coordination problems using
fairness norms. However, just as empathy isn't the same thing as sympathy, so it is important to recognize that an
empathetic preference isn't the same thing as a sympathetic preference.

A sympathetic preference is part of an individual's personal preferences. Just as Alice may be willing to pay some
money to buy an ice cream, so she may be willing to endure a cost to obtain a benefit for one or more of her near and
dear. Hamilton's rule tells us how large the benefit would have to be to justify the cost in the case of animals
programmed to care only about fitness questions.
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Since an empathetic preference isn't part of an individual's personal preferences and a sympathetic preference is, it
follows that empathetic and sympathetic preferences aren't even the same kind of entity. But anyone might be forgiven
for confusing them, since it turns out that they share a similar structure—as will become evident once the connection
between empathetic preferences and interpersonal comparison of utility has been established.

8.3 Utility
I:4.1

Before presenting a potted version of John Harsanyi's theory of interpersonal comparison of utility, it is necessary to
clear the air by challenging some shibboleths that the economics profession traditionally holds dear.

Comparing Possessions?
Traditional economists suffer from a severe case of schizophrenia on the subject of the interpersonal comparison of
utility. In classes on welfare economics, the idea that we can compare how much utility different people are getting is so
taken for granted that nobody feels the need to explain how this is possible. But in the class next door, students of
microeconomics are simultaneously being taught that interpersonal comparison of utility is so obviously a laughable
impossibility that nobody need give the reasons why.

If interpersonal comparison of utility were really impossible, welfare comparisons that took account of anything more
than efficiency considerations would have to be made in terms of physical commodities like money. In the most
popular theory of this kind—taught to some undergraduate students as though it were gospel—social welfare is said to
be the value in dollars of the “economic surplus” that a policy creates. Why economic surplus and not one of the
infinite number of alternatives? Because maximizing economic surplus is what happens when a perfectly competitive
market operates without constraint!

This dishonest argument makes the operation of the market seem socially optimal only by slipping in the assumption
that each extra dollar is equally valuable no matter to whom it is assigned. But most of us would rather have our tax
dollars spent on relieving the suffering of the poor and needy rather than providing tax breaks for the rich and
powerful. How silly we are is the response! Don't we know that such inequities are necessary to generate an efficient
outcome? I certainly know no such thing. On the contrary, I think that fairness norms evolved to select among the
efficient equilibria of the repeated game of life, and so the idea that some trade-off between equity and efficiency is
necessary makes no sense at all.

These arguments have been mentioned here only to deny that the criterion for judging a standard of interpersonal
comparison should be whether or not it seems to support using markets for everything. However, there is another line
of reasoning that is a lot more respectable. It is argued that an assignment of goods should be deemed to be fair if
nobody envies the bundle of commodities assigned to someone else. That is to say, nobody thinks they would gain by
swapping what they have with what someone else has.
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The unsatisfactory nature of this no-envy criterion illustrates why there is no escaping the need to compare utilities. For
Eve to envy Adam, it isn't enough for her to imagine having his possessions. She needs to empathize with him. When
she compares her lot with his, she needs to imagine herself in his shoes with his possessions. Even if she is poor and he is
rich, Eve won't envy Adam if he is suffering from incurable clinical depression. She literally wouldn't swap places with
him for a million dollars.

Revealed Preference.
In the early nineteenth century, Jeremy Bentham and John Stuart Mill used the word utility to signify some notional
measure of happiness. But even if someone were to invent a scientific measure of happiness derived perhaps from
counting how many times appropriate neurons are firing, would this really tell us anything genuinely significant about
the relative intensity of Adam and Eve's subjective experiences?

The historical answer to this question is no. Indeed, whole academic careers have consisted of little more than ridiculing
the idea that the answer might be yes. However, the satirists soon forgot that their somewhat shaky arguments applied
only to utility-as-pleasure-or-pain, and blithely extended their strictures to any concept of utility at all. Fortunately, John
Von Neumann didn't know or care that the economists of his time thought that measuring utility was a ridiculous
endeavor. So he went ahead and spent an afternoon inventing the theory of utility on which much of modern
economics is now firmly based.

More than sixty years later, critics still quote satirists like Lionel Robbins to the effect that measuring utility is
impossible, apparently unaware that it is a very long time since the economics profession abandoned the naive
psychological approach of Bentham and Mill. However, far from maintaining that our brains are little machines for
generating utility, the modern theory of utility makes a virtue of assuming nothing whatever about what causes our
behavior.

This doesn't mean that economists believe that our thought processes have nothing to do with our behavior. We know
perfectly well that human beings are motivated by all kinds of considerations. Some people are clever, and others are
stupid. Some care only about money. Others just want to stay out of jail. There are even saintly people who would sell
the shirt off their back rather than see a baby cry. We accept that people are infinitely various, but we succeed in
accommodating their infinite variety within a single theory by denying ourselves the luxury of speculating about what is
going on inside their heads. Instead, we pay attention only to what we see them doing.

The modern theory of utility therefore abandons any attempt to explain why Adam or Eve behave as they do. Instead
of an explanatory theory, we have to be content with a descriptive theory, which can do no more than say that Adam
or Eve will be acting inconsistently if they did such-and-such in the past, but now plan to do so-and-so in the future.
The way this works is illustrated in chapter 4 with an analysis of the Prisoners' Dilemma in which the payoffs are
assumed to be determined in accordance with this theory of “revealed preference”.
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Rationality as Consistency.
I:4.2.2

Oskar Morgenstern turned up at Von Neumann's house one day complaining that they didn't have a proper basis for
the payoffs in the book on game theory they were writing together. So Von Neumann invented a theory on the spot
that measures how much a rational person wants something by the size of the risk he is willing to take to get it. Critics
sometimes complain that a person's attitude to taking risks is irrelevant to what is fair, but as it says in the Book of
Proverbs: it is the lot that causeth contentions to cease.

Von Neumann's rationality assumptions simply require that people make decisions in a consistent way, but his
conclusion is surprisingly strong. Anyone who chooses consistently in risky situations will look to an observer as
though he or she were trying to maximize the expected value of something. As explained in chapter 4, this abstract
“something” is what we call utility in this book. To maximize its expected value is simply to take whatever action will
make it largest on average.

Philosophers sometimes claim that some utility functions are more rational than others, but economists follow David
Hume in treating reason as the “slave of the passions”. There can then be nothing irrational about consistently
pursuing any end whatever. As Hume extravagantly observed, it wouldn't be irrational for him to prefer the destruction
of the entire universe to scratching his thumb, because rationality is about means rather than ends.

Is it reasonable to assume that the players in our games make choices consistently? The evidence from psychological
laboratories isn't very encouraging. Behavioral economists have therefore sought to modify Von Neumann and
Morgenstern's theory to make it fit the data better, but without much success. One might summarize the results of a
great deal of effort on this front by saying that the original theory doesn't fit the laboratory data all that well, but it fits
better overall than any of the rival theories that have been proposed. However, in proceeding on the orthodox
assumption that players always choose consistently, I am motivated more by the consideration that genes or memes
that consistently promote their own replication are more likely to survive than those that don't.

Measuring in Utils.
It is easy to find Adam's utility function if we have enough data on the choices he makes between risky prospects. Pick
two outcomes, ? and Q,that are respectively better and worse than any outcome that we need to discuss. (One can think
of ? and Qas winning or losing everything there is to be won or lost.) These outcomes will correspond to the boiling and
freezing points used to calibrate a thermometer, in that the utility scale to be constructed will assign 0 utils to Q,and 100
utils to ?.

Suppose we now want to find Adam's utility for getting a fig leaf. For this purpose, consider a bunch of (free) lottery
tickets in which the prizes are either ? or Q.As we offer Adam lottery tickets with higher and higher probabilities of
getting ? as an alternative to the fig leaf, he will eventually switch from saying no to saying yes. If the probability of ? on
the lottery ticket that makes him switch is 75%, then Von Neumann and Morgenstern's theory says that his fig leaf is
worth 75 utils. Each extra percentage point added to the indifference probability therefore corresponds to one extra
util.
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As with measuring temperature, it will be obvious that we are free to choose the zero and the unit on the utility scale
we construct however we like. We could, for example, have assigned 32 utils to Q,and 212 utils to ?. One then finds how
many utils a fig leaf is worth on this new scale in the same way that one converts degrees Celsius into degrees
Fahrenheit. So a fig leaf worth 75 utils on the old scale is worth 167 utils on the new scale.

A person's utility needn't correspond to anything physical, but life is a lot simpler if it does. If Eve consistently seeks to
make as much money as she can on average, then we can choose a utility scale in which one util corresponds to one
dollar. If an animal has evolved to maximize its expected fitness, then we can chooose a utility scale in which one util
corresponds to one extra child in the next generation.

Sharing Food.
The outcomes in the Meeting Game of chapter 2 were assessed in utils without any explanation of what a util is. The
following example addresses this deficiency by working out the Nash bargaining solution for a case in which the focus
is on what the player's utilities mean.

Alice and Bob are desperately hungry, but all there is to eat is one small rabbit, which has been donated by a kindly
hunter on condition that they agree on how to share it. How will the rabbit get divided if the players bargain face-to-
face without paying any attention to fairness?

Figure 18: Von Neumann and Morgenstern utilities. Alice and Bob's respective needs are measured in terms of the risk
each will endure rather than give up a claim to some share of the rabbit. The risk is assessed by finding when the player
becomes indifferent between the share in question and a lottery in which he or she either ends up with nothing or the
whole rabbit. The probability with which the player gets the whole rabbit in this lottery is then plotted as the utility of
the share.

Figure 18 shows how many utils Alice and Bob assign to each possible share that they may receive. For example,
Alice's graph shows that if she were offered two thirds of the rabbit, she wouldn't be prepared to take any risk at all of
ending
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up with nothing in order to get a chance at the whole rabbit. On the other hand, Bob is willing to swap a sure two
thirds of the rabbit for a gamble in which he gets the whole rabbit 80% of the time and nothing the rest of the time.
The same is also true if the whole rabbit is replaced by five sixths of the rabbit in the gamble, because Bob isn't
prepared to take any risk at all of ending up with nothing to improve on a share of five sixths.

We use the Nash bargaining solution of chapter 2 to solve Alice and Bob's bargaining problem. The disagreement
point D is the payoff pair in which both players get nothing. The set X of feasible payoff pairs is shown on the left in
figure 19. For example, the players could agree that Alice should get one third of the rabbit and Bob should get two
thirds. Alice gets 50 utils from this deal. Bob gets 80 utils. So the payoff pair (50, 80) is a point in the feasible set.

The Nash bargaining solution of this problem occurs at the outcome in the feasible set at which the product of Alice
and Bob's utilities is largest. A little arithmetic conforms that this happens at the outcome to which Alice assigns 75
utils and Bob assigns 60 utils. In this overly simple case, they get these payoffs by splitting the rabbit evenly between
them.

Figure 19: Using the Nash bargaining solution to solve some food-sharing problems.

The diagram on the right of figure 19 shows how the set of feasible payoffs must
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be altered if Alice and Bob are siblings.29 The Nash bargaining solution now awards 120 utils to Alice and 90 utils to
Bob. The fact that Alice and Bob are siblings therefore shifts the agreement from an even division of the rabbit to a
split in which Alice's share is twice as large as Bob's.

8.4 Interpersonal Comparison of Utility
II:2.3.1

Because the zero and the unit on a utility scale are arbitrary, it is commonly said that comparing Von Neumann and
Morgenstern utilities across individuals is impossible. This is obviously wrong, because nothing prevents our fixing on
one utility scale for Adam and another for Eve, and then observing, for example, that Adam would get 75 utils on his
scale if we awarded a fig leaf to him, and Eve would get 167 utils on her scale if we awarded the fig leaf to her. We
would then have a criterion which said that Eve would benefit slightly more than twice as much as Adam.

So the problem isn't at all that making interpersonal comparisons is impossible. On the contrary, there are an infinite
number of ways this can be done. For example, if two people both seek to make as much money as they can on
average, we could assign them both utility scales in which one extra util corresponds to one extra dollar. But what
would be the point of saying that giving an extra dollar to each is the same if one is a billionaire and the other is a
beggar? The problem therefore isn't to find some way of comparing Adam and Eve's utils, but to characterize a way that
people find meaningful. Otherwise, as Jeremy Bentham wisely observed, we shall find ourselves adding so many apples
to so many pears.

One half of this problem solves itself. In any bargaining problem, the status quo will always provide one of the two
anchoring points that we need to establish a meaningful joint utility scale for the players. There isn't therefore going to
be a problem about comparing Adam and Eve's utility levels in a bargaining context. But how are we to compare the
units on their utility scales?

Getting into your Head.
The time has come to follow Harsanyi in applying orthodox utility theory to empathetic preferences.30 These are
revealed whenever players use a fairness criterion to solve an equilibrium selection problem.

Harsanyi's contribution was to show that expressing a consistent set of empathetic preferences about Adam and Eve is
the same thing as determining a rate at which Adam's utils are to be traded against Eve's. Although Pandora may not
realize it, her empathetic preferences therefore implictly determine a standard for making interpersonal comparisons of
utility.

As with much else in this book, Harsanyi's argument is embarrassingly simple. The argument depends on two
assumptions about Pandora's empathetic preferences. The first assumption is that they are consistent. It then follows
from Von Neumann and Morgenstern's theory that we can describe her empathetic preferences
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by assigning an appropriate number of utils to each event that she might have to evaluate—for example, that Adam
gets a fig leaf, or that Eve gets an apple.

Pandora's empathetic utility function implicitly attributes preferences to Adam and Eve. For example, if Pandora
assigns more utils to Eve's getting a fig leaf than an apple, she implies that wearing a fig leaf is better for Eve then
eating an apple. But Eve may not agree. If so, then Pandora has failed in her attempt at empathizing with Eve. She
tried to put herself in Eve's shoes to see things from her point of view, but allowed her own thinking on what is good
for people to intrude on her judgment of what Eve thinks is good for herself.

The following paraphrase of a conversation reported by Longinus makes Alexander the Great an unexpected authority
on this point:

Parmenio: If I were Alexander, I would accept this treaty.Alexander: If I were Parmenio, so would I!Alexander
points out that Parmenio fails to identify with Alexander adequately in considering whether to accept a Persian peace
proposal. Parmenio puts himself in Alexander's shoes, but retains his own preferences. But if Parmenio were
Alexander, he would have Alexander's preferences!

Harsanyi's second assumption is that when Pandora puts herself in Eve's position to see things from her point of view,
she doesn't make Parmenio's mistake. She accepts that if she were Eve, she would have Eve's preferences. We
therefore assume that Pandora is very good at empathizing; she really does know what Eve wants. We also assume that
Pandora isn't the kind of do-gooder who thinks she knows better what is good for people than people do for
themselves.

The latter assumption conflicts with the approach of old-style utilitarians like John Stuart Mill, and with modern
paternalists like Amartya Sen. But remember that we are trying to put together a theory of how fairness evolved to
solve equilibrium selection problems—and there isn't any point in inventing a theory that solves a coordination game
different from the game the players think they are playing.

It is therefore the other assumption—that people fully understand each other—at which criticism deserves to be
directed. Since it is probably failures on this front that are responsible for most coordination breakdowns, the
assumption is only excusable because building in something more realistic would create a model that would be too
difficult to analyze.

Trading-off Utils.
Once we have made Harsanyi's assumptions, his conclusion follows from the fact that two utility scales for the same
preferences are connected in the same way that degrees Celsius are connected to degrees Fahrenheit. The utility scale
that Pandora attributes to Adam must therefore be related in this way to whatever utility scale he is using for himself.
The same goes for the utility scale that Pandora attributes to Eve.

Figure 20 illustrates the conclusion. In the original position, Pandora has to consider various social contracts
represented by points like S. We can read off Adam's personal utility for the social contract S on his personal utility
scale. We can similarly read off Eve's personal utility for S on her personal scale. Pandora
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has two empathetic scales, one of which records her utility for S if she were Adam, and another which records her
utility for S if she were Eve. If she thinks that she is equally likely to turn out to be Adam or Eve in the social contract
S, then her overall assessment of S is the average of these two empathetic utilities.

Figure 20: Translating between personal and empathetic scales.

In figure 20, the units on Adam's personal scale are twice as big as those on Pandora's empathetic scale for Adam. One
extra unit on Adam's scale therefore counts the same as two extra units on Pandora's scale. Pandora therefore weights
Adam's personal utils by multiplying them by a factor of 2. The units on Eve's personal scale are half as big as those on
Pandora's empathetic scale for Eve. Pandora therefore weights Eve's personal utils by multiplying them by a factor of
12. She then makes decisions in the original position as though seeking to maximize the sum of these two weighted
personal utilities.31 That is to say, she makes decisions as though she were a utilitarian who trades off Adam's personal
utils against Eve's at a rate equal to the ratio of her two weights. In figure 20, this ratio is 4, which means that she
counts each of Adam's utils as being worth the same as four of Eve's utils. Or to say the same thing another way,
Pandora's social index for Eve is
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four times as large as her social index for Adam.

Suppose, for example, that Adam and Eve consistently act to maximize their own expected monetary gain. We might
then choose a utility scale for Adam in which each util corresponds to ten dollars, and a utility scale for Eve in which
each util corresponds to a dime. Having fixed these utility scales, we now examine Pandora's empathetic preferences to
find the rate at which she trades Adam's utils off against Eve's utils. Perhaps it turns out that she regards each of
Adam's utils as being worth the same as ten of Eve's. This evaluation may take into account a whole raft of
considerations. Who is rich or poor? Old or young? Male or female? Sick or well? Clever or stupid? Strong or weak?
Insiders or outsiders? Who invested how much in any surplus to be divided? How much effort was needed? What is
our degree of relationship?

The list of factors that may be relevant is obviously endless, but everything that Pandora thinks is relevant can be
summarized in a single trade-off rate. Of course, just as we would have to change our estimate of how much warmer it
is inside the house than outside if we switch from measuring the outside temperature in degrees Fahrenheit to degrees
Celsius, so we must change the trade-off rate from 10 to 20 if we stop measuring Eve's utils in dimes and start
measuring them in nickels.

Unequal Chances.
This is perhaps the place to comment on the fact that nothing much hinges on the assumption that Pandora thinks it
equally likely that she will turn out to be Adam or Eve in the original position. We can reduce the case in which she
thinks that her chances of turning out to be Adam or Eve are unequal to the case studied in the text simply by
multiplying her weights by suitable factors. For example, if Pandora thinks it twice as likely that she will be Adam, then
we just carry on as before after multiplying the weight she assigns to Adam's personal utility by two.

Comparison with Hamilton's Rule.
We have seen that Pandora makes decisions in the original position like a utilitarian. I don't think it an accident that we
also found that Hamilton's rule takes a utilitarian form. The only difference is that biological fitness replaces personal
utility in Hamilton's version, and the weights are determined by Adam and Eve's degree of relationship.

I think this is a significant finding, because it provides a possible evolutionary route to the emergence of empathetic
preferences that allows us to treat Nature as a tinkerer who adapts existing structures incrementally, rather than
producing hopeful monsters, like rabbits out of a magician's hat.

When Eve uses the original position to make a fairness judgment, she puts herself in the position of a hypothetical
individual we have been calling Pandora, who doesn't know whether she is Adam or Eve. To evaluate the options
available to her in this situation, she appeals to her empathetic preferences. But in doing so, we now know that she
behaves as though Adam were a relative.

Assuming that Nature had already taught our ancestors to evaluate kinfolk according to Hamilton's rule, she therefore
only had to teach them to treat strangers as though they were kin for the purposes of the original position. That is to
say,
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evolution had only to tinker with an existing mechanism.

This still leaves us with the need to explain the appearance of the device of the original position itself without treating it
as a hopeful monster, but this is an issue for the next chapter.

8.5 The Evolution of Empathetic Preferences
A major problem has been passed over in presenting Harsanyi's theory of interpersonal comparison of utility. With
Harsanyi's assumptions, Alice's empathetic utility function determines a rate at which Adam's utils are to be traded off
against Eve's. But what if Bob's empathetic utility function trades them off at a different rate?

Rawls and Harsanyi both claim that there is actually a strong consensus in our own social contract on how
interpersonal comparisons should be made. This is my impression too, although I can't point to any hard evidence.
Philosophers who invent some kind of Ideal Observer to whom interpersonal comparisons are implicitly to be
delegated presumably have the same intuition—although they never seem to ask themselves why philosophers who
live in different times and places invent Ideal Observers different from their own. Even Adam Smith's Impartial
Spectator would be regarded as rather partial nowadays.

Why should such a consensus exist? If there is a consensus, how does it come about that people jointly fix on one
standard of interpersonal comparison rather than one of the infinite number of other possibilities?

Social Evolution.
I think that standards of interpersonal comparison are similar in many ways to language. Just as it is part of our genetic
heritage that we should speak some language, so we are wired up to operate some standard of interpersonal
comparison. But the particular language we speak and the standard of interpersonal comparison we use are artifacts of
our culture. Like languages, our standards of interpersonal comparison therefore vary according to the context in
which they are used. Like languages, they also visibly change over time in response to the pressures of social evolution.

As children mature, they are assimilated to the culture in which they grow up largely as a consequence of their natural
disposition to imitate those around them. The role of empathy in this evolutionary process is as important here as it is
elsewhere. For human children to use acquired pieces of behavior as effectively as they do, evolution must have
equipped them with an innate ability to understand the purpose behind the actions they copy. This ability has been
extensively observed in the great apes, but not among monkeys. It is therefore encouraging for the theory that field
studies have found that monkeys show little or none of the imitative capacity traditionally attributed to them. “Monkey
see, monkey do” is apparently just one more urban myth.

Evolutionary psychologists say that animals like chimpanzees and dolphins who are able to understand why others do
things are gifted with a theory of mind. In the case of humans, an economist would argue that children develop an
internal theory of revealed preference and belief that not only allows them to predict what
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others are likely to do in the future, but to understand the motives for their actions in the present. Consciously or
unconsciously, a child can then reason that if she sees a successful individual doing such and such, then she may also
be successful if she copies him on those occasions in the future when her preferences and beliefs resemble those she
attributes to him now.

One of the social phenomena that children observe is the use of the device of the original position in achieving fair
compromises. They are, of course, no more likely to recognize the device of the original position for what it is than
Adam and Eve when they use it in deciding who should wash how many dishes. Instead, they simply copy the relevant
behavior patterns. In doing so, they acquire both a set of empathetic preferences, and the habit of appealing to them
when selecting equilibria in coordination games.

Empathy Equilibrium.
II:2.5.4

I treat empathetic preferences as memes propogated largely by imitation. When Adam and Eve use fairness to solve a
coordination problem, it will be assumed that their empathetic preferences are common knowledge. Everybody can
then see the payoff to having one set of empathetic preferences rather than another.

If people sometimes change their empathetic preferences in favor of alternatives that generate higher payoffs, we are
looking at an evolutionary process that will only stop working when it reaches a Nash equilibrium of the underlying
evolutionary game. In this case, the players' strategies in the underlying game correspond to their (largely involuntary)
choices of different standards of interpersonal comparison. An empathy equilibrium arises when we reach a Nash
equilibrium of this evolutionary game. Nobody will then have an incentive to switch from their current standard to one
they see being operated by others.

One can think of an empathy equilibrium as encapsulating the cultural history of a society that led people to adopt one
standard of interpersonal comparison rather than another. It is true that this history will be shaped by the way in which
power is distributed in the society under study, but this is the kind of bullet we have had to bite a great deal already.

The reward for biting the bullet is that we can then give stylized answers to two questions on which orthodox moral
philosophy has nothing substantive to say:

Question: What standards of interpersonal comparison should we study?
Answer: Those that appear as strategies in an empathy equilibrium.
Question: When can we rely on there being a consensus on a standard?
Answer: When the relevant empathy equilibrium is symmetric.There are various ways in which we could
operationalize the notion of an empathy equilibrium. It turns out that we get the same answers independently of
whether we use a crude form or a refined form. I give the latter version, since it is harder to analyze, and critics find it
less provocative.
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The crude version substitutes “personal preferences” for “empathetic preferences” in the second sentence, and omits
the italicized phrases. Which version makes sense depends on how an onlooker evaluates who gets how much in a
fairness transaction.

Suppose that Alice looks on while Eve settles a coordination problem with Adam using the device of the original
position. In doing so, Eve empathizes with a hypothetical Pandora, who has Eve's empathetic preferences, but thinks it
equally likely she will be Adam or Eve when she emerges from behind the veil of ignorance. With whom does Alice
empathize? If we assume that she always empathizes with Eve without following the empathetic chain on to Pandora,
then the memes with which we are concerned will propogate according to the personal preferences of the players. The
crude version of an empathy equilibrium then applies. If Alice always follows the chain on to Pandora without being
brought up short by the reflection that Pandora exists only hypothetically, then the memes will propogate according to
the empathetic preferences of the players. In this case, the refined version applies.

My guess is that there is always some confusion between these possibilities, and so both personal and empathetic
preferences matter in a manner that would be very hard to figure out. It is therefore fortunate that both the crude and
the refined version of an empathy equilibrium lead to the same conclusion.

Symmetry.
If empathetic preferences are acquired in a society in which everybody plays the same coordination games and
everybody sees everybody else as a potential locus for emulation, then only the symmetric empathy equilibria of the
underlying evolutionary game make sense as possible end-products of the evolutionary process. Any asymmetric
empathy equilibria can be discarded as irrelevant to the discussion.

But what of the case when societies are split into castes or factions? For example, traditional societies assign different
roles to men and women. Aristotle's society distinguished between citizens and slaves. Feudal societies distinguished
between the gently born and everybody else. In our own society, teenage kids and old folk sometimes seem to
represent different species.

In such heterogeneous societies, one must expect cultural evolution to operate separately in different groups, so that
asymmetric empathy equilibria may arise. It is then significant if we find that only symmetric equilibria can exist, since
such a
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finding implies that the same standard of interpersonal comparison is shared by all the different groups.

But it doesn't then follow that people from different groups will be regarded as equally worthy. All that follows is that
everyone agrees on the criteria for worthiness. In an aristocratic society, even the lower orders commonly accept that it
is right and proper that they be regarded as unworthy.
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Chapter 9 The Golden Rule

It is a simple thing, this Golden Rule, and all that is required. Political economy and the survival of the fittest can go
hang if they say otherwise.
Jack London, People of the Abyss

9.1 Sages Down the Ages
Why does the device of the original position strike a chord with most of us the first time we hear about it? I think it's
because we recognize the deep structure of the fairness norms that we routinely use in resolving everyday coordination
problems. Since this deep structure seems a human universal, I suspect it is built into our genes. What support is there
for this conjecture?

The obvious place to begin is with the observation that the original position is just an elaboration of the ubiquitous
Golden Rule:

Do as you would be done by

that responds to the objection:

Don't do unto others what you would have them do unto you—they may not have the same tastes as you.

Adam likes being shaken awake before dawn for a cold shower and a ten-mile run. Eve prefers a gentle awakening at a
late hour with a cup of coffee and a newspaper. Adam therefore doesn't want Eve to do to him what she would like
him to do for her. Eve would like it even less if Adam were to do to her what he would like her to do for him.32

We all prefer that others do to us what they would like done to them—but only if they had our preferences rather than
their own. With this interpretation, the Golden Rule becomes:

32 The sexual innuendo was unintended, but perhaps it makes the point even better.



Do as you would be done by—if you were the person to whom something is to be done.

which is the principle operationalized by the device of the original position.

Who Endorses the Golden Rule?
A full list would be endless. It certainly includes King Alfred, Aristotle, Darwin, Epictetus, Hobbes, Locke, Mill, and
Spinoza. My mother had her own version, and I dare say yours did as well. But here are some quotes from the
superstars:

Zoroaster: That nature alone is good that refrains from doing to another what is not good for itself.
Buddha: Hurt not others in ways that you yourself would find hurtful.
Confucius: Do not unto others what you would not have them do unto you.
Hillel: Do not to others that which you would not have others do to you.
Jesus: Do to others whatever you would have them do to you.

What other principles garner such universal support? In the moral arena, the answer seems to be: none at all.

9.2 Hunters and Gatherers
Westermarck was an early anthropologist famous for his moral relativism, but even he reports that the Golden Rule is
almost universally endorsed in primitive societies. Modern work on pure hunter-gatherer societies is equally striking in
the strong parallels it has uncovered between the social contracts of geographically distant groups living in starkly
different environments.

II:4.5

There is no shortage of cultural differences between Kalarahi bushmen, African pygmies, Andaman islanders,
Greenland eskimos, Australian aborigines, Paraguayan Indians, and Siberian nomads, but the consensus is strong
among modern anthropologists that these and other pure hunter-gatherer societies all operate societies without bosses
or social distinctions that share food—especially meat—on a relatively equal basis.

These societies aren't pastoral idylls, inhabited by noble savages filled with sweetness and light. Infanticide and murder
are common. So is selfishness. Citizens of foraging societies don't honor their social contract because they like giving
up food when they are hungry. They will therefore cheat on the social contract by secretly hoarding food if they think
they can get away with it. The reason they comply with the norm most of the time is because their fellows will punish
them if they don't.

Nor is there necessarily anything very nice about the way that food and other possessions are shared. In some societies,
a fair allocation is achieved through
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“tolerated stealing”. Eve may grab some of Adam's food because she thinks he has more than his fair share. If the rest
of the group agree, Adam is helpless to resist. Even when possessions are voluntarily surrendered to others, the giver
will sometimes explain that he or she is only complying with the norm to avoid being the object of the envy that
precedes more serious sanctions. Indeed, we would find it unbearably stifling to live in some foraging societies because
of the continual envious monitoring of who has what.

There is therefore squabbling and pettiness aplenty in foraging communities, but there is also laughter and good
fellowship. In brief, human nature seems much the same in foraging societies as in our own. So if their nature includes
an instinctive bias to structure sharing in a particular way, isn't it likely that ours does too?

Prehistory.
Our nearest relatives are the chimpanzees and bonobos. Our common ancestor lived several million years ago.
Nobody knows why our evolutionary path took a different direction from theirs, although many theories have been
proposed. Is our tool-making ability a cause or an effect? What of fire and the ability to cook otherwise inedible roots?
What of our unusual sex arrangements in which men contribute to bringing up their children? What of our
comparative longevity? What of our ability to pass on our culture?

I don't plan to survey the many answers that have been offered to such questions about the origins of Homo sapiens. I
want to focus instead on some of the issues that have been neglected, but on which game theory can perhaps shed
some light.

When our ancestors began to be recognizably human, the consensus is that they lived in groups who survived by
hunting and gathering. We lived like this for perhaps a million years before the bulk of the population turned to animal
husbandry and agriculture. The standard theory is that farming appeared only over the last 10,000 years or so in
response to local population crises, that may or may not have been associated with dramatic climatic changes.

As with the social insects, greater productivity requires more efficient organization. This is perhaps Karl Marx's only
genuine insight: that the social contract of a society is inextricably linked to its economic means of production. There
are certain social contracts that can't work if a society is insufficiently productive. There are certain productive systems
that can't operate if the current social contract doesn't provide adequate incentives.

Modern societies are very hierarchical indeed. We have bosses up to our ears. But it wasn't always so. As the means of
economic production becomes more sophisticated, anthropological reports record fairness only gradually being
displaced by leadership as the standard coordinating device. And it isn't hard to see why leadership became necessary.

We need entrepreneurs to innovate and to organize the division of labor that generates increasing returns to scale from
cooperation in farming and industry. Chiefs are necessary to organize the warbands that protect the stored surplus of
your own society, and seek to steal the surplus of neighboring societies. We invest authority in the captain of a ship for
the same reason. Who wants a debate about which crew member should do what in the middle of a storm?
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A nice example on the emergence of private property comes from the much studied Ache of Paraguay, who recently
turned to serious cultivation. In accordance with their traditional customs they tried tilling the land in common. But it
didn't work, because it was too easy for some to shirk the labor while still claiming a “fair” share of the product. So
they quickly adopted a new social contract in which the land is split into privately owned plots. By contrast, the
historical economic stagnation of the Navajo of the American south west is sometimes attributed to their clinging to a
social contract that disincentified entrepreneurs by requiring them to share their profits.

Most evolutionary biologists think that 10,000 years is too short a period for the ground rules of the social contracts
that allow greater economic production to have been written into our genes. If they are right, then cultural evolution
rather than biological evolution must be responsible for our success once we ceased to hunt and gather. Our genes
remain as they were when we followed a foraging life. We are predisposed toward the kind of social behavior
appropriate to a hunter-gatherer society, but these behavioral predispositions have been overwritten by cultural
imperatives without which we couldn't be so productive.

Maryanski and Turner's Social Cage is one of a number of books that attribute our malaise at living in a modern
industrial society to this phenomonen. They argue that we are victims of a dissonance that arises from our genes
finding themselves at odds with the memes with which they have been overlaid. Our hearts pull one way and our heads
the other, so that contentment is held beyond our reach.

In summary, cultural evolution has taken different societies in many different directions, but there remain universals
which register that we all belong to the same species. The respect accorded to the Golden Rule would seem to be one
of these universals, but where should we look if we want to know more?

An obvious answer is that we should look at the social contracts of the hunter-gatherer communities that existed
10,000 or so years ago, before cultural evolution set off on the helter-skelter ride that got us into our current mess. But
social contracts don't leave any fossils. The best we can do is to look at the social contracts of those foraging societies
that survived into modern times—both human and chimpanzee.

Chimpanzee Communities.
We share all but a tiny fraction of our genes with chimpanzees, so it isn't surprising that we resemble them so closely.
But in talking about fairness, I think we step across the narrow chasm that separates us from them. Chimpanzees seem
to have both the evolutionary motivation and the necessary biological equipment to have developed fairness as an
equilibrium selection device, but nevertheless lack anything analogous. Like language, a sense of fairness would seem
to be unique to Homo sapiens. But perhaps studying chimpanzee societies can tell us something about the conditions
that prevailed in prehuman societies at the time that our sense of fairness evolved.33

Chimpanzees live in social groupings in which kinship is an important factor. Males stay with the group into which
they were born, but females usually move to
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a neighboring group. When in estrus, females typically mate with all males of their group. It is thought that this is an
evolutionary response to the risk of infanticide by males programmed to care only about the welfare of their own
offspring. But the same anonymity that deters males from infanticide also provides no incentive for them to assist in
bringing up children who are unlikely to be their own. This is a major difference between chimpanzees and humans.34

Among both males and females, social dominance matters a great deal. Female chimpanzees are subordinate to males,
but the reverse applies with bonobos. Maintaining a place in the hierarchy depends not only on a chimpanzee's
personal strength and character, but also on a shifting pattern of alliances between different chimpanzees. Grooming is
an important factor in signaling social relationships. As Robin Dunbar observes, grooming seems to fulfill the same
function in chimpanzees as gossip does for us. There seems no doubt that chimpanzees are able to empathize with
each other, and actively use their empathetic skills in an attempt to improve their social standing.

It was once thought that chimpanzees were almost exclusively vegetarian, but it turns out they hunt and eat monkeys
on a much larger scale than was previously understood. William McGrew reports that they may eat up to 65 grams of
meat a day in some seasons, and that meat-eating correlates with reproductive success.

When a group of male chimpanzees hunt together, their bag is greater than it would have been if each chimpanzee
were to hunt alone. As with the social insects, their cooperation therefore enjoys increasing returns to scale. However,
the catch is commonly shared—although not in a manner that humans would regard as fair—on a sufficiently wide
basis that it provokes selfish-gene questions that also apply to cooperative hunting in human foraging communities.
Cooperative hunting clearly makes the group as a whole better off, but what's in it for each individual hunter?

Human Foraging Communities.
A prehistoric food crisis caused by overpopulation may have spelled the end of foraging as the normal productive
mode among humans, but it didn't wipe out hunter-gatherers altogether. Foragers continue to survive in marginal
habitats on the fringes of deserts or the polar icecap or the heart of tropical jungles, where growing crops or herding
animals is difficult or impossible. Indeed, the fact that such habitats were colonized is one piece of evidence that favors
the overpopulation theory.

There are probably no pure foraging societies left at all. That is to say, societies whose economic means of production
consists exclusively of hunting and gathering, with no division of labor beyond that dictated by sex or age, seem to be
extinct. However, enough foraging societies did survive into the twentieth century for there to be extensive records of
their way of life. It is these societies to which we have to turn when making guesses about the social contracts of
10,000 years ago.

Two features are universal. The first is that pure foraging societies have no bosses or chiefs. Some individuals get more
respect than others when offering
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advice. Sometimes such individuals have a title. But they are never able to exercise any personal authority, and are
usually careful not to give the impression that they think they can.

The reason they tread softly isn't because the urge to dominate doesn't burn as deeply within their breasts as it does
within our own. Biologically, they are the same as us. Like us, they presumably inherited the same instinct for hierarchy
that we still see in chimpanzees or bonobos. But the instinct to dominate is held in check by another mechanism of
later origin.

This anti-dominance mechanism demands that folk who shows signs of throwing their weight around be restrained by
the threat of escalating punishment from the rest of the group. The first step calls for the would-be leader to be
mocked. If he persists, the second step calls for him to be boycotted. If he still persists, especially if his attempts at
establishing dominance are violent, then he is expelled from the group altogether.

I think it no accident that these three steps are equally familiar in our own society. The mockery stage is particularly
interesting. There is nothing overtly damaging about being laughed at, so why do we dislike it so much? Presumably
because our genes interpret mockery as a signal that genuinely damaging punishment will follow if we don't mend our
ways.

How is cooperation possible in societies without leaders responsible for determining who gets how much of any
surplus generated? I think our sense of fairness evolved alongside the anti-dominance mechanism in response to this
problem. A social species that doesn't have leaders to nominate an equilibrium in a society's game of life must use
some other equilibrium selection device. In the case of our own species, the device that evolved was fairness.

Sharing food in human foraging societies is commonplace, but only with meat does the sharing rule seem to be
universally fair. How important is this phenomenon to the hunter-gatherer societies in which it is practiced? It is
necessary to ask this question because the paradigm of “man the mighty hunter” has been debunked a good deal in
recent years. The debunking is appropriate to the extent that the survival of foraging societies obviously depends just
as much on the female role in gathering and child care as on the male role in hunting, but claims that hunting can be
treated as an optional extra in food provision don't survive close examination.

It is true that successful hunters are more attractive to women, and so get to reproduce themselves more often, but
hunting is more than an arena for young men to send costly signals of their prowess to young women. Recent research
by Kaplan and others on the food budgets of modern foraging societies surprisingly shows that men actually supply
97% of the calories consumed by children, and all their protein.35 Without hunting, the group couldn't survive in the
occasional bad years in which evolution distinguishes between the fit and the unfit. It is therefore of major significance
that meat is universally shared fairly.

Some anthropologists see a mystery here. If hunting is organized on the principle that each contributes according to his
ability and each benefits according to his need, why aren't we in a Prisoners' Dilemma? If a man gets less meat for his
family by
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cooperating with others in a hunt for big game than he would by foraging for small game by himself, why participate in
the hunt at all, given that there is no authority to punish him if he doesn't?

Jean-Jacques Rousseau asked much the same question in his story of a stag hunt in which a hunter has to choose
between abandoning a cooperative enterprise that might yield a share of a large stag if successful, and bagging a small
hare for sure that will be his alone. But since his answer reduces to the claim that it is rational to cooperate in games
like the Prisoners' Dilemma, it doesn't help us much.

I:2.3.2

However, I don't see that there is much of a mystery, provided that one remembers that the group selection fallacy
doesn't apply when each group is operating an equilibrium in the game its members play with each other. It is then only
necessary to make two points:

• Societies in which men hunt cooperatively are more successful than societies in which they don't, because they
produce more food overall.

• Cooperative hunting can be sustained as an equilibrium by punishing men who don't pull their weight. Young
men have an especially strong incentive to learn the necessary hunting skills, since young women in foraging
societies apparently find their mighty hunters no less attractive than the popstars and athletes who capture the
hearts of our own teenyboppers.

9.3 Mechanism Design
Knauft is an anthropologist who draws a U-shaped curve that represents the postulated level of dominance in hominid
social contracts as a function of evolutionary time. It begins high on the assumption that our prehuman ancestors
operated social contracts with a strong social dominance structure like that of modern chimpanzees and bonobos. It
then declines to a low level on the assumption that the anarchic structure of modern foraging societies mirrors the
organization of the ancient foraging societies of 10,000 years or so ago. It then rises to a high level again to reflect the
increasingly complex social hierarchies that have emerged since that time in agricultural and industrial societies.

If this story is right, then a sequence of genetic mutations presumably suppressed our instinct to organize hierarchically
by overlaying it with an imperative to gang up against potential leaders. But why should the resulting anarchic societies
represent an evolutionary improvement?

Decentralized Organization.
This question provides an excuse for an aside on the subject of mechanism design. This branch of game theory is
perceived as one of its big successes because of its widespread use in raising billions of dollars for governments in
telecom auctions. As a result, journalists no longer treat game theorists as just another breed of ineffectual social
scientists. Now we are dangerous Machiavellian meddlers! For my part in designing a telecom auction that raised the
enormous sum of $35 billion, Newsweek magazine described me as a “ruthless, Poker-playing economist”, which I
guess translates into the proposition that fat cats
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don't like the methods they use to extract money from the public being used to extract money from them for the
benefit of the community as a whole.

The discipline of mechanism design is based on the obvious principle that decision-making should be decentralized to
the people who have the necessary knowledge and expertise. Everybody knows the frustration of being ordered to do
stupid things by an ignorant or incompetent boss. The inefficiencies that can then result may be enormous, as with the
hugely dysfunctional command economy that eventually failed so spectacularly in the Soviet Union. But the problem
with decentralizing power is that power breeds corruption. As we all know, the Jacks-in-office to whom we delegate
power eventually learn to make decisions that benefit themselves rather than the community they supposedly serve.

The selling of public assets like telecom licenses provides an instructive case study. Western governments traditionally
made the Soviet mistake of allowing public officials to determine the selling prices, rather than delegating this decision
to the only people who know what they are really worth—namely the potential buyers themselves. Perhaps they had
read David Hume on this subject: “In constraining any system of government and fixing the several checks and
controls of the constitution, every man ought to be supposed a knave and to have no other end in all his actions than
private interest.” It would certainly be very naive to suppose that a telecom magnate would tell the truth if a public
official asked him to say how much a license was worth to him!

But we don't need to restrict our attention to naive ways of persuading people to act in the public interest. Mechanism
design takes up Hume's challenge by designing games in which the knaves to whom power is delegated are treated as
players. The checks in the constitution are the rules of the game. These are used to prevent a player going off the rails
in situations that the designer can effectively monitor and evaluate. However, it is the controls that are more important,
since these apply to decisions that the designer can't monitor, or doesn't know how to evaluate. To get the players to
act in accordance with the designer's aims rather than their own in such situations, it is necessary that the payoffs of the
game be carefully chosen to provide the right incentives.

For example, one can incentify the bidders in a telecom auction to reveal what they think a license is worth by using a
Vickrey auction, in which the winners pay only the bid of the highest loser.36 There is then no point in bidding more
than your valuation, because if this is what is necessary to win a license, it is because the highest loser has bid more
than you want to pay. Nor is there any point in bidding less than your valuation, because this can only reduce your
chances of winning a license, without changing how much you have to pay if you win.

In a Vickrey auction, all the licenses are sold at the amount they are valued by the highest loser. Under appropriate
conditions, it can be proved that this is the most that a seller who is ignorant of the valuations of the bidders can expect
to
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get. A Vickrey auction is therefore optimal in such a second-best world (although not uniquely so).

The design gives the bidders the right incentives to reveal their true valuations, but the cost of extracting this
information is that the seller has to be satisfied with a lot less than the winners would actually be willing to pay. In a
first-best world, the seller would know the winners' valuations in advance, and offer each of them a take-it-or-leave-it
offer only slightly smaller than they are willing to pay.

This is only the simplest of a number of cases in which we can quantify how much is lost as a consequence of our
being a second-best species that lies and cheats when we think we can get away with it. As in the case of selling telecom
licenses, the losses can be enormous. But there isn't any point in crying over such spilt milk. Instead, mechanism
design accepts our second-best status and seeks to prevent our ending up with the kind of third-rate outcome with
which we are usually saddled.

Blind Watchmaker.
The point of the preceding aside on mechanism design, is that one can think of the social contract of a hunter-gatherer
society as the product of an exercise in mechanism design, with Nature in the role of a “blind watchmaker” who
metaphorically fits appropriate social cogs and springs together into a harmonious whole.37

In planning her design, Nature knows that genes are knaves who can't be trusted to act for the good of the species, and
so she takes for granted that they will optimize their own fitness. Only equilibria of the game of life are therefore
available as possible social contracts. This creates no problem for cooperative hunting, which we have seen can be
sustained aspart of an equilibrium. But what kind of cooperative hunting is optimal, in the sense that it maximizes the
net benefit to the group?

The relevance of the decentralizing principle of mechanism design now becomes obvious. Each individual hunter is
then free to use his own intelligence and expertise to the best advantage in cooperation with the rest of the group. The
control is that meat gets shared according to a fixed rule. Each hunter then maximizes the amount of meat his own
family will get by maximizing the total amount of meat available to the group as a whole. Of course, there are also
costs as well as benefits. The risk that each hunter is willing to take in hunting big game isn't controlled by the sharing
rule, but it is presumably no accident that brave young men are sexier than cowards.

Wouldn't things sometimes be better if someone were to coordinate the hunt by assigning different roles to different
individuals? The answer is obviously yes, provided that such a leader has no punishment powers to abuse. Experienced
hunters do in fact take on such a coordinating role in modern foraging societies, although they are careful when
offering advice not to appear to be giving orders. However, our focus isn't on modern foraging societies, but on the
foraging societies that existed before language had evolved very far. Some planning ahead was still
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doubtless possible, but it seems unlikely to have been very sophisticated. Presumably, different individuals got into the
habit of occupying different roles as they gained experience of hunting together. Chimpanzees manage to do this quite
effectively, so why not humans?

In summary, cooperating hunting may have been more productive in leaderless societies—especially before the
emergence of language—because the lack of a leader able to punish disobedience allows decision-making to be
decentralized to the efficient level.

Memes or Genes?
I hope I've made it plausible that there are good reasons why evolution might have suppressed the instinct for social
dominance that we presumably once shared with chimpanzees. But couldn't it have been cultural evolution that played
this trick? After all, it is cultural evolution that is said to be responsible for our later adaptation to a farming lifestyle.

There are several reasons why I think the transition to fair social contracts with no bosses was probably genetically
engineered. The most important reason is the universality of the deep structure of modern hunter-gatherer societies,
even though these are dispersed in geographically distant and diverse environments. I have heard it argued by social
anthropologists that this phenomenon can be attributed to parallel cultural evolution, but their arguments seem to be
more motivated by an urge to hang on to the blank-slate paradigm of the human mind than by any serious
consideration of the scientific plausibility of the hypothesis.

Some supplementary evidence comes from a small number of natural experiments in which a society previously
operating a modern social contract has been forced to revert to a pure foraging economy. Jared Diamond's Guns,
Germs, and Steel records the fate of the Moriori, a Polynesian people who found their way to the remote Chatham
Islands, which are too far south for Polynesian crops to flourish. The social contract of the foraging society that
resulted replicated the universal features of such societies—as one would expect if these features are genetically
determined. Titular chiefs persisted, but lost all authority. But their new social contract left them helpless when invaded
in 1835 by a smaller number of Maoris from New Zealand, who doubtless reenacted an oft-played scene when they
ruthlessly wiped the Moriori from the face of the earth.

There is also the neuroscience work of John Allman and his colleagues. They have located a structure involving some
100,000 very large “spindle” neurons, found only in humans and other African apes. Allman believes that the kind of
social activity required by the kind of deep fairness structure I am postulating is controlled by this remarkable
collection of cells.

Finally, there is our own psychology. Why are we so resentful when subjected to the authority of bosses who treat us
unfairly? At an astonishingly early age, my children were already expressing their outrage at being bossed around by
saying “It isn't fair!” in circumstances that often fit the bill uncomfortably well. And what are the countries in which
people are happiest and most productive? They are the countries with constitutions that protect their citizens from
tyranny, and
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guarantee the fair administration of justice.38 I don't think any of this is accidental or coincidental. I think evolution
wrote a yearning for freedom and justice into our nature that no amount of social conditioning by the Stalins and
Hitlers of this world will ever be able to eradicate.

9.4 An Origin for the Golden Rule?
Recognition of the Golden Rule seems to be universal in human societies. Is there any reason why evolution should
have written such a principle into our genes? Some equilibrium selection devices are obviously necessary for social life
to be possible, but why should something like the Golden Rule have evolved?

If the Golden Rule is understood as a simplified version of the device of the original position, I think an answer to this
question can be found by asking why social animals evolved in the first place. This is generally thought to have been
because food-sharing has survival value.

Insurance Contracts.
II:2.5.4

The vampire bats mentioned in chapter 1 provide an example. Unless a vampire bat can feed every sixty hours or so, it
is likely to die. The advantages of sharing food among vampire bats are therefore strong—so strong that evolution has
taught even unrelated bats to share blood on a reciprocal basis.

By sharing food, the bats are essentially insuring each other against hunger. Animals can't write insurance contracts in
the human manner, and even if they could, they would have no legal system to which to appeal if one animal were to
hold up on his or her contractual obligation to the other. But the folk theorem tells us that evolution can get round the
problem of external enforcement if the animals interact together on a repeated basis.

By coordinating on a suitable equilibrium in their repeated game of life, two animals who are able to monitor each
other's behavior sufficiently closely can achieve whatever could be achieved by negotiating a legally binding insurance
contract. It will be easier for evolution to find its way to such an equilibrium if the animals are related, but the case of
vampire bats shows that kinship isn't necessary if the evolutionary pressures are sufficiently strong.

From Uncertainty to Ignorance.
What considerations would Adam and Eve need to take into account when negotiating a mutual insurance pact?

Imagine a time before cooperative hunting had evolved, in which Adam and Eve foraged separately for food. Like
vampire bats, they would sometimes come home lucky and sometimes unlucky. An insurance pact between them
would specify how to share the available food on days when one was lucky and the other unlucky.

If Adam and Eve were rational players negotiating an insurance contract, they wouldn't know in advance who was
going to be lucky and who unlucky on any given
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day on which the contract would be invoked. To keep things simple, suppose that both possibilities are equally likely.39
Adam and Eve can then be seen as bargaining behind a veil of uncertainty that conceals who is going to turn out to be
Ms. Lucky or Mr. Unlucky. Both players then bargain on the assumption that they are as likely to end up holding the
share assigned to Mr. Unlucky as they are to end up holding the share assigned to Ms. Lucky.

I think the obvious parallel between bargaining over such mutual insurance pacts and bargaining in the original
position is no accident. To nail the similarity down completely, we need only give Adam and Eve new names when they
take their places behind Rawls' veil of ignorance. In the same spirit that led the utilitarian philosopher Hare to call his
Ideal Observer an Archangel, Adam and Eve will be called John and Oskar (on the grounds that the inventors of game
theory reasoned like angels while they were still among us).

Instead of Adam and Eve being uncertain about whether they will turn out to be Ms. Lucky or Mr. Unlucky, the new
setup requires that John and Oskar pretend to be ignorant about whether they will turn out to be Adam or Eve. It then
becomes clear that a move to the device of the original position requires only that the players imagine themselves in the
shoes of somebody else—either Adam or Eve—rather than in the shoes of one of their own possible future selves.

If Nature wired us up to solve the simple insurance problems that arise in foodsharing, she therefore also
simultaneously provided much of the wiring necessary to operate the original position.

Of course, in an insurance contract, the parties to the agreement don't have to pretend that they might end in somebody
else's shoes. On the contrary, it is the reality of the prospect that they might turn out to be Ms. Lucky or Mr. Unlucky
that motivates their writing a contract in the first place. But when the device of the original position is used to
adjudicate fairness questions, then John knows perfectly well that he is actually Adam, and that it is physically
impossible that he could become Eve. To use the device in the manner recommended by Rawls and Harsanyi, he
therefore has to indulge in a counterfactual act of imagination. He can't become Eve, but he must pretend that he
could. How is this gap between reality and pretense to be bridged without violating the Linnaean dictum: Natura non
facit saltus?

Expanding the Circle.
II:2.5

As argued earlier, I think that human ethics arose from Nature's attempt to solve certain equilibrium selection
problems. But Nature doesn't jump from the simple to the complex in a single bound. She tinkers with existing
structures rather than creating hopeful monsters. To make a naturalistic origin for the device of the original position
plausible, it is therefore necessary to give some account of what tinkering she might have done.

In Peter Singer's Expanding Circle, the circle that expands is the domain within which moral rules are understood to
apply. For example, Jesus sought to expand the domain of the principle that you should love your neighbor by
redefining a neighbor
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to be anyone at all. How might evolution expand the domain within which a moral rule operates?

My guess is that the domain of a moral rule sometimes expands when players misread signals from their environment,
and so mistakenly apply a piece of behavior or a way of thinking that has evolved for use within some inner circle to a
larger set of people, or to a new game. When such a mistake is made, the players attempt to play their part in sustaining
an equilibrium in the inner-circle game without fully appreciating that the outer-circle game has different rules. For
example, Adam might treat Eve as a sibling even though they are unrelated. Or he might treat a one-shot game as
though it were going to be repeated indefinitely often.

A strategy profile that is an equilibrium for an inner-circle game won't normally be an equilibrium for an outer-circle
game. A rule that selects an equilibrium strategy in an inner-circle game will therefore normally be selected against if
used in an outer-circle game. But there will be exceptions. When playing an outer-circle game as though it were an
inner-circle game, the players will sometimes happen to coordinate on an equilibrium of the outer-circle game. The
group will then have stumbled upon an equilibrium selection device for the outer-circle game. This device consists of
the players behaving as though they were constrained by the rules of the inner-circle game, when the rules by which they
are actually constrained are those of the outer-circle game.

No Hopeful Monsters.
Chapter 7 argues that the origins of moral behavior are to be found in the family, because the equilibrium selection
problem is easier for evolution to solve in such games. This chapter makes the additional point that the games on
which we should focus are those in which the efficient equilibria correspond to long-term understandings between the
players to share food so as to insure each other against hunger. Solving the equilibrium selection problem in such
games would require providing neural wiring for a primitive version of the device of the original position.

The circle was then ready to be expanded by including strangers in the game by treating them as honorary or fictive
kinfolk, starting with outsiders adopted into the clan by marriage or cooption. Indeed, if you only interact on a regular
basis with kinfolk, what other template for behavior would be available?

The sympathetic preferences provided by Nature to assess the comparative welfare of relatives wouldn't apply to a
stranger, but it isn't a big step to suppose that a social consensus would emerge about what kind of relative a particular
stranger should be taken to be.

The next step requires combining these two developments so that the original position gets to be used not just in
situations in which Adam and Eve might turn out to be themselves in the role of Ms. Lucky or Mr. Unlucky, but in
which they proceed as though it were possible for each of them to turn out to occupy the role of the other person. To
accept that I may be unlucky may seem a long way from contemplating the possibility that I might become another
person in another body, but is the difference really so great? After all, there is a sense in which none of us are the same
person when comfortable and well fed as when tired and hungry. In

CONTENTS 141



Figure 21: An evolutionary history of the original position?

different circumstances, we reveal different personalities and want different things.

To pursue this point, consider what is involved when rational players consider the various contingencies that may arise
when planning ahead. To assess these, players compute their expected utility as a weighted average of the payoffs of all
the future people—lucky or unlucky—that they might turn out to be after the dice has ceased to roll. When choosing a
strategy in a family game, players similarly take their payoffs to be a weighted average of the fitnesses of everybody in
their family. In order to convert our ability to negotiate insurance contracts into a capacity for using fairness as a more
general coordinating device in the game of life, all that is then needed is for us to hybridize these two processes by
allowing players to replace one of the future persons that a roll of the dice might reveal them to be, by a person in
another body. The empathetic preferences that are needed to assess this possibility require nothing more than that they
treat this person in another body in much the same way that they treat their sisters, cousins, or aunts.

Figure 21 illustrates the evolutionary history of the original position in the story told so far. It also draws attention to
two problems. The first concerns the standard of interpersonal comparison built into the empathetic preferences with
which Adam and Eve enter the original position.
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The weights we use when discounting the fitnesses of our partners in a family game are somehow obtained by
estimating our degree of relationship to our kinfolk from the general dynamics of the family and our place in it. But
where do we get the weights to discount Adam and Eve's personal utils when constructing an empathetic utility
function? My answer is that these weights are determined by the action of social evolution. In the coming chapters, the
notion of an empathy equilibrium introduced in chapter 8 is used as a crude means of saying something about the
implications of this assumption.

The second problem is that of enforcement. As figure 21 indicates, this makes all the difference between whether the
use of the original position leads to utilitarian or egalitarian conclusions. Chapter 10 shows that if we follow Harsanyi in
assuming that the hypothetical deal reached in the original position is enforced by some outside agency, then the
outcome will be utilitarian. Chapter 11 shows that if we assume no external enforcement at all, then the outcome is
egalitarian.

How social contracts are policed is therefore a big deal, and so it is important not to close this chapter without
reviewing how enforcement works in modern hunter-gatherer societies, and how it might have worked in prehistoric
societies.

9.5 Enforcement
It is sometimes easy to forget that biological evolution didn't stop working on chimpanzees when we split off to go our
own way. In fact, bonobos branched off after we did. Even more important is the thought that cultural evolution was
also busy in human foraging societies all the time that it was shaping our farming and industrial societies. It is therefore
risky to treat modern foraging societies as fossilized replicas of the prehistoric societies within which evolution added
the final touches to human nature. I think we need to be particularly careful about the question of policing in a social
contract.

Modern Foraging Societies.
II:4.5

The pure foraging societies that survived into modern times were pushed into marginal habitats with little or no
opportunity for emigration. I can think of at least two reasons why being banished to such tough environments would
have led to their adopting more disciplined social contracts than would otherwise be necessary.

The first reason is the need of egalitarian societies to prevent the population size from getting out of hand. The
harshness of their environment when times are bad doubtless does much of this for them, but they also use “natural”
methods of birth control—like the delayed weaning of children, or straightforward infanticide. There are also
sometimes reports of old people acquiescing in being abandoned when nomadic groups move on.

A second reason is that leaders with bright ideas are dangerous for folk living near the edge of survival, and so the
evolutionary pressure for effective anti-dominance mechanisms will be that much stronger. Sahlins has pointed out
that the lean years when food is scarce are rare, but they are the years that determine whether the group's social
contract will survive. If the crisis in a lean year is sufficiently severe,
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some members of the band may die, and the rest seek refuge with neighboring bands. In the fat years that intervene
between such crises, memories of the privations of the last lean year fade. The band is then at risk of being seduced by
a charismatic entrepreneur into coordinating on a social contract that does better at exploiting the surpluses available in
fat years. Disaster then ensues if this new social contract is being operated when a lean year comes along.

In brief, the social mechanisms that inhibit the appearance of such leaders serve as a kind of collective unconscious
that preserves a folk memory of disasters narrowly avoided in the past. The stubborn conservatism of supposedly
stupid peasants occupied in subsistence farming doubtless has a similar explanation.

We therefore have at least two reasons why we should anticipate that cultural evolution would have generated social
contracts with more effective policing whenever possible. In particular, the potential for the behavior of small numbers
of individuals to be policed by public opinion in the group as a whole would presumably be exploited to the full. Why
does a Kalahari bushman pass on an especially nice tool after keeping it for only a few days? Because he will start to be
punished by the group as a whole if he incurs envy by keeping it too long.

This consideration implies that the social contracts of smallish subgroups needn't satisfy the same equilibrium
requirements as the social contract of the group as a whole. There is nobody to act as an external enforcement agency
for the whole group, and so its social contract must be entirely self-policing, but a small enough subgroup does have a
potential external enforcement agency:namely the coalition of everybody not in the subgroup.

The game of life of the subgroup therefore differs from that of the group as a whole, because its rules must take
account of the policing behavior of people outside the subgroup. If the device of the original position continues to be
used in modern foraging societies, one might therefore perhaps see transactions between pairs of individuals being
carried out on a utilitarian basis, while sharing in the group as a whole is carried out on an egalitarian basis.

Prehistoric Societies.
The social contracts of our hominid ancestors were presumably less disciplined than those of modern foraging
societies. Not only did cultural evolution have the opportunity to shape the latter over a period of 10,000 years or
more, but they were also subjected to extra pressures in favor of more internal discipline.

One obvious point is that there is nowhere for rebels to escape discipline in a modern foraging group, except to a
neighboring group with a similar social contract. However, matters would have been very different for our hominid
ancestors, with a whole world to expand into. Without barriers to emigration, their social organization must have been
anarchic to an extent that would make modern hunter-gatherer societies look positively paternalistic. How could it
have been otherwise when a dissident group always had the Lockean option of breaking away at relatively low cost to
set up shop in pastures new? Neither public opinion nor personal authority can act as Big Brother when punishment
can be evaded simply by walking off.

I believe that the distress we all feel at the exercise of arbitrary authority derives
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from attitudes that were hardwired into our heads under such circumstances. As Nietzsche's Zaruthustra put it: “My
brethren, will ye suffocate in the fumes of their maws and appetites? Better break the windows and jump into the open
air! . . . Empty still are many sites around which floateth the odor of tranquil seas. Open still remaineth a free life for
great souls.” In 1888, there were indeed still wild and free places in America, but the tragedy of today is that nowhere is
left to which we can escape. In this respect, our own overpopulation crisis is a perhaps a replay of the prehistoric crisis
that brought authoritarianism back into our social world.

However, the main point I want to make about the social contract of our hominid ancestors is that public opinion in
the group as a whole wouldn't have controlled transactions between pairs of individuals as in modern foraging
societies. Sharing for insurance reasons between pairs of individuals could therefore have got going in much the same
way that it got going in vampire bats. Once a sharing rule was established, it would then be profitable for production as
well as consumption to become cooperative. Since there are substantial returns to scale in hunting, the way was then
open for the circle to expand from small groups to larger groups.
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Chapter 10 Utilitarianism

This addibility of happiness, however when considered rigorously it may appear fictitious, is a postulatum without the
allowance of which all political reasonings are at a stand.
Jeremy Bentham

10.1 John Harsanyi
The stuffed and mounted corpse of Jeremy Bentham is kept on public display in a glass case in the foyer of my college
in London. As a macabre jest, he left instructions that it was to preside over meetings of the governing board after his
death. I know that Jeremy's remains do in fact sometimes preside at meetings of the college's Bentham Society, since I
once sat beside them. In contrast to many dinner companions, I think he would have been more jolly when alive.

Bentham is the founder of utilitarianism.40 He was as cranky as they come, but his work overflows with creative insight.
John Stuart Mill supposedly provided a intellectually sound foundation for his ideas, but on this subject at least he
strikes me as no more than an amiable fudger. In particular, Mill's much cited “proof” of utilitarianism just consists of
a chapter devoted to the claim that what people desire is happiness. But what we want to know is whether happiness is
really something that can be sharply defined. How do we measure it? How do we add it up? Why substitute the sum of
everybody's happiness for our own?

To get straight answers to such questions, the world had to wait for John Harsanyi. His life was by no means easy. As a
Jew in Hungary, he escaped disaster by the skin of his teeth not once, but twice. Having evaded the death camps of the
Nazis, he was then forced to cross illegally into Austria with his wife to escape persecution by the Communists who
followed. And once in the West, he had to build his career again from scratch, beginning with a factory job in Australia.

40 Bentham credits Helvetius. Mill says that the idea goes back at least as far as Epicurus, but I don't think Epicurus would have been pleased to be classified as an early
Benthamite!



Although he finally won a Nobel prize, the economics profession has yet to accord his ethical work the recognition it
deserves. As with David Hume, to accept his common-sense insights requires junking centuries of earnest scholarship
as worthless—and which of us is ready to dump our own books first? One would have thought that philosophers
would be more open to his ideas, but his use of elementary mathematics seems to have closed that door to whole-
hearted recognition also.

This praise of John Harsanyi's genius doesn't imply that I agree with everything he says. On the contrary, I disagree
very much with his attempt to defend utilitarianism as a Kantian system of personal morality, but I nevertheless plan to
borrow the tools he created for this purpose to explain why we should expect fairness norms operated in the presence
of an omnipotent and omniscient policeman to have a utilitarian structure.

This chapter is therefore concerned with the left-hand branch of figure 21. If people bargain behind the veil of
ignorance in the presence of an external enforcement agency, why will the outcome be utilitarian? And how will the
necessary standard of interpersonal comparison be determined?

One possible application is to the behavior of small groups within a modern foraging society. Another is to modern
welfare economics: how should an all-powerful but benevolent government formulate policy? Of course, while
discussing such matters, we mustn't forget that there can be no external enforcement agency when society is
considered as a whole. Readers who are impatient to see why I think that this case leads to an egalitarian conclusion, as
indicated by the right-hand branch of figure 21, may therefore wish to skip forward to the next chapter.

10.2 Skyhooks?
I have been fiercely critical of the skyhooks that various thinkers have dreamed up to explain why they should be
allowed to proceed as though an external enforcement agency exists when no such entity is anywhere to be found. It is
particularly distressing to find economists who write on constitutional design making this mistake by applying the
methods of mechanism design when nothing compels the citizens of a state to honor the rules built into their invented
constitutions.

Even Jeremy Bentham was unwilling to look kindly on the species of skyhook that models a government as a body of
omnipotent and omniscient officials who are somehow immune to the corrupting personal incentives of the citizens
whose activities they direct. As he repeatedly explains, the law needs to protect us at least as much from the officers of
the state who govern us as from our fellow citizens.41 This is why chapter 1 insists that a social contract for a whole
society be modeled as an equilibrium in whatever game of life is being played.

I have made this case so strongly, that it is necessary to insist that I am not
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claiming that it never makes sense to assume the existence of an external enforcement agency. On the contrary, when
looking at the organization of a subsidiary grouping within a society, or at some special activity of a whole society, it
ceases to be true that we are necessarily attaching a hook to the sky when postulating external enforcement. For
example, when considering what tax regimes are fair, one may separate the fiscal role of a government from its policing
role. When considering the constitution of a trade union or the wording of a commercial contract, one can appeal to
the state's legal system if enforcement becomes necessary.

If our arena is less than the whole activity of a whole society, it is therefore often sensible to build an external
enforcement agency into the rules of the game of life to be studied. The set of available social contracts will then be
larger than it would have been without the agency.42 For example, if the game of life were the one-shot Prisoners'
Dilemma, then an agreement that both players will play dove becomes an equilibrium outcome if everyone knows that
anyone cheating on the deal will be punished severely by some powerful onlooker.

Since the analysis in this chapter and the next works for all games of life, I don't need to come down one way or
another on what it is reasonable to assume in a given context about enforcement mechanisms that are explicitly built
into the rules of the game of life. What separates the two chapters is whether a deal hypothetically reached in the original
position is to be regarded as binding or not.

When such deals are taken to be binding, I think it vital that we be offered a mundane explanation of how and why
they are binding. For example, in the case of a modern foraging band, the way that two neighbors settle a fairness
dispute between them may well be policed by everybody else in their band, but this couldn't have been the case in the
ancient foraging bands in which fairness first evolved as an equilibrium selection device.

10.3 Summum Bonum?
II:2.2.3

A utilitarian needs to answer three questions:

• What constitutes utility?
• Why should individual utilities be added?
• Why should I maximize the sum of utilities rather than my own?

Harsanyi answers the first of these three questions by abandoning Bentham and Mill's attempt to quantify happiness in
favor of the theory of Von Neumann and Morgenstern, so that the players' utilities simply serve to describe the
preferences revealed by their choice behavior.

II:Appendix B

Some confusion has been engendered by the fact that Harsanyi offered two entirely distinct answers to the second
question. The first answer requires postulating a set of axioms that encapsulate the intuitions we supposedly share
concerning an absolute Good, conceived of as some Platonic form existing independently of our evolutionary history.
But such an approach has no place in a book that denies such

CONTENTS 149

42 My guess is that Rousseau and Kant were saying no more than this when advocating submission to the skyhook of a General Will.



supernatural concepts.43 His second answer is more interesting, since it calls upon the device of the original position,
which Harsanyi invented independently of Rawls. I describe a reinterpreted version of this approach in the next
section.

However, Harsanyi has nothing substantive to say in reply to the third of the three questions. The existence of a moral
Good whose advancement somehow takes priority over our own individual concerns is simply taken for granted.

I think it a major error for utilitarians to fudge the third question. What needs to be decided is whether utilitarianism is
a moral system to be employed by individuals in regulating their interactions with others, or a set of tenets to be
followed by an organization that has the power to enforce its decrees. It is understandable that utilitarians are reluctant
to argue that their doctrine should be forced down the throats of people who find it hard to swallow. They prefer to
imagine a world in which their thoughts are embraced with open arms by all the citizens of a utilitarian state. As with
Marxists, there is sometimes talk of the state withering away when the word has finally reached every heart. On the
other hand, most utilitarians see the practical necessity of compulsion. As Mill puts it: “For such actions as are
prejudicial to the interests of others, the individual is accountable, and may be subjected to social or legal punishment.”

II:2.2.6

My own view is that utilitarians would be wise to settle for the public policy or social welfare option, a modest version
of which I defend in the rest of the chapter using an argument inspired by Harsanyi's theory of the original position.44

10.4 Political Legitimacy
The political legitimacy of a government is nowadays almost universally held to derive from a mandate of the people.
That is to say, the people somehow determine or endorse the policies that their government enforces. But there is
nothing sacred about the periodic elections that are thought adequate to deliver a mandate to the government of a
representative democracy. On the contrary, there are often complaints that the process is unfair—particularly in its
treatment of minorities in countries with a history of factional unrest. So one can ask what would happen if we used
the device of the original position to determine a government's mandate. But how would such a consensus be
enforced?

Harsanyi and Rawls answer this question by inventing very similar skyhooks. In Harsanyi's case, the social contract
agreed in the original position is supposedly policed by the “moral commitments” of the players. In Rawls' case, it is
policed by the players' sense of “natural duty”. However, we don't need to believe in such skyhooks to find their
arguments worthy of attention. If correct, they apply whenever there is a real source of external enforcement.
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Harsanyi's Argument.
Harsanyi's own analysis is easy to describe. Behind his thick version of the veil of ignorance, Adam and Eve forget
everything about themselves that there is to be forgotten. This includes their own empathetic preferences as well as
their own personal preferences.

But nobody can bargain in the original position without empathetic utility functions to assess the various alternatives.
Harsanyi therefore assumes that Adam and Eve will construct new empathetic preferences appropriate to the
informational vacuum in which they find themselves. He then appeals to a principle that has affectionately become
known as the Harsanyi doctrine: that rational people in precisely the same situation will choose in precisely the same
way. If so, then Adam and Eve will construct precisely the same empathetic preferences behind Harsanyi's veil of
ignorance.

Adam and Eve's bargaining problem is then trivial. They will be unanimous in wanting to implement whatever social
contract is optimal relative to their commonly held empathetic preferences. However, we know from chapter 8 that
maximizing an empathetic utility function is the same as maximizing a weighted sum of Adam and Eve's personal
utilities. But this is precisely what utilitarians say we should do.

Rawls' Argument.
Rawls simply assumes the problem of why Adam and Eve have the same empathetic preferences away. They subscribe
to the same standard of interpersonal comparison, because they are somehow endowed with the same index of what
he calls “primary goods”.

So why doesn't Rawls get the same utilitarian answer as Harsanyi, albeit expressed in a somewhat different way? The
answer is that Rawls denies orthodox decision theory. He argues that after Adam and Eve have agreed on securing
certain basic rights and liberties, they will apply the maximin principle to distributional issues. However, we saw in
chapter 5 that this principle only makes sense in a zero-sum game in which the opponent is your bitter enemy. But why
should Adam and Eve assume that the universe manipulates how dice will roll with the sole aim of damaging them as
much as possible?

In brief, Rawls escapes a utilitarian conclusion only by an iconoclastic evasion of the logic of the decision problem he
creates for Adam and Eve behind the veil of ignorance. Philosophers sometimes defend his position on this front, but
I think they seldom appreciate the enormity of the heresy they are endorsing. If orthodox decision theory were wrong
in a simple situation like the original position, then it would always be wrong. I'm all in favor of bringing down the
temple on the heads of the Philistines, but Samson was at least aware that this is what he was doing!

Rawls' analysis is therefore faulty, but I think his intuition is nevertheless sound. Basically, he argues that the use of the
original position will generate a social contract like that of our foraging ancestors. But we won't get to this conclusion
by analyzing the original position on the assumption that “natural duty” provides an external enforcement agency. This
skyhook leads to utilitarianism! For a different conclusion, we need to take what Rawls says later in his Theory of Justice
about the “strains of commitment” much more seriously. When we do so in the next chapter, we shall find that the
kind of egalitarian solution he was seeking comes rolling out.
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10.5 Bargaining in the Original Position
Harsanyi argues that there is an ideally rational set of empathetic preferences, but how would we poor mortals ever
find out what they are? One might try adopting the pose of Rodin's thinker in an imagined Kantian limbo, but I don't
suppose anyone thinks that this would help very much. This section therefore begins an attempt to provide a
naturalistic reinterpretation of Harsanyi's approach.

I think that the “rational” social indices of Harsanyi's utilitarian utopia are just another skyhook. They are no more to
be found than the “natural” language an Egyptian pharoah sought to discover by having children brought up without
social contact with adults. The social indices that describe an actual standard of interpersonal comparison are culturally
determined. So how could we possibly figure out what they are by divesting ourselves of all cultural influences?

In my naturalistic reinterpretation, Eve enters the original position to resolve an everyday fairness problem with her
own empathetic preferences—not some abstract or ideal set of empathetic preferences invented by a moral
philosopher. She acquired her empathetic preferences from her culture, and so this is where we must look if we want
to know what they are like.

Harsanyi and Rawls are doubtless right to observe that there is normally a strong consensus in a society on the
appropriate standard of interpersonal comparison, but I don't think this is just an interesting curiosity to be mentioned
in passing. On the contrary, it seems to me that understanding how and why social evolution might generate
such a consensus is part and parcel of understanding how and why the social indices a society employs are what they
come to be.

The next step in naturalizing Harsanyi's argument is therefore to study what happens when Adam and Eve enter the
original position with different empathetic preferences. They will then no longer be unanimous about what social
contract to adopt, and so their bargaining problem will cease to be entirely trivial. Having worked out what happens
when there is no consensus on a standard of interpersonal comparison, the final step is to ask why these outcomes are
less stable than those in which there is a consensus.

All this will have to be done again in the next chapter without the assumption that there is an external enforcement
agency, but the simpler analysis offered here will hopefully allow us to take some of the bargaining questions for
granted, so that attention can be focused on the equilibrium issues.

A Marriage Contract.
II:2.6

The analysis of bargaining in the original position will be dramatized by making the players Adam and Eve in the
Garden of Eden, which comes equipped with God as the ultimate enforcement agency. Adam and Eve plan a
Californian-style marriage contract that specifies how the benefits and costs of their relationship will be shared. (Think
Jane Austen rather than Charlotte Brontë.)

We shall work at a level of abstraction that makes it unnecessary to assume very much about the rules of Adam and
Eve's game of life. If you find it helpful to think of a particular game in this role, the Nash Demand Game of chapter 4
will do fine. The important thing is that we have a set X like that shown in figure 1 to represent Adam and Eve's set of
feasible marriage contracts.
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We also need a point D to represent the default social contract—the social contract that Adam and Eve are currently
operating while still unmarried. In bargaining theory, this outcome is variously called the disagreement point or the
status quo. In my theory, it substitutes for what Hobbes famously called the state of nature, but although I guess single
folk are solitary by definition, I don't want to suggest that they are necessarily also nasty, brutish, or short.45

We now have the the minimum amount of structure necessary to define a bargaining problem. Adam and Eve can
agree on any social contract in the set X. If they fail to agree, they continue with the social contract D.

If Adam and Eve were bargaining face-to-face, each trying to squeeze as much from the other as possible, our
prediction of the agreed marriage contract would be the Nash bargaining solution marked as N in figure 1. But the aim
here is to figure out what Adam and Eve will regard as fair.

Remember that the notion of fairness we are working with isn't in the least sentimental. In modern times, it substitutes
for face-to-face bargaining when there isn't time for conversation, or there are too many people for everyone to say
their piece. Instead of bargaining for real, people unconsciously predict what deal would be reached if they were to
bargain in the original position.

We therefore need to apply the Nash bargaining solution to the bargaining problem Adam and Eve face behind the
veil of ignorance in their new roles as John and Oskar (Section 9.4). The first step is to tie down this bargaining
problem. What is the set Z of feasible deals in the original position? What is the status quo Q?

Modeling the Original Position.
It is easiest to start with the status quo. How will John evaluate the prospect of a failure to agree?

Although Adam puts this out of his mind when mentally entering the original position, John is actually Adam with
Adam's empathetic utility function, which he uses to evaluate the prospect of a disagreement on the assumption that
he has half a chance of turning out to be Adam and half a chance of turning out to be Eve.

As we learned in chapter 9, John computes his empathetic utility for the event that he turns out to be Adam in the
default social contract D simply by rescaling Adam's personal utility for this event in much the same way that one
would convert a temperature given in degrees Celsius to degrees Fahrenheit. He similarly computes his empathetic
utility for the event that he turns out to be Eve by rescaling Eve's personal utility for this event. With these rescalings,
John now has two empathetic utilities for the disagreement possibility that reflect the standard of interpersonal
comparison between Adam and Eve with which he entered the original position. His overall assessment of the default
social contract is then obtained simply by averaging these two empathetic utilities.

The point D
AE
in figure 22 is the pair of empathetic utilities that John and Oskar assign to the event that they end up as

Adam and Eve respectively in the
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Figure 22: Finding John and Oskar's empathetic utilities.

154 UTILITARIANISM



default social contract D. The point D
EA
is the pair of empathetic utilities that John and Oskar assign to the event that

they end up as Eve and Adam respectively in the default social contract. The status quo Q for the bargaining problem
in the original position is found by averaging John and Oskar's utilities in D

AE
and D

EA
. It is therefore located halfway

between these two points in figure 23.

The points J and K in figure 23 are possible social contracts. One possible agreement in the original position is to
implement J if John turns out to be Adam and Oskar turns out to be Eve, and to implement K if John turns out to be
Eve and Oskar turns out to be Adam. John and Oskar identify this deal with the point L, which is halfway between J
and K. The set Z of all such points is the feasible set of the bargaining problem in the original position.

Agreement in the Original Position.
John and Oskar bargain over which point in the feasible set Z to agree on, given that the result of a disagreement will
be Q. The Nash bargaining solution for this problem is marked as P in figure 23.

Figure 23: The bargaining problem in the original position.

The diagram on the right of figure 23 shows a symmetric version of the problem in which Adam and Eve enter the
original position with the same empathetic preferences. The Nash bargaining solution P is then also symmetric; it
assigns John and Oskar the same empathetic payoff. What does this imply about the social contract that Adam and
Eve then actually implement when they emerge from behind the veil of ignorance?

In the symmetric case, two conclusions can be read off from figure 23. The first is that the same social contract S will be
operated no matter who turns out to be
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Adam or Eve. This social contract is likely to favor one player over the other, in the sense that the less favored player
would prefer to return to the original position to have the phantom coin that determines who will be who tossed again.

But we have God as an external enforcement agency in this chapter to enforce the deal reached in the original position.
His attitude is that Adam and Eve would have agreed in the original position to honor the toss of the phantom coin,
and He will now use His power to prevent any attempt by one or the other to wriggle out of the hypothetical deal. So
the phantom coin that determines who gets the gravy gets tossed once and once only—and those who don't like it
must lump it.

It is somewhat surprising to find Rawls joining Harsanyi in endorsing this conclusion, but he is quite explicit. In my
version of his argument, a slaveholder seeks to justify the institution of slavery to a slave: “If you had been asked to
agree to a structure for society without knowing who you would be in that society, then you would have agreed to a
slaveholding society because the prospective benefits of being a slaveholder would have outweighed in your mind the
prospective costs of being a slave. Finding yourself a slave, you therefore have no just cause for complaint.” Rawls
denies that a slaveholding society would be agreed in the original position, but insists that if it were agreed, slaves
would indeed have a “natural duty” to submit to their masters.

The second conclusion to be read off from the symmetric version of figure 23, is that P happens to be the utilitarian
solution of the bargaining problem in the original position. It occurs where the sum of John and Oskar's unweighted
empathetic utilities is largest. What is the implication for the social contract S to be operated in Adam and Eve's game
of life?

Figure 24: Returning from empathetic utilities to personal utilities.
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To answer this question, we have to reverse the rescaling that took us from the bargaining problem with which we
started (with everything expressed in personal utilities) to the bargaining problem in the original position (with
everything expressed in empathetic utilities). Figure 24 shows that when our conclusion is expressed in terms of Adam
and Eve's personal utilities, we recover Harsanyi's utilitarian claim that S is the social contract at which the sum of
Adam and Eve’ personal utilities is maximized after they have been suitably weighted.

10.6 Social Evolution
The preceding section ends with the conclusion that if Adam and Eve enter the original position with the same
empathetic preferences, then they will agree on a utilitarian outcome. But the section began as an exploration of what
happens when they enter the original position with different empathetic preferences. We now return to this latter
question with the intention of determining how cultural evolution determines the utilitarian social indices taken for
granted in Harsanyi's approach. I am anxious not to pretend that what I have to say on this subject is anything but a
crude first stab at a naturalistic theory of interpersonal comparison of utility, but someone has to make a start
somewhere.

II:2.5.5

To keep things simple, I distinguish three different time periods:

• The short run corresponds to economic time—the time it takes for a market to adjust to an unanticipated piece
of news. I think of the short run being measured in minutes or hours.

• The medium run corresponds to social time—the time it takes for cultural norms or social conventions to adjust
to a change in the underlying environment. I think of the medium run being measured in months or years.

• One may regard the long run primarily as biological time—the time one has to wait for a gene pool to adjust to
a new challenge. I think of it being measured in generations.

The modeling technique to be employed in adopting these distinctions is borrowed from the economic theory of the
firm. Economic, social, and biological processes actually proceed simultaneously, but models which reflect this reality
would be prohibitively difficult to handle. One therefore attempts to approximate the way the world actually works by
assuming that short-run processes are infinitely faster than medium-run processes, and medium-run processes are, in
turn, infinitely faster than long-run processes.

When studying short-run dynamic processes, one treats medium-run and long-run variables as fixed. The values of
these medium-run and long-run variables then serve as parameters that determine the equilibrium to which the short-
run process converges. In studying medium-run dynamic processes, one treats the long-run variables as fixed, but sets
the short-run variables to their values at the economic equilibrium calculated in the short-run analysis. The long-run
variables then serve as parameters that determine the social equilibrium to which the medium-run process
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converges. The same principle also applies to long-run equilibria, but I won't have much to say about long-run
dynamic processes in this book.

My use of this modeling technique requires some heroic simplifying assumptions. All the decisions a player makes are
short-run phenomena. The players' personal preferences and empathetic preferences are therefore fixed in the short
run. In the medium run, the players' personal preferences remain fixed, but their empathetic preferences adjust until an
empathetic equilibrium is reached. In the long run, the players' personal preferences may evolve as well.

What Happens at an Empathy Equilibrium?
II:2.6.2

I shall just state the result baldly. After social evolution has moved Adam and Eve's empathetic preferences to an
empathy equilibrium, the resulting social contract is the Nash bargaining solution of their underlying problem. That is
to say, they end up with the same personal utilities as if they had bargained face-to-face with no holds barred.

My excuse for not offering a geometric proof of this result is that there is a sense in which it is obvious that this must
happen. Of course social evolution will leach out all the moral content of the original position in the medium run! The
only surprise is that this holds true with the weak definition of an empathy equilibrium offered in chapter 8, as well as
with stronger forms in which the tendency to drift toward self-interest is more immediately apparent.

The next chapter shows that empathy equilibria are necessarily symmetric in the absence of external enforcement, but
that isn't true here. There are multiple empathy equilibria, of which only one is symmetric. Chapter 8 explains that we
therefore have a good answer to the consensus problem in the case of external enforcement only in the case when the
population is sufficiently integrated that everybody treats everybody else as a potential role model.

Teenage fashion is a useful analogy. It is amazing how uniformly adolescents can dress when left to choose for
themselves. Social evolution operates within the group to generate a symmetric equilibrium. But different groups may
coordinate on different uniforms. For my model to generate a uniform standard of interpersonal comparison, we need
the whole population to act like a single teenage group.

I make this unwelcome assumption throughout the rest of this chapter, but I think it important to register again that it
is unnecessary in the next chapter.

10.7 How Utilitarian Justice Works
If social evolution leaches out all the moral content of a fairness norm in the medium run, why bother with fairness at
all? What use is morality if all this talk of justice merely conceals the iron fist in a velvet glove?

II:2.7

One answer was given in chapter 2, which considers the consequences of applying the same fairness norm
simultaneously to a variety of different versions of the Meeting Game, but I want to concentrate in this chapter on the
more important issues of timing that were barely mentioned in chapter 2. For this purpose, I shall stick with the
simplifying assumption that the fairness norm is applied to only one coordination problem at a time.
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If couples from a sufficiently cohesive society continually face the same coordination problem, then my theory says
that they will use the utilitarian bargaining solution to solve it when there is adequate external enforcement. In the
medium run, cultural evolution will then adjust the social indices in the utilitarian solution so that they can be
computed as follows:

(1) Find the Nash bargaining solution N of the coordination problem.
(2) Choose social indices to make the utilitarian solution U coincide with N.

So why bother with the utilitarian solution at all? The answer is that the type of morality with which we are concerned
has its bite in the short run—and the moral content of a fairness norm is eroded only in the medium run.

Figure 25: Justice in the short run.

To pursue this point, imagine that a new event or innovation unexpectedly results in the set of available social contracts
expanding from the set X to the set Y, as illustrated in figure 25. It is in such situations that the fairness norm has a
chance to fulfill the function for which it originally evolved—to shift its minisociety to a new, efficient social contractV
without damaging internal conflict. In the short run, the utilitarian social indices that are adapted to X remain fixed,
and so the new social contract V is located as shown in figure 25. In brief:

(3) In a new coordination problem created by expanding the feasible set, the fair social contractV is the utilitarian
solution with social indices adapted to the old feasible set.

In this highly idealized situation, the shape of the set X represents the historical power structure in the Garden of
Eden. Cultural evolution working in the medium run eventually succeeds in impressing the realities of power onto
Adam and Eve's social indices. They will still use the rhetoric of fairness in discussing the equilibrium
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inX on which it is their custom to coordinate, but they would get the same result by bargaining directly. It is only when
they apply their traditional fairness norm to a new coordination problem that it has any genuine moral content.

Traditionalists will complain that a norm isn't “really” fair if the social indices that characterize it are merely artifacts of
the balance of power embodied in past social contracts, but I think that the scientific question is whether the social
indices we actually observe in real life are consistent with my explanation or not.

Of course, if the representative problem faced by Adam and Eve continues to be characterized by Y for long enough,
then the standard for making interpersonal comparisons will adjust to the new situation and so the moral content of
the social contract will again be eroded away. But cultural evolution will often be too slow to keep up with the rate at
which new coordination problems present themselves.

10.8 A Food-Sharing Example
Alice and Bob have a rabbit to divide. In the past, their bargaining problem has been characterized by the feasible set
X and the disagreement point D of figure 26. But they now have to resolve a new bargaining problem with the same
disagreement point D but a new feasible set Y.

If Alice and Bob belong to a modern hunter-gatherer society, then I have argued that the group as a whole may act as
an effective enforcement agency in respect of their bilateral relations. If so, then the theory says that Alice and Bob will
operate a utilitarian fairness norm when interacting together. To find the appropriate social indices, there are three
steps to follow.

We already carried through the first step in chapter 8. The Nash bargaining solution of the old problem is (75, 60), as
illustrated in figure 19. The second step is to choose social indices for Alice and Bob that make the utilitarian
bargaining solution U coincide with (75, 60). As figure 26 shows, we can make this happen by choosing Alice's social
index to be 5 and Bob's to be 4. The third step is to find the utilitarian solution V of the new problem using these
social indices. This is the point (80, 200).

It may help to expand on the tale that goes with these calculations. When Alice and Bob have had a rabbit to divide in
the past, their preferences over different shares have been as shown in figure 19. Social evolution has therefore led
them to the point U, which corresponds to splitting the rabbit evenly. But the new situation is different in two ways.
The animal is now a suckling pig, and each player has the preferences normally held by the other. Applying the
utilitarian solution with the traditional social indices, we find that the pig will be divided so that Bob gets twice as large
a share as Alice.46
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Figure 26: A food-sharing example.

10.9 Relativity
In our analysis of the original position, the set X of feasible social contracts should really be understood as a
representative of a whole class of coordination problems to which Adam and Eve apply the same fairness norm. But
what if Adam and Eve do distinguish between different sets X, because they arise in different contexts? In the medium
run, different standards of interpersonal comparison will then evolve for these different contexts.

The same players may therefore employ different standards of fairness in different contexts. As Epicurus observed:
“There is no such thing as justice in the abstract, it is merely a compact among men . . . [It] is the same for all, a thing
found useful by men in their relations with each other; but it does not follow that it is the same for all in each
individual place and circumstance.” I think that what is the same for all is the deep structure of fairness that I model as
the original position, but there is a great deal else that may vary with the place and circumstance under which a fairness
norm is invoked.

Among the contextual parameters that are likely to matter are the availability of external enforcement, the social
standing of different members of the group, their relative needs and abilities, their blood relationships, and the effort
that each has exerted in providing a surplus to share. As a result, it may often be quite difficult to evaluate the fairness
of a particular sharing rule observed in the field. For example, kinship considerations alone can have a major influence
on who gets how much when food is shared on a fair basis in a hunter-gatherer society.
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Modern Hunter-Gatherers.
II:4.5.4

I think the original position evolved from social contracts that provided some insurance against starvation. The food-
sharing example of the preceding section tries to capture the essence of such situations. But the sharing of food in
foraging societies is complicated by the fact that much of the sharing take place between relatives. How will this affect
how fairness operates?47

Table 2 shows who gets what share of the pig when family relationships are taken into account. The listed social
indices are those that must be used in the utilitarian solution to get these shares. Notice how these differ from the
social indices 4 and 5 that we would use all the time if we mistakenly worked with Alice and Bob's individual fitnesses
instead of their inclusive fitnesses.

The degree of relationship between siblings is a half. The same would be true between parents and children, but if a
son has survived until puberty and his mother is no longer nubile, then we must alter their degrees of relationship to
take account of their different chances of reproducing their genes. In this example, I consider the extreme case when
the effective degree of relationship of the child to the parent is zero, but the degree of relationship of the parent to the
child remains a half.

Table 2: Sharing in a modern foraging band.

Alice Bob Alice's share Bob's share Alice's index Bob's index
unrelated unrelated 12 12 4 5
cousin cousin 611 511 3 4
brother sister 23 13 1 2
daughter father 23 13 3 10
mother son 16 56 4 3

Except when Alice is Bob's mother, the closer the relationship between Alice and Bob, the more her greater need is
recognized. When she interacts with her father or brother, her needs are met in full. Such recognition of Alice's need is
also evident in the standards of interpersonal comparison that operate in the different cases. For example, when Alice
and Bob are siblings, one of Alice's utils is deemed to be worth only half of one of Bob's. When they are cousins, her
utils are worth three quarters of his. In the exceptional case when Alice is Bob's mother, her unreciprocated concern
for his welfare results in his needs taking total precedence over hers. His utils are then deemed to be worth three
quarters of hers.

Although no simple formula connects who gets what with how they are related, kinship is clearly relevant to the
question of why the needy receive special treatment in modern hunter-gatherer societies. The phenomenon is only
strengthened if we take account of the fact that inbreeding will increase the degrees of relationship.
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10.10 Why Not Utilitarianism?
II:2.8

I now briefly doff my descriptive hat, and don a prescriptive hat instead to talk about utilitarianism from the same
perspective as Harsanyi or Rawls. My basic point is that critics who reject utilitarianism because it is a second-best
creed fall prey to the treason of making the right decision for the wrong reason. They are wrong to reject utilitarianism
as second-best because Harsanyi's arguments, whether taken straight or adapted as in this chapter, provide good
reasons why utilitarianism should be regarded as the first-best creed. But it is precisely because it is a first-best creed
rather than a second-best creed that it should be rejected.

To make sense of this apparent paradox, it is necessary to understand how economists use the terms first-best and
second-best.

A first-best solution to a mechanism design problem is one that would be engineered by an omnipotent and
omniscient God, acting as an external enforcement agency. A second-best solution is the best that can be engineered
by a designer who accepts that his ability to police is limited, and that human beings will eventually learn to exploit any
system he may create to their own advantage. Utopians aim at first-best solutions that inevitably fail, leaving us with a
third-best solution or worse. Economists think it wiser to settle for second-best by taking it for granted that only
equilibria of the games they create for people to play are genuinely viable.

As a simple example, consider how things would be if eyes could be transferred from sighted people to blind people,
but eyes from dead people were useless. The utilitarian expedient of running a fair lottery to decide who should be
forced to give up an eye to a blind person would then seem first-best. If assured of adequate external enforcement, I
would certainly agree to this in the original position, because my chances of turning out to be blind would be equal to
my chances of turning out to be a sighted person who has to give up an eye—but it is worse to be blind than one-eyed.

However, we find such proposals repugnant, and so philosophers invent high-flown moral reasons why they shouldn't
be imposed. But the real reason for rejecting the proposal is that the prospect of having an eye surgically removed is so
horrific that we would be only too ready to join with our like-minded fellows to force a second-best solution on
society—no matter what suffering we thereby inflicted on the blind.
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Chapter 11 Egalitarianism

What is just . . . is what is proportional.
Aristotle

11.1 Original Sin
The previous chapter set the tale of Adam and Eve's marriage contract in a time before their expulsion from the
Garden of Eden, but we now move to a world in which the apple has been eaten. As Milton says:

Bad Fruit of Knowledge, if this be to know,
Which leaves us naked thus, of Honour void.

Without God or Honor to enforce their agreements, neither Adam nor Eve will observe the terms of any social
contract, unless it is in his or her interest to do so. Any marriage contract on which they agree will therefore need to be
self-policing—an equilibrium in whatever game they are playing.

Recognizing that we are a second-best species whose members can't be relied upon to honor principles that conflict
with their underlying incentives does nothing for our self-esteem, but is the form of egalitarianism to which one is then
led so repugnant? I think not, because it is the creed that actually governs our fairness transactions in everyday life.

11.2 Equity
II:4.4

What do ordinary people think is fair? No knock-down conclusions have emerged from laboratory experiments that
seek to answer this question. Part of the reason is that psychologists have had no theory to help them decide how to
control their experiments, while behavioral economists have backed themselves into a blind alley by fitting personal
utility functions to the data on the naive assumption that people play fair because playing fair just happens to be one of
the things that people like



doing. I would be discouraged that each new experiment seems to require subjects to have a brand new utility function,
but behavioralists are made of sterner stuff!

The Equity Law.
Although the overall picture is one of confusion and disarray, there is a solid core of experimental evidence that favors
what some psychologists call the “law of equity”. The law says that problems of fair social exchange will be resolved by
equalizing the ratio of each person's gain to their worth. It only seems to work in certain environments, but then it
seems to work rather well.

But how are gains to be measured? Where is the zero to be located on whatever scale is chosen? How is worthiness to
be construed? Psychologists seem agreed that the coefficients which measure worthiness in the equity law are highly
dependent on the social context in which a fairness judgment is made, but what are the relevant factors? Experimental
work has focused on effort or investment, but what about social status, merit, or need? Why do people honor the
equity law at all? Why does it go wrong in certain environments?

Egalitarian Solution.
II:4.3.2

The first step in trying to answer some of these questions is to draw attention to the remarkable parallel between the
equity law and the egalitarian bargaining solution introduced in chapter 2. To make the parallel exact, we need to make
two identifications. The base point from which gains are measured in the equity law must be identified with the
disagreement point in a bargaining problem. More controversially, the worthiness coefficients of the equity law must
be identified with the social indices of figure 3. I hope that the use of the neutral term social index as a substitute for
worthiness coefficient will help prevent our prejudging how these numbers should be interpreted in differing contexts.

Drawing this parallel already advances matters a little, because the egalitarian bargaining solution has a solid theoretical
backing. Almost any set of axioms that one might propose for a fair bargaining solution that incorporates full
interpersonal comparison of utility turns out to characterize the egalitarian bargaining solution.48

But such an axiomatic approach leaves open the question of how the standard of interpersonal comparison is
determined in the first place. It can therefore say nothing about how the social context may influence the worthiness
coefficients in the equity law. Although I appreciate that my current approach is very crude, I hope that it will
eventually offer a handle on this important problem.

11.3 Rawls' Difference Principle
John Rawls claimed that rational bargaining in the original position will yield a social contract in which certain basic
rights and liberties are first safeguarded, and then the remaining distributional issues are settled using his difference
principle. However, I think that Rawls is entitled to neither of his two conclusions.
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The first conclusion can't possibly follow from the circumstances of the original position alone. You would have to
know a great deal about Adam and Eve's game of life before you were entitled to draw any conclusions at all about
what rights and liberties they would wish to write into their social contract. For example, if your game of life consists of
an eternal war against an implacable enemy, then your continued survival would probably take priority over your
personal liberty. A Hobbesian social contract—in which the citizens acquiesce in accepting the direction of an absolute
ruler—would then seem preferable to a constitution in which each citizen is free to do his own thing.

Even when the game of life is sufficiently close to our own to justify Rawls' first conclusion, the previous chapter
shows that distributional issues would be settled along utilitarian lines—provided that we follow Rawls in assuming
that “natural duty” can serve as an adequate substitute for an external enforcement agency. But Rawls intended his
Theory of Justice as a counterblast to the utilitarianism that held sway among the political philosophers of his time.

Rawlsian scholars sometimes bridle at such criticism, and respond with quotations from the Theory of Justice intended to
show that I don't understand the theory, but Rawls himself was more open minded. He knew that his analysis of the
original position needed fixing, and wrote me several long letters in beautiful copperplate handwriting encouraging me
to persist with my project when I showed signs of flagging. Those who doubt that Rawls had second thoughts need
only compare the Theory of Justice with his later Political Liberalism.

In offering a reinterpretation of Rawls' ideas, I therefore don't feel that I am departing from the spirit of his work. This
isn't by any means to claim that Rawls was converted to moral naturalism in later life, but nor was he willing to rule out
the possibility that there might be something to be learned from such an approach.

Modifying Rawls.
My first point merely strengthens what Rawls says at length on the “strains of commitment”, since I take what he says
on this subject to its logical extreme. There is no internal substitute for an external enforcement agency. Natural duty
won't do the trick, and nor will anything else. This applies whether we are discussing constitutional issues that embrace
a whole society, or picayune matters like how unsupervised folk pass each other in narrow corridors.

Without external enforcement, viable social contracts must police themselves. They must therefore be equilibria in
whatever game is being played. An important consequence is that the folk theorem of repeated game theory then tells
us that the set X of feasible social contracts will be convex.

II:4.6.5

My second point is that Rawls' insistence that certain rights and liberties be maintained in a fair society shouldn't be
seen as a consequence of bargaining in the original position, but as a prerequisite for fairness to act instead of authority
or leadership as the operative equilibrium selection device. The most extreme examples are the prehistoric hunter-
gatherer societies that apparently got by with no authority structure at all.

My third and final point is that Rawls' difference principle can be interpreted as the egalitarian solution of an
appropriate bargaining problem. Recall that the
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difference principle is essentially the maximin criterion. This says that the best social contract makes the least
advantaged player (or class) as well off as possible. But if we measure Adam and Eve's payoffs with empathetic scales
whose zero points are located at the current status quo and the feasible set X is convex, then the maximin criterion just
picks the egalitarian bargaining solution.49 The difference principle is therefore equitable because it equates Adam and
Eve's empathetic payoffs.

11.4 The Phantom Coin
II:4.6.4

The next section offers a new defense of Rawls' ideas by showing that bargaining in the original position without
external enforcement generates the egalitarian solution.

But how is a maximin rabbit to be extracted from an expected utility hat? Unless we follow Rawls in throwing
orthodox decision theory out of the window, we have to agree with Harsanyi that a player behind the veil of ignorance
will assess the available social contracts like a good little utilitarian. He prefers whichever social contract maximizes a
weighted sum of Adam and Eve's personal utilities. But if John and Oskar both have such utilitarian preferences, why
would they agree to an egalitarian outcome?

The answer is to be found by focusing on the hypothetical toss of a coin that John and Oskar pretend determines who
will be Adam and who will be Eve when they leave the original position. When is this phantom coin tossed? Why do
they feel obliged to honor an agreement based on the way it falls? How do they know which way it falls?

God Made Them High or Lowly?
Alice and Bob both need a heart transplant, but only one heart is available. If the lives of both are regarded as equally
valuable, then a utilitarian will be indifferent between giving the heart to Alice or Bob. But Alice would regard it as
grossly unfair if the heart were then given to Bob on the grounds that he is a man—or because he is white or rich. Nor
would she be at all mollified if told that she had an equal chance of being a man when the egg from which she grew
was fertilized in her mother's womb.

Alice therefore cares a lot about when the phantom coin is tossed. If such a random event is to be used to determine
who gets the heart, she will argue that a real coin should be tossed right now.

Bob, of course, will argue to the contrary. He likes the idea that it is fair to abide by the toss of a phantom coin that has
already fallen in his favor. Like all conservatives, he is only too happy to sing the hymn that goes:

The rich man in his castle,
The poor man at his gate,
God made them high or lowly,
And ordered their estate.
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This piece of propaganda is meant to torpedo the subversive argument that it isn't fair that peasants should labor in the
fields while the gentry take their ease. It combines an appeal to God as the ultimate external enforcement agency with
the suggestion that any new appeal to justice will merely confirm serfs like ourselves in our servitude—since the only
right and proper model of the hypothetical coin toss that determines who will occupy what role in society is the
original Act of God that condemned us to serfdom in the first place.

This is an attractive argument for the gentry, but it is hard to imagine that any peasants were ever convinced by such an
appeal to their intuitions on how fairness norms work. One might as well ask a gambler to play roulette knowing that
the wheel is fixed to ensure that he loses!

Early contractarians like Grotius and Pufendorf replaced God in this story by some ancient folk gathering at which a
consensus was reached that somehow binds all those living today, but Hume's devastating criticisms of such theories of
an “original contract” remain unanswerable. I wish Hume were alive today to comment on the even more fantastic
conceptions of the original position proposed by Harsanyi and Rawls. Their idea is that we are somehow obligated to
honor a hypothetical agreement negotiated in some Kantian limbo outside space and time, where a phantom coin is
eternally frozen in the act of falling heads. Even the mad hatter's tea party makes better sense than this!

In any case, such metaphysical fancies have no place in a naturalistic theory of fairness. Both the putative evolutionary
origin of the original position, and our own experience of how real fairness norms work make it clear that an appeal to
fairness requires that any coin that is tossed to determine who enjoys an advantage must be a real coin tossed right
now.

If at First You Don't Succeed.
With external enforcement, any appeal to fairness may be over-ruled by a previous fairness adjudication. For example,
when two soccer captains toss a coin to decide who chooses which end of the pitch to defend in the first half, the loser
might complain that it isn't fair that his team must play with the sun in their eyes. It may be true that he called tails, and
a coin lying on the grass is showing heads, but so what? He feels unfairly treated, and so demands a new adjudication.

The reason that this doesn't often happen in real life is that the rest of the world won't allow a captain to demand that
the coin be tossed and tossed again until he wins. In the unthinkable event that a captain tried this trick, he would be
pilloried unmercifully in the press. But what if there is no external enforcement, and the issue is one of life and
death—as with Alice's heart transplant?

This consideration highlights the fundamental difference between naturalistic and metaphysical conceptions of
fairness. Naturalists think that fairness evolved as a device for balancing power, whereas metaphysicians think of
fairness as an alternative to the exercise of power. Since I am developing the naturalistic line, we must face up to the
fact that Alice doesn't lose whatever power she has to influence the outcome because a coin falls one way rather than
another. She will therefore exercise whatever power she has if she loses the toss, since anything is better for
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her than creeping away to die. She may therefore break a promise to honor the fall of the coin, but as the saying goes:
all's fair in love and war.

Two obvious objections can be made. The first is that it is immoral to break promises—even imaginary promises made
in the hypothetical circumstances of the original position. But this objection overlooks the point that we are supposedly
using the original position to decide what is moral. Or to paraphrase David Hume, we need a better reason for not
breaking our word than simply that we've given our word to keep it.

The second objection is that if Alice is always free to repudiate a fall of a coin that she dislikes, then nothing will be
achieved by appealing to the original position. But this is wrong. Coordinating agreements in which the players are
assigned roles between which they are indifferent remain possible.

Why be Egalitarian?
The last point makes it clear why egalitarianism emerges from the original position in the absence of external
enforcement. Players behind the veil of ignorance will only be indifferent about how the phantom coin falls if it assigns
them equal empathetic utilities—as in the egalitarian bargaining solution.

As with many game-theoretic resolutions of philosophical paradoxes, critics sometimes become apoplectic at being
fobbed off with such a trivial answer. Can the difference between egalitarianism and utilitarianism really hinge on what
can be settled by tossing a coin? Surely such a deep and difficult question must have a deep and difficult answer, but
I'm not to blame if the answer is easy. Usually it is Von Neumann who deserves the brickbats for making things
simple, but here all the blame should be heaped on Harsanyi and Rawls for solving the deep and difficult problem of
finding a good way to ask the question.

11.5 Fair Social Contracts
II:4.6.1

This section retells the story of the original position for a society in which there is no external enforcement, so that
everything that happens must be self-policing. There are no strains of commitment, because commitments that are not
explicitly modeled as moves within the game of life are impossible. Everyone is free to respond to their incentives,
given the choices of the other players.

Under these conditions, my theory offers a vindication of Rawls' intuition:

There is a lot to say in setting up the model that leads to this conclusion, but I think it important not to let all the
verbiage obscure the trivial insight that lies at the heart of the egalitarian outcome that emerges—namely that people
will only honor the toss of a coin that falls to their disadvantage if the alternative is worse.
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Morality Games.
I have argued that fairness norms evolved because they allow groups who employ them to coordinate quickly on more
efficient equilibria as they become available, and hence to outperform groups that remain stuck at the old equilibrium.
The metaphor of the expanding circle was borrowed from Peter Singer to describe the mechanism envisaged. Players
sometimes learn how to coordinate on equilibria in a new circle of games by playing these games as though they were
games from a familiar class. Occasionally, they thereby succeed in coordinating on an equilibrium in games from the
wider circle. If this behavior becomes established, they will then have discovered an equilibrium selection device for
some games that works by the players pretending to be bound by the rules of more restrictive games.

The latter class of games might be called morality games when the way they select equilibria in the game of life permits a
fairness interpretation, but morally neutral equilibrium selection devices frequently operate in much the same way. For
example, if all players proceed as though it were impossible to break the law by choosing left in the Driving Game, then
they will succeed in coordinating on the equilibrium in which everyone chooses right. Chapter 5 describes a less trivial
example in which entirely selfish daughters are induced to share the product of their labor with their powerless
mothers. The rules of the morality game acccompanying this social contract will specify that caring for elderly parents
is a moral duty which Edmund Burke tells us that children are “bound indispensibly to perform”.

It is anything but original to observe that the rules of the game of life are physically binding while the rules of a
morality game bind only by convention, like the rules of Chess. The physis versus nomos controversy dates from the fifth
century before Christ! In the words of the ancient sophist, Antiphon: “The rules of law are adventitious, while the rules
of nature are inevitable; and the rules of law are created by covenant and not produced by nature.” But this simple
truth somehow became obscured during the transition from papyrus to paper. Modern scholars nowadays routinely
confuse the issue by referring to the rules of morality games as “natural laws”. However, if this misleading terminology
is to be used, it seems to me necessary either to follow Hobbes and Hume in making it clear that so-called “natural
laws” are actually unnatural and don't compel obedience—or else to follow Spinoza in arguing that we have a natural
right to do anything that Nature has put within our power.

The Game of Morals.
I consider only one morality game, which I call the game of morals. My guess is that the notion of a game of life and a
morality game being played simultaneously has substantial descriptive validity for the way Homo sapiens runs his
societies, but it would be absurd to claim that any simply characterized morality game could come close to
encompassing the full richness of human moral interaction. The rules of the particular game of morals I propose come
to grips only with fairness phenomena.

The game of morals is a twin to the game of life except that it offers the players additional moves that are not available in
the real world. Between each and every round of the repeated game of life, the rules of the game of morals specify that
any player has the opportunity to appeal to the device of the original position—whether
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or not such appeals to justice have been made in the past. When an appeal is made, the players disappear behind a veil
of ignorance where they negotiate in ignorance of their current and future identities about what equilibrium in the
game of morals should be operated in the future. A chance move then reshuffles their places in society so that each
player has an equal chance of ending up either as Adam or Eve.

A fair social contract is then taken to be an equilibrium in the game of life that calls for the use of strategies which, if used
in the game of morals, would never leave a player with an incentive to exercise his right of appeal to the device of the
original position. So a fair social contract is an equilibrium in the game of morals, but it must never be forgotten that it
is also an equilibrium in the game of life; otherwise evolution will sweep it away. Indeed, the game of morals is nothing
more than a coordination device for selecting one of the equilibria in the game of life.

People can cheat in the game of morals, just as they can move a bishop like a knight when playing chess. But they have
no incentive to do so in a fair social contract, because playing the game of morals as though its rules were binding leads
to an equilibrium in the game of life. So nobody can gain by deviating, unless someone else acts against their own best
interest by deviating first.

The Bargaining Problem.
Without external enforcement, we have to rely on reciprocity to sustain social contracts incorporating high levels of
cooperation. But reciprocity can only operate when the players interact repeatedly. It is therefore important that the
game of life is modeled as an indefinitely repeated game, whose equilibria are the only stable social contracts.

The folk theorem of chapter 5 tells us that the set of all equilibrium outcomes is a convex set X like that of figure 1,
where each point in X is a pair of payoffs that represent the average utility flow a player receives in equilibrium.

The default social contract D is identified with whatever social contract is currently being operated. Those critics who
attack Harsanyi and Rawls for proceeding as though a society were free to discard its history, and plan its future as
though newly born can therefore rest easy. History isn't neglected in my theory. It is built into the culture that informs
the current social contract.

Modeling the Original Position.
II:4.6.3

As in chapter 10, we have to determine the bargaining problem faced by John and Oskar behind the veil of ignorance.

If John and Oskar could be counted on to honor the fall of the phantom coin, their feasible set Z would be the average
of the sets X

AE
and X

EA
, as in figure 23. But they are without honor in this chapter. The only agreements that are

viable are therefore those in which John and Oskar get the same payoff whichever way the phantom coin falls. To be
precise, if John and Oskar agree to implement one payoff pair J should John turn out to be Adam and Oskar turn out
to be Eve, and another payoff pair K should John turn out to be Eve and Oskar turn out to be Adam, then J must be
the same point as K.

John and Oskar's feasible set Z is therefore the intersection of the two sets X
AE
and X

EA
. This means that Z is the set

of all payoff pairs that lie in both the sets X
AE
and X

EA
simultaneously. However, the status quo Q for John and Oskar's
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bargaining problem remains the average of D
AE
and D

EA
. But even here things are simpler than in the case with

external enforcement, because D
AE
must be the same point as D

EA
for the scenario to make sense.

That is to say, John and Oskar mustn't care who they turn out to be if the current social contract is continued by
default because they are unable to agree in the original position. Otherwise they wouldn't even be able to agree to
disagree. Adam and Eve's empathetic utility scales must therefore assign the same utility level to the current social
contract.

The current equilibrium is therefore always deemed to be fair—but this doesn't mean that whatever anybody happens
to be doing currently is fair. Anyone straying from the current equilibrium path will be behaving unfairly, and so liable
for punishment. What is being said is that when everyone is behaving fairly according to current standards, everyone
will be deemed to be getting the right payoff for their level of worthiness. Someone looking in from the outside or back
from the future may not agree, but who are they to insist that their standards should take precedence over those of the
society they are criticizing?

Agreement in the Original Position.
Figure 27 is a reprise of figure 23 that incorporates the changes necessary to take account of the absence of external
enforcement. John and Oskar's bargaining problem is to find an agreement in the feasible set Z, given that the result of
a disagreement will be Q. The Nash bargaining solution for this problem is marked as P. If the situation isn't too
asymmetric, it occurs where Z has a corner.

Figure 27: The bargaining problem in the original position.

The diagram on the right of figure 27 shows a symmetric version of the problem in which Adam and Eve enter the
original position with the same empathetic preferences. The Nash bargaining solution P is then also symmetric in that
it assigns
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John and Oskar the same empathetic payoff. What does this imply about the social contract that Adam and Eve then
actually implement when they emerge from behind the veil of ignorance?

As in the utilitarian case, two conclusions can be read off from the symmetric version of figure 27. The first is that the
same social contract S will be operated no matter who turns out to be Adam or Eve. But this social contract is quite
unlike its utilitarian cousin in that neither player would prefer to return to the original position to have the phantom
coin that determines who will be who tossed again. The external enforcement agency that prevented any such return in
chapter 10 is therefore unnecessary here.

Figure 28: Returning from empathetic utilities to personal utilities.

The second conclusion is that P happens to be the egalitarian solution of the bargaining problem in the original
position. It occurs where John and Oskar's unweighted empathetic utilities are equal. What is the implication for the
social contract S to be operated in Adam and Eve's game of life?

To answer this question, we have to reverse the rescaling that took us from the bargaining problem with which we
started (with everything expressed in personal utilities) to the bargaining problem in the original position (with
everything expressed in empathetic utilities). Figure 28 then shows that the social contract S simply equates Adam and
Eve's personal utilities after they have been suitably rescaled. That is to say, we have a vindication of Rawls' intuition
that rational bargaining in the original position will generate the egalitarian bargaining solution.
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11.6 How Egalitarian Justice Works
We studied how a naturalized version of utilitarian justice works in the previous chapter. This section runs through an
abbreviated version of the same argument, pointing out the differences as they arise.

What happens when social evolutionmoves Adam and Eve's empathetic preferences to an empathy equilibrium? As in
the case with external enforcement, they end up with the same personal utilities as if they had bargained face-to-face
with no holds barred. That is to say, the resulting social contract is the Nash bargaining solution of their underlying
problem. So all the moral content of their fairness norm will have been leached away.

II:4.6.6

A major difference from the case with external enforcement is that the empathy equilibrium which Adam and Eve
reach in the medium run is necessarily symmetric. We therefore have reason to believe that social evolution will
automatically create a consensus on a standard of interpersonal comparison. If a group continually faces the same
coordination problem in the absence of external enforcement, my theory therefore says that it will eventually end up
using the egalitarian bargaining solution because everybody will enter the original position with the same standard of
interpersonal comparison.

In the medium run, social evolution will adjust the social indices in the egalitarian solution so that they can be
computed as follows:

(1) Find the Nash bargaining solution N of the coordination problem.
(2) Choose social indices to make the egalitarian solution E coincide with N.

When a new event or innovation results in the set of available social contracts expanding from the set X to the set Y, as
illustrated in figure 29, the fairness norm now has a chance to fulfill the function for which it originally evolved—to
shift its society to a new, efficient social contract F without damaging internal conflict. In the short run, the egalitarian
weights that are adapted to X remain fixed, and so the new social contract F is located as shown in figure 29:

(3) In a new coordination problem created by expanding the feasible set, the fair social contract F is the egalitarian
solution whose social indices are adapted to the old problem.

Of course, if the representative problem faced by Adam and Eve continues to be characterized by Y for long enough,
then the standard for making interpersonal comparisons will adjust to the new situation and so the moral content of
the social contract will again be eroded away.

11.7 Trustless Transactions
II:1.6

How does a society move from one social contract to a more efficient alternative? The Stag Hunt Game of chapter 4
shows that this isn't just a matter of rational
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Figure 29: Justice in the short run.

players agreeing to move to an equilibrium of the game of life that they all prefer, and then simply getting on with it. If
people don't have good reason to trust each other, they will rightly fear that opportunists will hijack the reform process
with a view to reaping an extra advantage for themselves. So how is the transition from one equilibrium to another to
be managed?

Sometimes the switch can be managed overnight, as when Sweden switched from driving on the left to driving on the
right. After the fall of the Soviet Empire, some East European countries attempted a similar quick shift from a
centrally planned, command economy to a Western-style market economy, with varying degrees of success. Such
attempts to move fast are sometimes criticized as rash and brutal, especially when things go wrong. However, critics
seldom recognize that moving fast can minimize the risk of a regime being destabilized altogether while the system is in
an out-of-equilibrium transitional phase.

The alternative is to move gradually from the original state to the planned improvement through a long sequence of
neighboring equilibria. This is the route to reform that one would expect to see employed by a rational society, since it
removes the possibility of control being lost while the reforms are being implemented. Gorbachev's attempt to reform
the Soviet Union along these lines is admittedly not a good advertisement for such a cautious approach. On the other
hand, China seems to be managing a similar step-by-step shift without yet sliding into chaos.

The Centipede Game of chapter 4 explains how rational players can manage a trustless transaction by arranging a
continuous flow of the goods to be exchanged from one party to the other. However, this example takes for granted
that the terms of trade can't be renegotiated during the play of the game. But what if they can?

Renegotiation.
II:1.6.2

Imagine a game that is repeated every day between the workers and the management of a firm. Each point in the set X
of feasible social contracts in the diagram on the left of figure 30 corresponds to a pair of payoff flows that
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Figure 30: Bargaining without trust.

results from the players coordinating on one of the many equilibria of the repeated game they play together. They are
currently operating the inefficient equilibrium corresponding to the point D. Meanwhile they are bargaining about how
to share the surplus that would result if agreement could be reached on a move to a more efficient equilibrium. Thus D
is the status quo for a bargaining problem.

Suppose the solution to their bargaining problem is B. For the purposes of this discussion, it doesn't matter whether B
is the Nash bargaining solution, the egalitarian bargaining solution, or the utilitarian bargaining solution. Everything
that is said applies equally well to all three alternatives.

Is it possible for the firm to get from D to B when the two sides don't trust each other? Such a move will involve the
gradual surrender of entrenched privileges and practises by both management and workers. Once surrendered, these
won't necessarily be recoverable in their old form. If the move to B is broken off before it is completed as a
consequence of one side or the other insisting on a renegotiation, the firm will lapse into a new equilibrium. The point
D

t
of figure 30 corresponds to such an equilibrium. If there is a call for a renegotiation at time t, then D

t
will serve as

the new status quo during the negotiations that follow.

For the original agreement to be viable, we need that any call for renegotiation during the transition period should be
pointless, because the bargaining that then takes place will just reproduce the original agreement. This happy
conclusion is easily engineered simply by ensuring that each temporary status quo D

t
during the transition period lies

on the straight line joining D and B. That is to say, the way to get from the social contract D to the social contract B, is
to move through the set of intermediary social contracts that lie on the straight line joining D and B.50
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Making the Punishment Fit the Crime.
In Gilbert and Sullivan's Mikado, the emperor of Japan is deeply interested in the administration of justice:

My object all sublime
I shall achieve in time—
To let the punishment fit the crime—
The punishment fit the crime.

Pool hustlers are condemned to play on a cloth untrue, with a twisted cue, and elliptic billiard balls. Chatterers whom
lectures bore are sent to sermons by mystical Germans, who preach from ten till four.

Why do we take such satisfaction in seeing the biter bit? In hoisting him by his own petard? In returning a tit for a tat?
In taking an eye for an eye, and a tooth for a tooth? In brief, why is justice only poetic when the punishment fits the
crime?

I believe the reason we think punishments should be fair is quite simple. When punishing a deviant insider or
compensating an injured party, the actions we take shouldn't just make the deviant action unprofitable; they should
also move the status quo to a point from which an appeal to fairness will reproduce the social contract that was
operating before the deviation.

Investment.
Psychological experiments on the law of equity have been most successful in simulations of economic problems in
which subjects have to say what is fair when strangers from similar backgrounds have each invested a sum of money in
a joint enterprise, and the question is now how they should share the resulting profit. The standard answer is that
investors should each receive a share proportional to the size of their investments.

I suspect that the reason this type of experiment does well is that it fitnesses most of the difficulties that a general test
of the equity law would encounter. The status quo is that both players gain nothing. A util can be identified with a
dollar. Moreover, the investments the players have made provide data on their social indices.

To see why, consider the diagram on the right of figure 30. The point D is the original status quo, when Alice and Bob
had invested nothing. The fair, final outcome is E. The slope of the straight line joining D and E then tells us what
Alice and Bob's relative social indices are in this context. But to get to E from D, Alice and Bob have to begin by
making themselves temporarily worse off by each sinking an investment. This moves the status quo from D to I. But it
will now be optimal for one of the players to make a new appeal to the device of the original position after the
investments have been sunk—unless I lies on the same straight line that passes through D and E.

We should therefore expect that the investments Alice and Bob make in a fair deal to be proportional to their social
indices. That is to say, the size of the investment is a proxy for a player's social index.
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11.8 Social Indices and the Context
II:4.7

The psychological law of equity says that a fair outcome is one in which players are rewarded in proportion to their
worthiness. Psychologists who defend the law insist that a player's worthiness depends heavily on the context in which
the fairness judgment is being made.

Instead of the worthiness coefficients of the psychologists, we have the social indices that weight the players' personal
utilities in both the egalitarian and utilitarian bargaining solutions, but it remains true that the context matters
enormously in determining their values. This section asks how we should expect a player's social index to vary as we
change the context by altering such parameters as need, effort, ability or status.

Since the shape of X determines a player's social index in the medium run, the way to answer this question is to
examine how the set X of feasible social contracts varies as we alter the contextual parameters.

What Matters About the Context?
Although I am no admirer of Karl Marx, it has to be admitted that he put his finger on all the characteristics of a
person that seem to be of interest in studying how a society identifies the worthy. Recall that, after the revolution,
workers were to be rewarded according to their labor. The Marxist labor theory of value is certainly no jewel in the
crown of economic thought, but it is nevertheless true that the relative levels of effort Adam and Eve need to exert in
creating a source of surplus must be one of the major parameters requiring attention in determining their worthiness
when it comes to splitting the surplus they have jointly created.

Of course, according to Marx, labor was to provide only a stopgap measure of worthiness. In the socialist utopia that
would ensue after the state had eventually withered away, the rule was to be: to each according to his needs—from
each according to his abilities. Human nature being what it is, such an incentive scheme seems designed to convert the
able of a large society into the needy overnight. Nevertheless, both ability and need are parameters that must be taken
into account when evaluating worthiness.

Finally, we need to add status to effort, ability, and need. For Marx, social standing was a feudal survival to be swept
away along with all of history's other failed experiments in human organization, but a realistic social contract theory
cannot ignore the fact that the power structures of today evolved from the power structures of the past. A person's
status, as measured by the role assigned to him in the social contract currently serving as a society's status quo, is
therefore highly relevant to how his worthiness is assessed by those around him.

Power is Fundamental.
II:4.7.1

In discussing slippery concepts like need or status, it is important not to lose sight of the fact that the set X of feasible
social contracts is determined by the underlying power structure of a society. Not only must we accept that fairness
norms exist to find a new balance of power when things change, we must also accept that the social indices that
characterize a fairness norm will
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reflect the historical accidents frozen into the power structure of the social contract currently being operated.

Stating this unwelcome truth often generates a good deal of hostility from those who take it to mean that I am
endorsing the Thrasymachian doctrine that worthiness is to be equated with brute force. But I hope that the examples
of chapter 5 show that power in a large society playing a repeated game of life is likely to be exercised in much more
subtle ways. How else would the hand that rocks the cradle so often rule the world as well?

In any case, I hope for some suspension of disbelief while I demonstrate that the manner in which contextual
parameters are filtered through the power structure is much more in line with ordinary thinking than anything
Thrasymachus would have been likely to suggest.

To Each According to His Need?
II:4.7.3

Our language for discussing moral issues is so suffused with mistaken assumptions from folk psychology that it's a
wonder we ever manage to say anything coherent at all. The idea of need is particularly fuzzy.

In colloquial English, to say that Alice is needy always means that she is in want. But it also suggests that she is
powerless to alleviate her want, whether acting alone or collectively with others in the same boat. Nor does her plight
raise sufficient sympathy in the breasts of others that those with the power to help are willing to exert themselves on
her behalf. I separate this sense of helplessness from my definition of need, because it conflates Alice's personal tastes
with the social circumstances operating in her society. A powerless person is certainly likely to be in need, but a person
in need isn't necessarily powerless.

Our need for water is a good example. It is essential to our survival both when we are enjoying a beer in a local bar and
when we are gasping our last breath in the desert. The only difference is that we can satisfy our need in the former
situation but not in the latter.

Once Alice's need has been identified with how much she wants something, we can measure it by the size of the risk
she is willing to take to get it. The problem of determining how need affects Alice's social index then becomes trivial,
because the Nash bargaining solution punishes players who are more averse to taking risks by awarding them a smaller
share of whatever is being divided. The intuition is simple. People in need get more because their desperation leads
them to bargain harder.

To see the implications of this result, imagine two Alices with whom Bob might interact: a needy Alice and a
comfortable Alice. In the medium run, who gets how much will be determined by the Nash bargaining solution. If we
determine the zero and the unit for the personal utility scales of both Alices in the same way, the needy Alice will
therefore get at least as large a payoff as the comfortable Alice.51 In the medium run, social evolution will therefore
assign needy folk a larger social index than their comfortable counterparts.
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A Laborer is Worthy of His Hire?
4.7.4

The surplus that players have to divide doesn't usually appear from nowhere, like manna from heaven. The players
commonly work together to produce it, so that there are both costs and benefits to be shared. However, in the coming
example, it will be Alice's effort alone that produces a surplus. But she can enjoy some fraction of the fruits of her
labor only with the consent of Bob, who therefore fills the role of a traditional robber baron. But in spite of being a
peasant, Alice isn't entirely powerless. If mutual agreement on a social contract can't be achieved, she will produce
nothing at all.

This is the old story of Capital versus Labor. In prehistoric times, the capital was the strength invested in male bodies
by Nature. In the time of Adam Smith, the relevant capital consisted of the state-enforced property rights of rentiers,
which allowed them to expropriate a sizable fraction of an agricultural surplus to whose production they contributed
nothing whatever. In modern times, very rich people commonly contrive to pay no taxes at all, while simultaneously
enjoying public goods provided from taxes subtracted directly from the paychecks of the poor. Performances of grand
opera subsidized in this way are a particularly blatant example.

Figure 31 illustrates how things change when a surplus for division ceases to be manna from heaven and is produced
instead by Alice exerting an effort. Each point in the old set X of feasible social contracts is displaced a fixed distance
to the left to obtain the new set Y of feasible social contracts. The displacement represents how many utils Alice thinks
her effort is worth.

Figure 31: Effort and social indices.

As in figure 31, the Nash bargaining solution of the new bargaining problem is always on a line through the
disagreement point D that is at least as steep as the corresponding line to the Nash bargaining solution of the old
problem. In the medium run, social evolution will therefore assign Alice a smaller social index if she must exert an
effort to create the surplus than if the surplus comes for free.

If this conclusion seems counterintuitive, it's because we don't nowadays commonly encounter situations in which an
individual has Bob's power to reduce all of Alice's effort to naught. Under more normal circumstances, Bob must
perforce
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concede the lion's share of the surplus to Alice lest she opt out of their relationship. Even a prehistoric gatherer didn't
have to bring home all of her product. Her outside option was to feed herself and her children wherever the fruits of
the field were gathered. Similarly, a modern worker has the outside option of taking another job, or going on the dole.
Bob will only perceive Alice as being unworthy because she earns their bread by the sweat of her brow, if she has no
option but to submit to his power. She is then effectively a serf.

Nobody is a serf in a modern democracy, but it doesn't follow that the feudal memes that made forced labor a source
of unworthiness are dead. In the neofeudal social contracts operated by modern Western democracies, contemporary
robber barons no longer hire troops of mercenaries to extract tribute from those powerless to resist. Instead, they use
the apparatus of the state as an intermediary in funneling money from our pockets to theirs. We peasants don't have
the option of avoiding taxation legally. So we are perceived as unworthy even by ourselves when compared with fat cats
powerful enough to get their tax evasion schemes legalized.

From Each According to His Ability?
II:4.7.5

An able person is someone who can produce the same output as a less able rival without exerting as much effort. The
problem of studying the effect of changes in ability on worthiness is therefore trivial. The more able we make Adam,
the less effort he will need to exert in order to create a given level of surplus. Since effort decreases his social index,
ability will therefore increase it.

One might summarize the preceding results on effort and ability by saying that, other things being equal, egalitarianism
favors talented aristocrats over retarded serfs. But utilitarians should hesitate before congratulating themselves on
reversing this bias. We no longer live in a stagnant feudal economy, and even utopians need to consider the impact of
their system on the dynamics of incentives and innovation.

Noblesse Oblige?
II:4.7.6

If Aristotle's concept of nobility is identified with social status, it becomes apparent why temperance is regarded as a
noble virtue in fair societies. Other things being equal, a person's social index declines with social status. The high and
mighty therefore take a smaller share of a new surplus than their lowly brethren. Perhaps this explains why people feel
paradoxically resentful when dinner companions insist on paying the whole bill rather than sharing the cost. In doing
so, the bill grabber is claiming superior social status. But once you realize that his behavior signals that he isn't too sure
of how you view his social standing, it becomes possible actually to enjoy being patronized in this way.

A crude measure of Alice's social status is the payoff she receives at the current status quo. If we increase her social
status by moving the disagreement point D to the right, then Alice's payoff at the Nash bargaining solution for the
problem will also increase. Improving Alice's social status therefore makes her better off. But what happens to her
social index? This may increase or decrease, since her total payoff consists of the sum of her payoff at the status quo
and her share of the surplus to be divided.
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The question is easily resolved by recycling the argument used to show that effort reduces worthiness. Moving the
status quo point to the right is equivalent to first displacing X the same distance to the left and then shifting the whole
configuration the same distance to the right. Increasing Alice's social status in the current status quo therefore reduces
her social index.

An obvious application is to the question of progressive taxation. Its critics argue that each taxpayer should be required
to pay the same percentage of their income, but my theory predicts that people will regard it as fairer if rich people pay
a larger percentage of their income than poor people.

11.9 The Market
II:4.8

One often hears from the intellectual right that fairness is out of date because the market is now available as a more
successful means of getting society to an efficient outcome. As when the laws of supply and demand finally overthrew
the medieval concept of a fair price, hasn't the time come to admit that our intuitions about a just society have been
superseded by a new paradigm? Once the market meme has replaced the fairness meme altogether, so the story goes,
it will become irrelevant whether the market is unfair in the traditional sense.

This section argues against such a dramatic scenario. I agree that evolution is eventually likely to generate social
contracts that sometimes operate like markets—but not because the market mechanism embodies a set of striking new
values that trump a bunch of outdated fairness norms, which survive only as fossil memories of social contracts
operated in prehistoric times. On the contrary, insofar as the market is fated to triumph when the circumstances are
favorable, I think it is because the market is precisely what one should expect to see in the long run as a result of
people's personal preferences adapting over time to the use of the device of the original position as a fairness norm.

We know what happens when allocations are made using the device of the original position after empathetic preferences
have been allowed to adjust in the medium run. Although Adam and Eve may continue to describe their social
contract as fair, they will actually agree on the Nash bargaining solution to their bargaining problem. All moral content
in the fairness procedure they employ will then have been eroded away, since the compromise they reach is the same as
if they had negotiated face-to-face using whatever bargaining power lay at their disposal.

II:4.8.2

This medium-run argument takes for granted that the players' personal preferences remain fixed while their
empathetic preferences vary. But the classification of time spans introduced in chapter 10 maintains this assumption
only in the short and medium run. In the long run, personal preferences may also adapt to whatever allocation
mechanism is in use. We then need to ask what personal preferences Adam and Eve would choose to reveal if both
were seeking to maximize their fitness on the assumption that the preferences they reveal will serve only as inputs to
the Nash bargaining solution. If neither player would wish to misrepresent his or her personal preferences in a
situation that can be modeled in market terms, then it turns out that the use of the Nash bargaining solution generates
the the same outcome that
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would result from operating a perfectly competitive market.

The market is therefore the final step in a process that first leaches out the moral content of a culture and then erodes
the autonomy of its citizens by shaping their personal preferences. We may congratulate ourselves on the fact that a
perfectly competitive market mechanism is hard to corrupt, but the reasons offered in my story are not particularly
comforting. Just as a rock that has fallen into a pit cannot easily be induced to fall any further, so a market cannot easily
be corrupted because evolution has corrupted its institutions already.

However, although nobody has any grounds for delighting in the fact that the moral values of a culture operating in a
fixed game of life will be eroded away in the long run, neither is there cause for despair. One certainly isn't entitled to
the conclusion that morality has no role to play in a developed society. Our short-run and medium-run conclusions
remain valid whatever may happen in the long run. A short-run modification of the game of life, perhaps caused by a
technological or environmental change, will therefore provoke the same demands for a fair distribution of the surplus
in an advanced economy as in a band of hunter-gatherers.

The down-home example of the market for shovels after a snowfall captures the realities of the phenomenon very
neatly. When the snow falls, the demand for shovels increases. If supply is to be equated with demand and shovels are
in fixed supply, then the price of shovels must rise. But consumers then react by condemning the rise in price as unfair,
since they see no reason why the snowfall should change anybody's social index. They therefore punish the retailers for
cheating on the perceived social contract by refusing to buy.

Conservative politicians who ignore such out-of-equilibrium phenomena put the social contracts entrusted to their
care in peril. They make the classic mistake of assuming that everything is always in equilibrium. But all social systems
take time to find their way to an equilibrium. To find their way to a long-run equilibrium, they need a long time. But
fairness evolved to provide short-run resolutions to the equilibrium selection problem.
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Chapter 12 Planned Decentralization

Sir, I perceive that you are a vile Whig.
Samuel Johnson

12.1 A Third Way?
I:1.1

Once upon a time, politics seemed a simple choice between left and right, but the fall of the Soviet empire has
discredited socialism without ushering in a corresponding triumph for the free marketeers of the libertarian right. One
hears talk of a third way in which social justice isn't abandoned in an anarchic scramble for individual power and status.
But is this third way merely another utopian chimera that serves only to divert attention from urgently needed bread-
and-butter reform, or is there really some means of planning a fair society that doesn't stifle individual enterprise by
placing too much power in the hands of faceless bureaucrats?

I think the ideas presented in this book provide grounds for optimism. We don't need to tie ourselves into an
authoritarian straitjacket to create a fair social contract. Nor does the preservation of individual freedom entail allowing
fat cats to rip us off whenever the opportunity arises. Our species evolved to operate in foraging societies that were
simultaneously free and fair. We were forced to adopt other social contracts by the need to become more productive,
but we are now moving into a postindustrial era that will perhaps allow us to return to a type of social contract more
suited to our genetic inheritance.

The social contracts that I believe fit our nature best are egalitarian in character, but my mundane reasons for
advocating such egalitarian social contracts are so different from those of moden egalitarian philosophers that I prefer
to say that I am defending the kind of whiggery that motivated the authors of the Glorious Revolution of 1688 and the
Declaration of Independence of 1776. I know that calling oneself a whig sounds somewhat quaint in modern times,
but at least it has the advantage that nobody speaking up for the cause of whiggery is likely to be mistaken for a
preacher.



Preaching would in any case be entirely misplaced in a chapter that consists largely of pointing out numerous gaps and
inadequacies, not only in my own theory of fairness, but in the way game theorists in general attack social problems. It
is as though one were seeking to envisage how a cobweb will look before a spider has strung more than a few
foundational strands. But I persist with this chapter nevertheless, since the first step in filling in the holes is to be aware
of the fact that there is a structure whose holes are worth filling.

12.2 Whiggery
II:4.10.1

There is sometimes much to be learned from how an intellectual or political position is misrepresented by its critics.
For example, American politicians who resent tax dollars being spent on helping out the needy reveal a great deal
about themselves when they choose the word liberal to insult their enemies.

The following piece of doggerel by the poet Yeats is equally instructive about the attitudes of an earlier set of
reactionaries:

What is Whiggery?
A levelling, rancorous, rational sort of mind
That never looked out of the eye of a saint
Or out of a drunkard's eye.

Yeats is right to say that whigs respect rationality. Whigs believe that the way to a better society lies in appealing to the
rational self-interest of all concerned. Yeats is also right that whigs are levelers, and so their demands for a fairer society
naturally seem rancorous to an unreconstructed Tory like Yeats.

Yeats also tells us that whigs aren't saints. He is right about this also. Not only are whigs not saints, they don't think that
people have the capacity to become saints, as the more naive thinkers of the left would have us suppose. People can
temporarily be persuaded to put the interests of the community as a whole ahead of their own private concerns, but a
community based on the assumptionthat its citizens can be relied upon to behave unselfishly most of the time toward
those outside their own extended family simply won't work.

Finally, Yeats is right that whigs see no reason to behave like drunkards, lurching from crisis to crisis. Planning and
reform needn't be dirty words. They don't require the existence of some mythical “common good”. We can plan
instead to institutionalize “common understandings”. Nobody need make great sacrifices in the process, once it is
understood that it isn't in the self-interest of the strong to let the weak fall by the wayside. We can go from the old to
the new by mutual consent. We don't need to set up stultifying and inefficient bureaucracies along the way. Nothing
prevents our planning to use markets wherever markets are appropriate, but a society that relies only on markets is
leaving much of its potential unfulfilled.

History.
The Whigs were originally a British political party that arose in opposition to the Tories of the seventeenth century. The
modern Conservative party is a direct descendant of the Tories. The Whigs were eventually outflanked by the
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modern Labour party, and squeezed into insignificance. Their remnants survived as the Liberal party, which now
continues in a revived form as the Liberal Democratic party. However, in recent years, Labour has perhaps become
even more whiggish than the Liberal Democrats.

What did the Tories and the Whigs represent? Etymology doesn't help, since a Tory was originally an Irish bogtrotter,
and a Whig a Scottish covenanter. Nor does it assist to observe that Edmund Burke was the Whig credited with being
the founder of modern conservatism; nor that David Hume, whose ideas are the inspiration for my own brand of
whiggery, was held to be a Tory by his contemporaries, since he famously confessed himself able to shed a tear for the
beheaded Charles I. It is more informative to observe that the Whigs are traditionally associated with the Glorious
Revolution of 1688, in which the Catholic and authoritarian James II was expelled in favor of the Protestant and
constitutionally minded William III.

American history also boasts a Whig party, broadly similar in character to its British counterpart. It was vocal in its
opposition to Andrew Jackson's authoritarian innovations in the use of the presidential veto. Before joining the newly
emergent Republican party, Abraham Lincoln was a Whig. But the true flowering of whiggery in America came earlier
with the founding of the Republic, which whigs see as a triumphant continuation of an ongoing war for justice and
liberty in which the English Civil War and the Glorious Revolution were earlier battles.

Like James Madison, modern whigs believe that “justice has ever been and ever will be pursued until it is obtained, or
liberty lost in the pursuit.” A mature free society must therefore necessarily be a fair society. But the world has moved
on from the times of the founding fathers. Their great experiment in constitutional design was a huge success, but like
all social constructs it needs to be constantly overhauled in the face of newly emerging challenges to justice and liberty.
Our task today is therefore to rethink the thoughts of the founding fathers of the American Republic as they would be
urging us to rethink them if they were alive today.

Classifying Political Attitudes.
II:4.10.2

The big issues for a society are liberty and justice. It is therefore natural to propose a two-dimensional classification of
political theories that takes these ideas as basic. It is surely no accident that the psychologist Eysenck found that the
data he used in matching personality types with political attitudes fits much more comfortably into such a scheme than
the classical one-dimensional political spectrum between left and right.

Figure 32 uses freedom and fairness axes to distinguish four regions that I could untendentiously have labeled
unplanned centralization, unplanned decentralization, planned decentralization, and planned centralization. But the
language of economics is so dismally dull that I have translated these terms into neofeudalism, libertarianism,
whiggery, and utilitarianism. In terms of the traditional left-right political spectrum, utilitarianism sits out on the
socialist left and libertarianism sits out on the capitalist right. The same dichotomy appears in moral philosophy as a
split between the consequentialist followers of the Good and the deontological followers of the Right.

However, far from seeing our problems of political organization as a battle between
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Figure 32: Classifying political attitudes.

the ideals of the left and right, I see utilitarianism and libertarianism as the Scylla and Charybdis between which
reformers must steer a course if we are to escape our feudal past. Utilitarianism provides no safe port of call, because
nothing can prevent the bosses in an authoritarian society from becoming acquisitive. Libertarianism is similarly
unsafe, because possessions cannot be held securely in an anarchic society. Those who advocate abandoning all social
mechanisms other than the market simply fail to see that they would thereby be throwing away the foundations on
which the market mechanism is based.

The unworkable utopias of both utilitarians and libertarians therefore have no more relevance to genuine human
concerns than the metaphysical disputes on the properties of Absolute Morality that divide those who worship the
Good from those who honor the Right. Just as we have to assimilate the issues that trouble consequentialists and
deontologists into a single theory of the seemly before we can say anything compatible with what evolution has made
of human nature, so we have to separate the feasible from the infeasible in the aspirations of utilitarians and
libertarians before abandoning the possibility that they may have some common ground on which to stand.

The opposition that I think should supersede the sterile and outdated dispute between left and right contrasts free
societies in which fairness is used to coordinate collective decisions with societies that delegate such decisions to
individuals or elites. I use the term neofeudal to describe the latter kind of social contract. In brief, we need to cease
thinking outdated thoughts about where we would like to locate society on a left-right spectrum. Choosing between
utilitarianism and libertarianism makes as much sense as debating whether griffins make better pets than unicorns. We
need to start thinking instead about how to move in the orthogonal direction that leads from neofeudalism to
whiggery.
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12.3 Why Decentralize?
Three levels of priority for a social contract appear in chapter 1: stability, efficiency, and fairness. Utilitarianism won't
work because it fails to recognize the first priority.

A benign philosopher-king may command this or that, but his organization will eventually unravel unless it calls for his
subjects to coordinate on an equilibrium of the game of life. Even if the philosopher-king recognizes the need to take
account of the individual incentives of his subjects by operating a constrained form of utilitarianism in which only
equilibria are included in the feasible set from which a social contract is chosen, he will still be in trouble at the next
level of priority.

To achieve efficiency, he will need to decentralize decision-making to the level at which the necessary knowledge and
expertise resides. That is to say, an efficient social contract will necessarily grant a substantial amount of freedom to a
wide variety of individuals at all levels of the production process. It is particularly stupid to restrict the autonomy of
potential entrepreneurs, without whose activities we would never find out that we were doing things inefficiently in the
first place.

The fall of the Soviet empire makes it unecessary to press this point further. Even erstwhile Marxists now agree that
command economies are hopelessly inefficient. Not only are people happier when they aren't bossed around all the
time, they can be immensely more productive. This would seem to be one of the few clear lessons that history has to
teach. Some measure of individual freedom is a necessary condition for an innovative society.

This doesn't imply that an innovative society need be fully democratic. Classical Athens was a slave-holding society.
Republics were rare in renaissance Italy. Suffrage was severely restricted during the industrial revolution in England.
Women didn't have the vote when the American Republic rose to be a world power. Nazi Germany maintained a
highly productive and innovative economic sector. Nor is democracy a sufficient condition for economic success, as
the British experiment with socialism after the Second World War shows only too well.

Finally, a utilitarian will be in difficulty at the third level of priority. A philosopher-king who recognizes that an efficient
social contract will necessarily allow a considerable measure of freedom to at least some of its citizens, will also have to
face up to the fact that they will have their own ideas on how to coordinate their behavior. For example, a factory boss
who reorganizes the production process with a view to improving efficiency should appreciate that she is really only
changing the rules of the minigame of life the workers play within the factory. She may wish that they would operate
her preferred equilibrium in that game, but they will use their own view of what counts as fair in solving the
equilibrium selection problem she creates for them.

12.4 Why Plan?
Wholehearted libertarians are opposed to any kind of central planning at all. They think that everything should just be
left to the market. Von Hayek even quoted Gödel's theorem in an attempt to demonstrate that efficient planning is
impossible—
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failing to notice that if he were right, markets wouldn't be able to work efficiently either, because the whole of society
can be thought of as a kind of gargantuan computing machine.

I share the libertarian distaste for authority, but it seems to me that we have to recognize that some measure of
regulation must be built into the social contract of a modern state if only to secure the property rights of the
entrepreneurs on whom we rely for the creation of wealth.

Moderate libertarians accept that we need a social contract to maintain law and order and to protect property rights,
but not for anything else. Followers of Ronald Coase are particularly keen on the idea that all social problems can be
solved by assigning property rights to everything. The Coase “theorem” then supposedly guarantees that rational
bargaining among the owners will result in an efficient outcome, provided that transaction costs are negligible.
Coasians usually have a first-best concept of efficiency in mind when they quote the Coase theorem, but one of the
more remarkable results of game theory shows they are then a long way off target. All profitable deals would indeed be
realized if everybody could always be relied upon to tell the truth, but who begins a negotiation by putting all their
cards on the table? Rational bargainers will try to convince their opponent that they are stronger than they really are. In
a manner reminiscent of the Prisoners' Dilemma, negotiations will therefore often break down when there are feasible
agreements that would make both bargainers better off.

Consider, for example, a buyer and seller whose valuations for a fancy house might be anywhere between $1 million
and $5 million. Half the time, the buyer's valuation will exceed the seller's valuation, and so they could both profit by
agreeing on a price between these two numbers. But they will only succeed in agreeing when the buyer's valuation
exceeds the seller's valuation by at least $1 million—even though they bargain rationally in the absence of transaction
costs using a bargaining protocol that maximizes the expected surplus from such encounters.

Nor does it help to move to a second-best concept of efficiency when the players have private information, since all
bargaining models then have many equilibria, most of which are inefficient. Coasians sometimes gloss over this fatal
flaw in their approach by arguing that the possession of secrets by one party or the other should be counted as a
transaction cost, but all that they gain by this maneuver is to restrict their theory to cases that seldom occur in the real
world.

Nor is it true that markets are necessarily efficient. Libertarian economists certainly know that the conditions under
which a market is perfectly competitive, and therefore efficient, are very restrictive. Their rhetoric to the contrary is
therefore deliberately misleading. To name only one of numerous sources of inefficiency, many industries can support
only a small number of producers, who naturally exploit the market power that the consequent lack of competition
affords them whenever they aren't restrained by govenment regulation. I guess that libertarians gloss over the failings
of real markets because they think that even the most imperfect market is likely to be more efficient at matching supply
and demand than any centralized bureaucracy. So why not just say so, rather than inventing the dangerous myth than
we can dispense with authority and regulation altogether in a modern society?

It is true that govenment regulation is often inexcusably bad. Government
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officials seldom feel the need to take advantage of modern expertise in mechanism design. Nor do they perceive any
need to test a new regulatory system in the laboratory to iron out any wrinkles. No wonder their naive efforts result in
disasters like the California Power Exchange!

I think this kind of negligence should be regarded as a species of institutionalized corruption. Advances in game theory
mean that we now know how to design regulated markets for some industries that would be immensely more efficient
than those that currently operate, and it is frustrating that we have to wait so long to see this new knowledge put into
practice.

But efficiency isn't the only issue. Fairness also matters. Libertarian economists evade this issue in various ways. The
most blatant is the attempt to define the fairness issue out of existence by saying that any efficient outcome is “socially
optimal”. That is to say, society can never be made better off by moving from one efficient outcome to another.
Underpinning this claim is the unsound dogma that interpersonal comparisons of utility are intrinsically meaningless.

A second line of defense is less dishonest, since it is indeed a valid objection to fairness concepts that violate the
principle that efficiency should take priority over fairness. It is said that there is an unavoidable trade-off between
efficiency and equity—that trying to be fair hinders productivity. It is true that squabbles over who should get how
much of a cake often result in a smaller cake becoming available for division, but this kind of collective irrationality
can't occur when the principle that efficiency should take priority over fairness is honored. One then first identifies all
the efficient outcomes of which a society is capable, and only then applies fairness criteria in making a selection among
them.

A final line of defense is the claim that perfectly competitive markets are in fact fair, because they maximize economic
surplus. It is true that economic surplus is maximized at a competitive equilibrium, but why should it be thought fair to
maximize expected surplus? Who thinks it fair that every dollar should be regarded as equally well spent, whether
allocated to a hungry child or a bloated plutocrat?

An Economic Example.
Perhaps a simple example will help to explain how I think one should reply to the economic arguments of the
intellectual right.

Imagine that some ancient king granted a salt monopoly to a court favorite. The current heir would then be onto a
really good thing if the intervening evolution of the social contract left the family's property rights intact.

If the heir sold each grain of salt at the same price, like a textbook monopolist, then his profit-maximizing output
would be inefficient. However, if he were clever enough to find a way of exploiting his market power so as to make
everyone pay the amount at which they value each extra grain of salt they buy, then all the surplus would go to the
monopolist. Nobody could then be made better off without making him worse off and so the outcome would be
efficient, but it would be grotesque to say that such an exploitive arrangement is socially optimal.

What could be done about such an unfair but efficient outcome? One answer is that the government could regulate the
salt industry by forcing the monopolist to sell each grain of salt at the price it costs the monopolist to produce the final
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grain that anyone wants to buy at that price. The result will then be efficient—and a great deal fairer. But it is just as
hard for a government to find out how much it costs a company to produce something as it is to find out how much
income tax you or I ought to be paying. You can ask us to fill in forms reporting our income, but only saints are
entirely truthful in such matters. This is one of the reasons that old-style command economies don't work well. An
overall central plan can't be efficient if the planner has no effective way of extracting vital economic information from
the people she bosses around.

Another alternative would be to abolish the salt monopoly. After all, why should we band together to protect the
property rights of someone who uses the protection we provide him to make himself unfairly rich at our expense?
After the reform, salt could then be produced and sold by a large number of small firms, thus creating a perfectly
competitive market that would generate the same efficient outcome as the regulated market considered in the previous
paragraph—but without any bureaucrat needing to know anything about the salt production process.

Like a lover who can find no fault in his sweetheart, libertarians are so enamored by this discovery of Adam Smith that
they refuse to look any further. But there are always many efficient ways of organizing an industry. Even when
operating an unregulated market is one of these—as in our salt industry example—there is no particular reason why
the manner in which it redistributes wealth among the citizens of a society should be fair.

None of this criticism of the libertarian position is meant to detract from the value of the market as an instrument of
good social contract design. When properly regulated and operated alongside an enlightened taxation policy, markets
would play a major role in any whiggish program of reform. But the idea that the way to solve our social problems is
simply to “leave it to the market” is impossibly naive.

12.5 Designing a Social Mechanism
The nearest game theory comes to providing a recipe for the planning of social contracts is the subject of mechanism
design.

The framework outlined in chapter 9 is appropriate only in the case when an external enforcement agency is available
to police the rules that the designer invents. But even when the environment is simplified in this way, designing an
optimal mechanism is seldom plain sailing. The review of the steps involved in constructing a mechanism given below
draws attention to some of the difficulties, but its chief purpose is to present the principles on which the design process
is based, since the same principles also apply to the even more difficult problem of designing a social contract or a
constitution.

Step 1: Objective
Textbooks say that the objective in designing an optimal mechanism is to maximize the value of a welfare criterion that
fully quantifies the relative importance of all the competing desiderata.

I have done a good deal of work applying the principles of mechanism design to practical problems for various
governments and commercial enterprises, but I have
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never been so fortunate as to be given such a welfare criterion. It is often hard even to persuade one's principal that
determining the trade-offs between competing desiderata is a political rather than a technical issue.

I therefore think that one of the aspects of practical mechanism design that needs development is helping principals to
determine their priorities. Just as we determine individual utility functions by observing what choices people make (or
would make) under various contingencies, so we should offer a principal a variety of scenarios to rank. The ranking
can then be used to determine the principal's implicit priorities.

But who would pay for all the hard work and research that would be necessary to generate a sufficiently wide range of
scenarios in which all relevant parameters were quantified realistically? My own experience is that clients expect a fully
worked out design by next Tuesday. The idea that one might expend the same kind of money and effort on designing a
social mechanism as on designing a building or a bridge would strike them as absurd.

Step 2: Regulation.
To achieve an efficient outcome, it is necessary to decentralize decision-making, but the agents to whom decisions are
decentralized won't usually share the objectives the designer is seeking to achieve. Some of them will want to embezzle
the funds entrusted to their care. Others will appoint their nephews and nieces to positions of authority in preference
to better qualified candidates. Entrepreneurs will wish to get together to fix their prices to the detriment of the
consumer. And so on.

To some extent, the agents' behavior can be controlled by straightforward regulation that forbids certain practices, and
makes others mandatory. But only behavior that can be effectively monitored can be controlled in this way. Deviants
can then be detected and punished by the external enforcement agency whose existence is taken for granted in classical
mechanism design. It is pointless, however, to forbid or mandate behavior that can't or won't be monitored.

Probably the disgrace of the American auditing industry that followed the fall of the energy company Enron when its
corrupt accounting practices were exposed will be forgotten by the time this book is published. But it is a textbook
case of what to expect from trusting even apparently respectable pillars of the community to carry out their public
duties without adequate supervision. They mostly don't set out intending to stray from the strait and narrow path, but
it is easy to tell oneself little stories that justify deviating from the rule-book a little more each time, once it has become
plain that others are getting away with it without being caught.

Step 3: Incentives.
A major mistake in most attempts at reform is the failure to recognize that people will adapt their behavior to the new
system. The reform is therefore put together on the assumption that people will continue to behave as before. But the
hard lesson that economists are always in trouble for pushing is that it is in the nature of the human animal to respond
to its incentives. In planning a reform, it is therefore necessary to look ahead to what the incentives of the agents will
be after the reform is in place.
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It is for this reason that the current enthusiasm for behavioral economics is potentially dangerous. Its advocates
explicitly urge that the laws of behavior they think they have discovered should be applied in public policy. But they fail
to recognize that the regularities in behavior that they describe by attributing a taste for fairness or reciprocity to
laboratory subjects aren't stable over time—as the enormous volume of data in games like the one-shot Prisoners'
Dilemma amply demonstrates. People are habituated to behaving as though they have a taste for fairness or reciprocity,
because this is necessary to sustain the equilibria to which they are accustomed. But when we change the game they are
playing, their behavior will gradually adjust to a new equilibrium, after which they will behave as though they have new
tastes for fairness or reciprocity.

It is in the planning of the incentives that players will experience after the reform that the ingenuity of the designer is
mostly required. I think it important to recognize that money incentives are only part of the story. People certainly care
about money, but only because it allows them to satisfy more fundamental drives. In particular, we are social animals
who care deeply about our relative position in society. The contempt of our peers for a poorly done job is therefore
usually a much more effective punishment than the loss of a monetary bonus.

Step 4: Equilibrium.
Game theory is needed in mechanism design to predict what will happen after the players have responded to their new
incentives. The prediction is obtained by finding an appropriate equilibrium of the game created by the design.

In the current state of the art, the problem of equilibrium selection usually gets little attention. The implicit assumption
is that the designer can successfully act as a coordinating device by pointing to the equilibrium she would prefer to be
played. But bosses in real factories don't find things so easy! The boss may point to a more productive equilibrium, but
will her workers acquiesce in coordinating on this new equilibrium if they don't think it fair?

As anyone who has worked in a factory knows, the boss has only limited control over what goes on in her factory. She
can alter some of the rules of the indefinitely repeated game the workers play with each other, but she can't alter their
local social contract by fiat, because she has no way of preventing workers who try to follow her lead from being
mocked or ostracized by their fellows. However, the problem isn't hopeless, as Japanese car manufacturers have
shown by persuading foreign workers in overseas factories to adopt Japanese working practices.

Step 5: Optimization.
In simple situations, it is sometimes possible to use game theory to compute the optimal mechanism from scratch. In
spite of the billions of dollars involved, selling telecom licenses counts as such a simple situation—and hence our
success in tailoring auctions to the market conditions under which the sale takes place.

In more complicated situations, working out an optimal mechanism from first principles can be prohibitively difficult.
Introducing reforms then becomes as much of an art as a science—but this is no excuse for abandoning science
altogether. One
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can write models that are admittedly too simple to be realistic, and test the principles on which a reform is based by
seeing whether they would improve matters if used in such a simplified world. One can write computer simulations to
the same end. One can run laboratory experiments or field trials with real people to see whether they actually learn to
behave as assumed in the reform. If such research is negative, then one can begin again at step 2.

However, bureaucrats seldom see any need for research. Not only is it expensive in time and money, but it will also
clearly involve the necessity of producing data that nobody has bothered to gather. Reforms that affect the health and
welfare of millions of people are therefore routinely put into place without any serious preliminary testing at all. Mrs
Thatcher's introduction of so-called “internal markets” into the British Health Service is a particularly outrageous
example. The only testing consisted of two role-playing exercises whose outcomes were officially summarized by
saying that “chaos was narrowly avoided”.

Libertarians are certainly right when they argue that no planning at all is better than this kind of dogma-driven,
irresponsible meddling. But the rational alternative to bad planning isn't not to plan at all. It is to plan well.

12.6 Reforming a Social Contract?
I don't suppose any of us would want to live in one of the classical utopias like More's New Atlantis or Plato's Republic. I
don't even think that the idea of a utopia is coherent, since it implies some absolute standard against which different
social contracts are to be measured. But one doesn't need to be a utopian to join with others in seeking reform.
Perhaps the citizens of other societies in other places and other times may not agree that the reforms we seek are
improvements, but we are children of our culture and not of theirs.

Nor do I think there is much point in contemplating massive overhauls of our current society. History would seem to
confirm that revolutions seldom go where the initiating revolutionaries intended. Whigs like myself believe that we do
better by actively reforming in a small way all the time if only to prevent revolutionary sentiment getting a grip on
people's minds.

But what principles should inform our reforming zeal? I don't pretend to know the answer. The best I can do is to go
through the steps involved in designing a mechanism again, pointing out where social contract design differs.

Step 1: Objective.
A group of potential reformers whose fingers are close enough to the levers of power to have some hope of being
effective wouldn't have got together in the first place unless their individual aspirations for society were aligned to
some extent. But they face the standard leadership problem. If they seek to recoordinate expectations on a social
contract that is perceived as unfair, then they risk creating an opposing coalition that uses fairness as its rallying call.

There is therefore a social dynamic that is likely to foster the success of political parties or pressure groups whose
proposals for reform don't stray too far from what is currently regarded as fair. If you think that any equilibrium
selection device is
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better than none, it follows that you have a pragmatic reason for promoting reforms that will be regarded as fair.

Step 2: Regulation.
It remains true that to achieve an efficient outcome, it is necessary to decentralize decision-making. An efficient society
must therefore be a free society to some extent, but it can't avoid bosses altogether. Nor can it avoid controlling
behavior through the use of impersonal laws and conventions.

It is here that a schism opens between mechanism design and the planning of constitutions or social contracts. In
mechanism design, it is assumed that one big boss who sits outside the system can monitor the regulations she decrees,
and punish any defaulters sufficiently severely that nobody will wish to default. In planning a social contract, nobody
sits outside the system. We therefore can't treat the problem as that of creating a game for the citizens to play. We have
to take the underlying game of life as given. Our problem is to describe a new equilibrium in this game of life, and a
feasible means of changing expectations to get us there from where we are now.

Instead of regulations enforced by an external agency as in mechanism design, we therefore have to think of duties as
defined in chapter 6. Because of the monitoring problem, it will often be necessary to create internal enforcement
agencies—like the police force or the tax inspectorate—that specialize in detecting failures by individuals to carry out
particular duties assigned to them by the social contract. Sometimes it will be possible to rely on agencies that organize
themselves spontaneously—as with the informal association of neighbors who bluntly threatened my family with social
exclusion on the day we moved into a new house if we didn't mow our lawn regularly. But formally constituted
agencies won't be avoidable altogether.

In institutionalizing enforcement agencies, the lesson that free societies seem to find hardest to learn is that guardians
always need to be guarded if the system is to survive as an equilibrium. Who guards the guardians? The answer is that
they must be organized to guard each other—as in totalitarian states in which the secret police spy on each other.

There is no place for secret police in a free society, but we do need to recognize that the price of freedom is indeed
internal vigilance when the enemy is the kind of creeping corruption that finally results in institutions being operated
for the convenience of their officers rather than the purpose for which they were founded. As usual, David Hume was
here first: “When there offers, therefore, to our censure and examination, any plan of government, real or imaginary,
where the power is distributed among several courts, and several orders of men, we should always consider the
separate interest of each court, and each order; and, if we find that, by the skilful division of power, the interest must
necessarily, in its operation, concur with the public, we may pronounce that government to be wise and happy.”

Step 3: Incentives.
Planning a social contract is immensely more difficult than designing a mechanism, but the subject of incentives is at
least one area in which things are conceptually simpler in the social contract arena. The focus in orthodox mechanism
design is on tangible incentives like money, but we all know that we care

196 PLANNED DECENTRALIZATION



at least as much about the pervasive social pressures with which those around us influence our behavior.

One can try and build such intangibles into a mechanism design framework by postulating that people care directly
about such issues as honesty or loyalty, but such an approach is bound to be unacceptably ad hoc until we learn to
model such emergent phenomena in terms of equilibria within a social contract framework.

Step 4: Equilibrium.
All that needs to be said under this heading is that the fact that fairness is already in use as an informal equilibrium
selection device is clearly a major asset for a planner aiming to institutionalize a fair social contract. We don't need to
change a society's perception of what counts as fair if our criterion for selecting among equilibria is what society
currently regards as fair.

Step 5: Optimization.
What would a whiggish “utopia” look like? I suspect it would be a lot more like the social contract of the early years of
the American Republic than anything we see around us today. The industrial revolution ran off with that particular ray
of sunshine, but perhaps the postindustrial world of the future will allow a return to something closer to the social
contracts of the hunter-gathering folk for whose way of life our genes are predisposed.

12.7 Unnished Business
The science of fairness has hardly been born, but here am I writing a chapter about using it to engineer improvements
in modern social contracts. To underline my presumption, I shall end by drawing attention to some major failings of
my theory that would need to be overcome before it could be put to such a purpose.

Coalitions.
II:4.9.1

From Von Neumann onward, game theorists have proposed many models that are intended to explain coalition
formation among rational players, but none can be said to have succeeded in capturing everything that matters. I have
therefore only studied the case in which current theory is adequate—that of a two-person society containing only
Adam and Eve. The opportunities for applying the theory directly are therefore limited to those rare situations in
which Adam and Eve can realistically be seen as representatives of monolithic blocs. I think this restriction is a major
obstacle in applying the theory to the social contracts of large societies, because the character of a modern democracy
is largely defined by the manner in which its coalitional patterns shift in response to stresses and strains.

A large society consists of a complex system of interlocking organizational hierarchies that coordinate behavior at
many different levels. Even in chimpanzee and baboon societies, the evidence supporting the importance of coalition
formation and social networking is overwhelming. An attempt to describe the current status quo that takes no account
of this reality would clearly be futile, as would any similar attempt to describe the potential social contracts to which the
society might aspire.
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Not only do the subsocieties into which society as a whole is split exist, they are essential to its efficient operation.

The existence of subsocieties necessarily requires that distinctions be made between insiders and outsiders. This isn't to
argue that the irrational dehumanizing criteria currently used to blackball various classes of unfortunates are inevitable
or “legitimate”. It is simply to accept, as a matter of practical necessity, that we can't all be insiders in everything. Nor
need outsiders be seen as opponents. Indeed, two individuals may well be fellow insiders in one subsociety while
simultaneously belonging to rival organizations on orthogonal issues.

One can imagine the device of the original position being used to resolve coordination problems between several such
subsocieties with fully briefed delegates serving as representatives of each subsociety. The brief of each such delegate
would in turn be decided by a similar use of the original position in resolving coordination problems within each
separate subsociety—which will itself typically be split into factions and splinter groups. However, it is inevitable that
different standards of interpersonal comparison would arise at different levels and in different contexts. In
consequence, a person might well regard one deal as fair when interacting with a fellow insider, and something quite
different as fair when interacting with an outsider. However, such complexities are beyond my grasp.

Incomplete information.
II:4.9.2

All the models in this book implicitly assume that Adam and Eve's preferences are common knowledge among the
players. Under this hypothesis, it is reasonable to assume that they will bargain to an efficient outcome. But what if
Adam and Eve's preferences aren't common knowledge?

I think that this problem is largely technical in character. Aside from his work on ethics, John Harsanyi invented a
theory of “games of incomplete information” to which one can appeal. When this theory is applied to bargaining
problems, the models typically generate large numbers of equilibria among which it is difficult to make a selection. But
the circumstances of the original position ease this equilibrium selection problem to a degree that I think allows
progress to be made.

However, there seems little point in pursuing the theory in this direction when so many more pressing issues rermain
to be resolved.

A changing game of life.
II:4.9.3

The mainspring of human sociality is to be found in the reciprocity mechanism. Since this can't be captured in one-
shot games, this book turned to the theory of indefinitely repeated games for the simplest possible model of the game
of life that allows the reciprocity mechanism to operate in a reasonably realistic manner. But the decision to work with
repeated games makes it necessary to be unrealistic about another important matter.

I believe that fairness norms evolved to make it possible for communities to exploit new sources of surplus without
destabilizing internal strife. But we can't model the appearance of a new source of surplus without stepping outside the
framework of a repeated game, in which each new day presents the players with exactly the same problem as the day
before. I finesse this modeling difficulty by imagining that the players never anticipate the possibility that a new source
of surplus may become
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available. They suddenly wake up one morning to find that their feasible set X has expanded to Y, but never take into
account the possibility that the same might happen again at some future time. Still less do they contemplate the
uncomfortable possibility that they might wake up one morning to find that their feasible set has shrunk overnight,
leaving less to go round than there was before.

Such a crude modeling approach is excusable only as the first step toward a more sophisticated theory in which the
game of life is modeled as what game theorists misleadingly call a stochastic game. This terminology makes it seem as
though a stochastic game is merely a repeated game in which a chance move determines which of a number of one-
shot games is to be played in the next period. Such stochastic games certainly are of interest, but when questions are
asked about the extent to which the current generation is entitled to consume exhaustible resources or to pollute the
environment at the expense of future generations, it becomes necessary to consider stochastic games in which the
strategies chosen by today's players can influence not only their own payoffs, but also the game played by tomorrow's
players.

Stochastic games in which players can make possibly irreversible strategic choices about the games to be played in the
future are obviously much harder to analyze than repeated games. As things stand, we don't even know the class of
stochastic games in which some recognizable analogue of the folk theorem holds. Probably no such analogue exists if
the players are able to restrict the options available in future games sufficiently quickly. If this is the nature of the
modern game of life, then the prospects of our being able to sustain a civilized social contract seem more than a little
gloomy. But we may perhaps hope that technological advances will open up new options faster than they they allow us
to close others down.

12.8 A Perfect Commonwealth?
David Hume wouldn't have approved of this chapter very much. Talk of planning a whole society would have seemed
like hubris to him. It is true that he wrote an essay called On the Idea of a Perfect Commonwealth, but his tongue was firmly
in his cheek in giving such a title to a bunch of proposals for small reforms that he thought would improve matters
here and there. The social and biological sciences have advanced a great deal since the time of the Scottish
Enlightenment, but it remains true that we can only say anything practical about the kind of small reforms that David
Hume was willing to contemplate.

So what do the ideas presented in this book have to teach us about the way to organize our thoughts when planning
such small reforms? Perhaps the most important consideration is the necessity of separating the question of what is
feasible from what is optimal. To make a decision sensibly, first decide what alternatives will work, and then choose
whichever of the workable alternatives you like most.

The chief problem in practice is that reformers want to neglect the feasibility constraint. Rather than ask what new
equilibrium will be played in the game of life after the reform, optimists prefer to assume that people will ignore their
new incentives and either play as they have in the past, or else turn into selfless paragons for whom incentives have no
relevance. This is where game theory comes in. Even
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when it can't be used directly because the problem is too difficult to be solved analytically, it provides guidance in
designing the computer simulations, field trials, or laboratory experiments that are otherwise necessary to test that a
proposed reform is likely to work as predicted.

Optimality is conceptually much more difficult. The pundits and gurus who claim to know the uniquely Good or Right
way to do things are just windbags and blowhards; the reality is that we have only our own likes and dislikes to guide
us. But reformers who are unwilling to compromise with the likes and dislikes of others are unlikely to be able to build
the kind of coalition that is necessary to get even small reforms implemented. I argue that one can sensibly view the
problem of building such a coalition as a complicated coordination game with many equilibria. Fairness is the social
tool washed up on the human beach by the tide of evolution for solving such coordination problems—so why don't
we use it?

If David Hume were alive today, he would be delighted to explain that we can no more provide a Rational Justification
for using fairness as a coordination device in this way than we can justify using inductive reasoning. But the fact that
Hume thought it impossible to justify inductive reasoning didn't stop him using inductive reasoning in formulating his
program of whiggish reform. So why should we allow the fact that we can't find an absolute justification for the
fairness norms that circulate in our society to prevent our using them to improve our way of life?
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Every contract on which rational players might agree in the presence of external enforcement is available as an
equilibrium outcome in an infinitely repeated game.

To test whether a prole of empathetic preferences is an empathy equilibrium, ask each player the following
question:Suppose you could deceive everybody into believing your empathetic preferences are whatever you find
it expedient to claim them to be. Would such an act of deceit seem worthwhile to you in the original position relative
to the empathetic preferences you actually hold?

The right answer for an empathy equilibrium is no.In the absence of external enforcement, a new coordination
problem will be solved using the egalitarian bargaining solution with social indices that are determined by the past
history of the society.
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