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Preface

I have written this book for advanced undergraduates and graduate students
who wish to deepen their study of the mind by exploring central themes in
the philosophy of psychology. The philosophy of psychology, as I see it, is
the branch of philosophy focused primarily on the nature and mechanisms of
cognition. How does thinking take place? What sort of representations does
it involve? How should we understand transitions between those representa-
tions? How, if at all, are those transitions subject to criteria of rationality? Is
a particular type of cognitive architecture required for cognition? Can we
make any inferences from the nature and structure of high-level conscious
thought to the nature and structure of the psychological mechanisms that
underpin it?

The principal theme of this book is the interplay between the different
ways of studying cognition and behavior in philosophy, scientific psychology
and the neurosciences. The book explores how different conceptions of the
mind operative in contemporary philosophy of psychology are grounded in
different approaches to the scientific study of the mind. Chapter 2 presents
the problem that I will be using to present these different approaches. This
is what I call the interface problem. The interface problem is the problem of
explaining how (if at all) commonsense (or folk psychological) explanations
of mental states and behavior interface with the explanations of cognition
and mental operations given by scientific psychology, cognitive science, cog-
nitive neuroscience, and the other levels in the hierarchy of disciplines
devoted to the study of the mind/brain.

After Chapter 2 the book falls naturally into two parts. The next three
chapters outline the principal “pictures” of the mind that emerge in
response to the interface problem. Chapter 3 considers the pictures of the
autonomonus mind and the functional mind. According to the autonomy concep-
tion, there is a radical discontinuity between explanations given at the per-
sonal level of commonsense psychology and explanations given at the various
subpersonal levels of explanation. The picture of the functional mind, in con-
trast, sees ordinary commonsense psychological explanations as a species of
causal explanation, no more and no less mysterious than the various types of
causal explanation with which we are familiar both from science and from
our everyday experience of the physical world. The causal dimension of com-
monsense psychological explanation is what allows us to solve the interface
problem. Proponents of the representational mind are motivated by a problem
that they think cannot be tackled on a purely functional approach. This is
the problem of causation by content — the problem of explaining how the
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causal dimension of beliefs, desires and other mental states is a function of
how they represent the world. The representational picture argues that this
problem can only be solved by assuming that cognition takes place in a
language-like representational medium. In this respect it is diametrically
opposed to the fourth and final approach, which is the picture of the neuro-
computational mind. This picture is strongly committed to the metaphor of
the mind as brain and argues that our thinking about the mind must co-
evolve with our thinking about the brain in a way that may lead to signifi-
cant revisions of our commonsense ways of understanding cognition and
behavior.

The final five chapters explore the dialectic between the four pictures of
the mind in the context of specific issues and problems. These problems
include how we should consider the causal dimension of psychological expla-
nation (Chapter 6); how much of our social understanding and social inter-
action is underwritten by thinking about other people’s behavior in terms of
their beliefs and desires (Chapter 7); how we should think about the large-
scale organization of the mind/brain (Chapter 8); whether appealing to
notions of belief and desire in understanding cognition and behavior
commits us to any specific hypotheses about physical structures in the brain
(Chapter 9); and how we should understand the relation between thought
and language (Chapter 10). The final chapter, Concluding thoughts, offers a
speculative way of drawing together some of the strands that have emerged
in the course of the book.

I am assuming that readers will already have a basic philosophical train-
ing and will have encountered some of the principal positions and argu-
ments in the philosophy of mind. Technical philosophical terms and
arguments are explained when they are first introduced, but readers will
need some philosophical background to follow the explanations and ensuing
discussion. Since my concern is primarily with the nature and mechanisms
of cognition, there is relatively little discussion of the metaphysics of mind —
of the philosophical questions that arise when one starts to think about the
precise relations that might hold between mental states and brain states.
There is considerable discussion of mental causation, but this is primarily in
the context of the causal dimension of psychological explanation. It is not
motivated by abstract metaphysical questions about how the domain of the
mental can be accommodated with the realm of the physical. These are
important questions, but not questions that are central to the philosophy of
psychology. Nor am I primarily concerned with what are often termed theo-
ries of content. It is clear that mental states represent the world and that
there are important questions to be asked about what fixes the particular
way that a given mental state represents the world (just as there are impor-
tant questions to ask about what fixes the particular way that a given spoken
or written sentence represents the world). Philosophers have explored a
number of different approaches to answering these questions. Some
approaches stress causal relations between mental states and what they repre-
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sent. Others are based on teleological theories of the function of mental
states. I have prescinded from these debates, however, as they seem to me
tangential to the questions that I am pursuing in this book. I take comfort
in the thought that it is possible to make considerable progress in the philo-
sophy of language without answering comparable questions about how
words and sentences get their meaning.

At points in the text where philosophical questions that are not directly
pursued become relevant I have tried to give guidance on recommended
further reading. These recommendations will be found both in footnotes and
in the annotated bibliography at the end of the book. The notes and biblio-
graphy will also help readers orient themselves in the enormous and often
bewildering literature reporting and discussing the scientific study of the
mind/brain. I have tried not to assume any background in psychology, cog-
nitive science and neuroscience. Readers new to these topics should be able
to follow and appreciate the significance of the examples, experiments and
theories discussed. I hope that they will make use of the recommendations
for further reading to deepen their knowledge of this fascinating interdisci-
plinary area.
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| What is the philosophy of
psychology?

What counts as psychology?

Historical background

Psychological concepts and the philosophy of psychology
Philosophy of psychology and philosophy of mind

Many branches of philosophy are characterized as the philosophy of some-
thing else — from the philosophy of physics and the philosophy of economics
to the philosophy of criticism. Broadly speaking, these all investigate the
philosophical foundations of the relevant disciplines, exploring the high-
level conceptual and empirical issues that cannot be tackled using the tech-
niques and resources of those disciplines alone. The philosophy of
psychology can also be described in these terms — as an investigation of the
philosophical foundations of psychology. But the philosophy of psychology
is distinctive, because the domain of investigation of the discipline whose
foundations are being investigated overlaps with the domain of enquiry that
philosophers have traditionally taken as their own. Philosophers have always
taken it to be part of their brief to investigate the nature of mind and the
nature of cognition. This sets up a parallelism of concern and corresponding
scope for a two-way interaction that we do not find, for example, in the
philosophy of economics or the philosophy of criticism. On the view
developed in this book, the philosophy of psychology is the systematic study
of the interplay between philosophical concerns and psychological concerns
in the study of cognition. This interplay comes about because there are
certain key concepts that feature both in the philosophical study of cogni-
tion and in the psychological study of cognition and that we cannot under-
stand using the resources of either discipline on its own.

This introduction sketches out in more detail this guiding conception of the
philosophy of psychology and provides some preliminary theoretical justification
for it — the justification will be preliminary because the principal job will be
carried out in the main body of the book. I start off in the first section with some
comments about how I understand the domain of psychology. As will become
apparent, I understand it very broadly indeed. In the second section I offer some
examples of how blurred the boundaries were in the seventeenth and eighteenth
centuries between what we would now think of as philosophical issues and psy-
chological issues. In the third section I explain, and try to motivate, a particular
view of the nature of theoretical concepts that underwrites the interactive concep-
tion of the philosophy of psychology. The fourth section explains what is distinc-
tive about the philosophy of psychology as opposed to the philosophy of mind.
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1.1 What counts as psychology?

A philosopher who undertakes to study the philosophy of economics will
have a pretty clear sense of where to look to find their object of study —
roughly speaking, the body of knowledge taught by, and the research carried
out by, university economics departments and associated institutes and think
tanks in the public and private sectors. Things are not so simple in the case of
psychology. It is natural to think that psychology is the study of mind,
behavior and the nature of cognition and action. But university psychology
departments usually cover only a sub-set of the subject matters and disci-
plines that might intuitively be counted as psychological in this broad sense.

Many aspects of the investigation of the mind belong in medical faculties
and/or hospitals. Cognitive neuropsychologists, for example, develop models
of normal mental functioning by extrapolating from patterns of damage and
impairment found in patients with neurological disorders.'" What they do
has not merely a theoretical dimension but also a directly diagnostic and
therapeutic dimension. Similarly, much of our knowledge of the large-scale
functioning of the brain in normal subjects comes from brain-imaging
studies carried out on machines such as fMRI scanners whose primary func-
tion is diagnostic. As far as detailed knowledge of the fine-grained structure
of the brain is concerned, almost everything that we know comes from neu-
rophysiological experiments on animals employing techniques that, for
example, allow scientists to record the activity of single neurons and to
lesion identifiable neural areas. This is as much part of the general study of
physiology as it is part of psychology. The same holds for much of our
detailed knowledge of the nature of movement and action. Nor is all our
knowledge of the mind and behavior experimental in origin. Observation
pure and simple also has a role to play. An important contribution comes
from the detailed observation of animals in the wild by cognitive ethologists
and of infants and young children as they grow up by developmental psy-
chologists. So too does cognitive modeling of the sort carried out by com-
puter scientists, researchers into artificial intelligence and artificial life and
computational neuroscientists.

In the face of this enormous range of disciplines and areas, I will for the
purposes of this book make two stipulations: one exclusive and one inclu-
sive. The exclusive stipulation is that I will not be considering much of what
is done in psychology departments under the headings of social psychology
or clinical psychology, in order to concentrate on the psychology of cogni-
tion and the related branches of the psychology of behavior. The inclusive
stipulation is that I will treat as potentially relevant to the philosophy of
psychology everything that bears upon the scientific study of cognition and
behavior, whether it is carried out in psychology departments or not.

1 See Shallice (1988) for an influential overview of cognitive neuropsychology.
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1.2 Historical background

The compartmentalization of psychological investigation is a relatively
recent phenomenon. So too is the institutional separation of philosophy from
the scientific study of cognition. The existence of psychology as an academic
discipline goes back to the second half of the last century, and earlier than
that work we might naturally think of as psychological was carried out by
philosophers. In fact, even a brief look at the most important philosophers of
the seventeenth and eighteenth centuries shows how deeply psychological
much of their work was.

We can begin with Descartes, often cited as the father of modern philo-
sophy. His philosophical enquiries into the possibility of knowledge were
closely tied to his theory of what he took to be the actual workings of the
mind. His view that our minds all contain a common core of innate ideas
with which we are born is a crucial part of his explanation of how we can
have knowledge of the world. Noam Chomsky, the best-known contempor-
ary advocate of an innateness hypothesis, recognized the significance of
Descartes’s view by entitling one of his books Cartesian Linguistics. Similarly,
Descartes saw clearly that his dualist theory that mind and matter are two
fundamentally different types of thing demanded an account of how there
could be interaction between them, and he developed a complicated theory
based on the pineal gland to explain the workings of interaction. This theory
included a sophisticated account of how the inverted images projected on
the back of each retina were transmitted along nerve fibres to the brain and
there reinverted and fused into an image on the retina (Figure 1.1).
Descartes’s work in these areas ranges effortlessly over what we now think of
as the distinct areas of philosophy, psychology and physiology.

This lack of distinct disciplinary boundaries is equally clear in the three
great British Empiricist philosophers: Locke, Berkeley and Hume. Both
Locke’s An Essay Concerning Human Understanding and Hume’s A Treatise of
Human Nature set out to provide a map of the range and scope of human
knowledge. The distinctive feature of empiricist philosophy is the thought
that all knowledge begins with the senses, in contrast for example to the
Cartesian reliance on innate ideas and the independent functioning of
reason. But developing this basic thought into a theory of knowledge
requires explaining how the testimony of the senses can give rise to appar-
ently non-sensory concepts and ideas. Consequently, both Locke and Hume
provided psychological theories of how what they called complex ideas are
generated from simple ideas through processes of abstraction, association,
combination and comparison. Hume’s theory in particular is the ancestor of
much subsequent associationist theorizing, from behaviorist theories of
conditioning to more recent research into neural network modeling. In
both philosophers the limits they place on human knowledge and under-
standing are dictated by their psychological accounts of how ideas can be
formed.
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Figure 1.1 Descartes on the physiology of perception. Gland H. is the pineal gland

(source: Philosophical Writings of Descartes, vol. 1 (1985)).

We find a different type of interplay between philosophical and psycho-
logical concerns in the writings of Bishop Berkeley. Berkeley famously
defended an extreme form of idealism, according to which reality is a com-
pletely mental phenomenon. What we think of as physical objects are,
according to Berkeley, collections of non-spatial ideas that exist in the mind
of God when we are not perceiving them. Berkeley realized, of course, that
this rather bizarre view cried out for an explanation of why it should seem so
obvious to us that the world is made up 7oz of collections of ideas, but rather
of physical objects located in space. Since it is the evidence of our senses that
provides the strongest support for the commonsense view of physical
objects, Berkeley realized that his own theory had to be supported by a psy-
chological account of sense perception, explaining how the ‘illusions’ of the
commonsense view arise. This he provides, at least for the modality of
vision, in two works, the New Theory of Vision and The Theory of Vision Vindi-
cated and Explained.’

One obvious problem that Berkeley has to deal with is explaining why
and how, if what we see doesn’t really exist in space, we perceive what
appears to be distance — where does the third dimension come from? Berke-
ley’s answer to the problem of distance perception contains several ideas that
were to become important in the psychology of vision. According to Berke-
ley, we do not perceive distance directly. What we perceive directly are two-
dimensional ideas that contain what we would now call cues for distance —
such as the sensation of turning one’s eyes so that they are both aimed at the
object; the blurred look that objects have when they are very close to the
eyes; and the sensation of strain in the eyes that we have when we try to stop

2 Both of these are reprinted in M. R. Ayers’s edition of Berkeley’s selected writings (Berkeley 1975).
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objects going out of focus as they approach our eyes. Berkeley’s view is that
these cues suggest an idea of distance ultimately derived from a conditioned
association with the sense of touch (which for him includes what we would
nowadays call kinaesthesis and joint position sense). He stressed, moreover, that
the operation of these cues does not demand an unconscious inference — they
work by something closer to association. Few commentators think that
Berkeley did come up with a satisfactory theory of vision, but his attempt to
formulate a psychology of vision that was compatible with his philosophy
introduced ideas which were later to play an important part in the develop-
ment of psychological thinking about vision, such as the concept of cues for
distance and the idea that the spatial perception of distance and depth rests
upon calibrating touch and vision (the idea that “touch educates vision”).

As a final example of how blurred the boundaries were between psychol-
ogy and philosophy in the days before the two disciplines were institution-
ally separated, it is worth having a brief look at Immanuel Kant. Although
Kant is well known for his claim that there could never be a science of psy-
chology because mental phenomena are not suitably quantitative, this claim
should be interpreted with caution. There are, in Kant’s view, several differ-
ent types of psychology and at least one of them is well represented in his
principal philosophical work, the Critique of Pure Reason. The type of psy-
chology that Kant undertakes in the Critigue is what he calls transcendental
psychology. The purpose of transcendental psychology is to investigate (in a
non-empirical, speculative manner) the general structural features that
human cognition must have, given that it supports the type of experiences
that it does.

So, for example, Kant is persuaded that the crucial cognitive activity
must be what he calls synthesis, the bringing together of distinct representa-
tions under a single concept, and he argues that there are certain types of
synthesis that underlie all the others. These basic types of synthesis, based
on what he calls the pure concepts of the understanding, are the key to his
analysis of human knowledge. They structure how we experience and inter-
pret the world, and Kant argues that investigating them will explain the
necessity and certainty of high-level principles, such as the principle that
every event must have a cause. Admittedly, Kant’s transcendental psychol-
ogy is not based on empirical research; nor is it concerned to yield a bottom-
level account of how cognition actually works. But this doesn’t mean that it
is not psychology. Rather, we should view much of what Kant says in the
Critique as an exercise in psychology at what we would now call the compu-
tational level (Kitcher 1990; Brook 1994). Kant works from a specification
of the cognitive tasks that human cognition must perform to a specification
of the general features that any cognitive mechanism capable of performing
those tasks must have.

As a more concrete illustration of this general point, consider Kant’s dis-
cussion of spatial perception and Helmholtz’s reaction to it (Hatfield 1990).
Kant maintained that certain important features of our knowledge of space
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could only be explained if space is in some sense innate. Kant attached
particular significance to the idea that we are certain that space is Euclidean,
and he argued that we could only have this certain knowledge if spatiality
was something that we contributed to the world, rather than something that
existed in the world independently of us. This line of argument seems
clearly psychological. It prefigures later arguments for innateness hypothe-
ses, such as those offered by Chomsky and Fodor, all of who argue for innate-
ness as an explanation of how we can know things that we could not possibly
have learnt. And it certainly imposes psychological obligations on those who
dispute it. To deny, as Helmholtz was to deny, that space is innate requires
showing that the kind of learning that Kant says is impossible really is pos-
sible. And this, of course, is what he tried to do, using experimental work on
distorting prisms and newly-sighted patients to support a radically empiri-
cist account of spatial perception. Kant’s “philosophical” theory of the
innateness of space throws out a psychological challenge that can be tested
empirically. There seems no prospect of carving off the philosophical issues
from the psychological issues.

This is not the place to explore how and why psychology and philosophy
went their separate ways, fascinating story though this would be. More
pressing is the question of how close the links between them should be. Was
the move towards firm disciplinary boundaries and a clear division of labor a
move in the right direction, or might something important have got lost in
the professionalization of psychology and philosophy? We will explore this
question in the next section.

1.3 Psychological concepts and the philosophy of
psychology

An influential collection entitled Essays in Conceptual Analysis (Flew 1956)
was published in the 1950s. It was intended to be a standard-bearer for a
particular way of doing philosophy — the method of conceptual analysis. The
guiding idea is that the business of philosophy is to analyze a range of
central and fundamental concepts. The proper task of the philosophy of
mind, for example, is to analyze such concepts as belief, desive and intention,
while the central aim of epistemology is to provide an analysis of the
concept of knowledge. Conceptual analyses are purely @ priori. They are
neither justified by nor answerable to any empirical facts that we might dis-
cover about the phenomena in question. They are obtained by reflecting on
the connections between the various components of our conceptual scheme,
by trying to identify relations of dependence between particular concepts
and by constructing thought experiments that will test our intuitions and
hence (so the theory goes) provide guidance as to how we understand
particular concepts. So, for example, it was until quite recently the domin-
ant conception of epistemology (the theory of knowledge) that it should
proceed by constructing sets of necessary and sufficient conditions that
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would pick out all and only the situations in which we would intuitively say
that someone possessed knowledge. These necessary and sufficient conditions
are “tested” by constructing hypothetical epistemic situations in which
someone has a particular belief derived in a particular way, but where one or
other condition is not satisfied, and then appealing to intuition to determine
whether the belief in question really counts as knowledge.

If philosophy is purely a matter of conceptual analysis understood in this
way, there is little scope for overlap between philosophy and psychology. For
philosophers of the conceptual analysis school, our conceptual scheme has
only the most tenuous of connections with empirical research in the natural
or social sciences. Our everyday concept of perception, for example, is not in
any way dependent upon research in the psychology of perception, nor will
an analysis of our concept of knowledge involve any reference to the physio-
logical and psychological mechanisms by which knowledge is actually
acquired. Participation in the common conceptual scheme does not require
scientific qualifications. So why should we need science to analyze the con-
cepts within that scheme?

Few philosophers now think that this is the only way of doing philosophy
— and even during the heyday of the conceptual analysis school there were
many philosophers, particularly in North America, who had little sympathy
with it.> Yet, even though obviously not a complete account of what philo-
sophy is about, it does capture an important truth. Part of the job of philo-
sophers is to explore and analyze the key concepts that we employ in
thinking about ourselves and about the world. The problem with the con-
ceptual analysis approach to philosophy is not with the basic idea that philo-
sophers ought to analyze central concepts. It lies rather with how the
conceptual analysis school understood the nature and aim of analysis.

As far as the aim of analysis is concerned, there is a certain futility in
trying to find sets of necessary and sufficient conditions that will capture all
and only the cases in which we would be disposed to apply concepts such as
the concept of knowledge.” Debates about the validity or otherwise of pro-
posed sets of necessary and sufficient conditions tend to center on compli-
cated hypothetical cases to which our ordinary concepts may well not
extend. Our ordinary conceptual scheme developed to provide a framework for
thinking about the types of objects and situations that we tend to encounter,

3 Although a full history of twentieth-century analytic philosophy has yet to be written, I would con-
jecture that two key factors explain why the conceptual analysis model fared much better in the UK
than in the USA. The first is that Quine’s attack on the analytic/synthetic distinction was taken
much less seriously in the UK. The second is the ascendancy in the UK of Wittgenstein and his fol-
lowers. We will return to the first factor later in this section.

4 It is worth noting that many philosophers have moved away from the conceptual analysis approach to
epistemology to what is known as naturalized epistemology, which sees the study of knowledge as
continuous with the scientific investigation of the mechanisms by which we acquire knowledge. See
the readings in Kornblith (1985), particularly the influential paper by Quine (Quine 1969). Korn-
blith (2002) defends the methodology of naturalized epistemology.
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and we can expect it to be silent on such questions as whether or not to
attribute knowledge to someone who finds himself in a region that he knows
to be full of fake barn facades made from papier méché and correctly identifies
the object in front of him as a barn, even though he has not first checked to
rule out the possibility that it might be a papier maché barn facade.” The intu-
itions that philosophers canvas in discussing such hypothetical cases tend to
reflect their prior theoretical commitments, rather than hidden depths of the
concept purportedly under discussion. Reflection on this sort of case strongly
suggests that any conception of conceptual analysis will only be workable if
the constraints on what is to count as a successful analysis are relaxed. A con-
ceptual analysis must be no more and no less imprecise and incomplete than
the concept being analyzed — and if it is more precise and more complete (if it
can be applied to situations for which our ordinary concepts are silent) then it
should be recognized for what it is, namely, a refinement or sharpening of one
of our everyday concepts, rather than an analysis of it.

But it is perfectly consistent to hold both that a successful conceptual
analysis does not require necessary and sufficient conditions and that the
business of conceptual analysis can proceed in complete independence of any
empirical or scientific investigation. This is an influential view in
contemporary philosophy (Lewis 1994; Jackson 1998). Yet it is in tension
with two important insights into the nature of language and concepts that
have been very influential in other areas of philosophy. One has become very
well known, the other less so. Together they provide powerful reasons for
thinking that the sorts of conceptual analysis undertaken in the philosophi-
cal study of the mind must be both informed by and responsive to empirical
investigation of the mind.

The less well-known insight emerged during the prolonged discussion of
Quine’s attack on the analytic/synthetic distinction (Quine 1951). The idea
that there is a sharp distinction between analytic truths, which are true in
virtue of the meaning of the words they involve, and synthetic truths, which
are true in virtue of the way the world is, is deeply implicated in the tradi-
tional conception of conceptual analysis — given the natural equation of con-
cepts with the meanings of words. The truths revealed by successful
conceptual analysis will be analytic truths. What stronger reason could there
be for thinking that conceptual analysis can afford to ignore the empirical,
given that empirical investigation can lead us only to synthetic truths?®

Hilary Putnam, although he did not agree with Quine that there was no
distinction at all to be drawn between analytic truths and synthetic, took the

S This is a famous epistemological example first put forward by Alvin Goldman in his paper, “Discrim-
ination and Perceptual Knowledge” (Goldman 1976).

6 This close connection between the traditional conception of conceptual analysis and the analytic/syn-
thetic distinction is one reason why traditional conceptual analysis has been more popular in the
United Kingdom, where Quine’s attacks on the analytic/synthetic distinction were never as widely
accepted as they were in North America (due not least to the influential response in Grice and Straw-

son 1956).
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view that the distinction was largely uninteresting (Putnam 1962). The only
clear examples of analytic truths are relatively trivial, such as “all bachelors are
unmarried men” or “a vixen is a female fox”. Nor, on the other hand, should
everything that does not count as analytic automatically be counted as syn-
thetic. A synthetic statement (for Putnam) is one that can be confuted by iso-
lated experiments or established by a process of enumerative induction. Many
important statements fall into neither of these two categories. They have
neither the stipulative and criterial character of genuine analytic statements
nor the straightforwardly empirical character of genuine synthetic statements.
In drawing this general conclusion about the significance of the
analytic/synthetic distinction Putnam drew our attention to an important
category of concepts — what he termed /aw-cluster concepts. Many theoretical
and scientific concepts are identified by the laws in which they feature. The
concept of kinetic energy is what it is simply in virtue of the laws explaining
how kinetic energy is created, preserved and transformed into other types of
energy. These laws fix the meaning of the expression ‘kinetic energy’ and by
so doing fix the identity of the concept kinetic energy. Putnam stresses that
relatively few concepts have their identities fixed by a single law. Most sci-
entifically interesting concepts are what he calls law-cluster concepts:

The concept ‘energy’ is a great example of a law-cluster concept. It enters
into a great many laws. It plays a great many roles, and these laws and
inference roles constitute its meaning collectively not individually. I want
to suggest that most of the terms in highly developed science are law-
cluster concepts, and that one should always be suspicious of the claim
that a principle whose subject term is a law-cluster term is analytic. The
reason it is difficult to have an analytical relationship among law-cluster
concepts is that such a relationship would be one more law. But, in
general, any one law can be abandoned without destroying the identity of
the law-cluster concept involved, just as a man can be irrational from
birth, or have a growth of feathers all over his body, without ceasing to be
a man.

(Putnam 1962, p. 52)

Principles and statements involving law-cluster concepts fall into the gray
area between the clear-cut analytic and the clear-cut synthetic. On the one
hand, they are not criterial of the meaning of the law-cluster in the way that
it is criterial of the concept bachelor that it apply only to unmarried men. On
the other, they are too general and abstract to be overturned by isolated
experiments.

This notion of a law-cluster concept provides a model for thinking about
some key psychological concepts — in particular those that straddle the
boundary between philosophy and psychology. I am thinking here of con-
cepts such as rationality, perception, cognition, reasoning, information, representa-
tion, wunderstanding, action and, of course, the concept comcepr itself. These



10 What is the philosophy of psychology?

concepts, and others like them, feature in both philosophical and
psychological discussion of cognition. I would suggest that these concepts,
integral to the philosophy of psychology, should be identified in terms of all
the different roles they play in different levels of theorizing about the mind.
They are cluster concepts that cannot properly be understood unless one
explores the full range of theories in which they feature — from the tacit and
implicit theory of commonsense psychology that many theorists think that
we all deploy to navigate the social world to the empirical studies of cogni-
tive psychologists and the mathematical models developed by computational
neuroscientists. It would be no less of a mistake to think that the resources
of commonsense psychology will tell us everything we need to know about,
say, the concept of rationality than it would be to think that rationality can
be completely understood through empirical studies of people’s reasoning
habits. A proper understanding of the concept will come only through inte-
grating the different strands in the cluster.

There are two significant differences between the notion of a cluster
concept that I am suggesting applies to these central psychological concepts
and Putnam’s notion of a law-cluster concept. First, the cluster concepts
explored in the philosophy of psychology are not best viewed as Jaw-cluster
concepts. Even if one thinks that commonsense psychology is theory-like
and hence is law-like in some form or other, there are very few laws in psy-
chology (Patterson 1996; Cummins 2000). It would be more appropriate to
describe concepts such as the concept of rationality of the concept of con-
sciousness as theory-cluster concepts. Psychology features many types of
explanatory theory that do not involve laws.

Second, Putnam’s law-cluster concepts (such as kinetic energy or gravita-
tional mass) are much more clearly delineated. The concept &inetic energy fea-
tures in many different laws, but they are all closely related and part of
physics. Nothing like this is true of theory-cluster concepts such as ration-
ality or representation. These concepts feature both in our commonsense con-
ceptual scheme and in the scientific study of cognition. Even within the
scientific study of cognition they feature at various different levels of expla-
nation. We find representations appealed to both in discussions of personal-
level conscious decision-making and in discussions of subpersonal-level cog-
nitive processing.” We find them discussed in the context of language-
processing and also attributed to non-linguistic creatures. The connection
between these different uses and theories is far from clear. The challenge of
the philosophy of psychology is to work towards a unified and integrated
account of concepts such as these.

Since the key concepts investigated in the philosophy of psychology are
theory-cluster concepts the activity of the philosophy of psychology can be
characterized both as conceptual analysis and as essentially interdisciplinary

7  The distinction between personal and subpersonal levels of explanation is explored in more detail in
Chapter 2. See particularly section 2.2.
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and scientifically informed. Nonetheless, there is a naturally occurring worry
at this point. It concerns our ordinary, pre-scientific understanding of such
key concepts as, say, rationality and perception. Surely, one might think, we all
learn these concepts and employ them in our pre-theoretical understanding of
ourselves and others. We would not be able to do this unless we had an ade-
quate understanding of them. Yet, how can we have an adequate understand-
ing of them if a proper analysis of those concepts requires us to investigate
the complexities of scientific psychology, cognitive science and the neuro-
sciences? Surely, one might think, the process of conceptual analysis must be
a process of making explicit what is implicit in our everyday concept mastery
and concept use, and it is hard to see how anything that requires detailed
scientific investigation can be implicit in our everyday concepts.

This brings us to the second insight mentioned earlier. Theorists have
moved away from the idea that anybody who uses a linguistic term properly
and with understanding must have a full grasp of the meaning of the sort
that could be developed into a satisfying theoretical account of the associ-
ated concept. On our simplifying assumption that concepts should be
understood as the meanings of the corresponding words, what has been
rejected is a version of the idea that conceptual analysis can only reveal what
is implicit in the ordinary, competent use of those concepts. According to
semantic externalism, which grew out of ideas initially put forward by Hilary
Putnam (Putnam 1975) and Tyler Burge (Burge 1982) the psychological
states of a competent language user are not sufficient to fix the meaning of
an important class of linguistic expressions. The meaning of these terms is
partially fixed by the nature of the external environment. The thesis of
semantic externalism has been worked out in most detail for so-called
natural kind terms (terms, such as ‘water’ or ‘gold’, that, as the saying goes,
“carve nature at its joints” by picking out the independently specifiable cat-
egories into which objects in the world fall). Putnam’s original claim was
that the meaning of a natural kind term includes the objects of which it is
true (its extension) and that the particular “stereotype” that a speaker
attaches to a word may well serve to latch on to characteristic exemplars of
the type in question but will typically not be sufficient to determine
whether problematic cases fall within the term’s extension. Ordinary lan-
guage-users will need to defer to experts for arbitration on these difficult
issues. These experts will typically operate with criteria for determining the
extension of words/concepts that are not familiar to ordinary language-
users/concept-possessors. Here, then, we have a precedent for the idea that
we should look to experts rather than to ordinary concept users for theo-
retical elucidation of our central psychological concepts.

It is a further implication of semantic externalism in the philosophy of
language that, before the development of science made available techniques
for determining the extension of natural kind terms/natural kind concepts,
language users/concept users could have been systematically mistaken about
the extension (and hence about the meaning) of these externally
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individuated terms. Here is Putnam making the point with reference to
‘gold’. He is discussing a piece of metal that is superficially similar to gold
(it falls under the stereotype of gold) but as a matter of fact is not gold,
although this can be detected only with modern techniques. Suppose that an
ancient Greek had come across this piece of metal and classified it as gold.
Would he have been mistaken?

In the view I am advocating, when Archimedes asserted that something
was gold (XpvO0C) he was not just saying that it had the superficial
characteristics of gold (in exceptional cases, something may belong to a
natural kind and zor have the superficial characteristics of a member of
that natural kind, in fact): he was saying that it had the same hidden struc-
ture (the same ‘essence’, so to speak) as any normal piece of local gold.
Archimedes would have said that our hypothetical piece of metal X was
gold, but he would have been wrong.

(Putnam 1975, pp. 235-236)

One implication is that it is perfectly possible for a community of concept
possessors to make systematic and undetectable errors about the nature of a
concept, simply because they do not have a deep enough scientific under-
standing of the phenomena that concept picks out. Furthermore, it is per-
fectly possible for something’s “hidden essence” to be at odds with the
stereotype through which we, as ordinary concept possessors, identify it.
Both points are very relevant to the philosophy of psychology. Scientific
psychology, cognitive science and cognitive neuroscience are all in their
infancy, as their practitioners would be the first to admit. It is perfectly
possible that we are in the same position with reference to the concepts
that define the domain of the philosophy of psychology as Archimedes
might have been with gold or a seventeenth-century natural philosopher
with the concept of force. Perhaps what we take to be the definitive nature
of the concept rationality, manifest to us in everyday thought and commu-
nication, stands to the real nature of rationality in something like the way
the stereotype attaching to the concept go/d stands to the “hidden essence”
of gold — a set of beliefs and preconceptions that allow us to latch on to a
genuine cognitive phenomenon but that we should not assume will be the
last word in analyzing that phenomenon.® Of course, we cannot simply
abandon the conception of rationality implicit in our everyday conceptual
scheme — or at least not without very good reason. But we must not forget
that the obligation of answerability goes in two directions. Our scientific

8 Something like this has been suggested for the case of belief by William Lycan: “As in Putnam’s
examples of ‘water’, ‘tiger’ and so on ... the ordinary word ‘belief (gua theoretical term of folk psy-
chology) points dimly towards a natural kind that we have not fully grasped and that only a mature
psychology will reveal” (1988, p. 32). Some of the consequences of this view of psychological vocabu-
lary are worked out in the special case of knowledge in Kornblith (2002).
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investigations must be sensitive to our pre-theoretical understanding of
the concepts in question, but so too must we be prepared to change our
pre-theoretical understanding in response to what we learn from empirical
investigation.

In the case of the natural kind terms discussed by Putnam, the division of
labor (to use his own phrase) is relatively clear. We, as ordinary concept pos-
sessors and language users, have readily identifiable experts to whom we can
defer when we are unsure about whether or not to apply a concept in a
particular situation. There is little serious dispute about whom we should
consult or where we should go to find out whether something is gold or not
— or whether a tree is an elm or a beech. But in the case of the philosophy of
psychology things are not so simple. There is no settled conception of whom
we should defer to when we are trying to apply and understand our core psy-
chological concepts. As we will discover in the next chapter, different ways
of thinking about the mind identify different ultimate authorities. Two
extreme views can easily be identified. Some philosophers will be unim-
pressed by everything I have so far said in this chapter and will insist that
our tacitly understood commonsense psychological concepts must be the
ultimate court of appeal. This yields what in the next chapter I will charac-
terize as the autonomous conception of the mind. Other philosophers, and
many neuroscientists, will think that we should defer to the findings of neu-
roscience. This is the conception that I will term the nexrocomputational con-
ception of the mind. No doubt the truth lies somewhere between these
extremes, and we will explore this dialectic further in subsequent chapters.

For the moment, the point to extract is simply that the interactive con-
ception of the philosophy of psychology can be grounded quite plausibly in
an account of psychological concepts as theory-cluster concepts. The philosophy
of psychology is in the business of conceptual analysis, but not in the busi-
ness of conceptual analysis of the standard # priori variety. Theory-cluster
concepts require investigation that is both conceptual in the standard sense
and empirical. The challenge for the theorist trying to analyze a theory-
cluster concept is to integrate the different strands of the cluster — to con-
struct an integrated account out of what appears to be a single concept
occurring in seemingly incommensurable theories. Breakthroughs are made
when it turns out that apparently incommensurable theories are not really
incommensurable after all — when a way is discovered of integrating theories
at different levels of description, for example. But, conversely, the constant
danger is that what appears to be a single concept is not really a single
concept after all — when it turns out that theorists at different levels of
description are using similar words to express radically different concepts.

1.4 Philosophy of psychology and philosophy of mind

In order to fix more clearly what the philosophy of psychology is, it will be
useful to explain how I see it differing from the philosophy of mind. This is
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not an area in which it is possible to draw a sharp dividing line since both
branches of philosophy are obviously concerned with the mind in a broad
sense. Yet they are concerned with the mind in different ways, and the
differences are differences of substance rather than emphasis, even though,
as one would expect, the two branches of philosophy are deeply
complementary.

Many of the issues that dominate the philosophy of mind have to do with
the metaphysics of the mind — with how we are to categorize the mind and
its states in ontological terms. Textbooks and courses in the philosophy of
mind typically begin by discussing the attractions and drawbacks of dualism
and then go on to discuss the alternatives to dualism that have been can-
vassed in the philosophical literature — various forms of the identity theory,
functionalism, eliminative materialism, and so on. Discussion then typically
moves on to how, if at all, it is possible for the mind to have a causal impact
on the world. Again the emphasis is primarily metaphysical. The point at
issue is how the mind fits into the world. Other central problems and topics
in the philosophy of mind have a more epistemological dimension, most
obviously the problem of other minds (the problem of explaining the
grounds of our beliefs about the mental states of other people) but also the
problem of explaining the distinctive character of our access to the contents
of our own minds.

In contrast to these metaphysical and epistemological preoccupations the
concerns of the philosophy of psychology are more directly focused on the
activity of cognition and on the explanation of behavior. How does cogni-
tion take place? What sort of representations does it involve? How should
we understand transitions between those representations? How, if at all, are
they subject to criteria of rationality? Is a particular type of cognitive archi-
tecture required for cognition? Can we make any inferences from the nature
and structure of high-level conscious thought to the nature and mechanisms
of the psychological mechanisms that underpin it? These are typical
questions in the philosophy of psychology that will recur throughout this
book and that are clearly distinct from the metaphysical and epistemological
questions predominating in the philosophy of mind.

Whatever position one takes on the details of dividing up the intellectual
terrain between the philosophy of mind and the philosophy of psychology
(and different authors will do it in different ways), it seems clear that there
is a broad methodological divergence between the two branches. This diver-
gence concerns the scope for interdisciplinarity. To the extent that the
guiding problems in the philosophy of mind are metaphysical and epis-
temological in nature, there will be little need in tackling them to go into
much empirical detail. So, for example, no amount of neurophysiological
and neuropsychological research establishing neural correlates for conscious
personal-level psychological states could possibly entail the truth of the
claim that psychological states are identical to brain states. The existence of
correlations between mental states and brain states is compatible with every
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position on the metaphysical nature of those states, and nothing that one
might say about the metaphysics of the mind is empirically refutable. No
self-respecting dualist would want to rule out the possibility, for example,
that there might be neural correlates for non-physical mental states. Indeed,
the most plausible contemporary version of dualism, the property dualism
propounded by David Chalmers, incorporates a program for studying the
physical correlates and counterparts of non-physical phenomenal properties
(Chalmers 1996).

In summary, then, the philosophy of psychology (as I understand it and
as I will be presenting it in this book) differs from the philosophy of mind
in two basic ways (although we should view these differences as shifting
positions relative to each other on a continuum, rather than as sharp
qualitative distinctions). First, the philosophy of psychology is concerned
primarily with the nature and mechanisms of cognition, rather than with
the metaphysics and epistemology of the mind. Second, and as a direct con-
sequence of the previous point, the philosophy of psychology lacks the insu-
lation from scientific research and concerns that more traditional debates in
the philosophy of mind possess in virtue of their metaphysical and epis-
temological dimension.



2 Levels of psychological
explanation and the interface
problem

e Explanation at different levels
*  Personal and subpersonal levels of explanation
e Horizontal explanation, vertical explanation and commonsense psychol-

ogy
® The interface problem and four pictures of the mind

We can study a living organism as a collection of particles, as a dynamical
system, as a structure with a complex chemical composition, as a biological
entity, as a part of an ecosystem, and so on. To each of these ways of looking
at a living organism there corresponds a distinct and often self-standing
level of explanation. Many, perhaps most, scientists believe that there is
some order in this multiplicity of perspectives, that the different levels of
explanation can be linked together to yield a unified account of the living
organism.

In the special case where the living organism has a mind, there is a range
of further ways of characterizing it. We might describe it in terms of the
cognitive functions it can perform (perceiving, for example, or calculating a
long division sum). Or we might talk about the cognitive mechanisms that
allow it to perform those functions. Alternatively, we might talk about the
physical structure within which those cognitive mechanisms are to be found.
To each way of talking there corresponds a distinct psychological level of
explanation and, as with the non-cognitive levels of explanation, the dream
and the hope of many researchers are that a unified account bringing
together all these levels of explanation will eventually be forthcoming. This
chapter explores the intuitively appealing idea that these different levels of
explanation come together in a hierarchical structure.

In section 2.1 the general idea of explanation at different levels is
developed in more detail, taking as a case study David Marr’s analysis of the
visual system, one of the most significant theoretical achievements of recent
psychology and one whose guiding idea is that psychological explanation
takes place at different levels. As we will see, there are limitations to Marr’s
conception of how different levels of explanation mesh together. In section
2.2 T introduce the important distinction between personal-level and sub-
personal-level states. Personal-level states are states of the thinking and
acting organisms and they feature in a distinctive type of explanation of the
behavior of such organisms. Section 2.3 develops this conception of personal-
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level explanation in more detail, outlining the widely held view that expla-
nation at the personal level involves explaining and predicting the behavior
of cognitive agents in terms of commonsense psychology. As we see in section
2.4, this suggestion leads naturally to what I term the interface problem. This
is the problem of explaining the relation between the commonsense, every-
day type of psychological explanation that we all engage in every day (or so
at least it is claimed) and the levels of explanation lower down in the hier-
archy. How do explanations of the behavior of people given in terms of their
beliefs, desires and other psychological states mesh, for example, with expla-
nations in terms of patterns of activity across populations of neurons? How
does the biochemistry of what goes on inside a neuron relate to the dynamics
of how a person interacts with the environment? What is the relation
between understanding a person as a conscious, reasoning agent, on the one
hand, and understanding that person’s brain as a complicated type of com-
putational mechanism? In section 2.5 I provide a brief overview of four dif-
ferent ways of responding to the interface problem. These four responses
yield the four different pictures of the mind that we will use as a thread to
explore the philosophy of psychology.

2.1 Explanation at different levels

The mind can be studied at many different levels. We can study the mind
from the bottom up, beginning with individual neurons and populations of
neurons, or perhaps even lower down, with molecular pathways whose activ-
ities generate action potentials in individual neurons, and then trying to
build up from that by a process of reverse engineering to higher cognitive func-
tions (reverse engineering being the process by which one takes an object
and tries to work backwards from its structure and design to the function it
performs). Or we can begin from the top down, starting out with general
theories about the nature of thought and the nature of cognition and
working downwards to investigate how corresponding mechanisms might
be instantiated in the brain. On either approach one will proceed via distinct
levels of explanation that often have separate disciplines corresponding to
them.

The idea that these different levels form a clearly defined hierarchy is well
established among those who write about the theoretical dimension of psy-
chology and cognitive science. Daniel Dennett, for example, distinguishes
between explanation from the intentional stance at the top of the hierarchy,
beneath which is explanation from the design stance and then explanation
from the physical stance (Dennett 1987). At the intentional stance we con-
sider a system (which could be a human agent, a cognitive system such as
the memory system, or an artifact such as a chess computer) as if it were a
rational thinking agent attempting to solve a particular task or set of tasks.
We identify the constraints that such a task imposes and the general strat-
egy or strategies that it might employ to solve those tasks. When we adopt
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the design stance we move down a level to consider the general principles
and constraints governing the design of a system that might solve those
tasks. Going down a step further we move to the physical stance where we
consider how a system with the appropriate sort of design might actually be
physically constructed. In the study of human cognition, for example, it is
when we adopt the physical stance that we have to come to terms with the
constraints imposed by the physical structure of the brain.

A broadly similar tripartite distinction can be found in the model of the
human visual system developed by David Marr (Marr 1982). Marr’s model
of the visual system is the best-worked-out analysis of how different levels of
explanation can be combined in the elucidation of a cognitive phenomenon.
The approach that Marr took to linking levels of explanation has been
deeply influential, both among practicing scientists and among philosophers
interested in understanding the nature of psychological explanation.
Although, as we shall see in more detail in the next three chapters, there are
several different and competing conceptions of how such links might work,
it will be useful to start with Marr to get a general flavor of how a single
theoretical account might straddle several different levels of explanation.

Marr distinguishes three different levels at which the visual system can be
analyzed. The top level is the computational level, dealing with the general
constraints posed by the particular type of task that is being carried out. The
task of an analysis at the computational level is (a) to translate a general
description of the cognitive phenomenon in which we are interested into a
specific account of a particular information-processing problem that is being
solved; and (b) to identify the constraints within which any solution to the
information-processing task must operate. The guiding assumption here, of
course, is that cognition is ultimately to be understood in terms of informa-
tion-processing — in terms of processes that transform one kind of informa-
tion (say, the information coming into a cognitive system through its
sensory systems) into another type of information (say, information about
what type of objects there might be in the organism’s immediate environ-
ment). A computational analysis will identify the information with which
the cognitive system has to begin (the input to that system) and the informa-
tion with which it needs to end up (the oxtput from that system).'

The next step down in understanding how the visual system works comes
with what Marr calls the a/gorithmic level. Research at the algorithmic level
takes the form of specifying a detailed set of information-processing instruc-
tions that will be able successfully to solve the information-processing
problem identified at the computational level. The essence of any information-
processing task is the transformation of a given input into a given output.
The input could be information from the sensory systems about the

1 The basic principles of the information processing approach to cognition will become clearer in the
following, but more detail and useful background information will be found in Crane (1995, Ch. 3)
and in Harnish (2002).
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Computational theory Representation and algorithm Hardware implementation
What is the goal of the How can this computational How can the representation
computation, why is it theory be implemented? In and algorithm be realized
appropriate, and what is particular, what is the physically?
the logic of the strategy representation for the input
by which it can be carried and output, and what is the
out? algorithm for the

transformation?
Figure 2.1 Three levels at which a system carrying out an information-processing task can

be understood (source: Marr (1982)).

distribution of light in the visual field, or it could be a description of the
layout of the pieces on a chessboard. Correspondingly the output might be a
three-dimensional representation of the environment around a perceiver, or a
proposed move within a game of chess. The main task at the algorithmic
level is to specify a way of representing both input and output that will
allow the formulation of an algorithm (a series of computational steps,
similar to those undertaken by a calculator) to transform input into output.
In contrast, the principal task at the implementational level is to find a physical
realization for the algorithm — that is to say, to identify physical structures
that will realize the representational states over which the algorithm is
defined and to find mechanisms at the neural level that can properly be
described as computing the algorithm in question (Figure 2.1).

The approach Marr proposes is a paradigm example of what is called zgp-
down analysis. He starts with high-level analysis of the specific information-
processing problems that the visual system confronts, as well as the
constraints under which the visual system operates. At each stage of the
analysis these problems become more circumscribed and more determinate.
The suggestions offered at the algorithmic and implementational levels are
motivated by discussions of constraint and function at the computational
level — that is, by considering which features of the environment the organ-
ism needs to model and the resources it has available to it.

In thinking about the general functioning of the visual system and the
constraints under which any account operates Marr leant heavily on research
on brain-damaged patients carried out by clinical neuropsychologists. In his
book Vision (Marr 1982), he explicitly refers to Elizabeth Warrington’s work
on patients with damage to the left and right parietal cortex — a type of
brain damage typically associated with deficits in perceptual recognition.
Warrington noticed that the perceptual deficits of the two classes of patient
are fundamentally different. Patients with right parietal lesions are able to
recognize and verbally identify familiar objects provided that they can see them
[from familiar or “conventional” perspectives. From unconventional perspectives,
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however, these patients would not only fail to identify familiar objects but
would also vehemently deny that the shapes they perceived could possibly
correspond to the objects that they in fact were. Patients with left parietal
lesions showed a diametrically opposed pattern of behavior. Although left
parietal lesions are often accompanied by language problems, patients with
such lesions tend to be capable of identifying objects (as manifested in suc-
cessful performance on matching tasks).

From this pattern of breakdown Marr drew two conclusions about how
the visual system functions (following a standard, but not uncontroversial,
pattern of inference from the existence of dissociations between cognitive
abilities in brain-damaged patients to the conclusion that those abilities are
subserved by different forms of information processing in the brain).” He
concluded, first, that information about the shape of an object must be
processed separately from information about what those objects are for and
what they are called and, second, that the visual system can deliver a specifi-
cation of the shape of an object even when that object is not in any sense
recognized. Here is Marr describing how he used these neuropsychological
data to work out the basic functional task that the visual system performs:

Elizabeth Warrington had put her finger on what was somehow the
quintessential fact about human vision — that it tells us about shape and
space and spatial arrangement. Here lay a way to formulate its purpose —
building a description of the shapes and positions of things from images.
Of course, that is by no means all that vision can do; it also tells us about
the illumination and about the reflectances of the surfaces that make the
shapes — their brightnesses and colors and visual textures — and about
their motion. But these things seemed secondary; they could be hung off
a theory in which the main job of vision was to derive a representation of
shape.

(Marr 1982, p. 7, cited in Cummins and Cummins 1999, p. 79)

So, at the functional level, the basic task of the visual system is to derive a
representation of the three-dimensional shape and spatial arrangement of an
object in a form that will allow that object to be recognized. Since ease of
recognition is correlated with the ability to extrapolate from the particular
vantage point from which an object is viewed, Marr concluded that this
description of object shape should be on an object-centered rather than an
egocentric frame of reference (where an egocentric frame of reference is one

2 The guiding assumption behind this type of inference from brain damage to mental structure has
been termed the assumption of subtractivity (Saffran 1982), namely, that the performance of a neu-
ropsychological patient reflects total normal cognitive functioning minus those systems that have
been impaired (rather than the operations of new post-traumatic brain structures). For a clear
presentation of the role that the subtractivity assumption plays in cognitive neuropsychology, see
Shallice (1988). Martha Farah has raised some important theoretical issues about the methodology of
cognitive neuropsychology (Farah 1994). See also Caramazza (1986).
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centered on the viewer). This, in essence, is the theory that emerges at the
computational level.’

Moving to the algorithmic level, clinical neuropsychology drops out of
the picture and the emphasis shifts to the very different discipline of psy-
chophysics — the experimental study of perceptual systems. When we move
to the algorithmic level of analysis we require a far more detailed account of
how the general information-processing task identified at the computational
level might be carried out. Task-analysis at the computational level has
identified the type of inputs and outputs with which we are concerned,
together with the constraints under which the system is operating. What we
are looking for now is an algorithm that can take the system from inputs of
the appropriate type to outputs of the appropriate type. This raises a range of
new questions. How exactly is the input and output information encoded?
What are the system’s representational primitives (the basic “units” over which
computations are defined)? What sort of operations is the system performing on
those representational primitives to carry out the information processing task?

A crucial part of the function of vision is to recover information about the
reflectance, distance and orientation of visible surfaces. In Marr’s theory this
information is derived from a series of increasingly complex and sophisticated
representations, which he terms the primal sketch, the 2.5D sketch and the 3D
sketch. At the algorithmic level the job is to specify these different representa-
tions and how the visual system gets from one to the next, starting with the
basic information arriving at the retina. Since the retina is composed of cells
that are sensitive to light, this basic information is information about the
intensity of the light reaching each of those cells. In thinking about how the
visual system might work, we need (according to Marr) to think about what
properties of the retinal information might provide clues for recovering the
information we want about surfaces and their reflectance, distance, orientation,
and so forth. What are the starting-points for the information-processing that
will yield as its output an accurate representation of the lay-out of surfaces in
the distal environment? Marr’s answer is that the visual system needs to start
with discontinuities in light intensity, because these are a good guide to
boundaries between objects and other physically relevant properties. Accord-
ingly the representational primitives that he identifies are all closely correlated
with changes in light intensity. These include zero-crossings (registers of sudden
changes in light intensity), blobs, edges, segments and boundaries. The algo-
rithmic description of the visual system takes a representation formulated in
terms of these representational primitives as the input, and endeavors to spell

3 Of course, the functional specification of the visual system is not purely top-down and derived from
high-level disciplines such as cognitive neuropsychology. The job of the visual system is to compute a
representation of three-dimensional shape on the basis of the fundamental inputs that it receives.
Marr characterizes these fundamental inputs as the changes in intensity values at specific points in
the visual array that are detected by photoreceptors in the retina and passed into the visual system via
the lateral geniculate nucleus. Clearly, therefore, physiological information is playing a role in the

task-analysis of the visual system.
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Table 2.1 Representational framework for deriving shape information from images

Name

Purpose

Primitives

Image(s)

Primal sketch

Represents intensity.

Makes explicit important
information about the two-
dimensional image, primarily
the intensity changes there and
their geometrical distribution
and organization.

Intensity value at each point in the
image.

Zero-crossings

Blobs

Terminations and discontinuities
Edge segments

Virtual lines

Groups

Curvilinear organization
Boundaries

23D sketch Local surface orientation (the “needles”
primitives)

Distance from viewer

Discontinuities in depth

Discontinuities in surface orientation

Makes explicit the orientation
and rough depth of the visible
surfaces, and contours of
discontinuities in these
quantities in a viewer-centered
coordinate frame.

3-D model

representation

Describes shapes and their
spatial organization in an
object-centered coordinate

3-D models arranged hierarchically, each
one based on a spatial configuration of a
few sticks or axes, to which volumetric
frame, using a modular or surface shape primitives are attached.
hierarchical representation

that includes volumetric

primitives (i.e., primitives

that represent the volume of

space that a shape occupies)

as well as surface primitives.

Source: Marr (1982)

out a series of computational steps that will transform this input into the
desired output, which is a representation of the three-dimensional perceived
environment (Table 2.1).

We can work through a single example to get a better sense of the sort of
questions that arise in thinking about how to spell out these computational
steps. A crucial stage in visual processing is working out the orientation of
visible surfaces. There is an important question to be settled here about how
the visual system represents and calculates surface orientation (see Marr
1982, §3.7). Traditional accounts of vision have assumed that surface orien-
tation is computed from texture gradients. The texture gradient of a surface
is the way in which the fineness of detail that can be seen in it decreases in
direct proportion to increasing distance from the observer. A cobbled street
is a classic example. The cobbles up close are sharply defined and clearly
identifiable, but as they get further away the smoother they appear. Texture
gradient is an important cue for depth and much exploited by visual artists.
The evidence from psychophysics, however, is that surface orientation is
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represented in terms of the coordinates of slant and tilt. Slant is the angle by
which a perceived surface falls away from the frontal (i.e. the vertical) plane,
while tilt is the direction of the slant. If you stand a book on the table in
front of you and move the top backwards/forwards you are altering its slant,
while if you move one side backwards/forwards you are changing its tilt. But
in constructing an algorithm to compute surface orientation, one needs to
determine how the visual system represents the extent of slant and the
extent of tilt. It might do so in terms of angles, or perhaps in terms of ratios
between the lengths of the sides of the triangle whose apex is the perceiver
and whose base is the surface in question — e.g. the sine, cosine or tangent of

Everyday experience,
coarse psychophysical demonstrations

Representational Computational
problem problem
\ 4 \ 4
Nature of information to Computational theory
be made explicit processes and constraints
\ \ 4
Specific representation Specific algorithm

(can be programmed) W (v (can be programmed)

Detailed psychophysics

\ 4 \ 4

Specific neural

Specific neural
mechanism w ( mechanism

Detailed neurophysiology
and neuroanatomy

Figure 2.2 Relationships between representation and processes (source: Marr (1982,
p. 332)).
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those angles. Useful clues come from psychophysics. We can infer the quan-
tities in terms of which the extent of slant and tilt are being computed by
working backwards from the relation between the errors that subjects make
when judging surface orientation in a range of different conditions. It turns
out that there is a uniform rate of error correlated with the angles of slant
and tilt rather than to any function related to those angles. The natural con-
clusion to draw is that the visual system is sensitive to angles directly rather
than to ratios between lengths, and this will need to be reflected in the algo-
rithm developed to compute surface orientation.

Moving down to the implementational level a further set of disciplines
come into play. In thinking about the cognitive architecture within which
the various algorithms computed by the visual system are embedded we will
obviously need to take into account the basic physiology of the visual system
— and this in turn is something that we will need to think about at various
different levels. Marr’s own work on vision contains relatively little discus-
sion of neural implementation. But Figure 2.2 illustrates where the imple-
mentational level fits into the overall picture, according to Marr.

Marr’s analysis of the visual system, therefore, gives us a clear illustration not
only of how a single cognitive phenomena can be studied at different levels of
explanation, but also of how the different levels of explanation can come
together to provide a unified analysis. Marr’s top-down approach clearly defines
a hierarchy of explanation, both delineating the respective areas of competence
of different disciplines and specifying ways in which those disciplines can speak
to each other. It is not surprising that Marr’s analysis of the visual system is fre-
quently taken to be a paradigm of how scientific psychology ought to proceed.
But Marr’s particular version of the hierarchical conception is in one respect of
very limited application. It does not pretend to be even a complete account of
vision. It only deals with what is sometimes called ezrly visual processing — that is
to say, the visual processing that parses the visual array into three-dimensional
objects standing in certain spatial relation to each other. But in many ways this
is only the beginning of an account of vision. An analysis of early visual process-
ing will have little to tell us about the more complex dimensions of visual per-
ception — such as, for example, how perceptual recognition works; how the way
we see the world allows us to act within it and upon it; how we perceive
motion and distinguish our own motion from the motion of objects; how we
coordinate our visually-derived picture of the world with information from the
other senses and from the various somatic feedback systems telling us about
bodily position and orientation. Still less will it tell us how we are able to
remember things that we have seen or how we come to a decision about what to
do on the basis of what we see.

It has become common among psychologists and cognitive scientists to
draw a distinction between modular and non-modular cognitive processes.”

4 The classic presentation of the distinction between modular and non-modular processing is Fodor

(1983).
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This is, in essence, a distinction between high-level cognitive processes that
are open-ended and involve bringing a wide range of information to bear on
very general problems, and lower-level cognitive processes that work quickly
to provide rapid solutions to highly determinate problems. In more detail,
modular processes are generally held to have most, if not all, of the follow-
ing characteristics:

o Domain-specificity. They are highly specified mechanisms with a rela-
tively circumscribed functional specification and field of application.

o Mandatory application. They respond automatically to stimuli of the
appropriate kind, rather than being under any executive control.

e  Fast. They transform input (e.g. patterns of intensity values picked up
by photoreceptors in the retina) into output (e.g. representations of
three-dimensional objects) quickly enough to be used in the on-line
control of action.

o Informational encapsulation. Modular processing remains unaffected by
what is going on elsewhere in the mind. Modular systems cannot be
“infiltrated” by background knowledge and expectations.

o Fixed neural architecture. It is often possible to identify determinate
regions of the brain associated with particular types of modular pro-
cessing.

o Specific breakdown patterns. Modular processing can fail in highly deter-
minate ways (as we saw in Marr’s discussion of Elizabeth Warring-
ton’s patients). These breakdowns can provide clues as to the form and
structure of that processing.

We will return to the distinction between modular and non-modular pro-
cessing in subsequent chapters (particularly in Chapter 8). For the moment,
we can simply note two things. First, the early visual system appears to be
almost a paradigm of a modular system. Second, there seem to be very close
relations between applicability to the early visual system of a Marr-style top-
down analysis and its modularity.

The key to Marr’s particular version of the top-down approach to the
study of cognitive processes is that a suitable analysis at the functional level
will yield a determinate task or set of tasks that it is the job of the cognitive
system to perform. It is certainly true that, @z some level of generality, even
non-modular cognitive processes can be described as performing a particular
function. But the point of task-analysis at the functional level is that the
function or functions identified must be circumscribed and determinate
enough for it to be feasible to identify an algorithm to compute them, and it
is not obvious how this might be achieved for non-modular systems. It is
relatively easy to see how the right sort of functional analysis might emerge
when we are dealing with a cognitive process that is domain-specific and
specialized — the task of functional analysis is essentially the task of clarify-
ing what exactly the system is specialized to do.
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A second relevant point is that algorithms must be computationally
tractable. It must be possible to implement them in an organism in a way
that will yield useful results within the appropriate time frame (which
might be very short when it comes, for example, to predator detection). If an
algorithm is to be specified, then there must only be a limited number of
representational primitives and possible parameters of variation. Once again,
it is easy to see why informational encapsulation will secure computational
tractability. An informationally encapsulated module will have only a
limited range of inputs on which to work (although there are important
questions about how this filtering process is supposed to work; see section
8.4 below). In contrast, non-modular processing runs very quickly into ver-
sions of the so-called frame problem (Dennett 1984; Pylyshyn 1984). This is
the problem, particularly pressing for those developing expert systems in Al
and designing robots, of building into a system rules that will correctly
identify what information and which inferences should be pursued in a
given situation. The problem is identifying what sort of information is rele-
vant and hence needs to be taken into account. Dennett’s classic article on
the subject opens with the following amusing and instructive tale:

Once upon a time there was a robot, named R1 by its creators. Its only
task was to fend for itself. One day its designers arranged for it to learn
that its spare battery, its precious energy supply, was locked in a room
with a time bomb set to go off soon. R1 located the room, and the key to
the door, and formulated a plan to rescue its battery. There was a wagon
in the room, and the battery was on the wagon, and R1 hypothesized that
a certain action which it called PULLOUT (Wagon, Room, t) would
result in the battery being removed from the room. Straightaway it acted,
and did succeed in getting the battery out of the room before the bomb
went off. Unfortunately, however, the bomb was also on the wagon. R1
knew that the bomb was on the wagon in the room, but didn’t realize
that pulling the wagon would bring the bomb out along with the battery.
Poor R1 had missed that obvious implication of its planned act.

Back to the drawing board. “The solution is obvious,” said the design-
ers. “Our next robot must be made to recognize not just the intended
implications of its acts, but also the implications about their side-effects,
by deducing these implications from the descriptions it uses in formulat-
ing its plans.” They called their next model, the robot-deducer, R1D1.
They placed R1D1 in much the same predicament that R1 had suc-
cumbed to, and as it too hit upon the idea of PULLOUT (Wagon, Room,
t) it began, as designed, to consider the implications of such a course of
action. It had just finished deducing that pulling the wagon out of the
room would not change the colour of the room’s walls, and was embark-
ing on a proof of the further implication that pulling the wagon out
would cause its wheels to turn more revolutions than there were wheels
on the wagon — when the bomb exploded.
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Back to the drawing board. “We must teach it the difference between
relevant implications and irrelevant implications,” said the designers,
“and teach it to ignore the irrelevant ones.” So they developed a method
of tagging implications as either relevant or irrelevant to the project at
hand, and installed the method in their next model, the robot-relevant-
deducer, or R2D1 for short. When they subjected R2D1 to the test that
had so unequivocally selected its ancestors for extinction, they were sur-
prised to see it sitting, Hamlet-like, outside the room containing the
ticking bomb, the native hue of its resolution sicklied o’er with the pale
cast of thought, as Shakespeare (and more recently Fodor) has aptly put it.
“Do something!” they yelled at it. “I am,” it retorted. “I'm busily ignor-
ing some thousands of implications I have determined to be irrelevant.
Just as soon as I find an irrelevant implication, I put it on the list of those
I must ignore, and ...” the bomb went off.

The greater the range of potentially relevant information, the more intractable
this problem will be. Conversely, the problem is unlikely to arise for a system
that is informationally encapsulated in Fodor’s sense — an informationally
encapsulated module has built into it a solution to the frame problem.

Of course, it is hard to see how one might go about proving that top-down
analysis fitting Marr’s general model is only possible when one is dealing
with systems that are modular in the strict Fodorean sense. But it should be
clear that nothing like Marr’s account could be straightforwardly applied to
what we might think of as higher (i.e. non-modular) cognitive processes. So,
it can hardly serve as a template for understanding how different levels of
explanation might form a hierarchy. Moreover, even if it could be extended
to non-modular processes, it would still fall a long way short of providing a
picture of the mind as a whole. Whether or not it is possible to provide a
functional specification susceptible to algorithmic formulation for high-level
cognitive processes, it will certainly be impossible to do so for the mind as a
whole — and it is, of course, an understanding of the mind as a whole that we
are ultimately aiming for. Marr’s analysis of the early visual system provides
a clear illustration of the general idea of a hierarchy of different levels of
explanation. But it is not itself pitched at the right sort of level to provide a
model of how we might understand the general idea of a hierarchy of expla-
nation applied to the mind as a whole. In the next section we will start to
look in more detail at how to formulate the problem.

2.2 Personal and subpersonal levels of explanation

The general idea of a hierarchical conception is, as we have seen, a natural
way of dealing with the fact that the study of the mind is carried out by a
great range of academic disciplines, each with their own specialized aims
and specialized techniques. If just one of these disciplines is the “right” way
of approaching the mind, then it looks as if the others will end up dropping
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out of the picture. But the dominant conception of the relation between the
different ways of approaching the scientific study of the mind is much more
tolerant and ecumenical. Although the serious scientific study of the mind is
still in its infancy, in comparison with the scientific study of the non-
sentient parts of the physical world, the guiding conception is that the dif-
ferent disciplines will eventually slot together to give a unified pyramid-like
conception of the mind, just as it is often believed that the natural sciences
slot together to give a unified, multi-level explanatory picture of the phys-
ical world. Many philosophers, psychologists and cognitive scientists think
that we need to see the different disciplines as operating at different levels of
the hierarchy, offering explanations that complement rather than compete
with each other.

The basic idea behind the hierarchical approach to the study of the mind
is that each different level elucidates the level above it. The agenda for the
whole hierarchy, therefore, is set by the level of explanation at the top of the
hierarchy. We saw in the previous section that, when we are thinking about
the mind as a whole, there are difficulties applying the type of functional
analysis that Marr applied to the early visual system. When we are thinking
about the mind as a whole it is very difficult, and perhaps even impossible,
to identify tasks that can be understood in a determinate enough way to
yield algorithms. Let us take a different approach, moving away from func-
tional analysis to explore the type of explanation that stands at the top of the
hierarchy.

A very natural suggestion is that the top level of explanation must deal
with the explanation and prediction of behavior. Cognition is not an isolated
activity and if we are interested in studying the mind as a whole we must
start from the twin facts, first, that it is organisms that have minds and,
second, that possessing a mind allows those organisms to behave in the ways
characteristic of intelligent agents. The top level of explanation deals with
the mind as a whole and it is natural to think that we cannot do this
without considering how cognitive agents behave. Theories such as Marr’s
operate at a lower level than the level of cognitive agents. They deal with
parts or modules of the cognitive agent, rather than with the agent itself as a
thinking and acting organism. They are theories at the subpersonal level
(below the level of the person). It is natural to think, however, that what we
want at the top level of the hierarchy of explanation is a theory that deals
with the thinking and acting person.

We shall look in more detail in the next section at the form a personal-
level theory will take, but for the moment we will simply concentrate on the
distinction between personal and subpersonal states. The point of the pet-
sonal—subpersonal distinction is not to collapse together all the different
levels of explanation below commonsense psychology into a single subpert-
sonal level of explanation. There are, of course, many different levels of sub-
personal explanation — including almost all of what we think of as cognitive
science and scientific psychology, as well as cognitive neuroscience, neurobi-
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ology, and so forth. The real point, rather, is that there is a systematic ambi-
guity in our psychological vocabulary that can prevent us from correctly
identifying what lies at the top level of the hierarchy. We can explore this
ambiguity through two examples.

Many philosophers and psychologists place considerable stress on the cog-
nitive significance of possessing a cognitive map, where the notion of a cogni-
tive map is defined as a way of representing the spatial relations between
things that is independent of the thinker’'s own spatial location — as
opposed, for example, to representing spatial relations relative to a frame of
reference centered on one’s own body (Eilan ez 2/. 1993). A subject who pos-
sesses a cognitive map can think about space independently of his own tra-
jectory through it. Possession of a cognitive map in this sense is often
thought to be a vital element in a subject’s understanding of the objectivity
of the spatial environment, and indeed of his being self-conscious (Campbell
1994). This nexus of ideas ultimately goes back to Kant’'s Critique of Pure
Reason. In this first sense of cognitive map, possession of a cognitive map is a
high-level cognitive ability, something whose attainment in childhood
marks a significant ontogenetic step. It is a form of personal-level know-
ledge: knowledge of the spatial layout of a mind-independent world.

But there is another important sense in which the notion of a cognitive
map is deployed. In this second sense, cognitive maps refer to the storage of
geometric information in the nervous system. Here is a recent definition
from Gallistel:

A cognitive map is a record in the central nervous system of macroscopic
geometric relations among surfaces in the environment used to plan
movements through the environment.

(Gallistel 1990, p. 103)

As with the first sense of ‘cognitive map’, we are dealing here with the
simultaneous representation of spatial relations. But the suspicion that these
spatial relations are not being represented in the same way is confirmed
when we read on in Gallistel’s The Organization of Learning and find that all
animals from insects upwards possess similar types of cognitive maps in this
second sense — the cognitive maps that control movement in animals all pre-
serve a system of metric relations within earth-centered coordinates. This is
clearly something very different from the first sense of ‘cognitive map’. And
it is a difference that one might capture by saying that ‘cognitive map’ is a
personal-level term when used in the first sense, and a subpersonal-level
term when used in the second sense.

As a second example, consider the state of looking at a particular object —
say, a horse — and recognizing what sort of an object it is. The concepts that
I possess lead me to classify that perceived object in a certain way. The result
is a perceptual belief that I see a horse. There is a superficial similarity with
David Marr’s theory of visual information processing. According to Marr,
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the final stage of visual information processing involves associating shape
descriptions derived from the visual image with stored shape descriptions and
3-D models. This is also a form of visual classification, but apparently not of
the same type as the other. Classification of the second type can occur without
classification of the first type (just as one can have a cognitive map of the
second kind without a cognitive map of the first kind). This is precisely
the sort of difference that might be characterized by saying that the first state
(the conscious recognitional state) is a personal-level state, while the second
state (the state of the visual processing system) is a subpersonal-level state.

Examples such as these can give an intuitive grasp on the personal/
subpersonal distinction, but it would be helpful to have criteria for picking
out personal-level states. Several such criteria have been put forward:

1 Accessibility to conscionsness. This has been pressed by John Searle (Searle
1990b). This criterion has obvious appeal for those who think that con-
sciousness is the mark of the mental — and it seems true that any con-
scious or potentially conscious state is a personal-level state. But the
converse does not appear to hold. There seem to be several types of per-
sonal-level states that would fail to qualify if accessibility to conscious-
ness were the criterion. One example is the strongly unconscious states
that feature in the psychological explanations offered in psychodynamic
therapy (where, unlike a dispositional belief, a strongly unconscious
state can remain in principle inaccessible to consciousness). Such psy-
choanalytic explanations seem to have many commonalities with para-
digm instances of personal-level explanations and it would be
unfortunate to rule them out as a matter of definition.’” Another
example comes from the tacitly known states implicated in language
mastery. These seem inaccessible to consciousness. Even if one came
consciously to believe a principle that one in fact employs in the gram-
matical analysis of heard utterances (perhaps after closely studying
transformational linguistics) this would still not be to access the prin-
ciple itself. Yet for many philosophers, understanding one’s language
seems a paradigmatically personal-level phenomenon.

2 Cognitive penetrability. This is the criterion proposed by Pylyshyn
(1980). A state is cognitively penetrable if it is rationally sensitive to
the subject’s propositional attitudes (i.e. their beliefs, desires, hopes,
fears and so forth). What this means is that a cognitively penetrable
state will alter in response to relevant changes in a subject’s beliefs,
desires and other propositional attitudes (on the assumption, of

5 Of course some explanation needs to be given of why a psychological state should be strongly uncon-
scious and some explanations using the concept of repression seems to imply a degree of awareness of
the state in question, arguably implying a form of accessibility to consciousness. But it is implausible
that all explanations in this area will take this form. For further discussion of this issue, see Gardner
(1993). The thesis that psychodynamic explanations are personal-level is explored in Gardner (2000).
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course, that propositional attitudes are canonical personal-level
states). There are two major problems with this. First, the notion of
rational sensitivity is far from clear. It is a mistake to think that some
sort of relation of inferential integration holds across the whole set of
personal-level states. How could it? They are almost all in long-term
memory and long-term memory is only ever partially searched.
Second, there seem some very clear counter-examples to the idea that
cognitive penetrability is a necessary condition for personal-level
states. Perceptual illusions are obviously personal-level states, but it is
very well known that they are not cognitively penetrable. Knowing
that the two lines are the same length in the Miiller—Lyer illusion
doesn’t stop one looking longer than the other.

3 Inferential integration. One might modify the requirement of cognitive
penetrability by suggesting that a personal-level state is either rationally
sensitive to paradigm propositional attitudes or such that paradigm
propositional attitudes are rationally sensitive to it. This would be to say
that personal-level states are inferentially integrated with the body of a
subject’s propositional attitudes. This avoids the second of the two prob-
lems with cognitive penetrability, because paradigm propositional atti-
tude states are clearly rationally sensitive to perceptual states.
Nonetheless, the first problem still stands, since the notion of rational
sensitivity remains central. Moreover, the earlier difficulties posed by
tacitly known principles of language comprehension and strongly
unconscious states remain in play, because it is doubtful whether there is
rational sensitivity in either direction between either of these two cat-
egories and the main part of a subject’s propositional attitude system.

It looks, therefore, as if none of these proposed criteria can on its own demar-
cate the realm of the personal level — and nor, of course, should this be very
surprising. Hardly any concepts of theoretical interest can be captured within
the scope of a neat set of necessary and sufficient criteria. It is true, nonethe-
less, that the disjunction of the three proposed criteria is a useful tool for
picking out personal-level states — we can be pretty confident that any per-
sonal-level state will be eizher accessible to consciousness, or cognitively pene-
trable or inferentially integrated. But, as one would expect from a disjunction,
it tells us little about the real nature of personal-level states. For that we
would, I think, be better advised to look at the explanatory role that such
states are called upon to play. This is what will occupy us in the next section.

23 Horizontal explanation, vertical explanation and
commonsense psychology

As we shall see, each of the four pictures of the mind that we will be consid-
ering starts off from a particular conception at the personal level of how the
mental states and thinking behavior of cognitive agents are to be explained.
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Although they do not all understand explanation at the top of the hierarchy
in quite the same way, the really fundamental differences between them
come when we ask about the connections that hold between explanation at
the top of the hierarchy and explanation at lower levels. In the final section
of this chapter I give an overview of these four different pictures of the
mind. Before doing that, however, it will be useful to work out a theoretical
framework that will allow the differences between these four different con-
ceptions to emerge in full focus. I shall start by introducing an important
distinction between two different types of psychological explanation (bori-
zontal explanation and vertical explanation).

Horizontal explanation is the explanation of a particular event or state in
terms of distinct (and usually temporally antecedent) events or states. Hori-
zontal explanations are singular and dated. That is, they specify relations
between individual and identifiable events holding at a particular time. The
paradigm is singular causal explanation — the explanation of the causal
antecedents of a particular event. Suppose we ask why the window broke
when it did. A horizontal explanation of the window’s breaking might cite
the baseball’s hitting it, together with a generalization about windows
tending to break when hit by baseballs travelling at appropriate speeds.
Similarly, if we ask why the dendrite fired when it did, a horizontal explana-
tion might cite the more or less simultaneous arrival of two nerve impulses
at the synapse of an adjacent neuron, together with a generalization about
the power of their combined potentials to evoke a spike potential in the
adjacent dendrite.’

However, we can ask why-questions to which horizontal explanations are
not appropriate answers. And we can continue to ask why-questions even
when a horizontal explanation has been given. I can ask why the window
broke when the baseball hit it, or why the combined potentials of the two
neurons should have evoked a spike potential in the dendrite. In neither case
will I be satisfied by having repeated to me the generalization that windows
tend to break when baseballs hit them or that a certain combined potential
in neurons firing almost simultaneously will tend to evoke a spike potential
in a suitably placed dendrite. What I want to know is why those generaliza-
tions hold. I want to find out what features of the physical structure of glass
make it the case that windows are fragile enough to be broken by baseballs —
or about how chemical neurotransmitters induce new post-synaptic poten-
tials in neurons. Of course, there are certain basic laws for which it is inap-
propriate to ask why they hold. Explanation must run out somewhere — but

6 The notion of horizonal explanation is intended to be more general than the deductive-nomological
model of explanation proposed in Hempel and Oppenheim (1948). There is no requirement, for
example, that a successful explanation should show that the phenomenon to be explained is a logical
consequence of antecedent events in the light of the relevant generalizations. And many successful
horizontal explanations will deploy generalizations that would doubtless not count as law-like by
Hempel and Oppenheim’s lights.
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not with either generalizations about how windows behave or generaliza-
tions about how neurons behave.

Explanations given in response to these second types of why-question are
vertical explanations. The project of vertical explanation can broadly be
characterized as explaining the grounds of horizontal explanations. Differing
conceptions of the appropriateness of vertical explanations will be generated
by different conceptions of the sorts of grounds required by different types of
horizontal explanation. It is vertical explanatory relations that hold between
different levels of explanation. Typically, when questions of vertical explana-
tion are asked, they are answered at a lower level of explanation. So different
conceptions of vertical explanation will go with different conceptions of the
relations between the different levels of the explanatory hierarchy.

With this ground-clearing behind us we can move on to the first of the
questions identified earlier. What sort of horizontal explanations lie at the
top of the hierarchy? It is widely believed that at the top of the hierarchy of
psychological explanation there lies a form of psychological explanation of
intelligent behavior that has been given various names — commonsense psychol-
0gy, folk psychology, theory of mind, naive psychology etc. (In the following I shall
talk primarily of commonsense psychology.) There are different conceptions
of what this type of psychological explanation consists in, but all are agreed
that it is strategic and predictive. It is what we use to navigate the social
world, just as we use a commonsense physics and a commonsense biology to
navigate the physical world. Commonsense psychology is what we use to
work out how people will behave in given situations, given what we know of
their preferences and the information they have at their disposal. It is what
we use to work backwards in explanation from people’s behavior to their
desires and beliefs, and forwards in prediction from their desires and beliefs
to how they will behave. It allows us to work out what people are thinking,
to decode their speech, and to integrate our behavior with theirs.

It is frequently suggested, for example, that intelligent behavior can only
be explained by appealing to law-like generalizations about the behavior of
intelligent agents.” These law-like generalizations are formulated in a dis-
tinctive cognitive vocabulary and neither they nor the explanations and pre-
dictions that they make possible can be captured at lower levels of
description. To borrow an example from Zenon Pylyshyn (1981, pp. 4-5),
one might appeal in an explanation or prediction to the rule that in the
event of an accident one should summon help. One might use this general-
ization to predict how people will behave if they are first on the scene at a

7  Although, as we shall see in later chapters, this is not the oz/y way of understanding how common-
sense psychology works. In Chapter 7 we will look at ways of making sense of other people that do
not seem to involve this type of law-like generalization — or, for that matter, the conceptual apparatus
of commonsense psychology. One of the principal themes of this book is that we should not take
standard assumptions about the nature and scope of commonsense psychology for granted. We need
to begin, though, by getting some of these standard assumptions clearly in view.
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car crash. The generalization appeals to a notion of appealing for help that
seems to pick out a clearly understandable set of actions, and we can have
some confidence that, whatever particular action is performed by that
person, it will fall within the class of actions that can be characterized in
commonsense psychological terms as appealing for help. This is important
because it looks as if it will not be possible to pick out this class of action in
any other way. There is no physical or biological generalization that will
pick out all and only the behavioral episodes that might be described as
appealing for help and that would count as predictable responses to being
the first person on the scene at a car crash. The argument has been made
many times (with Putnam 1960; Fodor 1975; Pylyshyn 1984, the best-
known examples). It hinges on the idea that a generalization formulated in
cognitive terms can be realized in indefinitely many different biological and
physical ways on any given occasion. Going for help when one sees an acci-
dent can take many different forms. It can involve a series of muscle move-
ments followed by an expulsion of air, or a flailing arm movement directed
towards passing traffic, or rotating a dial with a finger or tapping a sequence
of buttons. Each of these can in turn be physically realized in indefinitely
many ways and nothing links together all the physical descriptions thus
generated other than the higher-level fact that they all count as instances of
summoning help. Therefore, so the argument goes, it is only at the top level
of explanation that this high-level fact can be picked out.

The explanatory level thus identified is the level of commonsense psy-
chology — a form of explanation that is claimed to be predictively adequate
and successful on its own terms. Commonsense psychological explanation is
thought to be distinctive in two respects:

L Distinctive taxonomy. It involves appeal at the personal level to a particu-
lar class of cognitive state that does not feature at lower levels in the
hierarchy. These are the so-called intentional states — perceptions,
beliefs, desires, hopes, fears, and so on. These intentional states play a
role in explanation because they have content — because they represent
the world in certain ways.

2 Distinctive regularities. It picks out classes of behavioral regularities
that cannot be picked out at other levels of explanation. Typically
these will be behavioral regularities only specifiable in commonsense
psychological terms — regularities that hold because of the way in
which agents represent the world.

Commonsense psychology thus defined is a paradigm of horizontal expla-
nation. There are, as we will see in Chapters 6 and 7, important questions to
be asked about the validity of commonsense psychology — some philosophers
have argued that our confidence in it is significantly misplaced. And it will
emerge that there are good reasons for thinking that commonsense psychol-
ogy is neither as widely applied nor as widely applicable as it has frequently
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been taken to be. But nonetheless, commonsense psychology has a default
position at the top of the hierarchy of explanation.

2.4 The interface problem and four pictures of the mind

Now that we have the distinction between horizontal and vertical explana-
tion to hand, and have identified commonsense psychology at the top of
the hierarchy of explanation, an obvious question immediately arises.
What are the appropriate vertical explanations for the horizontal explana-
tions of commonsense psychology? This is a question about how common-
sense psychology interfaces with the levels of explanation lower in the
hierarchy. It will be useful to give this question a name. I shall call it the
interface problem.

The interface problem How does commonsense psychological explanation
interface with the explanations of cognition and mental operations given
by scientific psychology, cognitive science, cognitive neuroscience and the
other levels in the explanatory hierarchy?

We frequently explain our own behavior and the behavior of those we know
and encounter by using the concepts, generalizations and rules of thumb of
folk psychology. This has some claim to be the highest level of explanation —
the apex of the pyramid. But how does it connect up with the various lower
levels of explanation? How do they help to explain it? What vertical connec-
tions can we trace downwards from commonsense psychology?

The interface problem is one of the key problems in the philosophy of
psychology, and the four pictures of the mind that we shall be exploring in
this book can be separated out according to the differing responses they offer
to it. Before going on to explore these different responses, it is worth stress-
ing that the interface problem is importantly different from the traditional
mind-body problem. The mind-body problem is a metaphysical problem
about how mental properties are related to physical properties (or, on an
alternative way of putting it, about how mental events are related to phys-
ical events), whereas the interface problem is a problem about how (if at all)
different levels of explanation relate to one another. It would be perfectly
possible for the mind—body problem to be resolved in a way that leaves the
interface problem completely #nresolved. Suppose, for example, that the
correct response to the mind—body problem is the view generally known as
token event identity — the view that each token mental event is identical to
some token physical event. This would help us not a jot with the interface
problem. Being told that each token mental event is identical to some token
physical event does not tell us anything about the connections between the
different explanatory projects associated with different ways of looking at
that single event. There are, of course, important connections between how
one thinks about the ontology of the mind and how one thinks about how to
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explain the mind, but the two problems are distinct and can be pursued
largely independently of each other.

The four pictures of the mind that we will be discussing in this book
offer a spectrum of responses to the interface problem. At one end of the
spectrum is what I call the picture of the autonomous mind. According to this
picture the interface problem is not really a problem at all, since there is a
radical discontinuity between explanations given at the personal level of com-
monsense psychology and explanations given at the various subpersonal levels
of explanation. Subpersonal-level explanations cannot provide a grounding
or implementation for personal-level explanations, since there is no equiva-
lent at the subpersonal level of the various constraints of rationality and nor-
mativity that govern explanation at the personal level. All autonomy
theorists would agree that personal-level explanation only works because of
what goes on at the various subpersonal levels (and hence that events at the
subpersonal level provide the “enabling conditions” or “conditions of possi-
bility” for personal-level explanation), but they deny that personal-level
explanations require legitimation or grounding at the subpersonal level. The
picture of the autonomous mind understands the mind in terms of an
autonomous and independent type of explanation that has no application to
the non-psychological world and that interfaces only indirectly with the
types of explanation applicable in the non-psychological realm.

According to the picture of the functional mind, however, these differences
are exaggerated. Commonsense psychological explanations are a species of
causal explanation, no more and no less mysterious than the various types of
causal explanation with which we are familiar both from science and from
our everyday experience of the physical world. We should understand the
intentional states that feature in commonsense psychological explanation in
terms of their causal dimension. Mental states have associated with them a
determinate causal role, specifying what normally gives rise to them and
how they themselves typically give rise to other mental states and to behav-
ior. According to the functional picture of the mind, there are no reasons to
think that the interface problem cannot be resolved. Functional approaches
to the interface problem adopt one of two strategies. According to the first
strategy, which is most popular among philosophers of mind, the network of
commonsense generalizations about mental states and behavior that collec-
tively make up commonsense psychology will be matched by an isomorphic
network of generalizations holding between physical states. Psychological
states are defined by their position in the network of psychological generaliza-
tions. They are the nodes of the network. The interface problem is resolved by
the existence of systematic relations (relations of realization or implementation)
between the nodes of the psychological network and the physical structures in
the brain that serve as the nodes of the isomorphic network at the subpersonal
level. According to the second strand of functionalist thinking (what is some-
times called homuncular functionalism, but which I will call psychological function-
alism) solving the interface problem does not require this sort of isomorphism.
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Rather, the job of the various subpersonal levels of explanation is to explain
the fundamental psychological capacities that are implicated in commonsense
psychology. The favored mode of explanation in psychological functionalism is
explanation by decomposition, whereby an overarching cognitive task and/or
mechanism is broken down into a series of sub-tasks and/or more basic
mechanisms, each of which can itself be broken down into further sub-
tasks/more basic mechanisms. Different layers of decomposition can be the
province of distinct levels of explanation.

The third conception of the mind shares some of the key tenets of the
functional picture, but is best considered on its own terms. According to the
representational picture, the essence of the mind is indeed given by the causal
dimension of mental states, but the interface problem is resolved differently.
The key idea behind the representational picture is that psychological states
should be understood as relations to sentences in an internal language of
thought, where the language of thought is a physically realized medium
of thought that has many of the properties of a natural language. The states
of commonsense psychology have semantic properties. That is, they represent
the world in certain ways; they have a certain representational content. But these
semantic properties are derivative. They are determined by the semantic
properties of those “inner sentences”. We need to understand a given proposi-
tional attitude in terms of the sentence in the language of thought that serves
as a surrogate for it in the brain. What gives that propositional attitude its
content (what makes it the case that it represents the world in a certain way)
is the relation holding between it and objects and properties in the world.
This has implications for how we think about thinking. In an obvious sense,
thinking involves transitions between psychological states. According to the
representational picture, we need to think about thinking in terms of opera-
tions that act directly only on the physical properties of those inner sentences,
but they do so in a way that preserves sensitivity to the semantic relations
between those inner sentences (to the relations that hold between their mean-
ings). The causal transitions between states of the representational mind are
purely formal in a way that exactly mirrors the transitions between states of a
digital computer. In fact, representationalists effectively claim that the mind
can best be modeled as a digital computer.

At the other end of the spectrum from the conception of the autonomous
mind lies the picture that I will term the neurocomputational mind. Like
representational theorists, proponents of the neurocomputational mind are
deeply influenced by the requirements of modeling the mind. They are
inspired by a fundamentally different paradigm, however, from representa-
tionalists. Whereas the picture of the representational mind is motivated by
the idea that the mind is a digital computer and can be studied as a piece of
software, in complete independence of the hardware in which it is imple-
mented, neurophilosophers are inspired by research into artificial neural net-
works. Neural networks are computer models of different types of cognitive
ability explicitly designed to reflect certain features of how the brain is



38 Levels of psychological explanation

SUIPPOIA JIOMIIN
[BINON] UT SI9YDIBISI
SISTIUSIISOININ]

SIX

10u £1qrssod aamg)

£So1oyd4sd asuasuowrwod
JO UOISIASI DTISBIP Y3

U1 3nsas [[om Aew ey
$3553201d 2A13TUT0D [9A3]
-Teuosiad jo Surapow
a2 pue uoneue[dxa
[2a3]-Teuos1ad usamiaq
OTI09[RIP ® YSNnoIy],

ON

32UdSI[23U] [eIdYIIIY
WeaIISUTeW UT SIAYDILIsaT
‘518130108 2ATITUS0D)

SIX

SIX

19491 TeuosIadqns oy

e 1ySnoys jo aFenSue] oy
UT $20UUIS Aq PaTIIYaA
a1e 949 Teuosiad aya

e $3183S [B2150[0YIAs

SIX

sys1Sojoyd4sd dy1IuaIdg (7)
ssaydosorryd (1)

SOX
wiof payIpow e uf (7)

$aX (1)

uonsodwodap

[eUo1IdUNJ JO S[IAI] JUIIHIP

e 21e19do uoneuedxo

JO s[2ad] 3ua19hI (2)
u017p217v24 JO UOTIR]AIT Y3
4q paxur] a8 uvorreur[dxa
JO sp2ad] 2ua1hI (1)

SIX

¢MITA ST

syaydosoriyg PIoY 03 A[a¥1] 3s0Wr ST 0y
¢uoneueldxa jo

ON Aydesary aurmuas e 2192 S|

¢paa1asaid aq 01 uoneuedxa
SIX [ed13o10yd4sd asuasuowrwod sy

¢ PAAJ0SaT 2q 03
— woaqoid 35v}393UT 3Y3 ST MOH

¢warqoid aoeyI21UT AU
ON 03 asuodsas 312311p © 23943 ST

purid \E&QNNNQ\NQSPS%\@Z

pur [puorpIussaiday]

purud jpuoriunig

purie snouononyy

purw jo sarm3d1d 1oy ay3 jo saimiedy A9 T°T d|qel



Levels of psychological explanation 39

thought to process information. As we shall see, neural networks do not
seem to possess many of the features of commonsense psychological explana-
tions, and this inspires proponents of the neurocomputational mind to stress
the discontinuities between personal-level explanation and the neuroscien-
tific explanations occurring at the bottom of the hierarchy. The de facto
significance in our everyday cognitive life of commonsense psychological
explanation is simply a reflection of our ignorance of the real origins and
causes of our action — an ignorance that will only be properly addressed at
the neuroscientific level. The mind should be modeled as a complex system
that may well resist understanding in terms of the crude tools of common-
sense psychology.

These four pictures of the mind form a spectrum. The picture of the
autonomous mind occupies one extreme and the conception of the neuro-
computational mind occupies the other. The centre ground is occupied by
the functional picture and the representational picture. Table 2.2 sets out
some of the key features of the four pictures. We will be looking at these
four pictures of the mind in considerably more detail in the next three chap-
ters — and indeed throughout the rest of the book, for they will be the
strands that we will use to explore some of the key issues in the philosophy
of psychology.

The next three chapters are largely expository. In Chapter 3 we consider
the autonomous mind and the functional mind. I am grouping these
together because they present two very different ways of understanding com-
monsense psychology. In Chapter 4 we turn to the representational mind
and we see how proponents of the representational mind think that it
emerges naturally as a solution to certain fundamental problems about how
the mind can represent the world. The key issue in this chapter is the archi-
tecture of cognition — the question of how we should model the subpersonal
mechanisms that make cognition and intelligent behavior possible. In
Chapter 5 we look at the picture of the neurocomputational mind. I show
how it emerges from a rejection of the top-down model of explanation that
informs the three other models of the mind. The key tenet of the neurocom-
putational approach is that personal-level theorizing about the mind and
behavior must co-evolve with our understanding of how the brain works.
We will investigate the role played by artificial neural networks in carrying
forward this co-evolutionary research methodology.

In these three chapters I try to bring out in as much detail as possible the
motivations and arguments for each conception of the mind, but evaluation
of those motivations and arguments will have to wait until later chapters
where we will focus on specific issues and explore the dialectic between these
conceptions of the mind as they offer their different approaches to those
issues.



3 The nature of commonsense
psychology

The autonomous mind and the
functional mind

®  The autonomous mind and commonsense psychology

® The autonomous mind and the interface problem

* The functional mind

¢ Philosophical functionalism and psychological functionalism
e Psychological functionalism and the interface problem

Chapter 2 explored the widely held view that the many different levels at
which the mind might be studied form a hierarchy, with our commonsense
psychological understanding of ourselves and others at the top. But we have
not yet gone into much detail about what commonsense psychology actually
is. This chapter explores two competing and very different conceptions of
commonsense psychology, one associated with the picture of the
autonomous mind and the other with the picture of the functional mind.
These different conceptions lead to two very different ways of responding to
the interface problem.

Section 3.1 outlines the conception of commonsense psychology at the
heart of the picture of autonomous mind. The central thesis of the autonomy
picture is that there are such radical differences between explanation in com-
monsense psychology and explanation at lower levels in the hierarchy that
there can be no meaningful dialog between the different explanatory pro-
jects. As one might expect, this means that autonomy theorists are not in
the business of offering direct solutions to the interface problem. Nonethe-
less, as emerges in section 3.2, the autonomy picture can allow a number of
indirect responses. Section 3.3 moves on to the functional mind, with
particular attention to how its conception of commonsense psychology
differs from that at the root of the autonomous mind. Commonsense psy-
chology on the functionalist construal is a causal theory. In section 3.4 we
return to the interface problem to see that the general picture of the func-
tional mind can be developed in two different ways, which I term philo-
sophical functionalism and psychological functionalism. Each of these offers
a substantively different way of responding to the interface problem.
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3.1 The autonomous mind and commonsense
psychology

According to the picture of the autonomous mind, commonsense
psychological explanations at the top level of the hierarchy are fundament-
ally different in type and character from explanations lower down in the
hierarchy. These differences rule out the possibility of the unified science of
the mind that many theorists have envisaged. We can put the point in terms
of the distinction between horizontal and vertical explanation developed in
section 2.3. According to the picture of the autonomous mind, the vertical
explanations holding between commonsense psychological explanations at
the personal level and the various different types of explanation operative at
the subpersonal level are fundamentally different from the vertical explana-
tory relations holding between levels of explanation anywhere else in the
natural or special sciences.

In order to understand what is distinctive about the picture of the
autonomous mind we need to go into more detail about different types of
vertical explanation. Recall that vertical explanations aim to provide a legit-
imation for the horizontal explanations given at a particular level of explana-
tion by grounding them in lower-level explanations. Philosophers of science
have closely studied different models of how such vertical explanatory rela-
tions might work. One classic type of vertical explanation is what philo-
sophers of science call reduction. Reduction is a relation that holds between
theories. In broad terms, the possibility of a reduction exists when one can
explain one theory in terms of another. As standardly understood in the
philosophy of science, a high-level theory, T1, can be reduced to a low-level
theory, T2, when two requirements are met. The first requirement is that
there should be some way of connecting up the vocabularies of the two theo-
ries so that they become commensurable (that is, so that they come out talking
about the same things in ways that can be compared and integrated). This is
standardly done by means of principles of translation (often called bridging
principles) that link the basic terms of the two theories. The second require-
ment is that the key elements of the structure of T1 should in some sense be
derivable from T2, so that T2 can properly be said to explain how T1 works.
There are different ways of understanding this second requirement. On the
strictest understanding (e.g. Nagel 1961), the derivability requirement is
only met when the fundamental laws of T1 (or, more accurately, analogs of
the laws of T1 formulated in the vocabulary of T2) can be derived from the
laws of T2. When this happens, there is a straightforward sense in which
T2, together with the bridging principles, entails T1. A more modest
understanding (e.g. Smith 1992) might demand simply that there be an
explanatory interfacing between the two theories, whereby the reducing theory
T2 identifies causal mechanisms that operate to produce patterns identifiable
at the level of theory T1.

Proponents of the stronger conception of derivability typically take
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examples such as the reduction of the laws of classical thermodynamics to
statistical mechanics, while advocates of the weaker construal will more
often draw examples from the biological sciences." For example, various
parts of the biological sciences employ purposive teleological explanations
(appealing, for example, to concepts of design and function) that are mani-
festly not reducible in any strong sense to causal laws that do not feature
teleological concepts. Explanations in biology do not involve laws in any-
thing like the way that explanations in physics involve laws, and hence there
is no scope for a strong reduction of the type envisaged by Nagel. But there
is nonetheless an interface with non-teleological explanations. An explana-
tion that appeals to the mechanics of natural selection, for example, might
explain what makes it appropriate to speak of design and function, while
microbiological accounts of the mechanisms of hereditary variation explain
how natural selection operates. And so on.

A good way of understanding the core of the conception of the
autonomous mind would be as claiming that, irrespective of whether the
derivability requirement is understood in strong or weak terms, there are
principled reasons for thinking that commonsense psychological explanation
is irreducible to any subpersonal level of explanation. Commonsense psy-
chology is radically incommensurable with all subpersonal theories, in virtue of
employing a distinctive type of explanation that cannot in any way be integ-
rated with the types of explanation operative at the subpersonal level. Let
me give a brief characterization from one of the leading contemporary
autonomy theorists of what the contrast is supposed to consist in, before
going on to explain the alleged incommensurability in more detail. Here is
John McDowell:

The concepts of the propositional attitudes have their proper home in
explanations of a special sort: explanations in which things are made
intelligible by being revealed to be, or to approximate to being, as they
rationally ought to be. This is to be contrasted with a style of explanation
in which one makes things intelligible by representing their coming into
being as a particular instance of how things generally tend to happen.
(1985, p. 389)

It is easier to get the general flavor of what is going on here than to spell it
out in any detail. But the basic idea is that commonsense psychology is
autonomous because, unlike the levels of explanation lower in the hierarchy,
it is essentially bermenecutic. It explains intelligent behavior by interpreting it
as the behavior of rational agents. The principles of rationality regulating
the interpretation of rational agents are normative principles rather than
descriptive generalizations (principles that describe how people ought to

1 In fact, as we will see in section 5.1, even the classic example of thermodynamics and statistical

mechanics is far less straightforward than many authors have suggested.
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behave, as opposed to descriptions of how they generally do behave). In so
far as we take a piece of intelligent behavior to be the behavior of a rational
agent, we try to make sense of it so that it comes out as the rational, appro-
priate and comprehensible thing for the agent to do, given what we know of
what she wants to achieve and of what she believes about the world. But in
determining what the agent wants to achieve and what she believes, we also
need to interpret her speech and behavior so as to attribute to her a consis-
tent and largely truthful set of beliefs together with a coherent and realistic
set of desires and preferences. The process of interpretation is essentially a
process of rational reconstruction aiming to maximize the rationality of the
agent whose behavior is being interpreted (Davidson 1970, 1974; Putnam
1983).

The autonomy of personal-level commonsense psychology comes in
because there is no analog of these general norms of rationality, consistency
and coherence in any of the forms of explanation operating “below the level
of the person” — at what we described in the previous chapter (section 2.2) as
the subpersonal level of explanation. Donald Davidson, another prominent
autonomy theorist, draws the contrast as follows:

Any effort at increasing the accuracy and power of a theory of behavior
forces us to bring more and more of the whole system of the agent’s
beliefs and motives directly into account. But in inferring these systems
from the evidence, we necessarily impose conditions of coherence, ration-
ality and consistency. These conditions have no echo in physical theory.
(Davidson 1974, p. 231, in Davidson 1980a)

In contrast to explanation at the personal level, the various different types of
subpersonal explanation, from neurobiology to computational systems
theory, are descriptive rather than normative. Their concern is with subsum-
ing particular events under general laws — with, as McDowell puts it,
“making things intelligible by representing their coming into being as a
particular instance of how things generally tend to happen”.

An example will make the point more vivid. An experimental psycholo-
gist interested in developing a model of decision-making, for example, will
be interested primarily in capturing experimentally detectable regularities
in how people actually go about the business of practical reasoning. So, for
example, it is well documented (as we will see in more detail in section 8.4)
that people regularly make various fallacious inferences in both deductive
and probabilistic reasoning (Evans and Over 1996). The experimental psy-
chologist whose concern is modeling people’s actual decision-making will of
course want to build these into departures from the norms of rationality into
his theory. Were he not to do so, his model would be descriptively and
empirically inaccurate. From the viewpoint of commonsense psychology
(understood as the autonomy theory understands it), in contrast, we view
agents as rational beings. We attempt to make sense of their behavior, to
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understand what they will do and why they did what they did, on the
assumption that they are rational agents. Without that assumption we will
have no way of getting from what we know of their preferences and beliefs
to their behavior. But, we can only make predictive and explanatory use of
that assumption if we abstract away from the descriptive details of how they
might actually be reasoning on a particular occasion and attend instead to
the prescriptive or normative dimension of how they ought to reason.

The autonomy theorist’s central claim, therefore, is a combination of two
basic theses. First, there is an irreducibly normative dimension to common-
sense psychological explanation, as a function of the constitutive role played
by ideals of rationality, consistency, and so forth. Second, there is “no echo”
of this normative dimension at any subpersonal level of explanation. All
autonomy theorists are agreed that the combination of these two theses
entails a radical incommensurability between commonsense psychological
explanation, on the one hand, and anything that might be described as
scientific psychology (in the broad sense sketched out in Chapter 1).
However, there are two rather different ways of developing the picture of the
autonomous mind and, correspondingly, two different ways of understand-
ing the interface between commonsense psychology and scientific psychol-
ogy. These will be the subject of the next section.

3.2 The autonomous mind and the interface problem

Recall that the interface problem is the problem of explaining how the hori-
zontal explanations of commonsense psychology interact vertically with
levels of explanation lower down in the hierarchy of explanation. It is clear
that most of the standard ways of responding to the interface problem are
unavailable to autonomy theorists. The radical incommensurability between
commonsense psychology and the various subpersonal levels of explanation
is incompatible with responding to the interface problem in the manner
either of weak or of strong reduction.

A strong reduction is clearly ruled out. A strong reduction is only avail-
able where the central principles of the theory to be reduced (i.e. common-
sense psychology) can be formulated employing the concepts and laws of
the reducing theory. But the autonomy theorist cannot allow that this
could ever be possible, whatever candidate theory is selected from the
domain of the subpersonal, given that the constitutive norms of rationality
governing commonsense psychology are unavailable at the subpersonal
level. Since subpersonal-level theories trade in the descriptive rather than
the normative, there is no way that they could possibly have the resources
to capture norm-laden and rationality-governed explanations at the per-
sonal level.

But nor will a weak reduction be available to autonomy theorists. Recall
that a weak reduction does not seek a reduction of the basic principles of one
theory to the basic principles of another theory. Rather, weak reductions aim
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to identify at the lower level the mechanisms responsible for the emergence
of the patterns discernible at the higher level.> Autonomy theorists cannot
allow that there are such explanations, however. The patterns discernible at
the level of commonsense psychology are not patterns produced by a
mechanism of the sort that might be explained in, for example, computa-
tional terms. In fact, they are not patterns produced by a mechanism at all.
Rather, they are abstract patterns that emerge when we think about the
demands and requirements of reason, consistency and coherence, and about
how the corresponding norms might be applied in particular situations. So,
to return to our earlier example, autonomy theorists need have no quarrel
with the suggestion that there may be a practical decision-making module
in the brain, responsible (say) for computing how best to maximize expected
utility in a given situation. What they would stress, however, is that,
whether or not such a mechanism exists, it has no role to play in explaining
the patterns of rational, coherent and consistent behavior that we (as com-
monsense psychological explainers) identify at the personal level — since
these patterns are not patterns in how people actually go about reasoning and
making up their minds, but rather in how they oxght to do so.

What I have characterized as weak and strong reductions are not the only
ways of responding to the interface problem. We will be looking at other
proposals later on in this chapter. But it should already be clear that the
radical incommensurability between the conceptual framework of common-
sense psychological explanation and that of levels of explanation lower down
in the hierarchy is a serious obstacle to any head-on response to the interface
problem. Unsurprisingly, autonomy theorists have not given an enormous
amount of thought to the interface problem — from their theoretical
perspective it is not a particularly pressing problem. Nonetheless, within the
conception of the autonomous mind it is possible to identify two different
ways in which autonomy theorists have reacted to the interface problem.
One of these responses effectively denies that there is any interface at all
between commonsense psychology and any subpersonal realm of explana-
tion. This position has been most comprehensively worked out in the writ-
ings of John McDowell and Jennifer Hornsby. Donald Davidson’s
much-discussed doctrine of anomalous monism, however, provides auto-
nomy theorists with the resources for a less drastic response to the interface
problem.

Let us start with the less drastic response. Davidson’s doctrine of anom-
alous monism is the best-known development of the picture of the
autonomous mind (Davidson 1980a). The concerns lying behind the theory
have to do primarily with the causal dimension of commonsense psychologi-
cal explanation. Commonsense psychological explanations work by citing
particular beliefs and desires that jointly render it comprehensible (i.e.

2 This conception of abstract patterns holding at the personal level of explanation is particularly associ-
ated with Daniel Dennett and will be discussed further in section 6.1.
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rational from the agent’s point of view) why an agent performed a particular
action — just as commonsense psychological predictions work by offering a
particular course of action as rational in the light of the agent’s desires and
the information available to him. But, Davidson stresses, what makes these
genuine explanations (as opposed to mere rationalizations after the event) is
that they identify the beliefs and desires that actually caused the agent to
behave in the way that he did. Commonsense psychological explanation (for
Davidson and for many others) is a species of causal explanation (Davidson
1969). Yet this poses an immediate problem. According to influential models
of causal explanation (including Davidson’s own), such explanation depends
crucially upon the existence of causal laws (Davidson 1970). We can only say
that an event of a particular type causes an event of another particular type if
there is a law to the effect that events of the first type are always followed by
events of the second type. But where are we to find these laws in the domain of
commonsense psychological explanation? The problem is particularly acute for
defenders of the picture of the autonomous mind, since their principal claim is
that the realm of commonsense psychology is not governed by descriptive /aws
at all. The normative relations of rationality, coherence and consistency
holding between intentional states in commonsense psychological explanation
are not at all law-like in the manner required to underwrite causal laws. They
do not, as we have seen, describe how things are. Nor are they exceptionless.
They hold only “for the most part”, subject to numerous and uncodifiable
exceptions. They are generalizations, but not laws.

The problem, then, is as follows. On the one hand, commonsense psycho-
logical explanation is supposed to be causal, and hence governed by causal
laws. On the other hand, the normative principles that govern such explana-
tion are anything but causal and in fact seem to rule out the possibility of
such causal laws. Davidson’s solution to the problem is ingenious. He rejects
the way the problem is set up. We cannot, strictly speaking, talk of physical
events and psychological events, with one class of events but not the other
featuring in strict causal laws. Causation is a relation that holds between
events simpliciter, whereas causal laws hold over events only when they are
described in particular ways. One and the same event can be described in
both physical and psychological terms, and might fall under a law under one
description but not another. So, Davidson argues, even though the psycho-
logical events featuring in psychological explanations cannot feature in
causal laws under the description in which they feature in commonsense psychological
explanations, they are nonetheless identical to physical events that do cause
the behavior being explained. When characterized in physical terms, these
events do indeed fall under strict causal laws, thus vindicating the causal
explanatory relations in which, under their psychological descriptions, they
stand to the behavior being explained. The generalizations of commonsense
psychology are not themselves law-like, because they are irreducibly quali-
fied and imprecise. There is no prospect of them being made precise without
shifting out of the open-ended vocabulary of the propositional attitudes and
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into the closed vocabulary of physics.” Nonetheless, they lend support to
commonsense psychological explanations by pointing to the existence of
genuine law-like regularities — albeit ones that can only be identified by
shifting from psychological vocabulary to physical vocabulary.

The interface problem is thus solved by postulating token-identities
between intentional states and physical states that allow commonsense
explanations citing those intentional states to be genuine causal explana-
tions.* It is important that the postulated identities are token identities
(holding between individual intentional states and individual physical states)
rather than type-identities (holding between types of intentional state and
types of physical state). If the identities were type-identities, then that would
create precisely the sort of systematic law-like vertical correlations between
personal-level states and subpersonal-level states that the autonomy theorist
denies are possible. This would, moreover, open up the possibility of law-like
horizontal relations holding within the realm of commonsense psychology —
since these would be direct consequences of the law-like horizontal relations
holding between subpersonal-level states. In contrast, the thesis of token-
identity allows the personal and subpersonal levels of explanation to interface
in virtue of explaining the same event, even though they do so under radically
different descriptions and with dramatically different resources.

A simplified example will illustrate how anomalous monism is supposed to
work. Let us imagine that one belief causes another — say, that my belief that
Edinburgh is north of Paris causes me to have the further belief that Edin-
burgh is north of Berlin. For reasons that we will be exploring, Davidson
holds that there can be no strict causal law to the effect that believing that
Edinburgh is north of Paris will cause one to believe that Edinburgh is north
of Berlin. Nonetheless, each belief is (let us assume) identical to some neuro-
physiological state. So, the causal connection between the two mental events
just is the causal connection between the two neurophysiological events. There
is no obstacle, Davidson thinks, to there being a causal law connecting types of
physical event, provided that those physical events are characterized in physical terms,
and there are, Davidson thinks, causal laws defined over neurophysiological
events. These causal laws, holding over events that are in fact mental events
even though they are not characterized in mental terms, allow the causation of
one belief by another to satisfy the principle of the nomological character of
causation. A similar, although somewhat more complex, account will hold for
cases where a combination of mental states causes behavior.

An objection frequently leveled at Davidson’s account is that it fails prop-
erly to explain mental causation, because it does not allow mental events to
be causally efficacious in virtue of their mental properties (Honderich 1982). It
is not, for example, the fact that my belief is a belief about the geographical

3 Davidson’s arguments for this claim (for the so-called anomalism of the mental) will be discussed in
section 6.2.
4 For further discussion of the different types of identity theory, see Kim (1996, Chapter 3).
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location of Edinburgh relative to Paris that causes me to have the further
belief that Edinburgh is north of Berlin. The causal connection holds, rather,
in virtue of the firings of neurons and the activities of neurotransmitters. To
put it in terms that we will be employing in Chapter 4, anomalous monism
does not seem able to accommodate causation by content. This objection,
although frequently taken to be devastating to Davidson’s position, is in fact
rather question begging. Anomalous monism is formulated in the context of
a theory of causation and events on which it does not make sense to talk of
one event causing another in virtue of its properties. Causation is a metaphys-
ical relation holding between events. Events themselves do not, on David-
son’s view, have properties. The properties of events only come into the
picture when those events are characterized in certain ways. Properties are
relevant in the context of explanation, but not, Davidson thinks, in the
context of causation. Of course, Davidson’s way of thinking about events can
be, and has been, criticized, but its falsity can hardly be presupposed in a
criticism of anomalous monism.

A better objection to anomalous monism highlights the role of causal
laws in explanation and prediction. One of the hallmarks of a genuine causal
explanation is that it supports counterfactuals. If F causes G, then it is
natural to conclude that, had there not been an F, a G would not have
occurred. It is natural to think, and many philosophers have thought, that it
is the fact that causal explanations are governed by causal laws that explains
why the counterfactuals hold. If there is a causal law to the effect that F-type
events cause G-type events, then we can assume, provided the appropriate
background conditions hold, that if an F-type event were to take place, it
wonld cause a G-type event — and that, were there not to be an F-type event,
there would not be a G-type event. This poses a problem for Davidson’s
theory, however. The central feature of anomalous monism is that the causal
explanation and the supporting causal law are formulated in completely dif-
ferent terms. The causal law is, we have assumed, a law spelling out the rela-
tion between neurophysiological states, while the causal explanation is
formulated in the language of propositional attitude psychology. The causal
explanation does, of course, support counterfactuals, which are themselves
formulated in the language of propositional attitude psychology. Suppose we
ask what explains those counterfactuals. It is hard to see why counterfactuals
about what would happen were someone not to believe, for example, that
Edinburgh is north of Paris should be underwritten by a causal law govern-
ing the relation between types of neurophysiological event. The causal law
can tell us only about what would happen if one type of neurophysiological
event were not to occur. And it is important to realize that Davidson’s
theory rules out an intuitively appealing solution to this problem. Davidson
can identify individual mental events with individual neurophysiological
events, but it is not open to him to identify types of mental event with types
of physical event (so that counterfactuals holding over neurophysiological
events would Zpso facto be counterfactuals holding over belief states). David-
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son’s theoretical commitments allow him to be a token-identity theorist,
but not a type-identity theorist. The reason for this is straightforward.
Type-identities would make possible precisely the sort of strict laws con-
necting the physical and the psychological that are ruled out by the anomal-
ism of the mental. It would seem, therefore, that Davidson is caught on the
horns of a dilemma. Either his causal laws fail to support the right sort of
counterfactuals, or his account of mental causation comes into conflict with
the anomalism of the mental.

Even putting these difficulties to one side, Davidson is clearly offering a
metaphysical way of resolving the interface problem. The problem is tackled
by suggesting that there is a metaphysical relation (namely, identity)
between the explananda of the different levels of explanation. As such,
however, it hardly does justice to the original thought behind the interface
problem. Telling us how the explananda of different theories and levels of
explanation are related to each other does not tell us anything about how
those explanations themselves mesh together — and hence has nothing to con-
tribute to the project of constructing a unified picture of the mind that draws
together the many different levels at which it can be studied. There are many
reasons why one might be dissatisfied with anomalous monism as a meta-
physical thesis — and in particular as a solution to the problem of how com-
monsense psychological explanations can be causal explanations. Critics of
Davidson have frequently suggested, for example, that his theory makes
mental states epiphenomenal (see, for example, the essays in Heil and Mele
1993). That is to say, the properties of mental states that are causally effective
are not those features that have a role to play in commonsense psychological
explanation. Anomalous monism makes intentional states causally effective,
but not g#a intentional states. Even if we ignore all these criticisms, however,
anomalous monism does not really address the concerns that give rise to the
interface problem. In fact, its stress on the incommensurability of the per-
sonal and subpersonal levels seems to entail that little, if anything, can be
said about the relation between the different levels of explanation.

The second way of developing the autonomy theorist’s basic thesis is even
more uncompromising in its approach to the interface problem. John
McDowell and Jennifer Hornsby have worked out a conception of the dis-
tinctiveness of commonsense psychological explanation that rejects even the
weak thesis of token-identity (Hornsby 1980-81, 1986; McDowell 1985).
On their view there is no connection whatsoever between the respective
explananda of commonsense psychology, on the one hand, and the various
levels of subpersonal psychology (broadly construed), on the other. Com-
monsense psychological explanation is, quite literally, talking about differ-
ent things and events from the various subpersonal levels of explanation.
Here is how Hornsby characterizes the position:

Subpersonal accounts which are introduced to explain the results of inves-
tigations are not to be thought of as providing a new understanding of
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that which commonsense psychology previously explained. The questions
that laboratory psychologists answer when they do the kinds of experi-
ments that lead to subpersonal theories are not the questions that we can
know the answers to by interacting, as commonsense psychological sub-
jects, with others ... It is because the everyday Why-questions which are
answered using commonsense psychology require one to operate with a
conception of a subject as rationally motivated as one is oneself that the
accounts of subpersonal psychology must be addressed to a different set of
explananda.

(1997, p. 167)

Of course, to say that commonsense psychology and subpersonal psychology
have different explananda is not to make any concessions to dualism. There is
no suggestion that the types of states and events in which commonsense psy-
chology deals are in any way non-physical. The thought is rather that,
although they are physical states and events, they do not map in any system-
atic way onto states and events that might be studied at lower levels of
explanation.

The position here can be understood as a development of certain aspects of
Davidson’s arguments for anomalous monism. Theorists such as McDowell
and Hornsby accept Davidson’s arguments for the anomalousness of the
mental. In particular, they stress the irreducibility of the normative dimen-
sion of our personal-level psychological concepts and explanations. But they
extend these arguments in a way that rules out the possibility of personal-
level psychological states being token-identical with subpersonal states. The
issue is one about how to individuate personal-level states. Davidson is quite
happy to say that there is a single event that can be characterized either phys-
ically or psychologically. Hornsby and McDowell, on the other hand, think
that the very same considerations that point to the irreducibility of the psy-
chological also show that mental events must be individuated in fundament-
ally different ways from physical events — and hence that token-identity is
not a live option. The only physical events that could be identified with
mental events are complex neurophysiological events, and we cannot view the
rationality of an agent’s action in the light of the agent’s beliefs and desires in
terms of the relation between a set of bodily movements and the set of neuro-
physiological events that generates those bodily movements. The rationality
of an action is a function of how the person as a whole behaves — not of the
causal ancestry of a set of bodily movements (even were one able to identify
that causal ancestry). Nor are theorists of this stamp moved by Davidson’s
claim that to deny token-identity is effectively to deny the causal efficacy of
the mental. As we will see in the next section, this version of the autonomy
picture goes naturally with a much less demanding way of understanding
mental causation — the counterfactual approach to mental causation, which
rejects the idea that genuine causation requires the existence of causal laws
(the so-called nomological character of causation).
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As far as the interface problem is concerned, it is clear that autonomy
theorists of this type hold that the level of commonsense psychological
explanation does not require vindication or legitimation from lower levels of
explanation — even vindication of the minimal type provided by the thesis of
token-identity. It is unsurprising, therefore, that they deny that there are
any vertical explanatory relations holding between the top level of the hier-
archy and the lower levels. Nonetheless, and this is the distinctive twist, the
top level does not float completely free. Although there are no vertical
explanatory relations holding between the levels, there remains a degree of
explanatory relevance holding between horizontal explanations at the top level
and horizontal explanations at lower levels. Horizontal explanations at the
lower levels explain the enabling conditions of commonsense psychological
explanation. As Hornsby puts it, “a subpersonal account shows how it can be
that something has the various capacities without which nothing could be
the sort of commonsense psychological subject that a person is” (1997,
p- 166).

This is somewhat vague, and no autonomy theorist has given a positive
account of the notion of an enabling condition. But this is what one would
expect, given that the autonomy theory’s main concern is with trying to per-
suade philosophers and psychologists that the interface problem is far less
pressing than it might immediately appear. The autonomy theory is primar-
ily a negative theory. In fact, the main negative claim that it is trying to put
across is effectively that there can be no such thing as the philosophy of psy-
chology in the sense that I have characterized it in Chapter 1. I suggested
there that the philosophy of psychology is essentially the interdisciplinary
enterprise of developing a unified account of the central concepts that
feature both in our commonsense conceptual scheme and in the scientific
study of cognition. If the autonomy theory is taken at face value, however,
there are no such concepts. The conceptual scheme of commonsense psychol-
ogy is completely insulated from the various conceptual schemes implicated
in the scientific study of cognition. There are no concepts that feature both
in commonsense psychology and in any of the subpersonal levels of the hier-
archy of explanation.

The crucial issue in evaluating the autonomy theory is how plausibly it
characterizes commonsense psychology. Is commonsense psychological
explanation really as incommensurable with the types of explanation offered
in scientific psychology as autonomy theorists claim? We will be discussing
the nature and significance of commonsense psychology in Chapters 6 and 7.
The discussion there will put considerable pressure on the autonomy theory.
In particular, it will be suggested both that the domain of commonsense
psychology is far more circumscribed than it is taken to be by autonomy
theorists and that those theorists greatly overplay the contrast between the
normative dimension of commonsense psychology and the descriptive nature
of subpersonal explanation. For the moment, however, here is a reminder of
some of the key points about the autonomous picture of the mind.
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Checklist for the autonomous mind

* The key tenet of the autonomous conception of the mind is that there
is a radical incommensurability between the type of explanation at
play in commonsense psychology and that involved in explanation at
the subpersonal level.

e This incommensurability is claimed to derive from the centrality in
commonsense psychological explanations of the normative ideals of
rationality, coherence and consistency. We explain why people behave
as they do (and predict how they are going to behave) on the assump-
tion that they are rational agents with coherent and consistent sets of
beliefs and desires.

e According to autonomy theorists, there is nothing at the subpersonal
level that can capture the role of these normative ideals of rationality,
consistency and coherence.

e Davidson’s anomalous monism is one way of developing the auton-
omy theory. It maintains that, although the modes of explanation
operative at the different levels of explanation are different and
incommensurable, the different levels of explanation are still explain-
ing the same thing under different descriptions.

* A more extreme version of the autonomy theory, associated with John
McDowell and Jennifer Hornsby, denies the claim of token-identity
characteristic of anomalous monism. The explananda of commonsense
psychology do not feature in any way at all at the subpersonal level.

3.3 The functional mind

As with the autonomy conception, the picture of the functional mind
accords a privileged role to commonsense psychological explanation in the
understanding of the mind. Functionally-minded philosophers and psychol-
ogists place great emphasis on the claim that commonsense psychological
explanations allow us to detect patterns of behavior that are simply invisible
to levels of explanation lower down in the hierarchy of explanation
(although they characterize these patterns very differently). Functionalists
differ fundamentally from autonomy theorists, however, in two related
respects. The first is that they do not make such a sharp distinction between
the generalizations of commonsense psychology and “ordinary” causal gener-
alizations. Without denying that commonsense psychology assumes the
rationality of the agents whose behavior it is trying to explain or predict, the
functional picture of the mind denies that this makes commonsense psycho-
logical explanation qualitatively different from explanation at the subper-
sonal level. The generalizations of commonsense psychology are not different
in kind from generalizations lower down in the hierarchy of explanation.
Correspondingly (and this is the second difference) advocates of the func-
tional picture have the resources to respond directly to the interface
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problem. On the functionalist picture the interface problem is resolved in
one of two ways, depending on which strand of functionalism is in play.
Before looking at how the interface problem is resolved for the functional
mind, however, we need a firm grip on how commonsense psychological
explanation is understood on the functional picture.

The most fundamental difference between the autonomous mind and the
functional mind has to do with the causal dimension of the mind. The issue
is not whether psychological explanation is causal explanation. It was for a
time fashionable in the 1950s and 1960s (particularly among philosophers
inspired by Wittgenstein) to argue that psychological explanations looked
for the reasons for which agents performed actions, rather than the causes of
those actions, but few philosophers would nowadays deny that reason-giving
explanation is a species of causal explanation. The point at issue is how the
causal dimension of commonsense psychological explanations is to be under-
stood. In the previous section we have already seen one way in which an
autonomy theorist might attempt to cash out this causal dimension. Donald
Davidson’s anomalous monism offers an account of how personal-level
explanations can qualify as causal. According to anomalous monism, the
psychological states invoked in personal-level explanations are token-identi-
cal to physical structures that themselves stand in law-governed causal rela-
tions to the action being explained (or predicted).

This is not the only way the autonomy theorist can allow for causation at
the personal level. Another available strategy would be to challenge the
common conception of causal explanation as involving the subsumption of
individual events under causal laws. It will be remembered that this concep-
tion of the so-called nomological nature of causation (from VOULOC, the Greek
word for a law) is what makes the idea of causation at the personal level so
problematic for the autonomy theorist — because the autonomy theorist
denies that there are any causal laws holding at the personal level. The auto-
nomy theorist might accordingly offer a non-nomological account of causa-
tion. The only candidate theory here that has been worked out in any detail
is the counterfactual account of causation (Hornsby 1997; Baker 1995). The
basic idea is that a particular combination of mental states causally explains
a given behavior if and only if it is true that in the absence of that combina-
tion of mental states the behavior in question would not have occurred —
and, moreover, that that same combination of mental states would have led
to the behavior in question even in different circumstances and background
conditions. This is called the counterfactual theory because it makes the
existence of causal relations dependent upon the truth of conditional state-
ments that are counterfactual (that is, statements about what would have hap-
pened if the starting conditions had been different from how they actually
are).

As we saw in the previous section, there are genuine questions to be asked
about whether anomalous monism really captures the causal dimension of
psychological explanations, since the causal weight does not seem to be
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borne by mental states guaz mental states. And there are many potential
reasons for dissatisfaction with the counterfactual approach. The most funda-
mental difficulty is that it seems to get the order of explanation the wrong
way round. It is certainly true that the existence of a genuine causal relation
is closely linked to the truth of certain counterfactuals. It cannot be the case
that event E causes event E* unless it is true that, had there not been an E-
type event there would not have been an E*-type event.” But this counter-
factual dependence of effect on cause does not exhaust the nature of the
causal connection between E and E* — rather, it is itself explained by the
fact that event E has caused event E*. It is natural to think that the counter-
factual dependence holds because there is causation, rather than vice versa.®

We will return to the causal dimension of commonsense psychological
explanation in the next chapter. For the moment the important point is that
the position in logical space occupied by the functionalist should be clear.
Like the anomalous monist, but unlike the counterfactual theorist, the func-
tionalist holds that a genuine causal explanation requires the existence of a
causal law connecting the relevant two events. Unlike the anomalous
monist, however, he holds that this causal law must be a causal law holding
at the level of commonsense psychology — a law connecting different types of
propositional attitude; connecting a certain type of input with a certain type
of propositional attitude; or connecting a particular type of propositional
attitude with a particular type of behavior. The generalizations of common-
sense psychology are, quite simply, causal generalizations and the explana-
tions and predictions offered by commonsense psychology are causal
explanations that should be understood in the way that causal explanations
have classically been understood — namely, as involving the subsumption of
two events under a general causal law.

Figure 3.1 presents the different theoretical possibilities here. As the
argument-tree makes clear, one arrives swiftly at functionalism if one thinks
(a) that commonsense psychological explanations are causal explanations; (b)
that causal explanations require the existence of causal laws; and (c) that the
causal laws governing commonsense psychological explanation have to hold
at the personal level.

Of course, the functionalist still has to deal with the reasons philosophers
have given for denying that there could be causal laws operating at the per-
sonal level. These reasons fall into two broad groups. The first group cluster
around the general idea (introduced in the context of the autonomy theory
in the previous section) that commonsense psychological explanation is not a

5 This is not strictly true. The occurrence of the E*-type event may have been pre-empted or overderer-
mined — that it is to say, preceded or accompanied by a second event such that, had the E-type event
not occurred, the second event would still have been sufficient to bring about the E*-type event.
Counterfactual theories of causation typically have difficulty accommodating pre-emption and
overdetermination.

6 The counterfactual theory is discussed in more detail in section 6.3.
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Figure 3.1 Psychological explanation and causation: theoretical possibilities.
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descriptive enterprise of the sort that might feature causal generalizations,
but rather a normative enterprise of interpretation in which descriptive gen-
eralizations have no place. The second group of reasons emphasize the lack of
robustness of the most obvious candidates for the status of causal generaliza-
tions of commonsense psychology. These generalizations are (it is claimed)
more like rules of thumb than full-blooded causal laws. They do not hold
universally and it is impossible fully to specify the circumstances in which
they not hold (in the way that many have thought it is always possible to do
with genuine scientific causal laws). In effect, all one can say is that they are
generalizations holding ceteris paribus (all other things being equal) and it is
frequently suggested that no such generalizations can be genuinely law-like
(Schiffer 1991).

I shall postpone to later chapters detailed discussion of how defenders of
the idea that the generalizations of commonsense psychology are causal gen-
eralizations might respond to these lines of argument.” But in very broad
outline one might expect to see the following lines of reply. In response to
the charge that the generalizations of commonsense psychology are norm-
ative rather than descriptive, the defender of the causal thesis is likely to
reply that the line between normative and descriptive is far less clear than
the autonomy theorist assumes. In particular, it might be suggested that
commonsense psychological explanation and prediction could not possibly
work as well as they do were they not sensitive to the basic descriptive facts
about how people tend to behave in particular circumstances. There must be
more going on in psychological explanation than simply reading off from
the norms of rationality how one might expect a perfectly rational agent to
behave. Commonsense psychological explanations have both a normative
and a descriptive dimension. Developing this line of thought meshes natu-
rally with a response to the second cluster of objections. It would be a
mistake (someone might suggest) to draw too sharp a contrast between the
ceteris paribus generalizations of commonsense psychology and scientific
causal laws. Even the laws of physics are ceteris paribus laws, since they are
formulated for idealized situations that never arise even in the laboratory, let
alone in the real world (Cartwright 1983; Huttemann 2004).

Whatever the ultimate outcome of the debate, it is clear how things stand
according to the picture of the functional mind. The claim that the general-
izations of commonsense psychology are causal generalizations eliminates
the alleged differences between explanations at the personal and at the sub-
personal level and restores the commensurability between personal and subper-
sonal levels denied by autonomy theorists. Equally importantly, it permits
functionalists to develop their distinctive characterization of mental states.
The key idea of functionalism is that mental states are defined in terms of
how they feature in psychological causal laws. Consider, for example, the
mental state of having a headache. This state will feature in a range of causal

7 These topics are discussed in some detail in Chapter 6, particularly section 6.2.
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laws specifying the typical causes and effects of being in a headache (both its
effects on behavior and its effects within the cognitive economy). These
causal laws collectively define the functional role (or: the causal role) of
being in a headache. The same holds, according to functionalists, for all
mental states. Each mental state has associated with it a functional/causal
role given by the causal laws that specify the typical causes and effects of
that state. Many of the causal laws governing psychological explanation will
spell out the causal relations between different mental states — how one
mental state will typically give rise to another, for example. So, the func-
tional roles of different mental states will typically be interdependent.® The
picture that emerges is of commonsense psychology forming a theory that
defines a set of functional roles. The functional roles associated with different
mental states are the nodes in the network of causal generalizations yielded
by commonsense psychology.

One significant benefit of thinking about mental states in terms of func-
tional roles is that functional roles are multiply realizable. A range of com-
pletely different physical structures can realize the same functional role by
performing the basic functions that define that role. Anything can occupy a
given functional role, provided that it stands in the appropriate set of causal
relations fixed by the causal laws that determine the functional role. What
makes this possible is that functional roles are characterized in terms that
abstract away from the physical details of how they might be implemented.
This is very important, since all the evidence is that certain mental states
and their corresponding functional roles are realized differently in humans
and other species — the human perceptual systems, for example, are
fundamentally different from many to be found in the animal kingdom. And
it may well be the case, given what is known about the plasticity of the
brain, that even within the human population there are variations in realiz-
ers for certain mental states — due to brain damage, for example, or simply as
a function of different stages in development.

Moreover, and this is the key to how one important strand within the

8 This gives rise to concerns about circularity very similar to those that bedevilled philosophical behav-
iorism. How can one define one mental state in terms of another when the second mental state is
itself defined in terms of the first? Functionalist philosophers, pursuing a suggestion made in a differ-
ent context by Frank Ramsey, have developed a technical way of dealing with this difficulty — the
technique of ramsification. The basic idea of ramsification is to give a comprehensive theoretical
statement of commonsense psychology where the names of mental states are each replaced by a corre-
sponding variable. The variable that stands in for the name of a given belief will stand in for it in
every law in which it features. We end up, therefore, with a statement of schematic theory that con-
tains only variables. Each variable is implicitly defined by its role in the theory. The next step is to
bind these variables by existential quantifiers to yield a theory effectively stating that each theoretical
role is uniquely satisfied. When the theory of commonsense psychology is formulated in these terms
individual mental states will effectively be defined in terms of each other without circularity. The
method of ramsification was first applied to commonsense psychology by David Lewis (1972).
Further details will be found in textbooks on the philosophy of mind, such as Kim (1996) and Rey
(1997).
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functional approach to the mind proposes to tackle the interface problem,
specifying functional roles offers a way of bridging the gap between personal
and subpersonal levels of explanation. A functional role is an abstract specifi-
cation of a particular set of causal relations. These causal relations hold at the
subpersonal level and we can use this fact to identify subpersonal realizers
for personal-level functional roles. Part of the functional role of having a
headache, for example, is that it should have certain typical causes (a sharp
blow to the head, for example, or dehydration) and certain typical effects
(such as leading the sufferer to avoid bright lights and loud noises). We can,
so the theory goes, identify the realizer of that functional role (within a
given population) by identifying the subpersonal state that has those typical
causes and typical effects — that is to say, the neural state that is typically
caused by, among other things, sharp blows to the head and typically causes,
among other things, noise-avoiding behavior. More generally, we can
identify at the subpersonal level a network of causal generalizations defined
over subpersonal states that is isomorphic to the network of causal general-
izations at the personal level defined by commonsense psychology. The
nodes in the subpersonal-level network are the realizers of the roles fixed by
the nodes in the personal-level network. The personal level is the level of
roles — of abstract specifications of causal relations. The subpersonal level, in
contrast, is the level of realizers — where the causal work identified at the
personal level actually gets done. So, a proper understanding of common-
sense psychological explanation gives us a blueprint for making sense of
what is going on at the subpersonal level.

We need, however, to distinguish two different ways in which this
general strategy can be used to respond to the interface problem within the
general picture of the functional mind, corresponding to two broadly differ-
ent ways in which the functional picture can be developed. I will call these
philosophical functionalism and psychological functionalism respectively. These
two different types of functionalism vary in two dimensions. The first
dimension is how they go about identifying the causal generalizations of
commonsense psychology, while the second concerns their respective
understanding of the vertical relations holding between those causal general-
izations and the various subpersonal levels of explanation. We will look at
these two ways of responding to the interface problem in the next section.

3.4 Philosophical functionalism and psychological
functionalism

Many proponents of philosophical functionalism hold that the causal gener-
alizations of commonsense psychology can effectively be read off from our
everyday understanding of ourselves. On this view, commonsense psychol-
ogy is (at least in principle) fully transparent to ordinary psychological sub-
jects. In so far as we are normally functioning psychological subjects (as
opposed, say, to being autistic or simply too young to have developed the
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necessary skills for navigating the social world), we all have an implicit
grasp of the fundamental principles of commonsense psychology. An ade-
quate formulation of commonsense psychology will emerge once we make
those fundamental principles explicit. One way of understanding this
general claim comes across very vividly in the following passage from David
Lewis:

Think of commonsense psychology as a term-introducing scientific
theory, though one invented long before there was any such institution as
professional science. Collect all the platitudes you can think of regarding
the causal relations of mental states, sensory stimuli and motor responses
... Add also all the platitudes to the effect that one mental state falls
under another — “toothache is a type of pain” and the like ... Include only
platitudes which are common knowledge among us — everyone knows
them, everyone knows that everyone else knows them, and so on. For the
meanings of our words are common knowledge, and I am going to claim
that the names of mental states derive their meaning from these plati-
tudes.

(1972, p. 212)

Commonsense psychology is a theory that we all share and whose veracity
we can all affirm when it is made suitably explicit. And commonsense psy-
chology is equally a guide to the nature of mental states. We can use the
functional roles fixed by the nodes of the commonsense network of causal
generalizations to identify the realizers of the mental states — and hence to
bridge the gap between personal and subpersonal levels of explanation.

This type of philosophical functionalism (sometimes called folk functional-
ism — e.g. by Rey 1997, Chapter 7) contrasts with @ priori ot conceptual func-
tionalism, which holds that the causal generalizations of commonsense
psychology can be derived from our everyday psychological concepts by «
priori conceptual analysis (see the essays in Shoemaker 1984). The difference
is not simply one of emphasis. Both types of functionalism tie the meanings
of our everyday psychological vocabulary to the role that the corresponding
concepts play in commonsense psychology, but folk functionalism does not
take the principles of commonsense psychology to be a priori. Folk functional-
ism, unlike & priori functionalism, takes the concepts of commonsense psychol-
ogy to be law-cluster concepts (in roughly the sense outlined in Chapter 1,
although with the crucial difference that the laws in question are taken only
from the personal level of explanation). Nonetheless, both varieties of philo-
sophical functionalism share the basic assumption that the conceptual frame-
work of commonsense psychology can be made manifest without any empirical
or scientific investigation — it is implicit in our everyday practice. This concep-
tual framework yields a theoretical structure (our commonsense psychological
theory of people and how they behave) that specifies functional roles and hence
allows us to work downwards from the personal level to the subpersonal level.
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Psychological functionalism (or: psychofunctionalism) is not as confident as
philosophical functionalism about our ability to identify and formulate the
theoretical structure that will occupy the top level of the hierarchy of expla-
nation. It asks (quite reasonably) why we should have such confidence in our
own understanding of commonsense psychology. Everyday psychological
explanations rarely (if ever) explicitly involve subsumption under the sorts of
causal generalizations that are supposed to be the stock-in-trade of common-
sense psychology. On those occasions when we actually do formulate explicit
explanations/predictions of the behavior of others, we typically do no more
than cite candidate propositional attitudes without bringing in any general-
izations. We might implicitly be presupposing causal generalizations
linking those propositional attitudes to the behavior we are trying to explain
or predict, but it may well be no easy matter to work out what those causal
generalizations are. It may be the case, for example (to present a crude
version of a view that is becoming increasingly popular and that we shall
examine in more detail in section 8.4), that much of our interpersonal inter-
action is governed by a social cognition module, the product of a much
earlier period of human evolution and consequently sensitive to patterns in
behavior that do not correspond to our reflective self-understanding. If this
is the case we will not be able to derive a taxonomy of the generalizations of
reflective commonsense psychology directly from our everyday explanatory
practices — nor, a fortiori, by listing all the commonly accepted platitudes we
can think of. A process of genuine investigation will be required. And, for
the psychological functionalist, the natural conclusion to draw is that this
genuine investigation will be the province of scientific psychology.

Psychological functionalism is significantly at odds with philosophical
functionalism on its understanding of the aims, scope and explanatory pre-
tensions of scientific psychology. Whereas philosophical functionalism
assumes that scientific psychology will uncover causal laws isomorphic to
the personal-level causal laws implicated in commonsense psychological
explanation, psychological functionalism is skeptical about the role of laws
in psychology. At the hands of some prominent psychological functionalists,
such as Robert Cummins (Cummins 2000), this skepticism is part of a
wholesale skepticism about the explanatory power of what is known in the
philosophy of science as the deductive nomological (DN) model of explanation
(Hempel and Oppenheim 1948). According to the DN model, the paradigm
of explanation is the subsumption of an event under a causal law, so that one
explains why the event occurs by citing the law-like generalization under
which it falls. Cummins argues that the DN model of explanation is
fundamentally misconceived, because law-like generalizations simply
redescribe the phenomenon that one is trying to explain. Laws, for
Cummins, are explananda (things to be explained) rather than explanantia
(things that do the explaining). Laws are useful for prediction, he thinks,
but they do not do any explanatory work. Explanation and prediction need
to be separated out. Just as we can explain certain things without being able
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to predict them (Cummins’s example is the swirling trajectory of a falling
leaf), so too can we predict things without being in any position to explain
them (Cummins here cites the understanding of tide tables that long pre-
dated Newton’s explanation of the tides).

There is no need to evaluate Cummins’s general skepticism about DN
explanation. For present purposes we need only note two points that support
the psychological functionalist’s position. First, as several authors have noted
(e.g. Patterson 1996), there are remarkably few laws in psychology. Psychol-
ogy is just not a good place to look for the sort of causal laws governing the
relation between mental events and behavior upon which philosophical
functionalism relies. Second, the laws that do exist in psychology can with
some plausibility be viewed as explananda rather than explanantia. We do
find certain laws in psychophysics (the experimental study of how sensory
systems detect stimuli in the environment).” But these laws are statistical
rather than explanatory. They are confirmed by their instances, rather than
explaining their instances. Consider, for example, the Stevens Law in psy-
chophysics, which holds that

Y = kPr

In this equation W is the perceived intensity of a stimulus and @ is a phys-
ical measure of intensity (e.g. temperature according to some scale), while £
and 7z are constants, with » depending on the type of stimulus (e.g. tempera-
ture = 1.6 and electric shock = 3.5). The Stevens Law produces robust pre-
dictions of how subjects report the perceived intensity of a range of stimuli.
It is hard to see, however, that we are given any explanation by being told
that the extent to which someone yelps with pain on being burnt is fully in
line with what we would expect from the Stevens Law. Instead, according to
Cummins and other psychological functionalists, the Stevens Law tracks a
robust phenomenon (what they call an ¢ffect) that requires a fundamentally
different type of explanation. We will explore this different type of explana-
tion in the next section.

3.5 Psychological functionalism and the interface
problem

Psychological functionalism takes a more cautious view than philosophical
functionalism (or the autonomy theory) of how much we know about com-
monsense psychology. This leads to an even more fundamental difference
when it comes to responding to the interface problem. Both philosophical
and psychological functionalists think that the key to tackling the interface
problem is the notion of realization — the distinction between role and real-
izer and the concomitant idea that functional roles are multiply realizable.

9  See the annotated bibliography for Chapter 2 for relevant references.
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Psychological functionalists object, however, to how philosophical function-
alists apply the notion of realization.

Most philosophical functionalists operate with the simplifying assump-
tion that there will be a uniform account of how commonsense psychology is
realized in the human nervous system — that there will be a single realizer
for each functional role identified through the causal generalizations of com-
monsense psychology (although the thesis of multiple realizability leaves
open the possibility that each functional role might have completely differ-
ent realizers in different species, and indeed within a given species). Hence
we will solve the interface problem in the human case by identifying the rel-
evant realizers. From the viewpoint of psychological functionalism, however,
this way of responding to the interface problem is simply too crude. It
assumes that there are only two basic levels of explanation — the functional
level of commonsense psychology and the subpersonal realization (or imple-
mentational) level. Yet there are, as we have seen, many different levels of
explanation and many different explanatory disciplines at the subpersonal
level. Philosophical functionalism seems to collapse them all into one,
without any sensitivity to the variety and richness of analysis available at the
subpersonal level. The point is put very clearly by William Lycan in the
following passage:

My objection is that “software”/“hardware” talk {or “function”/“structure”
talk} encourages the idea of a bipartite Nature, divided into two levels,
roughly the physicochemical and the supervenient “functional” or higher-
organizational — as against reality, which is a multiple hierarchy of levels
of nature, each level marked by a nexus of nomic generalizations and
supervenient on all those levels below it on the continuum. See Nature as
hierarchically organized in this way, and the “function”/“structure” dis-
tinction goes relative; something is a role as opposed to an occupant, a
functional state as opposed to a realizer, or vice versa, only modulo a desig-
nated level of nature.

(1987, p. 78)

The philosophical functionalist certainly seems guilty of an oversimplified
understanding of what goes on when we move below the level of common-
sense psychology — not least because the idea of subpersonal psychology
discovering a network of generalizations isomorphic to the network of gen-
eralizations which make up commonsense psychology seems a basic mis-
understanding of the enterprise in which psychologists and neuroscientists
are engaged. Psychology (and cognitive neuroscience even more so) is
remarkably lacking in law-like generalizations. Relatedly, psychologists and
neuroscientists do not see their job as the explanation or prediction of
particular instances of behavior. They are more interested in explaining the
particular mechanisms that make cognition and cognitively motivated
behavior possible (Patterson 1996; Cummins 2000).
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These two concerns come together in the psychological functionalist’s
response to the interface problem. In response to the first perceived short-
coming of philosophical functionalism, the psychological functionalist quite
simply denies that resolving the interface problem is a matter of identifying
vertical realization relations between the state-types that features as nodes in
the network of causal generalizations making up commonsense psychology,
on the one hand, and physically identifiable state-types implementing the
relevant causal roles, on the other. The vertical explanatory relations are
more subtle. Vertical explanation yields an account of the basic cognitive
capacities underpinning the horizontal explanations of commonsense psy-
chology. Commonsense psychological explanations attribute particular
mental states in the interests of explanation and prediction. These attribu-
tions work on the assumption that the basic cognitive capacities of the
subject to whom they are made are functioning properly. The job of subper-
sonal psychology is to explain how these cognitive capacities work.'® This
type of explanation works, moreover, in a way that does justice to the second
set of concerns raised about philosophical functionalism. The principal
methodology of subpersonal psychology is functional analysis — that is to say,
the process of explaining a cognitive capacity by breaking it down into sub-
capacities that can be separately and tractably treated. Each of these sub-
capacities can in turn be broken down into further nested sub-capacities. As
this process of functional decomposition proceeds we will move further and
further down the hierarchy of explanation until we eventually arrive (so it is
hoped) at the molecular biology of the neuron. The psychological function-
alist maintains (as we saw earlier in the quote from William Lycan) that the
distinction between functional role and realizers goes all the way down. All
the different subpersonal levels of explanation are linked by the realization
relation.

A non-psychological example will help to elucidate this conception of
functional explanation. Aircraft use gyroscopic instruments to keep track of
the rate at which they are turning, of their pitch attitude (the extent to
which the nose is pointing up or down) and of their compass heading. Gyro-
scopes are basically rotating flywheels mounted in a way that allows them to
turn freely in one or more directions. Unlike magnetic compasses, for
example, which are affected by acceleration and turning and so cannot give
reliable readings during those maneuvers, gyroscopes are rigid in space —
that is, they remain stable irrespective of how the aircraft is moving around
them. The basic functioning of a gyroscope can be broken into several differ-
ent functional tasks — the sort of tasks that would confront someone setting
out to manufacture a gyroscopic instrument. One basic task is obviously to
create a casing containing the flywheel that will allow it to keep spinning in
the plane of orientation provided that no forces are applied to it. A second
basic task is to provide some mechanism for spinning the flywheel, and a

10 Compare the account of weak reduction in section 3.1.
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third basic task would be to hook the spinning flywheel up to an indicator
gauge which will display the desired information on the basis of changes in
the orientation of the spin axis. Corresponding to these three basic tasks are
three functional roles that one would expect to see realized in any properly
functioning gyroscopic instrument — the flywheel role, the spinning role and
the indicator role.

So far, these functional roles have been specified at a very abstract level.
Nothing has been said about the sort of mechanisms that might be
employed to realize those abstractly specified functional roles. And, as it
happens, there are many different mechanisms that will do the relevant jobs.
In some gyroscopic instruments the flywheel is set spinning and kept spin-
ning by a small electrical motor. Other gyroscopes work through vacuum
systems that draw high-speed air through a nozzle and blow it into grooves
machined into the rim of the flywheel. To put it into the terms introduced
earlier, the spinning function is multiply realizable. But things do not stop
there, of course. The vacuum system, for example, has its own abstractly
specifiable functional role — the role of generating a pressure differential that
will produce a current of air powerful enough to operate the flywheel. This
role can be realized in many different ways. Some vacuum systems use an
externally mounted venturi tube that generates the required pressure differ-
ential from the dynamic pressure of the air in the slipstream of the aircraft.
Other vacuum systems use a vacuum pump. The functional role of a vacuum
pump is obvious enough and that functional role can itself be realized in
many different ways. Some aircraft use a wet pump, lubricated with engine
oil, while others use a dry pump driven off the accessory case of the engine.
Nor, of course, does the process of functional decomposition stop here. We
can continue specifying functional roles and identifying realizers until we
get to the most basic components of the gyroscope — and indeed still further,
since even basic physical concepts such as molecule and atom are functional
concepts.

According to psychological functionalism the solution to the interface
problem lies in an analogous strategy of functional decomposition, breaking
down the core cognitive capacities identified by scientific psychology into
ever-simpler capacities in a process that will eventually “bottom out” in
capacities and phenomena that, although still functional, are not mysterious
in any psychological or cognitive sense. As the process of functional analysis
proceeds the mechanisms identified get more and more “stupid” until we
eventually arrive at mechanisms that have no identifiable cognitive dimen-
sion. The assumption here being, of course, that we will be on fairly safe
ground by the time we arrive at, say, the mechanisms allowing electrical
signals to be transmitted between neurons. These mechanisms can be under-
stood using the tools of molecular biology and cognate disciplines in a way
that does not differ from how we use those tools to understand mechanisms
that have no psychological implications.

But how does the process of functional decomposition actually work? We
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can get some clear indications from the example we considered in the previ-
ous chapter. Marr’s analysis of the early visual system bears some of the key
hallmarks of a functional analysis. It involves, for example, a process of
abstract task analysis, in which the general function of the early visual
system (the task of generating a description of the shape and spatial arrange-
ment of objects in the distal environment from a representation of intensity
values in the visual array) is broken down into a series of sub-tasks. One
such sub-task is the detection of edges and boundaries. Another sub-task is
the computation of surface orientation. Each of these sub-tasks is broken
down into further sub-tasks. So, for example, one sub-task involved in the
detection of edges is the detection of significant intensity changes in the
visual array, while the computation of surface orientation can be broken
down into the computation of slant (the angle by which a perceived surface
falls away from the vertical plane) and the computation of tilt (the direction
of slant). Similarly, the functional analysis is not purely a matter of abstract
task analysis. The details of the proposed functional decomposition are also
determined by evidence from neuropsychology and from psychophysics.

Nonetheless, Mart’s analysis of the early visual system is not really a para-
digm case of functional decomposition. As we saw when comparing psycho-
logical and philosophical functionalism, one of the key ideas of
psychological functionalism is that the levels of explanation form a contin-
uum. There are many more levels of explanation than allowed for by Marr’s
distinction between the algorithmic level and the implementational level.
There is no such thing as #b¢ implementational level. There are many differ-
ent levels of structured organization in the nervous system, from the level of
neural systems to the level of synapses via the level of neural networks. Each
of these has some claim to be @» implementational level. The same will
hold, according to psychological functionalists, at the functional level of
explanation. Moreover (and this is perhaps the most salient difference
between a Marr-style analysis and a canonical functional analysis) functional
analysis is not confined to modular processes in the way that Marr’s analysis
is confined, as I suggested in section 2.1. Marr is committed to the existence
of determinate algorithms for the computation of the specific tasks dis-
covered at the functional level of analysis and it seems plausible that such
algorithms will only be available for highly specialized and domain-specific
types of cognitive processing.

It will be useful to have an example of how functional analysis might be
applied in the sphere of higher and non-modular cognitive abilities. Let us
consider the bundle of capacities and abilities that are lumped together (in
the conceptual framework of commonsense psychology) under the label
‘memory’. The phenomenon of memory is a good illustration of functional
decomposition, both because it is clearly not a modular process in the strict
Fodorean sense (although it may well have modular components) and
because it illustrates the range of inputs that are available for a functional
analysis. Starting at the top level it seems sensible to break memory down
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into three distinct (although of course interrelated) processes. Memory
involves registering information, storing that information and then rerrieving
the information from storage. This three-way distinction is, of course, just
the beginning. The interesting questions arise when we start to enquire how
those three functions might themselves be performed. For the sake of sim-
plicity I shall concentrate on the function of information storage.

The most basic functional decomposition in theorizing about how
information is stored comes with the distinction between short-term and long-
term memory (usually abbreviated STM and LTM respectively). The evidence
for this distinction comes from two different sources. One important set of
evidence derives from the study of brain-damaged patients. Experimental
tests on patients during the 1960s uncovered a double dissociation between
what appeared to be two separate types of information storage.'" One
patient, known by his initials as K. F., was severely impaired on memory
tests that involve repeating strings of digits or words, but was capable of
performing more or less normally on tasks that involve recalling material
that he had read, recognizing faces, or learning over time to find his way
around a new environment (Shallice and Warrington 1980). A diametrically
opposed pattern of breakdown (the classical pattern of ammnesia) was observed
in other patients. Patient H. M., for example, was perfectly normal when it
came to repeating strings of words or telephone numbers, but profoundly
impaired at taking in and using new information (Milner 1966). It looks
very much as if there are two different types of information storage involved
here, one involving storing information for a relatively short period of time
and the other operating over much longer time periods.

The functional decomposition of information storage into short-term and
long-term memories is also a natural interpretation of phenomena identified
in laboratory experiments on normal subjects. Many memory tasks involve
asking subjects to repeat as many words as they can remember in any order
from a list of twenty or so unrelated words. Subjects performing these so-
called free recall tasks typically show two effects. The recency effect is that they
tend to recall items from the end of the list first, and to get more of these
correct — provided that the process of recall starts within a few seconds of the
end of the presentation. With delays of more than a few seconds the recency
effect disappears. The primacy effect, on the other hand, is that slowing down
the rate of presentation improves recall of items earlier in the list compared
to items later in the list. If the presentation rate is speeded up, then the
primacy effect disappears and the recency effect is enhanced. If, on the other
hand, a distractor is employed in the interval between presentation and
recall (e.g. by asking subjects to count backwards) then even a short delay of
15-20 seconds will result in a success rate of only 10 percent.

The existence of these various effects speaks to the existence of two

11 A double dissociation between two cognitive abilities A and B is discovered when it is found that A
can exist in the absence of B and B in the absence of A.
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storage systems with different learning characteristics. It is widely thought
that the recency effect is a function of recall from STM — which is why it
disappears when there is a significant delay between presentation and recall.
Information is not retained for long in STM, and retention in STM is a func-
tion of rehearsal (i.e. repeating the digits to oneself), which is why perform-
ance falls off so drastically during the tasks where the presence of a distractor
inhibits rehearsal. Rehearsal is not required for LTM (which accounts for the
10 percent of information retained during the distractor task), but on the
other hand the registering of information in LTM is sensitive to the rate of
presentation. This is why slowing down the rate of presentation improves
recall of items at the beginning of the list — since one assumes that the items
from the beginning of the list will be stored in LTM rather than STM.
There are many similar effects in laboratory memory tasks that mesh very
well with the double dissociation we looked at earlier to support the func-
tional decomposition of memory storage into two distinct processes — STM
and LTM.

But how should these two functional components themselves be under-
stood? In the case of STM one influential analysis has suggested a further
functional decomposition into a complex multicomponent system. Accord-
ing to the working memory hypothesis developed by Baddeley and Hitch
(1974), STM is composed of a variety of independent sub-systems. They
identify a system whose functional role it is to maintain visual-spatial
information (what they call the sketchpad) and another responsible for
holding and manipulating speech-based information (the so-called phonologi-
cal loop). Both of these sub-systems are under the control of an attentional
control system (the central executive).
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Figure 3.2 Shallice and Warrington’s model of the relation between the STM and the
LTM involved in auditory-verbal recall. R refers to the rehearsal loop (source:
adapted from Shallice (1988, p. 55)).
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In the case of LTM neuropsychological research has once again been very
influential. Evidence from profoundly amnesic patients suffering from
anterograde amnesia (affecting memory of events after the onset of brain
injury, as opposed to retrograde amnesia, which extends to events before the
injury) has suggested that we need to make a distinction between implicit
and explicit memory systems within the general LTM system. Many such
patients have shown normal levels of ability in acquiring motor skills and in
developing conditioned responses, even though they have no explicit recol-
lection of the learning process. The tasks on which they perform well are, of
course, tasks such as manipulating a computer that do not require the
patient to think back to an earlier episode. On tasks of the second type, such
as the free recall tasks that we have already briefly looked at, anterograde
amnesiacs are profoundly impaired. A further distinction that is suggested
by the neuropsychological evidence (and indeed also by experimental evid-
ence from normal subjects) is between episodic memory and semantic
memory (Tulving 1972). Episodic memories are directed at temporally
dated episodes or events and always have an autobiographical element, while
the semantic memory system stores high-level conceptual information,
including information about how to speak one’s language as well as the
various bodies of information that we all possess about the structure of the
natural and social worlds.

This is only a very crude sketch of the initial stages of a process of func-
tional decomposition for human memory. But we have enough in front of us
to see how the functional analysis might proceed. There are important issues
to pursue at both the horizontal and the vertical levels of explanation, even
once a preliminary functional decomposition has been made. One question
that immediately arises at the horizontal level is: what are the horizontal
relations between the various sub-components? This question arises even
with the basic distinction between STM and LTM. Should we view STM as a
type of antechamber through which information passes on its way to LTM?
Or are the systems not just separate but also largely independent of each
other? And one might also ask what the inputs are to STM and LTM and
what sort of information-processing takes place during the process of regis-
tration? Figure 3.2 illustrating Shallice and Warrington’s theory of how
STM and LTM operate during auditory—verbal recall gives some indication
of how these questions might be addressed for a limited type of recall
memory.

Functional analysis of this type is sometimes known (often dismissively) as
boxological. The functional decomposition yields a series of specific functions
and capacities, each of which has its own little box. Arrows between the
boxes mark the direction of information processing. Critics of “boxology”
often suggest that the contents of the boxes (the actual details of how the
relevant functions are carried out) are completely mysterious, and hence that
a boxological analysis does little more than redescribe the data. It should be
clear by now that this is unfair. The process of decomposing functions
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(boxes) into sub-functions and further sub-functions is a genuine process of
analysis and vertical explanation.

What ultimately makes functional analysis (boxology) genuinely explana-
tory is that the analysis is discharged at the neural level. And the second set
of questions raised even by our brief sketch of a preliminary functional
analysis of the memory system is whether the analysis has any implications
at the neural level. Does the functional analysis give us any clues as to how it
might be anchored at the neural level? As always when we talk about the
brain we need to be very cautious, given the limited amounts of information
available. But the role that study of brain damage plays in functional analy-
sis offers at least the possibility of anchoring particular cognitive functions
in particular brain regions by correlating the locations of brain damage with
deficits in particular functions and sub-functions.'” So, for example, it has
been suggested (Baddeley 1998) that the episodic LTM system is located in
a circuit linking the temporal lobes, the frontal lobes and the parahippocam-
pal regions. Even at the relatively fine-scaled level of neural implementation
(as opposed to larger-scale questions of neural implementation) some sug-
gestions have been tabled. Donald Hebb, a pioneer in research into learning
and memory, suggested as long ago as the 1940s that long-term memory
storage might involve enduring changes in the patterns of connections
among populations of neurons, whereas short-term memory storage might
be a matter of patterns of electrical activity in neurons.

Of the approaches to the interface problem so far considered, psychological
functionalism is by far the most sensitive to the complex and multi-layered
nature of research in scientific psychology, cognitive science and the neuro-
sciences. Whereas the autonomy theorist denies that this research is in any
sense directly relevant to commonsense psychology and the understanding of
persons, and the philosophical functionalist thinks that it will be possible to
find a single realizer for the functional roles identified at the level of com-
monsense psychology, the psychological functionalist takes seriously the need
to integrate the causal mechanisms of commonsense psychology with the
practice of research, experiment and investigation at the subpersonal level.

Checklist for the functional mind

e The picture of the functional mind starts off from the idea that expla-
nation at the level of commonsense psychology is causal explanation.

12 Any such process is, however, fraught with danger and difficulties. Not only is brain damage by its
very nature a messy and hard-to-quantify process, but there are significant difficulties in identifying
and comparing deficits and breakdowns across different patients. Some of these difficulties are dis-
cussed in Caramazza (1986) and Shallice (1988, Ch. 1). It is possible to avoid some of these problems
by lesioning the appropriate brain areas in monkeys and observing the consequences with tests
designed to detect aspects of cognitive functioning analagous to those in humans. But new dif-
ficulties emerge with the question of how legitimate it is to make inferences about the functional
organization of the human brain from that of the monkey brain.
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Unlike the picture of the autonomous mind, the functional mind
understands the causal dimension of commonsense psychology as
involving subsumption under causal laws which hold at the personal
level.

Within the overall picture of the functional mind there are two ways
of identifying these personal-level causal laws. According to philosoph-
ical functionalism, these laws can be read off from the platitudes that
we are all supposed to accept about mental states and the ways in
which they relate to each other and feed into behavior. According to
psychological functionalism, on the other hand, the laws of commonsense
psychological explanation are not so easily accessible. Discovering
them will require empirical investigation.

Philosophical functionalists respond to the interface problem by sug-
gesting that explanation at the subpersonal level will uncover the rea/-
izers for the mental states that occupy the nodes of the network of
causal generalizations that makes up commonsense psychology.
Psychological functionalists propose to resolve the interface problem
by a process of functional decomposition and analysis, identifying the
cognitive capacities which underwrite the causal generalizations of
commonsense psychology and then breaking those capacities down
into sub-capacities and further sub-capacities until we arrive at levels
of explanation that are non-cognitive.



4 Causes in the mind

From the functional mind to the
representational mind

e Causation by content: problems with the functional mind
e The representational mind and the language of thought
e The mind as computer

In this chapter we turn to the third of the four pictures of the mind that we
will be looking at in the first part of this book. This is the representational
picture, which construes the mind on the model of a digital computer. The
representational approach to the mind has been enormously influential in
philosophy, psychology and artificial intelligence. It has been developed in a
number of different ways with a number of different motivations. My focus
in this chapter will be on the version of representationalism developed and
defended by Jerry Fodor, both because it is developed with philosophical
problems and issues clearly in view and because it is explicitly focused on
the interface problem.'

I will be presenting the representational view as a way of addressing some
serious issues that arise for the picture of the functional mind, particularly
with regard to its claim to do justice to the causal dimension of the mental.
These problems are brought out in section 4.1. In section 4.2 I show how
the representational picture might be thought to resolve the problems of the
functional approach. The final section, 4.3, makes explicit the analogy
between the mind and a digital computer that is an integral part of the rep-
resentational approach.

4.1 Causation by content: problems with the
functional mind

The previous chapter explored the dialectic that leads to the functional
picture of the mind. A crucial element in that dialectic is the thesis that
commonsense psychological explanation is a form of causal explanation.
Functionalism (in both its philosophical and psychological forms) can be
seen as a proposal for doing justice to the (perceived) causal dimension of
commonsense psychological explanation. As we saw, this picture of the
mind is a natural consequence of the following three theses:

1 See the annotated bibliography for this chapter for further reading on different approaches.
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1 Commonsense psychological explanations are causal explanations.
Causal explanations require the existence of causal laws.

3 The causal laws governing commonsense psychological explanation
have to hold at the personal level.

We saw that proponents of the autonomous mind generally accept (1), but
will reject either (2) or (3). Davidson’s version of the autonomous mind
accepts that causal explanations require the existence of causal laws, but
denies that the causal laws in question hold at the personal level. Supporters
of anomalous monism accept (1) and (2) but deny (3). The causal dimension
of commonsense psychological explanation is underwritten by generaliza-
tions holding over psychological states, but these generalizations hold only
when these states are characterized in the language of physical theory, since
there are no strict causal laws holding at the personal level. The second
strand of the autonomy theory, associated with Jennifer Hornsby and John
McDowell, understands the causal dimension of commonsense psychological
explanations in a more minimalist way. A particular combination of mental
states causally explains a given behavior if and only if it is true that in the
absence of that combination of mental states the behavior in question would
not have occurred. This is the so-called counterfactual theory of causation,
and involves denying (2). Counterfactuals about behavior do not need to be
supported by laws.

As we saw in the previous chapter, there is a certain plausibility in the
functionalist claim that, i/ commonsense psychological explanation is a form
of causal explanation, then causal laws holding at the personal level must
underwrite the causal explanations in question. It looks very much as if the
counterfactuals implied by ordinary psychological explanations are not brute
facts but rather themselves things that require explanation — and the most
obvious way of explaining them would be to say that they are a consequence
of causal laws. It might well seem unsatisfying to suggest, in the manner of
anomalous monism, that the relevant causal laws are not psychological
causal laws. If a causal law is to support a causal explanation then it must be
formulated in terms commensurable with the terms of the explanation —
which is precisely what anomalous monism denies.

But since the appeal of the functional picture of the mind lies primarily
in its claim to do justice to the causal dimension of commonsense psycho-
logical explanation, it is reasonable to ask whether it provides a fully satisfy-
ing account of this causal dimension. Even if one thinks that conditions (1)
and (2) imposed by the functional picture are necessary conditions for any
account that will have commonsense psychological explanations coming out
as causal explanations in the desired way, it is still an open question whether
they are sufficient. The central claim of the representational picture of the
representational mind is that the causal dimension of commonsense psycho-
logical explanation requires more than simply the existence of law-like gen-
eralizations holding over personal-level psychological states. According to
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the picture of the representational mind, we need to understand the
mechanics of the causal processes that are tracked by commonsense psy-
chological explanations. We need an account of how the mind works that
will explain how a particular combination of beliefs and desires brings
about a particular action. It is not enough, representationalists maintain,
to identify a combination of beliefs and desires together with a covering
law explaining why that combination of beliefs and desires should, cezeris
paribus, lead to the behavior in question. This does nothing to address the
real puzzle posed by commonsense psychological explanations, which is
that they offer explanations and predictions of behavior framed in terms of
how agents represent their environment. How, one might ask, can a mere
representation (whether a belief, a desire, a hope or a fear) have causal
effects within the world?

An ambiguity in the term ‘representation’ can easily obscure why the
causal power of representations might be thought so mysterious. On the one
hand, a representation is simply an object like any other — it might be a
pattern of sound waves, a population of neurons, a piece of paper or a canvas.
Considered in this sense, there is no particular mystery about how a
representation can be causally efficacious. We have no difficulty in under-
standing, for example, how a population of neurons can enter into causal
transactions with other populations of neurons. We can see, for example,
how a particular pattern of activation in the first population could lead to a
further pattern of activation in the second population. And we can even see
in principle how a succession of such causal transactions could issue in a
particular pattern of bodily movements. But this misses an important
element in the notion of a representation. Representations are not just
objects like any other. They are things that bear a special semantic relation to
the world. They possess a content that stands for objects or states of affairs
extrinsic to them. And it is here that the puzzle lies. The puzzle is not just
how representations can have causal effects within the world — but rather
how representations can have causal effects within the world as a function of
their semantic properties, as a function of the relations they bear to other
objects (objects that may not in fact even be in existence). I will be
approaching the representational conception of the mind through this
puzzle, the puzzle of causation by content.

There is a terminological issue here that needs to be addressed, one that
masks a substantive philosophical issue. In this book I am discussing the
representational mind as if it were fundamentally different from the func-
tional conception of the mind. There is a sense, however, in which the repre-
sentational mind is a particular variety of philosophical functionalism, rather
than an alternative to it (and this is often how it is presented — see Rey
(1997, Chapter 8), for example). The basic distinction between functional
roles and the realizers of those roles is just as deeply involved in the representa-
tional picture as it is in the two varieties of functionalism considered in the
previous chapter. And they both share a deep commitment to the nomological
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conception of psychological causality — that is, to the view that mental states
explain behavior in ways that are law-governed. From the perspective of the
autonomy theory considered in the previous chapter, and indeed from that of
the neurocomputational conception of the mind to be considered in more
detail in the next chapter, there are far more affinities between the func-
tional mind and the representational mind than there is clear blue water
between them. I shall, however, be stressing the differences between the
functional mind and the representational mind. One reason for this is that it
seems to me that a powerful motivation for the picture of the representa-
tional mind is the thought that functionalism does not go far enough in its
stated brief of accounting for the causal dimension of the mental. This line
of argument is prominent in Fodor (see the taxonomy he proposes in Fodor
1987), but much less prominent in other versions of representationalism. I
am proposing it as a way of motivating computationalism in the context of
the interface problem, not as an account of why computationalism was
originally proposed.

It is characteristic of functionalist approaches to the mind, particularly
those that I have termed varieties of philosophical functionalism, to think
that the semantic properties of a mental state are determined by the func-
tional role of that state (although there is, as we shall see shortly, a signific-
ant ambiguity in this basic idea). That is, the way that a mental state
represents the world is fixed by the mental states and non-mental phenom-
ena that give rise to it; by the causal consequences it has for behavior; and by
the further mental states to which it gives rise (Loar 1981; Block 1986).
Part of the attraction of the distinction between role and realizer is that it
allows us to think about the actual physical structure realizing the mental
state in question in very indirect terms. We can think about it simply as
whatever it is that satisfies the role in question. A functional state is like a
black box (to use a popular metaphor). We do not know what is inside the
box (what it is that actually realizes the state in question), and nor do we
care — provided that, whatever it is, it does what it is supposed to do. There
is no need to think about the realizer itself in semantic terms. The realizer
enters into certain causal transactions that collectively satisfy the functional
role of the state in question, thereby fixing its semantic properties. One
implication of this is that the semantic properties of mental states effectively
drop out of the picture when we move below the personal level of descrip-
tion, when we consider the realizers of functional roles rather than the func-
tional roles themselves. At the subpersonal level, functional states are
realized by physical structures (albeit physical structures understood at a
certain level of abstraction) and the causal relations into which those phys-
ical structures enter are not a function of their semantic properties. The
semantic properties that are so important at the personal level no longer
have a role to play at the subpersonal level.

As far as classical versions of functionalism are concerned, this restriction
of semantic properties to the personal level is a positive advantage, not least
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because it offers the prospect of a reduction of semantic properties to non-
semantic properties (Loar 1981; Block 1986). Semantic properties have
traditionally been thought to pose significant problems for the project of
giving a naturalistic account of the world — that is to say, for the project of
showing that all our ways of thinking about the world are in some sense
continuous with our scientific ways of thinking about the world, and in
particular with the ways of thinking about the world current in the physical
sciences. Philosophers concerned with naturalism have tended to see the
existence of semantic properties as one of the two main obstacles to a natu-
ralistic picture of the world (the other being the qualitative dimension of
certain cognitive states). Correlatively, naturalist philosophers have tended
to promote the naturalist agenda by offering reductions of semantic proper-
ties to non-semantic properties. Philosophical functionalism offers perhaps
the most straightforward way of doing this.

It is natural to ask, however, whether it is possible to give an adequate
account of causation through content if one thinks about semantic properties
in the manner proposed by the functional picture. And a good way of appre-
ciating the appeal of the picture of the representational mind is via the
thought that a proper account of causation through content requires think-
ing about the subpersonal underpinnings of content in way ruled out by the
type of semantics available on the functionalist picture.” We can start moti-
vating the picture of the representational mind by thinking about why one
might feel that a proper account of causation through content is unlikely to
be forthcoming on the functional picture.

We need to be more explicit about what we are looking for in an account
of causation by content. There are three principal desiderata. The first desider-
atum is an account of how mental states have content. What makes it the
case that a particular physical structure, say a particular population of
neurons, represents the world in a particular way? The second desideratum,
following on straightforwardly from the first, is an account of how those rep-
resentational aspects of mental states can be causally effective. How can the
causal properties of a mental state be a function of its content? The third
desideratum is something we have not yet touched upon. We need, not just a
model of how mental states can have contents and be causally efficacious in
virtue of those contents, but also a model of how those mental states can
feature in a process of thinking. Something needs to be said about how
causal interactions between mental states can yield rational transitions
between mental states, not to mention rational transitions between mental
states and behavior.

The philosophical functionalist thinks that all three desiderata can be

2 This is not to say, however, that the picture of the representational mind is in any sense committed
to the irreducibility of semantic properties. Representationalists have their own theories of how to
secure a reduction of semantic properties to non-semantic properties. For an overview, see Chapter 9
of Rey (1997). Further reading will be found in the annotated bibliography.
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satisfied simultaneously by appeal to the notion of functional role. A mental
state has the content it does in virtue of the functional role it plays both
within the mental economy and in mediating behavior. This simple idea is
at the heart of the different varieties of philosophical functionalism. The core
functionalist claim is that the notion of content is to be elucidated through
the notion of functional role. Here is how the point is put by a contempor-
ary functionalist:

The basic functionalist thesis is that psychological state types are to be
characterized in terms of the functional roles that those states play in a
structure of internal states, mediating stimulus inputs and behavioral
outputs. Considerations of functional role are held to differentiate not
only among general psychological state types such as beliefs, desires, and
intentions, but also among sub-types such as believing that p and believing
that q. A state has whatever content it does on the basis of its functional
role.

(Van Gulick 1980, p. 108)

The last two sentences are important. The idea that semantics is fixed by
functional role is supposed to apply, not just to types of attitude (that is to
say, to beliefs as opposed to desires), but also to particular propositional atti-
tudes (to the particular belief, for example, that Paris is the capital of
France). It is standard to analyze a propositional attitude, such the fear that
the roof will fall in, into two components — namely, the attitude of fear and
the particular proposition to which that attitude is being taken (the proposi-
tion that the roof will fall in). A thinker can take different attitudes towards
the same proposition at different times (I can believe that the roof will fall in
and, after it has fallen in, I can regret that it did so) or, for that matter, at
the same time (I can believe that the roof will fall in but secretly hope that it
won’t). This proposition is what is normally thought of as the content of the
relevant attitude. So, the functionalist proposal is that considerations of
functional role will be sufficient to identify psychological states even at this
fine-grained level of description. The belief that the roof will fall in will
have a distinctive functional role that marks it out not simply from the
desire that the roof fall in, but also from the belief that the roof is red and
indeed from any other belief.

The suggestion that psychological state types are individuated at the level
of content by their functional role holds obvious promise for solving the
puzzle of causation by content. Whenever a mental state is involved in a
particular causal transaction it is, as a matter of definition, exercising its
functional role — given that the causal transactions into which it enters
effectively define its functional role. The relation between what a mental
state does (its functional role) and how it represents the world (its content) is
so close that there is no difficulty in seeing how a functionally defined
mental state can be causally efficacious in virtue of its content. Content is
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determined by functional role. There is no possibility of the two coming
apart.

Everything depends upon the plausibility of the thesis that functional
role fixes content, and it is not difficult to see why a theorist might be skep-
tical about this. One important set of worries is best left aside until we con-
sider the extent to which the picture of the functional mind can
accommodate the idea of thinking as a process, but that still leaves us with
two sources of concern, one practical and the other theoretical. The practical
concern is obvious. No one has ever come close to providing an account of
the functional role of any content-bearing state. It is no accident that func-
tionalism is most often presented in the context of non-content-bearing
states such as pain. It is not hard to see how pain might have a fairly deter-
minate and easily identifiable functional role fixed by its typical causes and
typical behavioral effects. But of course what makes pain so straightforward
is that it does not, in any obvious sense, involve representations of the
world.> The problem comes when we try to extend the account to mental
states that do involve representations. It is instructive to think back to the
example of philosophical behaviorism.* According to philosophical behav-
iorism, psychological states should be viewed as complicated dispositions to
behave in certain ways. No philosophical behaviorist, however, ever pro-
duced so much as a single comprehensive analysis of a psychological state in
terms of such dispositions.’

Admittedly, philosophical functionalists (and in particular folk function-
alists) are a step ahead of philosophical behaviorists in that they have, as we
saw in the previous chapter (see section 3.4), proposed a method for obtain-
ing a functional analysis of mental states. Here again is an important passage
from David Lewis, quoted in Chapter 3:

Think of commonsense psychology as a term-introducing scientific
theory, though one invented long before there was any such institution as
professional science. Collect all the platitudes you can think of regarding

3 A conspicuous example here is what is often thought of as the original functionalist “manifesto” —
Hilary Putnam’s “The nature of mental states’ (Putnam 1967). An increasing number of philo-
sophers have challenged the view that pain is not a representational state, suggesting that pains (and
other bodily sensations) do in fact represent events taking place in the body. See Armstrong (1962)
for a pioneering effort in this direction and Harman (1990) and Tye (1990) for more recent
approaches. It is revealing, however, that none of these philosophers have proposed an account of the
semantics of pain (of how pain states actually represent the body) in terms of functional role.

4 Not least because functionalism is often analyzed (with some plausibility) as a causal version of
philosophical behaviorism. One might say, oversimplifying somewhat, that whereas the philosophi-
cal behaviorist identifies mental states with dispositions to behavior, the functionalist identifies
mental states with whatever it is that causes those dispositions to behavior (and, additionally, is
caused in certain ways etc.).

5 Even Ryle (1949), the most sophisticated and worked-out formulation of philosophical behaviorism,
contains no such comprehensive analysis (although it contains numerous insights into different types
of mental state).
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the causal relations of mental states, sensory stimuli and motor responses
... Add also all the platitudes to the effect that one mental state falls
under another — “toothache is a type of pain” and the like ... Include only
platitudes which are common knowledge among us — everyone knows
them, everyone knows that everyone else knows them, and so on. For the
meanings of our words are common knowledge, and I am going to claim
that the names of mental states derive their meaning from these plati-
tudes.

(1972, p. 212)

But there is room for skepticism about the procedure Lewis proposed. The
only platitude Lewis actually gives is a platitude involving non-content-
bearing psychological states and it is difficult to see how it can be extended to
individual psychological states with particular contents. It is true that there
are certain commonly accepted platitudes defined over content-bearing states.
So, for example, functionalist authors often (and quite plausibly) maintain that
something like the following platitude is a mainstay of commonsense psychol-
ogy: “If someone desires that p and believes that g-ing is the best way to bring
it about that p, then, all other things being equal, they will g.” This is cer-
tainly a platitude defined over content-bearing states. But it is not a good
example of the sort of principle that the functionalist requires, since it is really
a schema in the logician’s sense. It identifies the common structure of the
indefinitely many specific principles that are obtained when one substitutes a
particular proposition for p and a particular description of an action for g. The
general principle itself can give us no help with working out those particular
propositions and descriptions. For that we need to appeal to much more spe-
cific functional roles — the functional role, for example, of the belief that St
Louis is in Missouri, or the desire that St Louis contains fewer restaurants. Are
there really such finely-grained functional roles? And even if there are, how
could we possibly go about discovering them? A critic of the functionalist
project will insist that the burden of proof is on the functionalist to show that
functional roles can actually individuate the content of beliefs and other
propositional attitudes. One might wonder, for example, how the functionalist
can be so sure that there actually are commonly accepted platitudes associated
with each of our beliefs and desires. And, even if there are, what grounds are
there for thinking that they will be consistent with each other, or that they
will uniquely identify a causal/functional role?

Quite apart from these practical concerns there is a more fundamental
worry. Recall that the standard model of the propositional attitudes imposes
a sharp distinction between attitude and content — between the particular
proposition that is the object of one’s mental state and the mental attitude
one takes towards it. This is a distinction that goes back to the beginnings
of philosophical logic and the philosophy of language in Gottlob Frege’s
Begriffsschrift, and it is a distinction that seems completely indispensable to a
proper account of thought and the mind. For one thing, as we have already
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seen, much of our understanding of ourselves and others rests upon our
being able to make sense of the idea of a particular person being able to take
different attitudes to the same proposition at different times (and indeed at
the same time), as indeed of different people being able to take different
attitudes to the same proposition. Without this we would be unable to
make sense of either the fundamental continuities holding across a person’s
life or basic disagreements between people. Equally importantly, a crucial
element in thinking involves entertaining propositions without taking any
sort of attitude towards them. The most obvious example occurs in condi-
tional thought, which plays such a central role in practical decision-making.
I might, for example, believe that if A is the case then I ought to ¢ without
actually believing that A is the case. Of course, the conditional “If A, then I
ought to ¢” might feature as part of a modus ponens inference, combining with
the premise that A is the case to yield the conclusion that I ought to # — in
which case I would be believing that A is the case. But, on the other hand,
the conditional might equally feature in a modus tollens inference, with the
rejection of the proposition that I ought to ¢ leading to the rejection of
the proposition that A is the case. In which case I would be entertaining the
thought that A is the case without ever believing it.

The distinction between attitude and content is, then, of fundamental
importance, but it is very hard to see how any version of functional role
semantics can accommodate it. The point is straightforward, although it has
not received any attention in debates on functionalism. Contents per se do
not have functional roles. There are no characteristic causes of a particular
proposition, or typical behavioral outputs to which a given proposition will
give rise. Propositions stand in inferential relations to other propositions,
not in causal relations to perceptions or behavior. A proposition can only
acquire a distinctive functional role when a particular attitude is taken
towards it. The proposition that the roof will fall in, for example, does not
have any implications for how someone entertaining it will behave until that
person comes to believe it (or to fear it or to hope for it, or whatever).
Simply entertaining the proposition is behaviorally neutral.® If we are ana-
lyzing at the level of functional role we will have to give separate accounts,
for arbitrary p, of the belief that p, the desire that p, the hope that p, and so
forth. Each of these will (if we bracket the concerns raised earlier) have a dis-
tinctive functional role. We will most likely not be able to analyze each of
these different propositional attitudes as different ways of relating to a single
proposition, in the way that the distinction between content and attitude
suggests.

6 There may well be some behavioral implications of entertaining a proposition. Entertaining the
proposition that the roof will fall in may make me, for example, more likely to come up with “roof”
rather than “root” or “rook” if I am asked to think of a four-letter word beginning with “roo—". I
take it, however, that zhis type of behavioral consequence is unlikely to define a robust notion of
functional role. My thanks to Fiona Macpherson for this example.
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But why should this be a problem? Why can we not take attitudes to be
primary and derive contents from them? Why can we not, for example, start
off by analyzing the distinctive functional role of a set of full-fledged atti-
tudes and then work backwards from that to the content that they all share?
This content would be a proposition that might feature as the antecedent of
a conditional and that would serve to explain both intrapersonal and inter-
personal psychological continuities in the manner discussed earlier. But
there is no reason to think that there will be any such core at the level of func-
tional role. There is no reason to think that the analysis of functional role will
follow the model of the attitude—content distinction, in a way that would
allow the “attitudinal” functional role to be peeled away to yield the “propo-
sitional” functional role. Consider my belief that it is raining, to take a stan-
dard example. This belief has a fairly clear-cut functional role. Its standard
causes include, for example, perceiving that it is raining, or being indoors
and hearing on the radio that it is raining. The belief also has fairly obvious
effects. It will cause me to believe that the sun will only be shining if there
is a rainbow, for example, and it will lead me to put some kind of rainwear
on if I decide to go outside and want not to get wet. Consider, on the other
hand, my desire that it rain. This also has a fairly clear-cut functional role,
but there seems to be no overlap between that functional role and the func-
tional role of the belief that it is raining. My desire that it rain is not in any
sense caused by the sort of thing that causes me to believe that it is raining —
and nor does it have similar effects. When they are considered purely in
terms of their respective functional roles, my belief that it is raining and my
desire that it rain have little, if anything, in common — even though they are
different attitudes to the same proposition. It seems very likely that this
belief—desire pair is entirely typical in this respect. Generally speaking,
whereas the belief that p is typically caused by its being the case that p, the
desire that p is typically caused by its not being the case that p. So, if the idea
that content is to be determined by functional role is taken seriously, it
looks as if it will turn out that there is nothing interesting in common
between different propositional attitudes being taken to a single proposi-
tional content. And this, one might think, would be a serious misrepresenta-
tion of the nature of thought.

There are two reasons, then, why a theorist might be skeptical about
whether the functional picture of the mind can really give a satisfactory
account of the semantic properties of mental states in terms of functional
role semantics. In addition to practical concerns about the feasibility of iden-
tifying functional roles, it is unclear whether such an account could accom-
modate the key distinction between content and attitude. What about the
third desideratum identified earlier? Can the functional picture of the mind
explain how causal interactions between mental states yield rational trans-
itions between mental states — can it explain how the transitions between
mental states are both causal and inferential? The discussion so far has pro-
vided at least a prima facie reason for thinking that the functional approach
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may have some difficulty here. The issue is (once again) the distinction
between attitude and content. It is propositional attitudes that feature in
causal interactions, yet it is propositions pure and simple that bear inferential
relations to each other.” If it is right to claim, then, that functional role seman-
tics cannot operate at the level of propositions, then it looks as if the func-
tional picture of the mind will have difficulties here. This will be pursued
further in the next section, when we will see how the picture of the representa-
tional mind has a distinctive proposal for overcoming these difficulties.

4.2 The representational mind and the language
of thought

It emerged in the previous section that there are certain basic requirements
upon any explanation of how propositional attitudes can be causally respons-
ible for generating behavior (or, for that matter, other propositional atti-
tudes). It is not enough to explain how mental states can be causally
efficacious. We need to know how those mental states can be causally effica-
cious in virtue of their content — in virtue of how they represent the world.
Moreover, the causal dimension of mental states is not simply a matter of
how mental states generate behavior, but also a matter of how they can
combine inferentially to generate further mental states.

The picture of the functional mind proposes to tackle the problem of cau-
sation by content by analyzing the content of a propositional attitude in
terms of the functional role of the physical structure that realizes it — that is
to say, in terms of the causal transactions into which that physical structure
typically enters. The problem of causation by content is solved because
whenever a mental state is involved in a particular causal transaction it is, as
a matter of definition, exercising its functional role — given that the causal
transactions into which it enters effectively define its functional role. The
functional picture of the mind does not allow a gap between what a mental
state does (its functional role, as given by the functional role of its realizer)
and how it represents the world (its content). But, as we saw in the previous
section, there are potential difficulties with the idea that the content of a
mental state can be given in terms of its functional role. Not only are
significant and quite possibly insuperable practical difficulties in giving
plausible functional accounts of particular propositional attitudes, but the
functional approach has difficulties accommodating the all-important dis-
tinction between content and attitude (and hence in explaining how differ-
ent propositional attitudes can have the same content).

7 This point has been emphasized by Gilbert Harman in various places (curiously, since he is an influ-
ential proponent of functional role semantics). As Harman has stressed, there is a fundamental dis-
tinction between logic (which has to do with the relations holding between propositions) and
reasoning (which is a dynamic process that involves the evolution and interaction of propositional
attitudes). See, for example, Harman (1973, 1999).
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The representational picture as I am presenting it is both a development
of the functional picture and a departure from it. The representational
picture does employ the notion of functional role but is not committed to
employing it as globally as the functional picture. The representational
picture shares with the functional picture the view that all propositional
attitudes are realized by physical structures that have a particular functional
role in virtue of the causal transactions into which they enter. But the repre-
sentational approach does not have to hold that the semantic properties of an
individual propositional attitude are exhausted by the functional role of the
physical state that realizes that attitude. Representational theorists can take
functional role to determine semantics only to the extent of determining
which particular attitude is in play.® Consider, for example, a particular
physical structure that realizes a particular propositional attitude — say, the
belief that p. According to the functional picture, what makes this physical
structure the realizer of the belief that p is that it enters into the causal
interactions constitutive of the belief that p. It is open to the representa-
tional theorist, on the other hand, to hold that the causal interactions into
which that physical structure enters only determine that it is a belief, as
opposed, for example, to a desire. Functional role determines the particular
attitude, but not the particular content.

There is a familiar metaphor often used by proponents of the picture of
the representational mind. They talk about a particular token mental state
being in the “belief box” or the “desire box”. Talk of belief boxes and desires
boxes is intended to convey the idea that beliefs and desires have separate
functional roles. And talk of mental states being “in” one box rather than
another reinforces the idea that mental states have the content that they have
independently of their functional role. The representational picture thereby
avoids the two problems that threaten the functional picture. It has built
into it precisely the type of distinction between content and attitude that
the functional picture finds difficult to accommodate and it is not in any
sense committed to the implausible idea that the content of a propositional
attitude can be determined by its functional role.’

What makes it possible for representational theorists to side-step these
difficulties? This brings us to what is really distinctive in the picture of the
representational mind, which is how it understands the relation between a

8 There are representational theorists who combine a version of the language of thought hypothesis
with a version of functional role semantics. Gilbert Harman is a prominent example (see his 1987).
Harman’s version of functional role semantics is distinctive in being a theory of concepts (the con-
stituents of propositions) rather than a theory of propositions. Whereas a standard functionalist
semantics takes propositional attitudes to have functional roles, Harman’s functional role semantics
is based on the inferential roles of individual concepts. To the extent that he operates within a
theory that stresses the internal structure of propositional attitudes, his position comes closer to the
computational picture than to the functional picture.

9 Of course, if the picture of the representational mind abandons functional role semantics (which it

need not do — see n.8 above), then it incurs the obligation to give an alternative account of how
