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Preface

The idea for this handbook began about 15 years ago
when [ started teaching concurrent graduate courses
in adult development and adult learning. Rather
quickly, material from one course bled into the other,
and it soon became clear that it was artificial to con-
sider adults in their development without including
learning and equally artificial to treat adults as learn-
ers while suspending developmental attributes. At
some point, I stopped trying to keep learning and de-
velopment apart and integrated the two. As a result,
this book came slowly into focus. In early 2003,
Catharine Carlin of Oxford University Press encour-
aged me to consider editing a handbook on adult de-
velopment, but then graciously acquiesced to a
proposal for this integrated volume. Thus, the design
of what is now in hand took root.

At the outset, I emphasize that the purpose of the
volume is not to introduce a subfield in which one
discipline is central and the other subordinate, but to
begin what must become a conceptual integration of
adult development and learning. Too quickly, the

human mind arranges material hierarchically in its
mental file cabinet, and whether by preference or
training, certain content and concepts become subor-
dinate to others. That is not the intent of this text.
Rather, the authors of this volume open the door to
the possibility of a broader space in which many of the
constructs we entertain separately—adult insight,
intelligence, cognition, reflective thinking, interper-
sonal competence, self-efficacy, and others—are even-
tually known as a web in which development sponsors
learning and learning fuels development.

The contributors to this volume offer rich theo-
ries, analyses, research reviews, practical applications,
and conceptual itineraries. I roundly applaud their in-
terest and sustained efforts. It is difficult to force one’s
thinking into boundaries, particularly when the inter-
secting disciplines are themselves rather young. Thus,
each of us knows that an encyclopedic account of the
many potential ways in which there is synchrony, or
perhaps causal reciprocity, between learning and de-
velopment is not yet possible. Yet we share a hardy
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conviction that adults grow and learn in unison. The
internal and external contexts of adult life provide
rich resources for leamning and developmental
change; although the great wealth of this territory is
largely unexplored, we are pleased to risk stepping
into its frontier.

Writing from different frames of reference and lev-
els of analysis, each author considers the topical area of
his or her considerable study. Clearly, the topics do not
cover the complete landscape of adult development
and learning. But together they do point toward a po-

tentially unified discipline of theory, inquiry, and prac-
tice. If this volume stimulates greater dialogue among
those working within the respective disciplines of adult
development and learning, it will prove useful. If it
results in established, reciprocal connections between
development and leamning in adulthood and in syn-
chronous theory, research, and practice in these
currently dissociated disciplines, it will have been suc-
cessful. We step briskly toward a future in which it is
obvious that as we learn, so shall we develop, and as we
develop, so are we better equipped to continually learn.
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Chapter 1

Growing a Discipline at the Borders
of Thought

Carol Hoare

This handbook addresses a new question in asking
how development and learning in adulthood are in-
terrelated and reciprocal. That is, how might learning
augment different forms of development, and how
does qualitative, positive developmental change re-
sult in enhanced learning? This dual question does
not imply universality, and it is not without risk. With
respect to the absence of universality, adults do not
develop uniformly in areas such as cognition, social
relationships, and insight development. Some adults
make greater excursions in their learning than others.
As to risk, the joining of learning and development in
adulthood may well be housed in a middle-class con-
cept, one with connotations of resource-rich environ-
ments and of subjects’ opportunities for and interests
in adaptation, development, and learning. There is
further risk in charting associations that are positive,
sometimes skirting the bidirectionality of develop-
ment in its positives and negatives, growth and de-
cline. Although this volume’s authors do not avoid
the declines, our primary emphasis is on how one

force (development or learning) propels the other to-
ward positive advances. This is in line with scholars
who chart a terrain of “human strengths” (Aspinwall
& Staudinger, 2003), those who ask how develop-
ment can advance well-being and optimal aging
(Baltes & Baltes, 1993; Bornstein, Davidson, Keyes, &
Moore, 2003; Rowe & Kahn, 1987, 1998).
Furthermore, each of us writing in this handbook
understands that the study of adult development itself
is young. Using the Psychological Abstracts as an indi-
cator, it was only in 1978 that adult development was
first used as a subject heading. It is only within the
past decade that scholars began seriously to consider
how learning might be integral to development in
adults. Indeed, adult development and adult learning
have been the territory of two very different and non-
integrated subfields (Granott, 1998). This is partly be-
cause adult development is housed in psychological
theory and research, whereas adult learning exists
within the disciplines of educational psychology and
adult education. Just as Smith and Pourchot (1998)
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found for adult education and educational psychology,
in the joint area of adult development and learning
there are no shared professional societies, associations,
or journals. Vehicles for discourse are thus lacking. A
blend of interests in an area that is necessarily recipro-
cal will have to emerge from theorists and researchers
who are willing to cross from one comparatively safe
discipline and professional background into a hybrid
area in which there has been limited attention, rather
few data-based studies, and, until recently, little ap-
parent interest.

THE NEGLECT OF CONCEPTS OF
ADULT DEVELOPMENT

Before examining reasons for a future in which adult
development and learning are seen as integral, we
might look to reasons for this neglect. There are four
key reasons for this neglect, all of which are apparent
during much of the twentieth century. I have de-
scribed these in some detail in a recent book (Hoare,
2002) and credit Erik Erikson’s unpublished papers
for many important insights.

First, prior to the twentieth century, psychologists
had conceived of adulthood as a barren terrain for de-
velopment. Freud was important in this, for he main-
tained that psychosexual development ends with
entry into adulthood. Freud also led thinking along a
path of developmental negatives. As Erikson said, us-
ing Freud’s thought, all one might expect of healthy
adults was the relative absence of the overriding id
drives of infancy and of the guilt, fixations, and re-
pressions of childhood. Thus, expectations for adult
behavior were expressed in negatives, in terms of
what adults should not be and do. By expressing de-
velopment in terms of absence, scholars had failed to
examine what adults are in their positive develop-
ment and in their ongoing developmental potentials.

The second reason for inattention to development
during maturity is found in earlier representations of
adults. In addition to Freud’s position that adulthood
shows developmental absence, children of carlier
times were seen as miniature adults. This led to a
view of adults as completed products of their prior
selves. In the twentieth century, social scientists no
longer portrayed children in this way; however, until
recently, adult attributes and achievements were con-
structed as though they exist on extension from child-
hood. In this “rubber band” fallacy (Hoare, 2002),

that of conceiving of developmental continuity as
though a giant rubber band stretches between infancy
and senescence, developmental traits and abilities are
seen as fixed, albeit rudimentarily, at the band’s be-
ginning point. Theorists might have stretched that
band out, but it always snapped back, in scholars’
minds, to origins and developmental givens in in-
fancy and early childhood. Today, this applies to
many concepts of cognition and cognitive develop-
ment, intelligence, mental maturity, social relation-
ships, self-representations, and other constructs.

Although scholars posed a trajectory of increasing
competence into maturity, that of the ways in which
the adult is stronger, better, and more accomplished
than the child, development was seen as origin-based.
Experts were largely disinclined to consider adult-
hood as partly sui generis, that is, as a period of life
that has its own unique content, abilities, and repre-
sentations. Learning has been considered similarly.
Until recently, scant attention has been paid to learn-
ing in daily environments and in work and personal
roles of adults when thinking and learning are tied to
contexts, problems, and change, and are bound up
with values and emotions. Adult cognition, based on
the development of reflective, dialectical, and rela-
tivistic thinking, has enjoyed somewhat more atten-
tion, due, in part, to William Perry’s (1970) important
contributions about the content and stages of intellec-
tual development among college students (e.g., Baltes
& Staudinger, 1993; Commons, Sinnott, Richards, &
Armon, 1984; Kitchener & King, 1981, 1994; Kramer
& Woodruff, 1986; Labouvie-Vief, 1992, 1994,
Labouvie-Vief, Chiodo, Goguen, Diehl, & Orwoll,
1995). Much more research is needed and has begun.
We now approach questions ecologically, looking, for
example, not so much to psychometric intelligence
but to adults’ practical intelligence in their approach
to various everyday experiences and problems (Schaie
& Zanjani, chapter 5, this volume; Sternberg et al.,
2000). We ask how discovery learning in adulthood
leads to the development of new insights and fresh op-
portunities for growth (Merriam & Clark, chapter 2,
this volume; Miller, chapter 10, this volume).

The third important facet in the earlier neglect of
adult development resides in the prior inability to
conceive of adulthood in other than a linear order
and in terms of marker events. In this chronology de-
pendence, adult development has been locked to the
beginning and ending points of adulthood and adult
periods, to the passing of time, and to sequence-
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ordered events such as career entry, marriage, child-
birth, parenting, empty nest phenomena, and retire-
ment. As a result, differential meanings, contexts,
abilities, qualitative changes in developmental com-
plexity, and adult potentials were not well examined.
Studies into changing ways of seeing the world, and
oneself in that world, have been limited.

Fourth, until recent decades, studies of adult de-
velopment were few because there was previously
rather little in the way of adult life available for study.
In the United States, in 1785, life expectancy was 28
years; in 1900, life expectancy was 47 years; and in
1933, it was 59 years. It was not until 1959 that life ex-
pectancy reached 69 years (www.census.gov). Thus,
with few years of middle adulthood and scant older
adulthood to consider (until the last third of the twen-
tieth century), adult developmental possibilities failed
to attract much attention. Studies of older adults be-
gan earlier than inquiries into the young and middle
periods; however, such investigations were largely
conceptualized in terms of the problems and disor-
ders associated with aging, and strategies for coping
with the difficulties created for family, medical care-
givers, and society.

THE IMPORTANCE OF MAPPING
A POSITIVE, INTEGRATED
DEVELOPMENT AND LEARNING
TERRAIN

Prospects for adult life have changed dramatically. By
the beginning of the twenty-first century, the median
age of the U.S. population was 35.9 years, and life ex-
pectancy was nearly 80 years (www.census.gov).
There are now many more middle-aged and older
persons, and contemporary adults can expect to live
longer and healthier lives than prior generations.
Writing about rates of aging and individual differ-
ences, a recent article (Lu et al., 2004) depicted mid-
dle adulthood as the years between age 40 and 70. For
the elder years, we now avoid lumping people into a
single category based on age alone. We speak of the
young-old, the old-old, and the aged, distinguishing
among elders principally on the basis of cognitive fac-
ulties, independent living and self-care abilities, mo-
bility, and medical morbidity.

Increased longevity and better health are due to en-
hanced living conditions such as improved nutrition
and sanitation, control of infectious diseases, declines

in deaths of women during childbirth, and advances
in medical care and technology. The aging of the
post=World War II Baby Boom cohort has swelled
the numbers of those now in retirement. At present,
there are nearly 34 million Americans who are 65
years of age or older. According to the U.S. Census
Bureau, by 2030 this group will expand to more than
69 million (20% of the population), and by 2050, will
swell to nearly 80 million. Among those over 85 years
of age, the fastest-growing age group, 3 million Ameri-
cans are currently 85 years of age or older, a num-
ber that will increase to 28 million by 2050 (www.
Census.gov).

Increasingly, older adults are able to maintain rel-
atively active lives into their ninth decade. It seems to
be the case that adults themselves have changed our
views. The prior view of successive development into
midlife, followed by years of chronic illness and de-
cline, has been replaced by a concept of ongoing de-
velopment until senility or death. Importantly, we
now know that psychosocial forces and contexts have
dramatic effects on health, longevity, and adaptive ca-
pacities. Thus, although it would be foolish to con-
sider adult development as other than constituted by
gains mixed with losses, it is essential to focus on
those developmental attributes that change in a posi-
tive direction toward increasing competence, deeper
understandings, and optimal functioning and well-
being. The mere number of aging adults in our soci-
ety forces us to consider the integration and catalytic
effects of enhanced development and learning. How
might one best develop, and how do development
and learning enhance each another?

Cognitive Vitality and Learning

As an example of the relationship between adult de-
velopment and learning, I will highlight the intellec-
tual area because there is great interest in the
maintenance of cognitive vitality throughout adult-
hood. We know that among adults for whom learning
is short-term or accidental and is not built into every-
day functioning as a valued, active way of experienc-
ing and living in the world, potential development is
not enhanced. Cognitive ability, plasticity, openness
to experience, and flexibility decline over time. Dis-
use of abstract powers leads to their atrophy and to a
loss in the ability to apply such powers to learning and
other behaviors. The opposite holds among adults for
whom learning is integral to living and who engage in


www.census.gov
www.census.gov
www.census.gov
www.census.gov

6 FOUNDATIONS

deep processing of content. Such persons restructure
knowledge, maintain cognitive openness and flexibil-
ity, enhance intellectual abilities, and self-scaffold
their cognitive powers toward new, additional learn-
ing. This has been ably demonstrated by findings from
the Seattle Longitudinal Study. In that study, Schaie
(1996b, 2005) illustrated that certain cognitive pow-
ers reach their zenith only in the seventh decade of
life, particularly among those who continue to learn,
who live in favorable conditions, and who do not suf-
fer the detriments of cardiovascular or cerebrovascu-
lar disease (see also Bosworth & Schaie, 1999; Fillit et
al., 2002; Knoops et al., 2004). The Duke Longitudi-
nal Studies of Normal Aging (Busse & Maddox,
1985) reached similar conclusions. When assessed
longitudinally, maintenance of intellectual powers
was the norm into subjects’ eighth decade. Some
studies of elders that included centenarians show the
maintenance of cognitive vitality into the 11th de-
cade of life (Fillit et al., 2002; Silver, Jilinskaia, &
Perls, 2001). On this basis, Rowe and Kahn (1987,
1998) distinguished between “usual” aging that shows
declines in cognitive functions, autonomy, physio-
logical functioning, and longevity, and “successful”
aging that is characterized by maintenance or en-
hancement of cognitive powers, continued autonomy,
superior physiological functioning, and increased
longevity.

That the nexus of learning and development is sig-
nificant in intellectual development has been shown
by Schaie, one of our chapter authors. In his texts on
the subject, Schaie (1996b, 2005) demonstrated that
later-born cohorts who use adult education opportu-
nities are intellectually advanced compared with
earlier-born cohorts. As Schaie found, it is often im-
possible to disentangle the effects of attributes such as
learning, better nutrition, and heightened preventive
health measures. Yet even in otherwise disadvantaged
circumstances, training programs for older adults im-
proved the spatial orientation and inductive reason-
ing performance of two-thirds of participants. With
respect to memory, for adults in the age range of 60 to
80 years, learning mnemonic techniques doubled the
number of words that subjects could recall (Baltes &
Kliegl, 1992). Even for those in the ninth decade of life
and older, some plasticity has been demonstrated. Sup-
porting data exist in the Duke Studies (Busse & Mad-
dox, 1985), the Einstein Aging Studies (Verghese et al.,
2003), and elsewhere. In the Nun Study, Snowdon
(2001, 2003) found that sisters who had obtained

college degrees and who engaged in subsequent learn-
ing were able to maintain and enhance their intellec-
tual powers and their independence. Such persons
also experienced greater longevity than nuns who
were less educated and who were engaged in positions
that did not require much in the way of ongoing learn-
ing (see also Riley et al., 2002). With 20 years of longi-
tudinal data in hand, Schooler and Mulatu (2001)
provided substantial evidence that complex intellec-
tual activities, in work or in nonwork leisure activities,
increase intellectual functioning in the later years of
life. In this and other studies, the pathway is one in
which intelligent persons find their way into complex
environments, which then raise their levels of func-
tional intelligence.

Neurobiological and medical studies have ad-
dressed cognitive vitality recently. Lifestyle factors
such as ongoing learning have been associated with
declines in medical comorbidities and with protec-
tion against the cognitive declines typically associated
with aging. Recently, discoveries have shown that
long-term intensification of synapse connections in
the hippocampus occurs with learning (Fillit et al.,
2002). These and related data now challenge the
prior, once universal conviction that the adult brain is
incapable of making new neurons (neurogenesis),
new synapses (synaptogenesis), and new capillaries
(angiogenesis). In particular, neuron growth has
been found in the important dentate gyrus of the hip-
pocampus, a location related to learning and mem-
ory. Supporting data are found in the research of
Barnes and McNaughton (1985), Berkman et al.
(1993), Cameron and Gould (1994), Eriksson et al.
(1998), Perls, Morris, Ooi, and Lipsitz (1993), Schaie
(1989), Willis and Schaie (1986), and others. Plastic-
ity has also been demonstrated in the amygdala
(Ohman, 2002), an area of the brain that is integral to
emotion and social cognition; in the sensorimotor
cortex (Hamilton & Pascual-Leone, 1998; Kujala,
Alho, & Naatanen, 2000); and in visual pathways (de
Haan, Humphreys, & Johnson, 2002; de Haan, Paas-
calis, & Johnson, 2002).

Behavioral data combined with neurological find-
ings point to changes in the structure and function of
the brain based on learning and experience. Maguire
and colleagues (2000) showed this among London
taxi drivers. London is large city with an intricate web
of roads and streets. For taxi drivers, an intensive 2-
year period of learning prepares drivers to immediately
call forth from memory a visual map of locations,
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businesses, and routes without the help of road maps.
As a result of classroom instruction combined with
experience navigating myriad routes, brain neu-
roimaging showed that drivers” posterior hippocampi,
a brain area associated with spatial depictions of the
external environment, grew significantly larger than
that of control subjects. Subjects with many years of
driving experience showed greater hippocampal size
than drivers with less experience.

Scaffolding Development
and Learning

Any number of other developmental attributes (e.g.,
social, emotional, self-efficacy, insight) are interde-
pendent with learning. As development and learning
interact, a scaffolding effect occurs in that learning
and development will each lead to enhancements in
its essential counterplayer; both are transformed in the
process. For example, living and learning in an in-
tricate environment, and learning that extends be-
yvond a person’s occupation, predict advances in
cognitive development (Pirttila-Backman & Kajanne,
2001). Among older adults, affluence and interest in
cultural and educational activities are associated with
cognitive flexibility (Hood & Deopere, 2002; Schaie,
1990, 1993). Cognitive flexibility also correlates with
increased learning engagement. In the prospective,
longitudinal Einstein Aging Study, subjects over the
age of 75 who engaged in cognitive leisure activities
(reading, playing musical instruments, playing board
games) experienced a lower risk for dementia (Ver-
ghese ctal., 2003).

The development of insight has also been impli-
cated in additional learning and in the transformation
of knowledge into behavior (Miller, chapter 10, this
volume; Staudinger, 2001). “Elaboration” and “fur-
ther detailed investigation” (learning) are essential
addendums to the developments in awareness that we
call insight (Pollock, 1981, p. 286). Adult understand-
ings that knowledge is complex, tenuous, evolving,
and sometimes contradictory correlate with inclina-
tions to take multiple perspectives, to alter views over
time, and to avoid early closure in reaching decisions
(Pascual-Leone & Irwin, 1998).

In the applied work realm, executives, managers,
and trainers are now interested as never before in the
relationship between employee learning and develop-
ment. Maurer and colleagues (2003) held that in a
constantly changing, highly competitive, leaner, and

efficiency-oriented U.S. work environment, employee
development and learning are essential to the success
of both the organization and its workers. For corpora-
tions, ongoing employee development and learning
contribute to organizations” financial success (Ellinger,
Ellinger, Yang, & Howton, 2002; Maurer, Weiss, &
Barbeite, 2003), foster supportive work climates; en-
hance employees’ job involvement, motivation and
satisfaction; and strengthen workers” commitment to
the organization (Mikkelsen, Saksvik, Eriksen, & Ursin,
1999). Corporate resources invested in ongoing de-
velopment and learning also result in employee re-
tention (Kaye & Jordan-Evans, 2000; Maurer et al.,
2003) and in the ability of organizations to attract
developmentoriented workers to their employ (Mau-
rer et al., 2003). For employees, workplace learning
and development-oriented activities heighten percep-
tions of mastery and self-efficacy (Cervone, Artistico,
& Berry, chapter 8, this volume; Maurer et al., 2003),
increase work interest and job satisfaction (Maurer
et al., 2003; Mikkelsen et al., 1999), promote job se-
curity and ongoing career development possibilities
(Maurer et al., 2003), and improve marketability. For
workers in complex jobs (or those with the opportu-
nity to move into such jobs), job complexity is associ-
ated with advances in intellectual flexibility, even
among older workers (Kohn et al., 2000; Miller,
Slomezynski, & Kohn, 1988; Mulatu & Schooler,
1999; Schaie & Schooler, 1998; Schooler & Mulatu,
2001; Schooler, Mulatu, & Oates, 1999). This is par-
ticularly the case when job complexity requires ongo-
ing learning, and in today’s work environment, highly
complex jobs and ongoing learning are synonymous.
As to more formal educational endeavors, such as
training events and workshops, these were once con-
sidered ho-hum requirements of the job. Now many
such learning opportunities have become sought-after
perquisites provided by organizations. In fact, if there
is one consistency in the literature describing high-
performing work systems, it is the existence of exten-
sive training and skill development for employees in
those systems (e.g., Bailey, Berg, & Sandy, 2001; Pfef-
fer, 1998).

Policy Implications

In the policy realm, there is ongoing interest in ways
to reduce chronic illness and disability in the late
middle and older years and lessen dementia and de-
pendency among the elderly. Among seniors, nearly
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25% of those who are age 75 or older and 40% of
those over 85 years of age or older suffer from demen-
tia, principally of the vascular and Alzheimer forms
(Fillit et al., 2002). The maintenance of cognitive
vigor has not been a high U.S. policy aim, but efforts
are under way to make cognitive health a top priority
in the United States and internationally (Fillit et al.,
2002; National Research Council, 2000; see also
Deary, Whiteman, Starr, Whalley, & Fox, 2004). Some
claim a potentially achievable goal of cognitive vital-
ity that remains intact from middle age onward (e.g.,
Fillit et al., 2002).

A slowing or reversal of recent increases in eco-
nomic dependence of retired persons on those in the
workforce would improve socioeconomic prospects
for all. Declines in cognitive aging could result in
more persons continuing in some form of challenging
work into their seventies or eighties. Among older em-
ployees, ongoing learning and skill development,
with work and nonwork support for such activities,
could delay retirement considerably (Maurer et al.,
2003). Retention of middle-aged and older employees
is important, particularly when one considers that the
average age of U.S. workers is on the upswing. Fur-
thermore, preventing and attenuating dementia is a
paramount public health priority (Verghese et al.,
2003). Ongoing intellectual activities, with their asso-
ciated learning involvement, might well reduce mor-
bidity and chronic illness if such learning results in
better preventive and health care practices. Dementia
may be forestalled among at least some elderly per-
sons who engage in cognitively stimulating leisure
pursuits, especially if complex activities are in a con-
tinuum from those of earlier life (Knoops et al., 2004;
Masunaga & Horn, 2001; Smyth et al., 2004).

It is impossible to say how adult life will change,
the extent to which life expectancy may increase in
future decades, or how work-specific, policy, and
other applications stemming from the integration of
learning and development will evolve. However, we
do know that a growing number of adults, especially
old and very old adults, will soon exist. Whether one
is a young adult, middle-aged, or a senior, there is
now an increased interest in knowing how one can
enhance adult life and its prospects in moving
through the remaining years of life. Because the
research base about the integration of adult learn-
ing and development is young, those studying at
this intersection have much to offer in advancing
knowledge about the ways in which learning and

development  show unified, selfscaffolding ten-
dencies.

KEY CONCEPTS

Adult Development

Adult development means systematic, qualitative
changes in human abilities and behaviors as a result
of interactions between internal and external environ-
ments. Interactions and qualitative changes are influ-
enced by genetics, by endogenous and exogenous
influences, and by adaptive powers and personal in-
terests. Many abilities are multidimensional. For ex-
ample, adult intelligence is comprised of multiple
abilities and is intrinsically influenced by personality,
motivation, adaptive abilities, and physical and men-
tal health.

Development means growth and change, those
transformations that are primarily “orderly, sequen-
tial, and lawful” (Endler, Boulter, & Osser, 1976, p. 1).
In adulthood, such development is bidirectional in
that there are gains as well as losses, advances mixed
with decrements. Decrements occur as early as one’s
late twenties in functions such as reflexes and pro-
cessing speed, with the human frontal cortex particu-
larly at risk after age 40 (Lu et al., 2004).

This volume preferentially addresses a number of
developmental positives. However, just as we are well
aware of bidirectionality, we know that some declines
can also foster important positive results. Sensory
deficits can lead to greater vigilance and self-care;
decrements in perceptual speed and in speed of cogni-
tive processing can result in heightened observational
skills and more sustained attention to reading materials
and to the speech and gestures of others. Declines in
fluid intelligence (e.g., spatial orientation and induc-
tive reasoning) may be offset by gains in crystallized in-
telligence (e.g., verbal meaning and word fluency)
(Baltes, Lindenberger, & Staudinger, 1998; Horn,
1994; Horn & Hofer, 1992; Schaie, 1996a). In addi-
tion, the mature adult tends to be acutely aware of the
aging direction in which he or she is moving. This of-
ten leads to enhanced appreciation of the elderly and
their needs, a sense of affinity with parents and other
key counterplayers in life (Erikson, 1982), a willingness
to seck information and help when needed, and,
among some, a deepened understanding of the various
influences on their own and others” development.
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With respect to transformations, qualitative
change refers to alterations in human functioning
and in ways of seeing and interpreting oneself in the
world. Such changes move toward complexity. In
this, development is not quantitatively determined,
for complex change tends to be discounted when
items are merely aggregated. Furthermore, develop-
mental invariance among adults is not the case. Sig-
nificant interindividual and cohort differences exist,
just as there are qualitative differences among adults
in heredity, constitution, environments, traits, experi-
ences, resources, and learning engagement. Heredity
and environment are equally important. Arguments
about the relative importance of nature versus
nurture linger on. However, agreeing with Endler
and colleagues (1976), inquiring whether heredity
or environment is more essential to the develop-
ment of a particular behavior “is akin to asking
whether the length or the width is more important
in determining the area of a rectangle” (p. 13). The
best view emphasizes essential contributions made
by and key interactions between and among gene-
tics, environments (both endogenous and exoge-
nous), contexts, experiences, intentional choices,
and inclinations.

Individuals tend to follow differing developmental
pathways in the maintenance, extension, or depletion
of important attributes and behaviors. As we know,
adults become more, not less, heterogeneous as they
age. This is due to differential roles, education, expe-
riences, environments, and inclinations. Thus, some
adults will enhance their intellectual powers, others
will show intellectual deterioration; some will mani-
fest little or no apparent change (Dittmann-Kohli &
Baltes, 1990; Fillet et al., 2002). Many adults develop
more mature mental mechanisms and coping styles
over time, whereas others maintain prior mechanisms
or regress to immature coping styles. Certain persons
will advance to the ethical level of principles and ac-
tion. (In this, ethics is defined by the content of deci-
sions and actions, not just by reasoning based on
moral judgments devoid of action.) Some adults will
move to higher levels of consciousness, expanding
their sense of the spiritual (see Irwin, chapter 14, this
volume). Others will remain static or deteriorate, ei-
ther toward the literal or toward despair. Various con-
texts, such as the work environment and home life,
with their varied support mechanisms, play important
roles in fostering movement in one or another direc-
tion. Humans are permeable to their immediate

social world, to cultural factors, and to important oth-
ers in their personal and work lives.

In addition to individual variance, variability exists
in the societal and cultural norms that support devel-
opment. For example, the development of height-
ened work autonomy, highly valued in the United
States, is suppressed in autocratic nations. Restrictive
political and religious ideologies tend to foster lower
level, dualistic thinking processes (e.g., black versus
white, right versus wrong) that auger against the de-
velopment of more complex, relativistic cognitive
functions. In different societies, cultures, and ethnic
groups, attributes of intelligence will develop vari-
ously, depending on the traits that are valued, empha-
sized, and rewarded and those that are suppressed.
For example, linguistic and logical-mathematical
abilities are emphasized in the United States during
youth, with such skills predicting substantial mone-
tary rewards in various occupations. Spatial abilities
are emphasized and rewarded among Eskimos and
Tanzanians, spatial skills and acute visual memory
among Kenyans, bodily kinesthetic skills among Bali-
nese, and musical abilities among Anang tribal mem-
bers in Nigeria and in subsets of Japanese, Hungarians,
and Russian Jews (Gardner, 1985).

Clearly, available resources are significant to on-
going development. External resources—such as ade-
quate finances, strong kin and friendship networks,
community assets and support, available transporta-
tion, learning opportunities and tools, competent
medical care, low levels of stressors, and affirming
work and civic environments—endorse ongoing de-
velopment. Internal resources are just as essential.
Among these, good health, adaptive capacities, posi-
tive coping strategies, motivations for ongoing growth,
curiosity, a sense of self-efficacy, openness to experi-
ence, and varied interests are key (e.g., Pirttila-
Backman & Kajanne, 2001). Equally important are
the qualities of autonomy, a sense of personal control
over life and events (Caspi & Elder, 1986; Cervone
etal., chapter 8, this volume; Merriam & Yang, 1996;
Rowe & Kahn, 1987), positive attitudes toward peo-
ple and life, selfunderstanding and acceptance
(Merriam & Yang, 1996; Staudinger, 2001), social
competence, needs for ongoing accomplishments
(Dittmann-Kohli & Baltes, 1990), and future expecta-
tions and commitments. Internal and external re-
sources interact with genetics, personal history, and
individual goals to shape behavior (see Schaie & Zan-
jani, chapter 5, this volume).
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It is also the case that the positives and negatives of
adult behavior and experience internegotiate and an-
tagonize each other. Personal independence, auton-
omy, and control are countered by the potential for
dependence and loss of power and voice as one ages.
Mobility is eventually undermined by behavioral
slowing and a decline in balance. In the psychosocial
area, acknowledging developmental polarities, Erik-
son showed the ways identity vies with cynicism, inti-
macy with isolation, and generativity with stagnation
and rejection in the respective periods of late adoles-
cence and of young and middle adulthood. For the
elder years, having changed his views once he himself
was older, Erikson (1982) held that the dialectic was
that of integrality, of keeping a deteriorating body and
psyche together against despair. The tension of inter-
playing, opposing forces leads the positively develop-
ing adult to accentuate the forces and behaviors that
will offset negatives and losses.

Childhood as a Resource

We cannot do other than emphasize personal choice
and responsibility in ongoing learning and behavioral
advances, for each adult is the active agent of devel-
opment, curiosity, and inquiry. However, there are
personal situations with little in the way of individual
choice, past or present. With Beck (1994), we are
concerned about the effects of societal deprivations
such as poverty, unemployment, racial marginaliza-
tion, and ageist disinclusion. These societal, struc-
tural constraints press persons toward dependency,
decreased motivation, and declines in a sense of self-
determination, attributes that can be inappropriately
interpreted as failures of the individual. Furthermore,
social deprivations operate against the presumed “ide-
ology of choice” into which U.S. youth and young
adults are socialized and expected to perform (Hages-
tad & Dannefer, 2001). The result is a projection of
societally incurred deficits onto the individual who is
doubly burdened, first by deprivations and second by
the ascription and internalization of blame and guilt.
This applies to adults and to their childhood experi-
ences. | emphasized earlier that adult development
cannot be conceived as a simple linear continuity
from childhood. However, no person comes to adult-
hood de novo. Personal history, early resources,
socioeconomic and educational advantages or depri-
vations, the development of mastery in childhood,
and parental support and expectations establish a

trajectory that is difficult to dislodge at age 20, 30, or
later. The experiences of early childhood have long-
standing effects that reach far into adulthood. Adult
development is resource dependent (Caspi & Elder,
1986). One set of resources is the adult’s history of
competence in school-related and extracurricular
pursuits, as well as success in resolving the psychoso-
cial demands of earlier life. That is, the accomplished
child becomes a resource to the self-same developing
adult. It is also true that later-occurring benefits can
attenuate the detrimental conditions of early life. Hu-
mans are resilient. Abilities are malleable. Thus, in
situations in which irreparable childhood damage has
not occurred, particularly in critical periods of devel-
opment (e.g., reclusive separation from human con-
tact in infancy, physical abuse during attachment
development), adults may well respond to, for exam-
ple, supportive and enriched environments, high-
quality learning tools, and intelligent spouses. Such
adult resources might compensate for the deficits of
childhood.

Dramatic social events, particularly those occur-
ring during adolescence and young adulthood, can
also foster or thwart development, particularly when
social class enters the equation. The large scale social
events of World War II and the Great Depression ad-
versely affected subsequent emotional functioning
and learning engagement, particularly among those
in the lower socioeconomic working class who were
then in the identity formation stage (Caspi & Elder,
1986; Duncan & Agronick, 1995). However, those
who were forming their identities when experiencing
those events but who had adequate personal re-
sources, emotional resilience, social involvement,
and middle-class status, showed subsequent emo-
tional stability and learning engagement. Other epic
struggles (e.g., the Vietnam War and the civil rights
movement) have had similar effects, sustaining devel-
opment for some and undermining it for others
(Elder, Rudkin, & Longer, 1994). Today, the high-
technology revolution moves forward. Although some
data exist (e.g., Internet use by college students appears
to preferentially benefit males over females socially;
Lanthier & Windham, 2004), we have yet to fully ac-
count for the psychosocial effects on development of a
pervasive computer- and Internetsavvy environment.

Even in instances in which adults have been privi-
leged by enriched, supportive childhoods and social
stability, adulthood itself can bring difficulties that
thwart development. Traumas such as physical or
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mental illness, the loss of loved ones, sensory loss, and
prolonged unemployment frequently have negative
effects on the psyche and potentially on inclinations
to learn. Into old age, the tendency to ruminate on
past negative events decreases positive adaptations,
social encounters, and the likelihood of subsequent
positive interpretations of life (McFarland & Buehler,
1998). Furthermore, as Schaie and Zanjani (chapter
5, this volume) found, multiple disorders can increase
negative effects. Adverse effects on intellectual perfor-
mance may also result from the treatment of organic
and mental disorders (see also Stanley et al., 2002;
Tabbarah, Crimmins, & Seeman, 2002). Medications
and drug interactions, for example, take their toll.
The far years of life are always accompanied by in-
creasing physical problems. Magical thinking—the
belief that adults are fully in control of their fates—is
unrealistic. Among the very aged in particular, some
deteriorations cannot be remedied by personal coun-
tering behaviors. To deny this reality burdens the el-
derly with blame when they are not at fault. However,
the tendency to focus on one’s body versus the inclina-
tion to transcend bodily aches and pains, has negative
effects on physical activity, social engagement, rela-
tionships, and motivation (Eysenck & Calvo, 1992;
May, Schwoerer, Reed, & Potter, 1997; Peck, 1968).

Adult Learning

We are concerned with adult learning that is itself a
developmental activity and process. Adult learning is
a change in behavior, a gain in knowledge or skills,
and an alteration or restructuring of prior knowledge;
such learning can also mean a positive change in self-
understanding or in the development of personal
qualities such as coping mechanisms. Thus, learning
is not just information-based, nor is it merely a
change in observable behavior. Learning can include
the acquisition of information or the application of
information. Learning also includes a change or re-
ordering of content in one’s cognitive apparatus. This
may include the deletion of old material when new
content requires this adjustment, or it may mean al-
tering one’s mental file cabinet to subsume newly ac-
quired knowledge beneath or to superordinate it
above prior content. Here, we blur a previous bound-
ary. Historically, some learning theorists have differ-
entiated between the acquisition of knowledge
(learning) and its restructuring (development) (e.g.,
Endler et al., 1976). This seems to be a specious dis-

tinction in the absence of empirical studies finding
that cognitive development occurs during knowledge
re-structuring but not during knowledge acquisition.
Thus, it seems appropriate to conclude that both the
acquisition of material and its revision in one’s cogni-
tive schema involve learning, and that cognitive de-
velopment is inseparable from such learning.
Learning can occur consciously or unconsciously.
Conscious learning transpires when one intentionally
seeks knowledge or skill development that will ex-
pand or change one’s database or performance.
Largely unconscious learning occurs, for example, in
some forms of social modeling behavior, in develop-
ing and using implicit (tacit) knowledge, and in ac-
quiring and evolving an adult identity (Erikson, 1987;
Reber, 1993). Unconscious learning is difficult to
study and, other than somewhat tangentially in the
psychoanalytic area, has been largely neglected. How-
ever, it is possible to observe the results of uncon-
scious changes in learning applications. This is
particularly true in adulthood because this period is
one in which substantial previously acquired con-
scious knowledge moves to the unconscious or pre-
conscious level of nearly automatic functioning (Berg
& Sternberg, 2003). Conscious or declarative knowl-
edge is knowing that, whereas unconscious or precon-
scious procedural knowledge is knowing how (Ryle,
1949; Sternberg, Wagner, Williams, & Horvath, 1995;
Torff & Sternberg, 1998). An example is found in op-
erating a car. Declarative knowledge development oc-
curs on first learning how to drive. The learner is
aware (conscious) of the items and incidents of learn-
ing, such as the car’s essential mechanisms, the se-
quences in operating a vehicle, and the rules and
patterns of driving from one location to another. Such
learned information and behavior then move to the
procedural (pre- or unconscious) level in which the
driver is barely aware of his or her knowledge and
functions or of the car and its route. Importantly,
years of productive work-based learning lead to a pro-
cedural form of knowledge that has also been termed
implicit and tacit knowledge, that is, a practical intelli-
gence (Neisser, 1976; Sternberg, Wagner, & Okagaki,
1993; Sternberg et al., 1995, 2000). Such practical,
procedural knowledge and its associated strategic abili-
ties occur when one learns adult roles, problem-solving
strategies, skills, and productive expertise. In adults
who continue to learn, such knowledge increases dur-
ing the active, engaged years of life (Torff & Sternberg,
1998). Importantly, a number of investigators have
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found that learning and its associated tacit knowledge
are unrelated to tested intelligence and to aptitude

test scores (e.g., Ceci & Liker, 1986, 1988).

Unconscious, Preconscious, and
Conscious Knowing and Learning

It is important to distinguish between unconscious
and preconscious knowledge and skills. Knowledge
and its associated functioning are unconscious when
the person is completely unaware of data, of the pro-
cesses and sequence of knowledge use, or of learned
behavior. Such material is inaccessible to conscious
awareness. Preconscious knowledge refers to attrib-
utes and functions that exist in the unconscious but
that with effort, can be brought up to the conscious
level (Erikson, 1987; Laplanche & Pontalis, 1973).
For example, with respect to unconscious (tacit)
knowledge, highly successful managers are often un-
able to explain how they correctly interpreted key
elements in the work environment and reached con-
clusions that turned out to be accurate (Sloan, 2004).
On repeated questioning, many are never able to
identify facts and processes that were essential to their
conclusions (Reber, 1993). Similarly, many elite ath-
letes cannot explain essential attributes of their highly
developed psychomotor abilities, nor can some ex-
plain how they perform skill sequences. Material and
functioning remain at the unconscious, grooved-
neuron level and are inaccessible. However, with re-
spect to preconscious knowledge, many assembly
workers, for example, may not be able to readily ex-
plain how they know when and how to sequence line
activities; however, when pressed, some are able to
bring this content into consciousness to provide on-
the-job training and mentoring for new employees.
Physicians, for example, may be unaware of the
knowledge and thinking processes they use in deci-
sion pathways that lead to differential diagnoses. How-
ever, on specific questioning, some can delineate key
information and describe their thinking process,
thought sequence, and deductions. Others cannot.
Unexamined is the question of whether there may be
unique talents in those who are able to access and
surface such preconscious material.

For the purposes of considering adults, we include
real-world learning and meaningful learning, as well as
learning performance that is based on developed and
maintained (practiced) expertise (see, e.g., Ericsson
& Charness, 1994; Ericsson & Smith, 1991; Krampe

& Ericsson, 1996). This excludes idiosyncratic and
laboratory-type learning tasks that are unrelated to
relevant problems or situations in which we define rel-
evance as it is construed by the subject. This distinc-
tion is important because relevance and life problems
do not exist in laboratory settings, and adults may or
may not elect to actively involve themselves in artifi-
cial or arbitrary tasks even when they seem to comply
with performance requests. Furthermore, perceptual
and cognitive slowing among adults is exaggerated
when tasks fail the criterion of meaningfulness and
when developed expertise is ignored (Hoyer & Touron,
2003). Age-associated deficits are nearly always found
in older subjects in the contexts of the laboratory and
in situations in which material is novel or alien to their
experience. Then, deficits are apparent in reaction
time (Hoyer & Touron, 2003; Howard & Howard,
1989, 1992), serial learning abilities (Cherry & Stadler,
1995; Hoyer & Touron, 2003), short-term and working
memory processes (Myerson, Hale, Rhee, & Jenkins,
1999; Zachs, Hasher, & Li, 2000), speed of processing
(Craik & Salthouse, 2000; Salthouse, 1994; Salthouse
& Coon, 1994), and the ability to block distracting,
task-irrelevant information and stimuli (Berg & Stern-
berg, 2003). However, as Salthouse (e.g., 1984, 2000)
reported, there are no perceptible losses when tasks re-
quire real-world or well-learned responses. For exam-
ple, in Artistico, Cervone, and Pezzuti’s (2003) study of
younger (20-29 years) and older (65-75 years) adults,
when tasks were common to both groups, younger sub-
jects routinely performed better. However, when the
researchers posed daily problems that were highly rele-
vant to older adults, the older subjects routinely outper-
formed the younger group.

In a high-technology environment, it is not that
older adults do not function well cognitively or that
they do not learn. Rather, they are slower than their
younger peers. Not having grown up with, for in-
stance, computers, fax machines and ATMs, and cell
phones, they appear deficient compared to almost
anyone who in youth was developing and learning
amidst the daily experience of computers and Inter-
net access.

Schaie and Zanjani (chapter 5, this volume) have
synthesized findings from a number of studies show-
ing that deficits among older adults are either drasti-
cally reduced or extinguished when perceptual speed
and individual differences in task attention are re-
moved from the equation. Gains have occurred
through training programs (Ball et al., 2002); some of
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those gains resisted decline over a 7-year period. On-
going high performance in cognitive functioning and
problem solving continues into later adulthood (Char-
ness & Bosman, 1990; Clancy & Hoyer, 1994; Hoyer
& Touron, 2003; Krampe & Ericsson, 1996; Ma-
sunaga & Horn, 2001; Salthouse, 1984; Shimamura,
Berry, Mangels, Rusting, & Jurica, 1995), particularly
in the context of work tasks and life problems. Recent
investigations of sustained effort and expert perfor-
mance have reformed thought about the ways selective
optimization with compensation (SOC) can maintain
high levels of cognitive and even psychomotor perfor-
mance into adults’ 80s and 90s (e.g., Ericsson, Patel, &
Kintsch, 2000; Freund & Baltes, 1998; Krampe &
Ericsson, 1996). In SOC, one raises the threshold for
cognitive and skill decline. This is accomplished by
reducing the range of performance activities, select-
ing (S) only those that will be practiced intensely (O),
and using a wealth of accumulated experiences and
resources (C) to sustain expert performance and
learning (sce Baltes & Baltes, 1990). For example, a
65-year-old physician retires, having found that the es-
calating requirements of private practice consume all
of his energies and leave little time for life beyond the
confines of professional work. He thus reduces his
range of obligations (no more hospital visits, emer-
gency room call schedules, after-hours patient phone
conferences) and elects to focus (S) only on caring for
patients in free clinics. There, he limits patient care
to his subspecialty area (O), freeing up time to read
professional journals, attend conferences, and keep
up with his field (C). He thereby sustains a high level
of professional performance and engages in fresh op-
portunities for learning.

In ongoing learning, the adult uses many sources,
contexts, and strategies for learning. This does not oc-
cur passively, and content is not learned in final form,
merely pulled in from the external environment (Pas-
cual-Leone & Irwin, 1998). Both in terms of motiva-
tion and with respect to perceptual-cognitive filters,
the adult operates as the control who selects, reviews,
revises, and sometimes rejects what is perceived and
sometimes assimilated. The adult evaluates material
as it arrives; he or she determines, with value primacy
intact, content that will be accepted and material that
will be altered, revised, or rejected. Thus the adult
functions both as the agent of personal change and as
the medium who differentially blocks and restruc-
tures, re-creates, and sometimes rejects content and
opportunities for cognitive and behavioral change.

The importance of the adult as a filtering power other
than a mere conduit of information has not received
adequate empirical attention.

Adult Differentiation, Interiority, and
Historical Sentience

Although age gradations are difficult if not impossible
to determine, scholars have distinguished between
young and older adults using a number of age cate-
gories and representations of learning and mastery.
Some experts tend to promote a decline perspective,
particularly for the postretirement years. But many
contemporary adults, the media, and some re-
searchers writing in the medical and scientific litera-
tures (e.g., Fillit et al., 2002; Lu et al., 2004) expect
that large numbers of adults will experience a healthy
“30-year bonus” after their retirement (Sadler, 2000;
see also Rubenstein, 2002).

Some time ago, Neugarten (1979) distinguished
between the active mastery of young adults and the
passive mastery of middle-aged and older persons. In
the young adult phase, there is a tendency toward an
internalization of society’s norms and an alignment of
the self with them (Labouvie-Vief et al., 1995). Thus,
young adults are more likely to remain indistinct from
key others and from the social group and cohort with
whom they are integral. Compared with middle-aged
and older adults, their locus of control is more exter-
nal. Experiencing life and learning from various
roles, events, and commitments eventually lead to
greater interiority and to an increasingly internal lo-
cus in which the self is used as the primary referent
for beliefs, decisions, and actions. The greater interi-
ority that appears at midlife also seems to be due to
life reflection and to placing one’s youth in the past as
a new chapter begins (Erikson, 1982; Jung, 1933;
Staudinger, 2001).

Thus, by middle age, the adult has learned to be
less concerned with external standards (Labouvie-Vief
et al., 1995). More likely to criticize external norms,
the middle-ager also examines personal motives and
purposes. There is movement toward increased differ-
entiation from others, and a move beyond institution-
based identities as the adult looks to the persons, roles,
and life contexts that have shaped the self (Labouvie-
Vief et al.,, 1995). As both Jung (1933) and Erikson
(1982) held, the adult comes face to face with contra-
dictions within the self, turns inward to examine the

interior life, and integrates achievements and failures.
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By middle age, different experiences inform each sub-
ject’s interpretation of knowledge and of the role and
importance of experts and social events, whereas the
circumstances of life such as marriage, illness, em-
ployment, altered work content, travel, and changes in
personal goals have shaped thinking and ongoing
learning. At best, increased learning leads to a height-
ened sense of personal control (Merriam & Yang,
1996), to feelings of personal agency and empower-
ment (Kegan, 1982, 1994; Loevinger, 1980; Mezirow,
1991), to a heightened internal locus of control
(Cochran & Laub, 1994), and to increased tolerance
for ambiguity (Merriam & Yang, 1996). At least a priv-
ileged few develop increased open-mindedness and
decreased authoritarianism; this leads to an expanded
appreciation of individual differences and of the rights
of others (Merriam & Yang, 1996) and to insights into
the role of varied cultural norms in human condition-
ing (see Hoare, 2002, chap. 4, pp. 41-69, and chap. 7,
pp- 145-170).

By middle age, evolving society and events have
brought changes that fail to conform to prior notions.
In our time, changes such as altered gender roles and
modifications in connotations of equality and diver-
sity have required learning and adaptation that were
largely unforeseen in the 1950s. Reflecting on the pro-
cesses of one’s thinking (a dialectic), permits one to
place prior views within an historical framework
while he or she alters current positions, attitudes, and
behaviors (Basseches, 1984). Staudinger (2001) has
shown that by the middle years, such thinking can be-
come “epistemic,” in that one develops knowledge
about the self and about the human condition. By
middle age, many experience “historical sentience,” a
peak awareness of history and of the self’s immersion
in the flow of time (Hoare, 2002). Developmentally,
Erikson (1943) held that a form of historical fusion
occurs in which the adult tends to blur his or her own
personal history with all of history, resulting in a col-
lapsed historical time frame. This leads some adults
to learn the meaning of historical relativity first-hand.
Furthermore, some adults develop a sense of identifi-
cation and affinity with those of prior times, with their
needs, desires, struggles, and demons. Erikson held
that such affinity decreases anxiety, for the adult no
longer feels fearfully alone in the universe (Erikson,
1958). In recent years, enhanced knowledge about
different cultures and their social mores has led open-
minded, cognitively advanced adults to experience
and appreciate cultural relativity. Social changes and

individual development link with learning to alter ba-
sic assumptions and epistemologies.

Reflective Development and an
Altered Ego Ideal

Personal learning also leads to a reconstruction of the
adult’s interpretation of self and of his or her unique
dreams in light of revised values, altered priorities,
changed needs, and reassessed possibilities. The ego
ideal itself is altered. Confucius was among the first to
observe some of these differences in the realms of
carly surcfootedness and a later sense of the eternal
and its meaning:

At fifteen I set my heart upon learning. At thirty,
I had planted my feet firm upon the ground.
At forty, I no longer suffered from perplexities. At
fifty, I knew what were the biddings of Heaven. At
sixty, I heard them with docile ear. At seventy, 1
could follow the dictates of my own heart; for what
I desired no longer over-stepped the boundaries of
right. (Confucius, trans. 1938)

We cannot say whether Confucius thereby implied
that middle-aged and older adults appreciate the
meaning of the nearness of death and reappraise their
lives in terms of this understanding, but twentieth-
century scholars have observed this tendency. Erikson
(1969) and Jaques (1965) found an increasing relax-
ation in the denial of death from midlife onward.
Neugarten (1979) held that such midlife insights lead
to a restructuring of time in which life is no longer
viewed as “time since birth” but as “time left to live”
(p. 890). And, in his study of the lives of 310 ac-
claimed male artists, Jaques (1965) found that the
products of creativity in subjects’ twenties and early
thirties came from a concentrated, swift, “hot-from-
the-fire” creativity, whereas the products of their late
thirties and older periods showed a “sculpted” creativ-
ity (p. 503). In their later years, artists generated and
then reworked (sculpted) their products again and
again. In part, Jaques interpreted this sculpting ten-
dency as the emergence of an interaction and rela-
tionship between the artist and the product, one of
reacting and responding to the creation. We might
call this a transference phenomenon.

Coincident with a decay in the denial of death, a
restructuring of time, and changes in the processes
of creativity, adults become more philosophical.
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Reflections on life are more prominent; there is a
deeper evaluation and, at best, acceptance of one’s
life as it was lived (Erikson, 1969; Jaques, 1965;
Staudinger, 2001). Learning about the journey of the
self can result in increased insight, enhanced self-
knowledge, and fresh understandings about the limits
to personal and human knowledge (Erikson, 1958,

1969, 1982).

Some Concluding Thoughts

The integration of adult development and learning
represents a new area of conceptualization and study.
Among the essential points that link this hybrid area,
the following are prominent. On their own and to-
gether, development and learning represent the com-
plex adult who adapts to the environment and who
changes and has the potential for advancing in many
qualitatively unique ways. Although there are nega-
tives associated with advancing age, many adults con-
tinue to develop and learn throughout their middle,
later, and far older years. In this progression, it is often
the case that adults themselves are the prime agents.
However, there are individual, cohort, cultural, and
societal differences, distinctions that auger against
any stereotypical or homogeneous view of adults,
their abilities, and complex changes in developmen-
tal and learning characteristics and potentials (see
Lang & Heckhausen, chapter 7, this volume).

The context and resources available to and used
by the adult interact with heredity, experience, social
events, motivations, personal inclinations, and the en-
vironment. Together, this interplaying composite
shapes development, augmenting growth for some
and deterring it for others. In addition, the contexts
and personal development of earlier life are benefits
or potential deprivations for each adult. Humans exist
in a seamless narrative from which they cannot
escape. This is the case despite the late twentieth-
century recognition that many adult abilities, under-
standings, and representations hold unique content
and competencies that do not fully redound to child-
hood. As is true for genetics, origins are not fully
determinative; childhood attributes and capacities
fail the tests of adult differentiation and complexity.

Adults themselves are fluid and will continue to
adapt and evolve. The socioeconomic political land-
scape, always in flux, alters views and differentially
emphasizes some sets of learning and developmen-
tal abilities over others. This is particularly true in

cross-cultural comparisons. Furthermore, the dy-
namic interaction between macro-level social change
and micro-level individual change, although beyond
the scope of this book, bears recognition. Irrespec-
tive of future changes in humans and their environ-
ments, the more we know about growth possibilities
and about the reciprocal nature of development and
learning in adulthood, the better we will be able to
intervene in support of enhanced positive adapta-
tions for adults and the societal institutions that in-
corporate and support them.

OVERVIEW OF THIS VOLUME

The contributors to this volume write on various top-
ics and from differing frames of reference and levels
of analysis. This text is a beginning effort that in-
cludes a number of key topics, dimensions, and adult
attributes. We do not claim to have covered the com-
plete landscape of adult development and learning.
Rather, our effort is to join two previously noninte-
grated disciplines and inspire thought as to how learn-
ing and development together represent a joint
discipline of theory, inquiry, and practice. At times
herein, the emphasis is more on development than
on learning; at other points the balance tips preferen-
tially toward learning. But the key question is always
the same: Where is there synchrony, and how might
one propel causal reciprocity between learning and
developmental advances that together chart the adult
years?

As part of this foundations section, Merriam and
Clark begin chapter 2 with personal autobiographical
vignettes, illustrating how two very different journeys
in young adulthood held transforming experiences.
In these we see how intense, emotionally charged,
and reflective learning can lead to the development
of insight, identity, and lifetime commitments. These
personal experiences are their springboard to explor-
ing the character of the connection between develop-
ment and leaming, of factors that promote this
connection, and ways of teaching that foster personal
development and change.

Taking us to a different realm, Caskie and Willis
address fundamental methodological issues in re-
search into adult development and learning in chap-
ter 3. They explore key issues in study design, explain
the predominant forms of studies, and address
sampling and measurement issues. They conclude
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the chapter with a discussion of statistical versus clini-
cal significance in evaluating the importance of re-
search data.

In four key areas, part II asks how adult develop-
ment and learning can fuel one another. In chapter 4,
Kitchener, King, and DeLuca speak to reflective
judgment in adulthood. They show how advances in
knowledge about ongoing psychosocial development,
intellectual development, and the development of
wisdom, for example, led Kitchener and King to de-
velop the reflective judgment model (RJM) several
decades ago. The authors then explain the assump-
tions underlying the model; explore the sequential,
stage-based levels of reasoning that persons move
through in their development; and address the assess-
ment of reflective judgment. They review empirical
research, showing how reflective judgment improves
as a result of learning endeavors, and explore the rela-
tionship of the RJM to, for example, Kurt Fischer and
colleague’s (e.g., Fischer & Pruyne, 2002) cognitive,
skill-acquisition model and to Robert Kegan’s (c.g.,
1994) integrated developmental model. Importantly,
they show the relationships among the development
of reflective judgment and advances in learning,
open-mindedness, and intelligent action into and
through adulthood.

In chapter 5, Schaie and Zanjani explore intellec-
tual development across adulthood. They review
state-of-the-art data and discuss the course of adult
intellectual development through an analysis of find-
ings from the Seattle Longitudinal Study. They ad-
dress variances in intellectual development due, for
example, to intra-individual differences, cohort ef-
fects, familial influences, learning, and medical co-
morbidities. They present effective interventions that
foster intellectual competence. They speak to the re-
cent shift in research in this area, specifically to the
current tendency to investigate antecedent variables
and individual patterns of change in cognitive compe-
tence instead of focusing solely on the extent of age
differences in intelligence. This change points to po-
tential progress in predicting individual hazards and
to interventions that might maintain and expand adult
functional competence.

Consedine and Magai’s chapter 6 on emotional
development in adulthood follows. In their review of
empirical data on emotional experience and affect,
they address the experience, intensity, and complexity
of emotions, as well as changes in the physiology of
emotion in adulthood. They discuss adults” self-

regulation of emotions as well as the improvements
many adults show in controlling their expression of
feelings. Social interactions figure prominently, for
mature adults work to preserve their marital, ex-
tended kinship, workplace, friendship, and other key
relationships. The authors then address changes in
emotion-related cognitive styles and attachment
patterns. Throughout the chapter, learning, self-
regulation, and development are integrated.

Lang and Heckhausen’s chapter concludes part I1.
These investigators discuss changes in motivation and
interpersonal capacities across adulthood, focusing
on the ways adults manage the various challenges of
their lives. The authors address physiological influ-
ences, cognitive resources, normative challenges,
and societal opportunity structures. As agents of their
own progress through the mature years of life,
adults are seen as those who are embedded in
culture- and role-specific scripts; yet adults are agents
of their own progress throughout the mature years
of life. The developing, learning adult creates a
self-revised person who manages and shapes the
self, coauthors relationships with others, and invests
in interpersonal regulation, mastery, and ongoing
agency.

Part III of the volume considers the self-system as
it relates to adult development and learning. It begins
with Cervone, Artistico, and Berry’s chapter on the re-
lationship between self-efficacy and adult develop-
ment (chapter 8). These researchers speak to the
important ways individuals who believe in themselves
are future-oriented, competent, and goal-achieving.
Self-efficacious adults grow via the key contexts, roles,
and experiences of their lives. They create their own
opportunities, shape their environments (and are
shaped by them), and foster their own learning and de-
velopment. The authors present us with a complexity
theory of integrated development in which personal-
ity is a large, permeable system. Incorporating in-
sights from different but complementary traditions,
Bandura’s (e.g., 1997) social-cognitive research pro-
gram joins important thought in human develop-
ment, including the Baltes and Baltes (1990) Model
of Selective Optimization with Compensation (SOC).
The authors describe personality coherence and
change. They demonstrate the development of self-
efficacy beliefs, examine influences on development
and learning, review data on sustained performance,
and discuss skill development through training
programs. Included are everyday problem solving,
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cognitive skills in learning, and the intellectual and
health-related challenges of aging.

Chapter 9, by Taylor, shows us the adult’s develop-
mental journey of autonomy, one of reciprocal ad-
vances in cognitive development, ways of knowing,
gains in knowledge, and self-directed learning. She
describes the advantages of self-directed learning
(SDL) in a highly diverse and fast-paced technologi-
cal environment. She reviews research, theory, and
practice, addressing the personality characteristics of
autonomous learners, applications of learning theory,
and the outcomes of autonomous learning and cogni-
tive growth. Agreeing with Nietzsche (1885/1967) that
there is no such thing as an “immaculate perception,”
she reminds us that we see various realities as we are,
not as they are. This is her lens into constructivism,
transformational learning, and levels of knowing, de-
veloping, and self-authoring. She addresses develop-
mental orientations to knowing, the scaffolding of
knowledge, and situational characteristics (of con-
texts, problems, and educators) that engage the learner
to jointly advance development and learning. Taylor
focuses on self-reflection and on finding ways to help
learners examine their assumptions. She addresses
collaborative learning, the movement from implicit
to explicit knowing, and teaching as a caring func-
tion. When speaking of teaching as that which en-
hances various forms of development, values are
never far from this author’s thought. To her, good
teaching is necessarily a supportive, caring function,
one that confirms and validates the learner even as it
helps that learner to move beyond his or her current
level of knowing.

Miller’s chapter 10 on adult development, learn-
ing, and insight through psychotherapy completes the
self-system part of this handbook. Miller attaches
great importance to the inner life, aligning his work
with Jung’s observation that only those who can see
into the interior self will awaken. Miller first reviews
data showing the recent escalation in mental illnesses
and in the numbers of walking, psychologically
wounded. He reveals various trigger points, existential
questions, and personal crises that lead adults to their
therapist’s door. Then, through the case example of a
hypothetical patient, he walks us through the psy-
chotherapy process. Along the way, he points out
phases in the therapy process, topics that emerge in
therapy (e.g., “lost opportunities,” relationship diffi-
culties), transference-countertransference issues, and
how one listens actively to another. He describes

treatment modes, illustrating their different view-
points. Importantly, he illustrates how the dyad builds
their relationship toward a working alliance, one that
can lead to the development of great insight and
learning. He describes “working in the transference”
as that which predicts therapeutic success, substitut-
ing a learning model for defense analysis. Among a
number of other important contributions, Miller
shows that insight development and learning are re-
ciprocal, that learning proceeds as one develops along
the cognitive-affective trajectory. Cognitive and af-
fective development are inseparable, and learning is
integral to the process. To the author, the inner
world is a vast reservoir of potential, often untapped
learning.

Part IV of this volume speaks to the higher reaches
of adult development and learning. Contributors ad-
dress creativity, innovation, and the meaning and de-
velopment of wisdom and spirituality. This part of the
volume begins with Csikszentmihalyi and Nakamura’s
chapter on creativity through the life span from an
evolutionary systems perspective (chapter 11). The
authors define and illustrate the manifestations of cre-
ativity. They show that both genes and memes inform
development. They link creativity with play but dispel
the notion that creative play and fresh views are con-
fined to the early years of life. Finding examples in
older creators, they show that creativity need not de-
cay until life’s very end. Linking learning with creativ-
ity in later life, the authors distinguish between
seniors’ difficulties in learning new tools and the ease
with which many elders continue to engage in cre-
ative ideas and ongoing learning. Personal satisfaction
and one’s use of resources are integral to the process.
The authors distinguish between physical and social
aging and, pointing to the ways new ideas emerge and
are adopted, invoke Kuhn's (1962) thought on how
conventional thinking opposes groundbreaking ideas.
Vignettes of elders who continue to create and learn
fill the chapter, inspiring a view of later life as that
which is not necessarily conservative, passive, and
passionless. They show us how creative persons pre-
serve and make use of their curiosity, their interest in
ongoing learning, their “maverick” tendencies, and
their aesthetic experiences. They conclude the chap-
ter with practical suggestions regarding the ways adult
creativity can be developed, supported, and enriched.

In chapter 12, Commons and Bresette take cre-
ativity in a different direction. The authors address
scientific innovation from the perspective of the
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Commons and Richards (1984) Model of Hierarchi-
cal Complexity (MHC). The authors explain the
MHC and illustrate how higher levels of complex
(postformal) thinking and knowing are required for
innovations that will change thought. They provide
examples of historically acclaimed innovators (e.g.,
Copernicus, Darwin, Einstein) who, in crossing para-
digms of thought, created new fields of thought and
study. The authors address the forms of personal and
societal support that are necessary for innovators. Im-
portantly, they show how novelty, in addition to a cre-
ator’s ability to sustain attention and observation,
augment both the innovator’s intellectual powers and
social change. The authors then consider the inter-
section among different personality attributes, styles,
personal tendencies, and creativity. They end the
chapter with potentially unsettling speculations about
new forms of human species and about innovations
that may yet link computers with human brains.

In chapter 13, Bassett integrates wisdom, develop-
ment, and learning. She discusses contemporary and
historical views of wisdom and the many different ap-
proaches to its study. She maintains that there are so
many ways of considering this honored quality that a
precise definition remains elusive. The author re-
views the theoretical and empirical literature and
considers a wealth of studies from different view-
points, perspectives, and levels of analysis. Among
others, the author reviews studies that relate wisdom
to personality, to cognitive and dialectical develop-
ment, to insight development, to transforming experi-
ences, to the integration of personal and cognitive
attributes, to transcendent abilities, and to demo-
graphic variables (e.g., education, age, gender). She
pinpoints longitudinal studies that show adult devel-
opmental changes in wisdom during 25 years of ma-
ture life. She speaks to the slim number of
cross-cultural studies of wisdom. Importantly, she
shows a number of ways that the development and ex-
tension of wisdom are reciprocal with learning. The
author brings the chapter to a close with a section on
learning for wisdom development.

Irwin’s chapter on spiritual development in adult-
hood (chapter 14) concludes part IV. He begins his
chapter by offering a meditative practice sent to him
by his Buddhist teacher. He uses this meditation prac-
tice to explore how its conduct is related to level of de-
velopment. The author employs Western theories of
ego, cognitive, faith, and transpersonal development,
as well as Eastern thought regarding the evolution

of consciousness. Empirical data and ancient litera-
ture inform his chapter. Importantly, he equates
learning and insight development with the emer-
gence of the spiritual, finding that many times what
we conclude to be breakdowns of mental health may
in fact be breakthroughs to higher states of being. The
author explains why meditation may be an apt mode
of treatment for those who show readiness for transper-
sonal development. Irwin explains the role of social
and cognitive simulation capacities in the integration
of learning and development, and shows how these
relate to interpersonal, emotional, moral, and tran-
scendent advances. The author presents and contrasts
stage progression in the developmental models of
Alexander, Cook-Greuter, Fowler, Kegan, Loevinger,
and Wilber and locates spiritual development in
these models, particularly at the highest stages. He re-
lates cognitive, social, and spiritual development
to the abilities implicit in decentration of the ego, and
to transcendent abilities. The ability to perform simu-
lations (mental representations of hypothetical, trial-
and-error selection) figures prominently in his
thought. He concludes the chapter by addressing
meditative practices and the ways in which these can
help one transcend the ego.

In part V, we consider four contexts that are cat-
alytic to adult development and learning. These are
parenting, work, community, and culture. In chapter
15, Demick presents a transactional theory of adult
development based on the changing responsibilities
and equilibrations inherent in parenting. He reviews
the history of socialization from the earlier unidi-
rectional (effects of parents on children) model
through the bidirectional model and into the contem-
porary dialectic (transactional) model. He shows histor-
ical movement from a mechanistic to an organismic
and contextual worldview and pinpoints attributes of
the transactional model that represent a holistic, open
systems, perspective of development. The author ex-
amines the holistic/systems, developmental view at
the “parent-in-environment” level of analysis. This
unit includes biopsychosocial and cultural attributes,
exploring the ways internal and external environ-
ments mediate one another. He illustrates four phases
in the development of self-world relationships, relat-
ing these to, for example, the coping modes of par-
ents, and then focuses on adoptive parents in their
various developmental levels. The author then em-
ploys Galinsky’s (1981) theory of the stages of parental
development as it is reframed in the Demick and
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Wapner (e.g., 1992) model of parental development.
Importantly, the author addresses children’s role in
their parents’ development and learning. Children
are seen as sources of inspiration, emotional integra-
tion, cognitive flexibility, and learning. Drawing on
Dillon’s (2002) work, he illustrates how children in-
spire parents to find the child archetype (Jung, 1959)
within their now-adult form of being. He closes the
chapter with conditions that are likely to facilitate de-
velopmental change for the parent and the child.

In chapter 16, Hoare considers the catalytic effects
of work on reciprocal development and learning. The
chapter includes two principal components: adult
identity evolution and personality expression, facets
that develop from workplace competence. Noting
that the theoretical and empirical literatures on paid
work have focused disproportionate attention on cor-
porate needs, efficiency, and fiscal success, she ad-
dresses the positive effects of work on workers
themselves, effects that serve corporate needs as well.
She reviews theory and empirical data on the ways
that paid work bolsters the adult psyche and propels
advances in reciprocal learning and development.
She considers social changes that have effects on
work identity and personality expression and ad-
dresses the meaning of identity in what has become a
fluid, high-risk environment. In the personality
realm, she considers the six attributes of autonomy,
interpersonal competence, maturity, conscientious-
ness, openness to experience, and intellectual flexibil-
ity as attributes that show close relationships to paid
work experiences. She looks to work autonomy and
complexity as factors that predict advances in intellec-
tual development and learning and that may forestall
the cognitive declines associated with aging. She con-
siders good work as that which permits exploration
and childlike play with, for example, ideas, designs,
plans, and scenarios.

Chapter 17, by Sinnott and Berlanstein, speaks to
the importance of feeling whole and to the ways in
which feeling connected to others in community bol-
sters and reflects adult development and learning. Us-
ing two very different case examples of older women,
the authors illustrate the rejection (and self-rejection)
of the first and the social relatedness and generativ-
ity of the second. They then explain three forms of
feeling connected: connecting the “sides of the self,”
connecting with others, and connecting with the tran-
scendent. They express these forms in terms of their
dynamic processes, challenges to the self/identity, and

relationships to motivation and to cognitive develop-
ment (complex postformal thought), as well as cogni-
tive failure. They then return to their case examples,
illustrating the interplay among the forms of felt con-
nections and various processes, challenges, motiva-
tions, cognitive dimensions, and pathology. In the
chapter’s second section, the authors explore four ab-
stract models that undergird their theory of felt con-
nection and development. The models are the theory
of Complex Postformal Thought, General Systems
Theory, Chaos Theory, and the Theory of Self-Orga-
nizing Systems. For each, the authors provide an ex-
planatory framework and review related literature.
They examine the theories against emotional devel-
opment and interpersonal skills. They conclude with
an examination of research possibilities that relate to
the three forms of felt connection examined in the
chapter. Sinnott and Berlanstein provide us with a
new area of thought and potential study. Highly rele-
vant to the global niche and to our increased perme-
ability to others in distant lands, the authors show a
“shifting sense of identity” against the “primal need”
for social relatedness. They chart the developmental
growth of connectedness as that which occurs in syn-
chrony with cognitive development, emotional devel-
opment and learning, and learning about others and
the self.

Keller and Werchan, in chapter 18, take us to the
dimension of culture as the context for adult learning
and development. The authors explain how learning
and development are necessarily interwoven. Express-
ing culture as shared activities and meaning systems
that are implicit in processes fundamental to daily ex-
perience and action, they show how cultural mores,
norms, and practices organize individual development.
These are apparent in, for example, imitation and role
modeling, habits, instruction, and patterns of collab-
oration. The authors discuss the two sociocultural
orientations of independence and dependence, pro-
viding data to show how these orientations embed
themselves in a person’s sense of self. Each orienta-
tion provides, for example, socialization goals, ideas
of competence, notions about preferred living pat-
terns, and ideas about adaptive aging. The authors re-
view data regarding competence and learning in the
cultural context, providing examples from Asian, Aus-
tralian, Euro-American, U.S. Native American, and
other distinct forms of cultural life. For example, they
depict Knowles’s (e.g., 1984) assumptions about adult
learners and Freud’s (psychosexual) and Erikson’s
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(psychosocial) psychoanalytic viewpoints as reflecting
the independent sociocultural orientation. The au-
thors illustrate how the timing of developmental tasks
varies with the culture’s orientation; they show how
adulthood’s beginning and the ceremonies marking
its initiation vary from culture to culture. In the final
chapter section, the authors speak to adult compe-
tence as this is demonstrated in ideas of wisdom.
They depict cultural variations in the wisdom litera-
ture, illustrate cultural variability in theories of wis-
dom, and speak to wisdom’s attainability. Ending with
a discussion of potential outcomes that occur at the
development and learning intersection, Keller and
Werchan conclude that synchronous learning and de-
velopment are mediated, as they must be, by the tools,
signs, symbols, and norms of culture.

Part VI, the final section of the handbook, focuses
specifically on how one measures and applies knowl-
edge about development and learning in adulthood.
In chapter 19, Dawson-Tunik writes on the meaning
and measurement of conceptual development. Re-
sponding to difficulties in measuring individual
progress using developmental stage theories, she il-
lustrates how the method of developmental maieutics
separates stage level (structure) from content. As the
author explains, one is thus able to ask questions
about level and content relationships. Dawson syn-
thesizes literature on the developmental maieutics
methodology, addresses validity issues, and provides
sample applications. She then describes the hier-
archical complexity construct and the hierarchical
complexity scoring system (HCSS). With respect to
conceptual development and learning, the author dis-
tinguishes between the two, specifying that learning
requires interaction with the environment, whereas
development is solely an internal process of structur-
ing knowledge; however, she shows the two processes
as necessarily interdependent. Using examples from
the physical sciences, she then shows the importance
of measurement in theoretical advances and shows
the applicability of a solid metric that can be used
across knowledge areas. She evaluates current assess-
ments of development, arguing that contrary to con-
ventional opinion, theorists and researchers can and
must describe complex developmental phenomena
along general dimensions. Dawson-Tunik presents
validation studies and concludes the chapter with a
section highlighting the use of the HCSS in a federal
agency. She illustrates how the HCSS can be used in
different content areas.

In their chapter on the role of doctoral study in ad-
vancing development and learning (chapter 20),
Stevens-Long and Barner begin with a review of what
graduate programs, particularly doctoral programs,
intend for their learners. They then address how doc-
toral study and the learning engagement therein leads
to cognitive development. They integrate literature
from adult learning, adult education, cognitive devel-
opment, ego development, emotional development,
and conative development. They show how escala-
tions in thinking, experiencing, and knowing lead to
positive developmental change and ongoing learning.
Examples are found in the way scholar-practitioners
show greater reflective capacities in the midst of un-
settling change, the role of heightened self-efficacy,
and gains in wisdom. Critically, the authors show the
importance of integrating the cerebral (cognitive)
with the limbic (emotional) to advance learning,
higher levels of knowing, and personal maturity.
Equally important, they speak to the destructive force
of hegemony in graduate programs. The authors ex-
plore four unique pathways that are causal in develop-
ment in graduate (primarily doctoral) study. These
are changes in perspective regarding knowledge and
learning, gaining and holding membership in a com-
munity of learners, gaining advanced understandings
about the use of self in learning endeavors, and gain-
ing expanded awareness of sociocultural contexts.
Throughout, they provide examples in learners’ words,
connecting these with empirical data. They close
with a summary section in which they advance rec-
ommendations for graduate education.

McAuliffe’s chapter then provides a lens into how
adult development explains professional competence.
He speaks to the nature of professional work and to
career and life phases as these integrate with struc-
tural, cognitive development and lead to greater com-
petence. Using theory and research data as his base,
he employs Granott’s (1998) concept of developmen-
tal learning to explain conditions and guidelines for
the progression of these joint dimensions. Using the
propositions of theorists such as Dewey (1933),
Schon (e.g., 1983, 1987), and Kegan (e.g, 1994), he
explains the importance of reflective thinking in on-
going learning, development, and professional prac-
tice. Empirical data inform his implications about
the scarcity and need for fourth- and fifth-order con-
sciousness and of the role of Torbert’s (e.g., 1987)
stage approach in the evolution of professional devel-
opment. He concludes the chapter with a section on
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the ways that learning how to learn is itself a measure
of development.

In chapter 22, the section’s final chapter, Rogers,
Mentkowski, and Hart address adult holistic develop-
ment and multidimensional performance. This final
chapter of the volume crosses educational, workplace,
and civic contexts. Integrating widely different theoret-
ical views, the authors critically review research from
a variety of perspectives and levels of analysis. Based
in part on the theory and empirical research illus-
trated in their volume Learning that lasts (Ment-
kowski et al., 2000), the authors use the model of the
person in context as a meta-theoretical framework.
They contrast four domains (development, reason-
ing, performance, self-reflection) of growth, and, fol-
lowing William James’s (1890/1962) differentiation
of the I and the Me, speak to holistic development as
that which occurs in the person’s process of existen-
tial meaning-making. This relates self-reflection to
the objectified Me. Using theory and data from a vast
array of sources, they illustrate the linkages among
development, learning, and performance. Among
others, they include studies of cognitive complexity,
defense mechanism maturity, reflective judgment,
leadership ~ development, and multidimensional
development in, for example, caring professionals
(e.g., nurses, physicians, teachers, counselors). They
conclude the chapter with three sections, one on
sources of ongoing holistic development, a second
that illustrates how their educational model links
adult development with performance, and a third
that provides implications with respect to their con-
clusion that multidimensional performance and on-
going, holistic development are often reciprocal in
influence.

We look forward to an interstitial discipline of adult
learning and development. Although recent years
have seen disciplines and subdisciplines fragment the
person into ever smaller compartments that are said
to define the human, this tendency tilts away from
what we know as a unified, coherent, and changing
being. Accumulating evidence shows the need for on-
going theory and research in which adults are seen as
those who develop and learn in unison, attributes that
together aid in defining their holistic nature. In their
various ways, the authors collected here give cre-
dence to the fact that the way people think about
their future will dramatically alter the direction that
future takes. Together, we ask professionals in various
areas of study to think about a future in which there

is an interwoven discipline of adult learning and
development.
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Chapter 2

Learning and Development: The
Connection in Adulthood

Sharan B. Merriam and M. Carolyn Clark

In our search for resources for this chapter, it became
apparent that although there are substantial individ-
ual knowledge bases for both adult development and
adult learning, there are few works that explicitly focus
on the connection between development and learning
in adulthood. The adult development literature im-
plicitly acknowledges the presence of learning just as
the adult learning literature assumes some develop-
ment as a by-product of learning. But rather than how
one might be a motivator or an outcome of the other,
we wanted to focus on the nexus or the intersection of
development and learning.

To get started, we asked ourselves, “What excites
us about this topic?” “Why have we agreed to write
this chapter?” We turned to our own lives for exam-
ples of how we have experienced the relationship
between learning and development. If we could ver-
balize those connections, lay them out on the table,
maybe then we could “see” into the heart of the con-
nection. And indeed, our stories led us to structuring
this chapter around three themes—the nature of the
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connection, factors that promote the connection, and
teaching for development.

THE NATURE OF THE
CONNECTION BETWEEN ADULT
DEVELOPMENT AND LEARNING

Sharan’s Story

It was my first year of being an assistant professor and
| was struggling with being in the “ivory tower” sev-
eral layers removed from the real world of practice.
| had taught with the Peace Corps in Afghanistan, then
in an adult literacy center, and also in a state civil ser-
vice training center. | had thoroughly enjoyed helping
my students learn English, learn to read, or learn basic
communication skills.VWhile | liked working with grad-
uate students studying adult education, | missed being
on the front lines and wondered if | was on the right
career track.
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In the spring of that year | attended a conference in
Washington, D.C. As part of the conference, there was
a documentary movie being shown titled One Word
of Truth and it is the reading of Solzhenitsyn’s Nobel
Prize Speech for his book, The Gulag Archipelago. The
speech is read set against a collage of contrasting vi-
sual images. For example, Solzhenitsyn asks about hu-
man suffering and how is it that there are different
yardsticks to measure suffering. This question is raised
against alternating images of rich white men playing
golf, Nazi concentration camp survivors, and hungry
children in a refugee camp. The basic question and
theme of his speech (as | recall it) is “What good is art
(literary, visual) in a world of so much suffering and vi-
olence?” How could he and others like him be allowed
the luxury of creating art? His answer is that it is the
artist who brings “the one word of truth” in a world
of lies, lies that are supported by violence.

That same night | was taking a taxi back to my ho-
tel and the driver said to me, “Excuse me but my En-
glish is not good.” | asked him where he was from and
he said Afghanistan. Since | had lived there for two
years | began conversing in the little Farsi that | could
remember. He pulled off the road, turned off the taxi,
and we talked for an hour. He told me his story of
fighting the Soviets at night, being found out, and then
having many of his family killed in retribution. He es-
caped to a refugee camp in Pakistan and after two
years was sponsored by someone in the United
States. He wept as he told me his story and his con-
cern for other family and friends in Afghanistan, which
was still under Soviet control at the time.

The movie viewing followed by encountering the
taxi driver from Afghanistan was a transformational
event in my life.| reflected on my “work” in this world
and what it meant. | came to realize that | could make
a contribution to what | was good at—teaching grad-
uate students—and that my social action commit-
ment and agenda could reach more people and help
alleviate more suffering through the work of my stu-
dents than | could do on my own. | became comfort-
able with my role as a professor. The learning from
these events at this conference, at this time in my life,
was directly intertwined with my developing profes-
sional identity.

Carolyn’s Story

| was in one of those in-between periods in my life,
the kind that are a lot easier to think back about than

live through. The “before” was 14 years as a Catholic
nun; the “for now” was working as a substance abuse
counselor,a common transition job for people with a
background in theology and ministry; but the “future”
part was unclear. | had done a lot of pastoral counsel-
ing in the years before, so the counseling part of my
job felt familiar and comfortable; what was new and
challenging was the reason that these people were in
my office to begin with. | had no personal experience
with drug addiction—I didn’t grow up in an alcoholic
family, so | didn’t know that dynamic firsthand, and |
had never been more than a social drinker. How
could | understand the experience of people for
whom drugs and alcohol were an essential part of life,
despite the enormous destruction their use caused?
It was a major learning experience for me, and my
clients were my teachers.What was clear to me very
quickly was that this wasn’t simply a behavior that
needed to be changed. In terms of understanding what
was going on, | found the medical model of addiction
very persuasive—the notion that this is a disease to
which some people have a genetic predisposition—
but that didn’t translate into successful treatment
modalities. In fact, the relapse rates after even exten-
sive treatment are astoundingly high. The agency
where | worked dealt primarily with court-referred
clients, those who had DUIs or other offenses that in-
volved drugs, so most were not seeking treatment
voluntarily and were, in fact, highly resistant to it. A
lot of my time was spent dealing with denial. But oc-
casionally | had a client who was seriously motivated
to change and was already on the way to recovery. |
remember one in particular—his name was Ronny. He
had been multiply addicted from an early age, had hit
bottom and kept on going, to the point of living in al-
leys and eating out of the dumpsters. He had lost
everything, including his family. But by the time he ar-
rived in my office he was turning his life around—he
had been drug-free for more than a year, was active in
Narcotics Anonymous, and was trying to prove to the
judge that visitation rights to his daughter should
be reinstated. From Ronny, I began to learn what the
inner experience of drug addiction looked like, and
what recovery looked like as well. It was clear that a
fundamental transformation was necessary here, one
that reshaped how clients understood themselves, the
world, and their relation to that world. | saw it as a
profoundly deep kind of learning, and | saw that my
job as the counselor was to try to facilitate such
learning to foster that kind of development in my
clients.
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Well, | didn’t become Super Counselor—it is, after all,
a daunting task to help people transform their lives—
but | did get really interested in the learning that facil-
itates personal change. | remember attending a
session on adult learning at an addiction counselors’
conference one year, being intrigued by it, and from
there | started exploring the field of adult education. |
liked what | saw, decided to pursue my doctorate in
that area, and ended up a professor.And all because of
my work in that in-between time that so forcefully
linked learning and development.

In exploring the nature of the connection between
adult development and learning, we begin with a
brief discussion of our understanding of development
especially as the concept is portrayed in adult educa-
tion. Next we map the territory of adult learning and
finally, we explore how the two concepts are linked
transformational

through identity ~development,

learning, and cognitive development.

Adult Development

That children change physically, cognitively, and so-
cially as they age has long been understood and incor-
porated into the training of childhood educators. As
this entire handbook attests to, adults also change as
they age. Some of these changes may be more subtle
and less visible than those of children, but they are
just as important to take into account in the practice
of adult education. Development, defined as change
over time or change with age, is central to the prac-
tice of teaching and learning whether we are talking
about children or adults.

Defining development as change over time belies
the complexity of the concept. What triggers change
and what is the process? Some view change as an or-
derly unfolding or progression (e.g., Erikson, 1963),
whereas others find little about the process that is pre-
programmed; instead, development is an adaptational
response to new priorities and expectations associated
with the life course (Gould, 1990). The goal of devel-
opment is also unclear. Is it to achieve an end point,
such as self-actualization (Maslow, 1970), or a fully in-
tegrated ego (Loevinger, 1976), or a more permeable
and inclusive perspective (Mezirow, 2000)? Or, as
Riegel (1973) and others see it, is development dialec-
tic in nature, a function of the “constant interaction of
the person and the environment” (Tennant & Pogson,
1995, p. 199) with no end point? Still others make the
case for development as a political construct “because

different versions of development serve the interests of
different groups” (Tennant & Pogson, 1995, p. 199).

As is the focus of this handbook, development
from an adult education perspective has been pre-
dominately viewed as an internal psychological pro-
cess. Emanating from this perspective are the age and
stage theories wherein development is conceptual-
ized as a patterned or orderly progression tied to
chronological time expressed as specific ages or life
stages (e.g., Havighurst, 1972; Kohlberg, 1973; Levin-
son, Darrow, Kien, Levinson, & McKee, 1978; Levin-
son & Levinson, 1996). These age/stage models of
development are often referred to as a basis for identi-
fying age/stage-appropriate adult educational pro-
grams (Knowles, 1980; Knowles & Associates, 1984).

Although the psychological framework for devel-
opment has been prevalent in framing the connec-
tion to adult learning, other perspectives are equally
informative. A social role perspective, for example,
underscores the obvious; that is, the changing social
roles and the transitions and life events that accom-
pany these roles are integrally connected to learning.
The birth of a child means learning the behaviors,
skills, and attitudes of the “parenting” role. Further-
more, development from a biological perspective, es-
pecially with regard to changes in sight and hearing,
changes in the central nervous system, and changes as
a result of major disease processes, directly and indi-
rectly influence adults” ability to learn. Finally, there is
a growing awareness that the sociocultural context of
adult lives is an important factor in shaping both de-
velopment and learning (Elder, 1995; Jarvis, 1987,
1992; Tennant & Pogson, 1995).

We have defined development as change over
time or change with age, meaning that change can
involve increases or decreases, gains or losses, moving
forward according to some normative understanding,
or slipping backward. It bears pointing out, however,
that the vast majority of literature on adult develop-
ment and learning portrays development as change
toward increasingly higher, more mature, more inte-
grated levels of functioning. Indeed, when we asked
ourselves what interested us about adult development
and learning, we both talked about the potential for
growth, for life-changing interventions bettering both
individuals and society.

This positive growth perspective associated with
development is firmly embedded in the humanistic
orientation of adult education. Knowles (1980), for ex-
ample, wrote that “the urge for growth is an especially
strong motivation for learning, since education is by
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definition, growth—in knowledge, understanding,
skills, attitudes, interests, and appreciation. The mere
act of learning something new gives one a sense of
growth” (p. 85). Knowles’s (1980) set of assumptions,
known as andragogy, have come to inform many prac-
titioners” views of learning and development. The pri-
mary mission of adult education is “to help individuals
satisfy their needs and achieve their goals” (p. 27), two
of which are the “development of full potentialities”
and “to mature” (p. 28). Jarvis (1987) observed that
“there is no human growth without learning” (p. 81).
And Daloz (1986, p. 22) wrote that “development is
more than simply change. The word implies direc-
tion. ... It is good, I believe to develop.” For Daloz,
“Significant learning and growth involve qualitative,
developmental change in the way the world is viewed.
We grow through a progression of transformations
in our meaning-making apparatus, from relatively
narrow and self-centered filters through increasingly
inclusive, differentiated, and compassionate perspec-
tives” (p. 149).

However, although most adult educators see de-
velopment as growth-oriented, leading to more com-
plex, more mature, more integrated systems, some
acknowledge that change can be in the opposite di-
rection. Dewey (1938) recognized that some experi-
ences can be “mis-educative” (p. 25). In turn, such an
experience “has the effect of arresting or distorting the
growth of further experience. An experience may be
such as to engender callousness; it may produce lack
of sensitivity and responsiveness” (pp. 25-206). Jarvis
(1987, p. 129) also noted that for some people, learn-
ing experiences “may be ones which induce other
emotions [than growth| from which they learn to re-
strict their activities . . . change need not be develop-
mental, in the normal sense of the term; indeed it can
be detrimental to the development of the person.”

A qualitative study of 18 adults who self-identified
a negative outcome from learning found that if a life
experience challenges some central defining aspect of
the self, and this challenge is interpreted as too threat-
ening to the self, growth-inhibiting responses are
learned to protect the self (Merriam, Mott, & Lee,
1996). These growth-inhibiting responses included
blame, hostility and anger, withdrawal and avoidance,
and fear and distrust. It was also found that if and when
the threat to the self is reduced, the process might re-
verse itself toward more growth-oriented outcomes.

It is our position then, that development is change
over time and that such change is generally growth-

oriented; however, learning from a life experience
can also trigger changes that represent perspectives
that are more inhibited, restrictive, and less devel-
oped than before. It is also our understanding that
what constitutes growth, maturity, and so on, is deter-
mined in the individual’s interaction with his or her
particular sociocultural and historical context.

Adult Learning

Learning is a fundamental human behavior extending
throughout the life span. Whether occurring formally
in institutionalized settings, or informally through en-
gagement with life experiences, learning results in
changes in behavior, knowledge, attitudes, and be-
liefs. Significant learning in adulthood is most likely
to occur informally through making sense of life ex-
periences. Indeed, we often hear people comment
that “to live is to learn” and “experience is the best
teacher” Interestingly, these popular maxims are
rarely applied to children, who are presumed to be
learning in school. Though many adults also learn in
school, formal education is often viewed as an add-on
to the rest of one’s life where “real” learning takes
place. At the same time, researchers exploring infor-
mal, experiential learning have been challenged in
making this kind of learning visible and recognizable.
Adults, when asked about their learning, are likely to
equate learning with formal classroom settings having
a traditional teacher. It is only through extensive prob-
ing that the everyday learning we engage in can be
uncovered.

Learning that is connected to development is
likely to be embedded in the life experiences of adults
and intricately related to the context of adult life.
Thus, taking on new social roles, such as parent,
spouse, worker, and citizen, and the tasks, life events,
and transitions encountered as one moves through
the life span, require learning. Any life experience,
then, has the potential to be a learning experience.

This connection between life experience and
learning has intrigued rescarchers for years. Dewey,
in his classic work, Experience and Education (1938),
first examined what he called the “organic connec-
tion between education and personal experience”
(p- 12). As noted, he recognized that some experi-
ences could be miseducative. To determine whether
the experience has been educational, he suggests ask-
ing, “Does this form of growth create conditions for
further growth, or does it set up conditions that shut
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off the person who has grown in this particular direc-
tion from . .. continuing growth in new directions?”
(p- 29). This connection between experience and
growth is the first of two principles by which he de-
fines experience. The second is the principle of inter-
action: “An experience is always what it is because of
a transaction taking place between an individual and
what, at the time, constitutes his [or her] environ-
ment” (p. 41). Rodgers (2002) considers that these
two principles are for Dewey “the x and y axes of ex-
perience. Without interaction, learning is sterile and
passive, never fundamentally changing the learner.
Without continuity, learning is random and discon-
nected, building toward nothing either within the
learner or in the world” (p. 847).

Since Dewey, numerous writers have explored the
connection between experience and learning. In
adult education, much of the literature on adult
learning highlights the role of experience as both a
starting point and a critical ingredient for the occur-
rence of significant learning (Jarvis, 1992; Knowles,
1980; Merriam & Caffarella, 1999; Mezirow, 2000;
Tennant & Pogson, 1994). It has even been argued
that formal learning—as in taking a course, engaging
in training at work, pursuing a degree program, and
so forth—are in and of themselves life experiences
that can generate learning and development (Mer-
riam & Clark, 1991). Experience, then, can be a spe-
cific life event, such as marriage, job change, or
illness; it can also be a process such as developing a re-
lationship or changing careers; it can be serendipitous
or designed to bring about learning, such as a particu-
lar class or learning project. As Boud, Cohen, and
Walker (1993) noted, life experience can be “messy”

Experience is sometimes referred to as if it were
singular and unlimited by time or place. Much ex-
perience, however, is multifaceted, multi-layered
and so inextricably connected with other experi-
ences, that it is impossible to locate temporally or
spatially. It almost defies analysis as the act of
analysis inevitably alters the experience and the
learning which flows from it. (p. 7)

Jarvis (1992) explained how life experiences and
learning are related. “Learning, then, is of the essence
of everyday living and of conscious experience; it is
the process of transforming that experience into knowl-
edge, skills, attitudes, values, and beliefs” (p. 11). He
goes on to point out that learning involves making

meaning of our experiences. Learning “is about the
continuing process of making sense of everyday
experience —and experience happens at the intersec-
tion of a conscious human life with time, space, soci-
ety, and relationship” (p. 11).

Life experiences, whether planned or unplanned,
provide the opportunity to learn. However, learning
occurs only when the experience is attended to and
engaged in some way. Thus, as most people know,
even an experience designed to bring about learning
may not result in learning. We attempt to make sense
of the experience by adjusting, expanding, perhaps
transforming our meaning-making system. This kind
of learning is significant and developmental. A mere
accretion of knowledge or skills involving memoriza-
tion is rarely developmental. As Mezirow (1985, p.
149) pointed out, “significant learning and growth in-
volve qualitative, developmental change in the way
the world is viewed. We grow through a progression of
transformations in our meaning-making apparatus.”

That learning is based in life experiences is not to
imply that it is haphazard or capricious. Although we
certainly do learn incidentally as a by-product of
other endeavors, much of informal learning and cer-
tainly all of formal learning is systematic. We have
already mentioned formal or institutionally based
learning opportunities in which the intent is to bring
about learning. Adults also learn in informal groups
and on their own. In fact, a rather large part of the
adult learning literature is about the self-directed na-
ture of adult learning. Though adults have learned on
their own for centuries, research by Tough (1978) re-
vealed its prevalence. He found that 90% of adults are
engaged in learning projects, and that nearly 70% of
these projects are planned by the individual learners.
Subsequent research has confirmed the prevalence of
self-directed learning (SDL), delineated models of
the process, and assessed self-direction as a personal
attribute of learners (Merriam & Caffarella, 1999). It
is interesting to note that in some writing on SDL, it
is implicitly assumed that adults can become more
self-directed, a developmental goal in and of itself.

As with development, learning in adulthood is
shaped in part by the social context of the learner.
Self-directed learning is a good example of this. In
Western culture, for example, individuality, auton-
omy, and independence are values of effective self-
directed learners; in non-Western contexts, these
values would be seen as contrary to the good of the
collective (Hemphill, 1994). Even when adults
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are self-directed in their learning, their life circum-
stances shape their learning. For example, Spear and
Mocker’s (1984) study of the learning projects of
adults with less than a high school education found
that of necessity, these self-directed learners “tend to
select a course from limited alternatives which hap-
pen to occur in their environment and which tend to
structure their learning projects” (p. 4). The learning
is dictated “by the circumstances” and progresses “as
the circumstances created during one episode be-
come the circumstances for the next” (p. 5). It follows
that more impoverished environments offer fewer re-
sources and opportunities for learning.

Connecting Learning and
Development

From our personal stories and our more theoretical
understanding of the concepts of development and
learning, we see a clear connection between learning
and development. Although there are numerous
manifestations of this connection, we have chosen to
illustrate this by discussing two arenas. First we look
at cognitive development, an area important to both
of us as educators who strive to bring about reflective
thinking in our students. Then we examine the learn-
ing that gives rise to personal change.

Cognitive Development

That several chapters in this handbook deal with cog-
nitive development in adulthood attests to the com-
plexity of a topic so integrally related to the process of
learning. Indeed, theories and related concepts deal-
ing with cognition, intelligence, meta-cognition, tacit
knowledge, wisdom, practical intelligence, postfor-
mal thought and so on, characterize the literature of
cognitive development (Merriam & Caffarella, 1999;
Sinnott, 1994; Smith & Pourchot, 1998; Tennant &
Pogson, 1995). Rather than reviewing all the models,
research, and theories related to cognitive develop-
ment, our intent is to focus a brief discussion of cogni-
tive development on how it can be seen as one
manifestation of the intimate connection it has with
learning in adulthood. Thus, we view cognitive devel-
opment as changes in thinking patterns that occur in
conjunction with learning.

We are adult educators who train practitioners and
scholars working in a multitude of settings in an edu-
cational capacity with adult learners, and it is our

intent to develop reflective practitioners, ones who
will question the status quo, ask why, and examine as-
sumptions underlying practice. Adults learn to do this
as they encounter life experiences and find that their
usual coping mechanisms no longer work. Often they
are challenged to do this in formal educational activi-
ties. Daloz (1986) speaks metaphorically to the role of
teacher in leading learners to see a world beyond their
“tribe”:

As we guide our students across the threshold to
exotic tribes, our job is to introduce them to
the strange and foreign, to defend them against
the dangers, but also to prevent them from retreat-
ing to the safety of their former home. We
lead them into the new world by helping them
to unlearn the old meanings of their language and
to construct new, more inclusive meanings.

(p. 239)

For transformational learning, especially as presented
by Mezirow (2000), cognitive development is both a
part and an outcome of this type of learning.

Adult cognitive development perspectives most of-
ten move beyond Piaget’s (1972) formal operations
stage of cognitive development. According to Piaget,
this stage, which is reached in the teen years, is the
ability to reason hypothetically and think abstractly
and is the apex of mature adult thought. Some mod-
els of cognitive development incorporate Piagetian
thought as a foundation (King & Kitchener, 1994;
Perry, 1970), whereas others pose different assump-
tions and starting points (Miller & Cook-Greuter,
1994; Nuernberger, 1994; Wilber, 1983).

A common factor in some models of adult cogni-
tive development is the centrality of contextual
knowledge and the importance of constructing one’s
own knowledge (Baxter Magolda, 1994; Goldberger,
Tarule, Clinchy, & Belenky, 1996). This emphasis on
knowledge construction allows for more contextual-
ization of adult cognitive development. Goldberger
et al’s (1996) research on women, for example, in-
corporates themes “related to the experience of si-
lencing and disempowerment, lack of voice, the
importance of personal experience in knowing, con-
nected strategies in knowing, and resistance to dis-
empassioned knowing” (p. 7).

A dialectical perspective on cognitive develop-
ment also incorporates the adult life context (Kramer,
1989; Riegel, 1973). In dealing with life’s inherent
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complexities and its contradictions, “dialectic think-
ing allows for the acceptance of alternative truths or
ways of thinking about similar phenomena that
abound in everyday adult life” (Merriam & Caf-
farella, 1999, p. 153). As an example, one might be
opposed to capital punishment, “yet silently applaud
the gentle person who switches off the life-support
system of her spouse who is suffering beyond relief
from a terminal illness” (p. 153). By integrating ab-
stract thinking with very pragmatic life concerns, one
tolerates ambiguity, if not outright contradiction.
Riegel (1975) explained how dialectical thinking is
characteristic of mature adult thought:

The mature person needs to achieve a new appre-
hension and an effective use of contradictions in
operations and thoughts. Contradictions should
no longer be regarded as deficiencies that have to
be straightened out by formal thinking but, in a
confirmative manner, as the very basis of all activi-
ties. . . . Adulthood and maturity represent the pe-
riod in life during which the individual knowingly
reappraises the rtole of formal, i.e.
contradictory, thought and during which he [or
she] may succeed again (as the young child has
unknowingly succeeded in his “primitive dialec-
tic”) to accept contradictions in his actions and
thoughts. (p. 101)

non-

Perhaps more than other researchers, Kegan (1994)
incorporates psychological and contextual variables
into his model of dialectical thinking. To deal with
“the mental demands of modern life,” adults’ think-
ing needs to continue to evolve through higher levels
of consciousness. In today’s world, adults have ex-
traordinary demands on both their personal world of
home and family, and their public worlds of work
and community. Kegan’s model of cognitive develop-
ment sets two powerful desires at odds with each
other—the desire to be connected to others, and the
desire to be independent of others. These two forces
are very difficult to keep in balance; in fact, we move
back and forth in a spiral-like movement between an
emphasis on one or the other. At the same time, we
move through different consciousness thresholds,
from very concrete views of the world to more abstract
inferences, to abstract systems (building relations be-
tween abstractions), and then to dialectical thinking,
the signature of mature adult thinking. The pressing
demands of our “culture’s curriculum” necessitate
continued development so that we can function

within contradictions and ideological differences.
This is, in fact, the agenda for adult learning.

Learning and Personal Change

We cannot discuss the intersection of adult develop-
ment and learning as it relates to personal change
without first examining some of the different ways the
locus of that intersection, the self, is understood. This
is because conceptions of the self directly affect how
we understand learning (Clark & Dirkx, 2000). We
will address that first, and will then examine two
modes of theorizing about personal change that are
located within two different understandings of the
self.

Conceptualizing the Self The self, as a concept, is
socially and historically constituted; there is no fixed
understanding of the notion across time or across
cultures. Baumeister (1987) illustrated this in his re-
view of how the idea of the self evolved over time in
Western culture, more specifically in Western Eu-
rope and the United States. He notes that by the six-
teenth century the notion of self included an
awareness that the public and private manifestations
of the self differed. The Puritan self was marked by
intense self-consciousness and self-examination, in
the quest for personal salvation. The more secular
orientation of the Romantic era produced a self
more concerned about individual destiny and fulfill-
ment. And the Victorian period, with its obsessive
focus on morality, produced a more conflicted self
that Freud tried to make sense of and a belief that to-
tal self-knowledge was impossible. In the modern
era, there came a growing desire to identify an au-
thentic self.

The modern understanding of the self has been
shaped by humanistic psychology. Rogers (1961,
p. 166) declared that the goal of life is “to be that self
which one truly is.” This implies the existence of
a core or authentic self that is there to be found and
assumes that the individual has the power to find
it. This idea of personal agency is a core concept in
this model because it creates the possibility of inten-
tional self-change, what Maslow (1970) calls self-
actualization. The idea of a self in process is also
fundamental and is captured in the title of Rogers’s
(1961) most famous book, On Becoming a Person.
Rogers is explicit about what this emerging, authentic

self looks like:
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My picture of the characteristic attributes of the
person who emerges [is] a person who is more
open to all of the elements of his [or her| organic
experience; a person who is developing a trust in
his own organism as an instrument of sensitive liv-
ing; a person who accepts the locus of evaluation
as residing within himself; a person who is learn-
ing to live in his life as a participant in a fluid,
ongoing process, in which he is continually dis-
covering new aspects of himself in the flow of his
experience. (1961, p. 124)

This notion of the self is considered unitary at several
levels. There is harmony within the core self; conflict
comes from outside or from efforts to be other than the
authentic self. This is also an essential self, what Wee-
don (1997, p. 32) called “an essence at the heart of
the individual which is unique, fixed, and coherent
and which makes her [or him] what she [or he] is.”
Finally, this self is highly individualistic in that more
power resides in the person than in sociocultural
forces.

That concept of self is giving way, in this postmod-
ern era, to a nonunitary understanding, a self that is
always in process, never fixed, reflecting the shifting
realities and multiple positionings of our times. Ger-
gen (1991, p. 7) voiced the fluidity of this view: “Un-
der postmodern conditions, persons exist in a state of
continuous construction and reconstruction; it is a
world where anything goes that can be negotiated.
Fach reality of the self gives way to reflexive question-
ing, irony, and ultimately the playful probing of yet
another reality. The center fails to hold.” One ele-
ment of life that he deems responsible is the dominat-
ing role of technology. To Gergen, technology
exposes us to limitless social stimulation and creates
what he calls a “saturated self . . . [populated by] mul-
tiple and disparate potentials for being” (p. 69) and
subjected to a condition he calls “multiphrenia.”
Multiphrenia is “a multiplicity of self-investments”
that serves to decenter the self (pp. 73-74). Gergen
argues not only for a multiplicity of selves but also for
the notion of a relational self. Tennant (2000) de-
scribes this as “a shift in focus from individual selves
coming together to form a relationship, to one where
the relationship takes center stage, with selves being
realized only as a byproduct of relatedness” (p. 96).

Feminist poststructuralists also argue for a
nonunitary self, but they begin from the experience
of women located as Other within a male-defined
culture. Their focus is on subjectivity, which Wee-
don (1997, p. 32) defined as “the conscious and

unconscious thoughts and emotions of the individual,
her [or his| sense of herself and her ways of under-
standing her relation to the world.” A fragmented sub-
jectivity is produced through engagement with
contradiction and conflict that comes from being po-
sitioned within patriarchal culture. Bloom (1998) ex-
plains this process:

Because of women’s long history of material mar-
ginalization, patriarchal oppression, colonization,
physical abuse, and the psychological damage of
being demeaned by the pervasive hierarchical
structuring of the sexual differences of male/fe-
male, women have internalized many negative
and conflicted ideas of what it means to be a
woman. Both negative feelings and experiences and
diverse conflicting interactions and experiences—
affirming or negating—result in subjectivity’s frag-
mentation. (p. 5)

Language plays a critical role in producing subjec-
tivity, as do the multiple cultural discourses in which
we are embedded. Weedon describes how this works:

As we acquire language, we learn to give voice—
meaning—to our experience and to understand it
according to particular ways of thinking, particular
discourses, which pre-date our entry into lan-
guage. These ways of thinking constitute our con-
sciousness, and the positions with which we
identify structure our sense of ourselves, our sub-
jectivity. . .. [This is] a subjectivity which is pre-
carious, contradictory and in process, constantly
being reconstituted in discourse each time we
think or speak. (1997, p. 32)

Language is also how the nonunitary self is produced —
it is common to speak of the self as that which is
narrated —and narrative has become both metaphor
and method in this way of thinking. Holstein and
Gubrium (2000) speak of the need “to restory the self
so as to provide it with opportunities for being di-
versely constructed . .. [and] to apply a vocabulary
that makes the self visible as a project of everyday life,
whose local by-product is more properly articulated
in the plural, as ‘selves’” (p. 13). We examine their ap-
proach in more detail when we take up the idea of
personal change in the postmodern self.

We turn now to our original question about how
learning can give rise to personal change. Theories
about this process rest on how the self is conceptual-
ized, so we will examine one theory that presumes a



LEARNING AND DEVELOPMENT CONNECTION IN ADULTHOOD 35

modernist self and another that is predicated on a
postmodern notion of the self.

Change for the Modern Self In the field of adult
education, the idea of personal change is linked to
transformational learning, and the person who has
developed the dominant theory about this type of
learning is Jack Mezirow. Mezirow first conceptual-
ized his theory when he studied women’s reentry
programs in community colleges (1978). Unlike tra-
ditional students, these women were entering or re-
turning to college after having functioned in adult
roles for a number of years. Situated at a time of
major cultural change and the rising influence of the
women’s movement, his study was able to examine
how these women’s understandings of themselves
and their place in the world were changing, a process
Mezirow called perspective transformation. The pro-
cess that the women in the study went through be-
came the foundation of his theory of transformational
learning.

Mezirow’s approach is constructivist—he funda-
mentally wants to understand how people create
meaning from their experience—and his process is
cognitive and highly rational. He begins from the un-
derstanding that people create complex and dynamic
meaning systems, consisting of beliefs, values, and as-
sumptions, that serve as a lens that mediates personal
experience and provides a means to interpret it.
These structures provide coherence to what would
otherwise be chaos—the bombardment of random
sensory experiences—but they also limit or distort
perception of those experiences by creating what
Mezirow (1990, p. 2) calls “habits of expectation.”
Through transformational learning these meaning
structures are themselves changed: “Transformative
learning refers to the process by which we transform
our taken-for-granted frames of reference (meaning
perspectives, habits of mind, mind-sets) to make them
more inclusive, discriminating, open, emotionally ca-
pable of change, and reflective so that they may gen-
erate beliefs and opinions that will prove more true or
justified to guide action” (Mezirow, 2000, pp. 7-8).
Mezirow believes that the process follows some varia-
tion of the 10 phases that he observed in the reentry
women:

1. A disorienting dilemma

2. Self-examination with feelings of fear, anger,
guilt, or shame

3. A critical assessment of assumptions

4. Recognition that one’s discontent and the pro-
cess of transformation are shared

5. Exploration of options for new roles, relation-
ships, and actions

6. Planning a course of action

7. Acquiring knowledge and skills for implement-
ing one’s plans

8. Provisional trying of new roles

9. Building competence and self-confidence in
new roles and relationships

10. A reintegration into one’s life on the basis of

conditions dictated by one’s new perspective.
(Mezirow, 2000, p. 22)

Mezirow notes that the process does not have to begin
with a sudden, dramatic event; it can also be incremen-
tal, with smaller transformations leading to a more all-
encompassing perspective transformation. Others have
expanded the ways in which the process can begin
(Clark, 1993; Courtenay, Merriam, & Reeves, 1998).

The presumption of a modernist self is foundational
to this theory. The learning process that Mezirow out-
lines assumes a self that is autonomous, agentic, and
highly rational. There is no ambiguity about the
boundaries of this self—there is an essential core, an
authentic self that is undergoing change. Especially
significant is the role Mezirow gives to reason. This is
particularly evident in his emphasis on reflective dis-
course. He describes this as

that specialized use of dialogue devoted to search-
ing for a common understanding and assessment
of the justification of an interpretation or belief.
This involves assessing reasons advanced by
weighing the supporting evidence and arguments
and by examining alternative perspectives. Reflec-
tive discourse involves a critical assessment of as-
sumptions. It leads toward a clearer understanding
by tapping collective experience to arrive at a ten-
tative best judgment. (2000, pp. 10-11)

The conditions for this type of discourse are ideal and
include elements such as freedom from coercion, the
objective assessment of arguments, and full participa-
tion in the dialogue. Mezirow, admitting that these
“are never fully realized in practice” (p. 14), argues
that these serve as a model for what reflective dis-
course should be. He has been criticized for “an ex-
cessive dependence on rationality as the means of
effecting a perspective transformation; other forms
of knowing are secondary at best” (Merriam &
Caffarella, 1999, p. 334). Clark and Wilson (1991)
pointed out that Mezirow’s very notion of rationality
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is itself ahistorical and therefore problematic. In her
review, Baumgartner (2001, p. 17) also noted that he
has been “long criticized for ignoring the affective,
emotional, and social context aspects of the learning
process.” Although Mezirow has responded to each of
these critiques, he has never substantively revised his
theory to address these concerns.

Change for the Postmodern Self As noted in our
description of the postmodern understanding of the
self, it is nonunitary and fluid, located in and pro-
duced by discourse. The idea of personal change is
quite different in this context because change is not
a discrete event for the postmodernists; instead, it is
inherent in the very notion of the self.

The close connection between the self and lan-
guage makes narrative a useful tool because it makes
visible the construction and reconstruction of the var-
ious selves. Rosenwald and Ochberg (1992, p. 1) see
narrative as “the means by which identities may be
fashioned.” The notion of narrating the self is not
solely a postmodern construction; it is also used by
those who accept a unitary self. McAdams (1993), for
example, sees identity as a continuously constructed
narrative that creates a coherent story of the self, with
the self as the agent. Postmodernists have a more
complex view, however, locating subjectivity more
within the multiple and competing discourses that
surround us and shape how we think.

Holstein and Gubrium (2000) offer one way of
conceptualizing how the self is narrated in a post-
modern world. They start from a social constructivist
understanding of the self, but seek to “restory” it so
that a balance is struck between a socially determined
self and a totally agentic modernist self. The self they
describe is “not so much a socially responsive entity to
be filled or saturated with meaning as it is a social
construction that we both assemble and live out as we
take up or resist the varied demands of everyday life”
(p. 10). No longer is the integrated self the ideal, but
rather “the multiple self constructions that emerge in
various settings become the identity-bearing subjec-
tivities that serve the interpersonal purposes of today’s
complex social environment” (p. 13).

For Holstein and Gubrium (2000), self-construction
is achieved through narrative, a process that is constant
and complex:

Narrators artfully pick and choose from what is ex-
perientially available to articulate their lives and

experiences. Yet, as they actively craft and inven-
tively construct their narratives, they also draw
from what is culturally available, storying their
lives in recognizable ways. Narratives of the self
don’t simply rest within us to motivate and guide
our actions, nor do they lurk behind our backs as
social templates to stamp us into selves according
to the leading stories of the day. The narrative
landscape of self construction is clearly also a busy

one. (p. 103)

"To understand what is happening in this process of
narrating the self, it is important to take into account
both the content of the stories and how they are told.
The content is shaped by the resources available to the
teller, and these are varied. Linde (1993) argues that
culture provides different kinds of coherence struc-
tures which serve to make a story hang together and
make sense; she defines these as a “supply of expected
events in a life course, commonly recognized causes,
and shared possible explanations from which to con-
struct individual coherences” (p. 19). Holstein and
Gubrium (2000) agree, and they note that one potent
resource is personal biography: “We engage in ordi-
nary ‘biographical work’” to assemble aspects of per-
sonal history that can be used to bolster present
claims of and about ourselves . . . for the practical
purposes at hand” (p. 169)

Social standpoints, such as gender, race, and class,
offer another set of profound reservoirs drawn on in
the process of self-construction, but they are careful
to argue that membership in a particular group, how-
ever powerful that identification, is never the only
source of the self and that self-construction is always
multidimensional. They stress the complexity of this
idea:

As Trinh Minh-ha (1992) suggests, the question of
identity is moving away from traditional queries
into who I am to progressively become questions
of when, where, and how am 1. Noting that “There
is no real me to return to, no whole self that syn-
thesizes the woman, the woman of color, and the
writer” (p. 157), she underscores the need to view
the various incarnations of a gendered or racial
self in relation to an individual’s full round of
everyday concerns. (Holstein & Gubrium, 2000,
p. 105)

The how of storytelling is equally complex in this
understanding of the self. The composition is always
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open; stories never come to an individual fully
formed. Among the devices that Holstein and
Gubrium noted are narrative linkage and narrative
slippage. Social categories like race and gender can
be referenced in constructing identity, but they can
also be applied “partially, contingently, judiciously,
and variably” (p. 110), all of which create distinctly
different accounts. It is also possible to point to poten-
tial linkages, suggesting the possibility of alternative
selves. The narrative options are endless. Chase
(1995) provides a dramatic example of all of this in
her study of minority women school superintendents.
The women she interviewed are situated in everyday
circumstances that are marked by ambiguity and cul-
tural conflict, as they make sense of their dual posi-
tioning as figures of authority and objects of
discrimination, and each narrates her identity in dif-
ferent and often shifting ways. One of her informants,
a Mexican American woman, dealt with this problem
by not talking about her experiences of discrimina-
tion and instead focusing her narrative on her own
personal and professional competence. Another infor-
mant, an African American woman, does include sto-
ries of discrimination, but she links them to a
presentation of self that is strong and resilient. Hol-
stein and Gubrium use the concept of bricoleur, a
term defined by Lévi-Strauss (1966, p. 17) as a “Jack
of all trades or a kind of professional do-it-yourself
person,” to sum up this process of narrative identity
construction:

As a bricoleur, the self constructor is involved in
something like an interpretive salvage operation,
crafting selves from the vast array of available re-
sources, making do with what he or she has to
work with in the circumstances at hand, all the
while constrained, but not completely controlled,
by the working conditions of the moment. In this
metaphor, self construction is “always ineluctably
local” (Geertz, 1983), a practical and artful re-
sponse to prevailing circumstances, an application
of what is available in relation to the narrative
tasks at hand. (p. 153)

Our own brief narratives that began this chapter
are examples of how this self-construction works. Sha-
ran struggles to create coherence from her disparate
professional experiences as an adult educator. She
struggles to reconcile the differences between being
an adult educator in what she calls “the real world of
practice” and being a professor of adult education,

which at the start of her narrative she associates with
the ivory tower. She works to resolve this problem
through her story about her encounter on the same
day with the moving words of Solzhenitsyn about the
role of the artist in society and with the Afghan taxi
driver who is in the midst of creating a new life for
himself at great cost. The two men inhabit the two
worlds she’s trying to reconcile — Solzhenitsyn lives in
the world of ideas, the taxi driver in the world of
action—but both locate themselves within the dis-
course of social justice. This enables Sharan to create
a narrative linkage between their stories and her own
life —they create a transformative moment in which
she can see her work as a professor as located in the
real world she values and not separated from it, recog-
nizing that through her students she can “reach more
people and help alleviate more suffering” than she
could ever do herself in a more direct way. She can
now embrace her identity as a professor with more
peace.

Carolyn’s narrative shows a different kind of self-
construction. She’s in an in-between state: from nun
to addictions counselor to . . . what? She’s learning at
two levels. Most immediately she’s learning how to be
helpful to the drug- or alcohol-addicted clients sitting
in her office; because she’s had no personal experi-
ence with this illness, she’s somewhat in the dark. But
the larger question for her is what to do with the rest
of her life. Like Sharan, Carolyn also needs to create
a coherent story, in that her past and future need to
connect in a way that makes sense in some way.
When she meets Ronny she hears a transformation
narrative, the prototypical Alcoholics Anonymous re-
covery story, and his story addresses her first learning
need, that of understanding “what the inner experi-
ence of drug addiction looked like, and what recovery
looked like as well.” But what she learns from Ronny
goes deeper than that. Although his story is unfamiliar
in context, it is very familiar in the larger terms of a
search for meaning in life. Spirituality in its broadest
sense is that same search for meaning, and this res-
onates deeply with her prior experience as a nun. But
she sees this process now in new terms, a process that
is “a deep kind of learning,” and this provides a link to
her future as an adult educator who can focus on
learning for personal change. Ronny’s story, then,
connects both her past and her future. Narratively
this creates continuity in Carolyn’s self construction
while allowing for significant change in her life cir-
cumstances.
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We see in these two conceptualizations of per-
sonal change—the transformational learning that
Mezirow theorizes for the modernist self and the on-
going process of narrative identity construction that
Holstein and Gubrium theorize for a postmodern
self—two different modes of learning that intersect
with development. In both cases the learning and the
developmental processes are so intertwined as to be
mutually constituted, for our core understanding of
development is personal change.

Having explored some of the connections be-
tween adult learning and development, we turn now
to examine some of the factors that shape this process.

FACTORS THAT SHAPE THE
CONNECTION BETWEEN
LEARNING AND DEVELOPMENT

Because adult educators are interested in promoting
the development of learners, it is important for us to
attend to those variables or structures that foster the
connection between learning and development. We
have more control over some variables than others,
but even with respect to those variables over which
we have little control, it is important to recognize
how they function in shaping the learning experi-
ence. The sociocultural context of both our learners
and where the learning activity occurs is one factor
that has only recently been taken into account in un-
derstanding adult learning. This is discussed first, fol-
lowed by two other factors we feel are central to
understanding the connection between learning and
development in adulthood —the process of reflection
on experience, both rational and somatic, and role of
the community in learning.

Sociocultural Context

Educators and psychologists have tended to study
learning and the teaching-learning dynamic in a de-
contextualized manner. However, learning rarely oc-
curs “in splendid isolation from the world in which
the learner lives; . .. it is intimately related to that
world and affected by it” (Jarvis, 1987, p. 11). Con-
trast, for example, the learning about and knowledge
of Islam and the Middle East pre— and post-Septem-
ber 11, 2001. Or consider what the office worker of
the 1950s needed to know about technology com-
pared to the technological competencies expected of

today’s office worker. Clearly, what people need to
know, the educational opportunities that are offered,
the ways adults learn, and how this learning affects
development, are to a large extent determined by the
sociocultural context at a particular point in time. In
these carly years of the twenty-first century, major
changes in technology, shifts in the demographic
make-up of countries, and global economics leading
to changing work practices are but some of the forces
shaping the greater context of adult learning.

In moving the lens to the adult, “learning is lo-
cated at the interface of people’s biography and the
sociocultural milieu in which they live, for it is at this
intersection that experiences occur” (Jarvis, 1992,
p. 17). These experiences are the product of cultures
and subcultures, of normative expectations of behav-
ior at certain stages in the life cycle, and of an individ-
ual’s genetic make-up. How an individual “develops”
is a function of historical and cultural norms in con-
junction with chronological age.

Historical time, or history-graded influences
(Baltes, 1987), includes the “long-term processes,
such as industrialization and urbanization,” and “eco-
nomic, political, and social events that directly influ-
ence the life course of the individuals who experience
those events” (Neugarten & Datan, 1973, p. 58). As
an example, the global war on terrorism has differen-
tial effects on different age cohorts and different eth-
nic groups. For example, young adults may be on the
battlefields in this war, middle-aged adults may be
warily comparing it to the Vietnam War, and Arab
Americans are restricted in their travels.

Chronological or life time is simply the number of
years one has lived since birth, and is most useful
when thinking about biological change; it is also a
proxy for any number of factors in the study of adult
development. Finally, social time is probably the
most powerful construct in understanding certain
forms of adult development. Social time, “the socially
prescribed timetable for the ordering of major life
events,” exists in all cultures (Neugarten, 1976, p. 16).
It is the timetable for which certain behaviors are ex-
pected. And although there is variation in the actual
experiencing of these events, and the norms may
change over time, the overall “normative pattern is
adhered to, more or less consistently, by most persons
within a given social group” (p. 16).

Perhaps equally powerful in defining one’s learn-
ing and development are nonnormative (Baltes, 1987)
or unanticipated life events (Schlossberg, Waters, &
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Goodman, 1995). These are events that occur in some
people’s lives and are not time-dependent, such as a
health condition, an accident, or achieving fame. Fi-
nally, there is the nonevent that is what we expected to
occur but did not, such as getting promoted or having
children.

Thus the social and historical context sets up expec-
tations as to what adults learn and how they will de-
velop. These expectations vary by culture and historical
period. Other contextual factors include the social con-
structions of race, class, gender, ethnicity, sexual orien-
tation, ability/disability, and so on. These constructions
and the ways in which they intersect with learning and
development call forth a sociopolitical analysis of the
intersection of learning and development. As Tisdell
(1995, p. 11) observed, “what counts as knowledge in a
particular learning context—and decisions about what
gets included in the curriculum for a given learning
activity—are decisions made with attention to the poli-
tics of this particular educational context and to what is
seen as ‘real” knowledge relevant to this educational
context.” Thus, who has access to what kinds of educa-
tional opportunities may be a fundamental issue.

As for other areas of education, adult education has
embraced a critical perspective on practice. From this
perspective, the world is marked by inequities of
power and privilege. Individual learners “both create
and are created by their social worlds” (Nesbit, 1998,
p- 174). Race, class, and gender and their intersections
are analyzed with regard to power and privilege with a
goal of revealing how the “system” (that is, structures
of power) wields influence so as to oppress and silence
some individuals. These analyses, and those of post-
modern and feminist thinkers, highlight the hege-
mony of the social context and its power to shape the
learning and development of adults. As Welton (1993,
p- 88) warned, “human beings as childrearers, part-
ners, workers, clients, citizens, and consumers struggle
against the process of being turned into objects of cor-
porate and state management. Systemic imperatives,
then, threaten to disempower men and women who
have the capacity to be empowered, reflective actors.”

Kegan (1994) considers some of the same socio-
cultural factors in his analysis of how a dialectic
model of cognitive development can accommodate
difference. “Challengers” to the system need not be
“coopted into the status quo.” Rather,

It means that the old status quo is replaced by a
new status quo. It does not mean that blacks can

come into the office only if they act white. It does
not mean that women’s experience is included in
the curriculum simply by changing pronouns and
making a “Michael” example into a “Mary” exam-
ple. It means that formally marginalized people
will come into the office, and they will have their
own distinctive way of seeing things, setting the
agenda, getting the goals accomplished; and it
means that these ways will be recognized, ac-
knowledged, and respected, provided that some
common ground can be found where all contend-
ing “cultures” in their wholeness and distinctness
can stand. (p. 345)

Reflection

If we think of the sociocultural context as the world in
which each of us is located and in which we experi-
ence life, then reflection is the process by which we
make sense of all of that. Reflection is fundamental to
learning—without it, we would simply be bombarded
by random experiences and unable to make sense of
any of them. It is likewise impossible to think about
the process of personal development without putting
reflection at the center. The central reason for this is
that reflection and experience are concepts that are
fundamentally intertwined. Most of us have a com-
monsense notion that reflection is a rather straightfor-
ward process of thinking about our experience and
making sense of it. In fact it is a complex concept that
is variously conceptualized, distinguished from other
modes of thought, and applied to learning of all
kinds.

Earlier, when we discussed the connection be-
tween experience and learning, we began with
Dewey; it should be no surprise that Dewey had a lot
to say about the process of reflection as well. In his
book, How We Think (1933), he discussed various
modes of thought, such as imagination, belief, and
stream-of-consciousness thinking. But his primary in-
terest was in reflective thinking. His conceptualiza-
tion of reflection was embedded in all of his work. In
a review of his writings, Rodgers (2002) determined
that four criteria underlie Dewey’s ideas about reflec-
tion and the purposes it serves:

1. Reflection is a meaning-making process that
moves a learner from one experience into the
next with deeper understanding of its rela-
tionships with and connections to other
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experiences and ideas. It is the thread that
makes continuity of learning possible, and en-
sures the progress of the individual and, ulti-
mately, society. It is a means to essentially
moral ends.

2. Reflection is a systematic, rigorous, disciplined
way of thinking, with its roots in scientific in-
quiry.

3. Reflection needs to happen in community, in
interaction with others.

4. Reflection requires attitudes that value the per-
sonal and intellectual growth of oneself and
others. (p. 845)

These criteria, with the exception of seeing the process
as following the scientific method, are actually quite
contemporary, another sign of the ongoing influence
that Dewey has on our understanding of learning.

In an effort to understand how the concept of re-
flection is understood today, Rogers (2001) examined
seven of the major theorists in this area, beginning
with Dewey and including, among others, Mezirow,
Boud and colleagues, and Schén, to identify common-
alities. The terms for this process of reflection vary
greatly: Mezirow (2000), as we have seen, calls it criti-
cal reflection; Schon (1983), whose concepts we dis-
cuss later in this chapter, refers to reflection-in-action.
Altogether, Rogers found as many as 15 different terms
in use. All of the theorists see reflection as a cognitive
process, but only Boud, Keogh, and Walker (1985)
hold that emotions play a major role. Rogers identified
four definitional elements that all seven shared:

These included reflection as a cognitive and affec-
tive process or activity that (1) requires active en-
gagement on the part of the individual; (2) is
triggered by an unusual or perplexing situation or
experience; (3) involves examining one’s re-
sponses, beliefs, and premises in light of the situa-
tion at hand; and (4) results in integration of the
new understanding into one’s experience. (p. 41)

The active engagement assumes that the person is
ready and willing to enter into the reflection process.
The triggering event is often a developmental chal-
lenge. The process itself usually starts when a person
identifies a problem and decides to find a solution.
Typically the next step involves gathering relevant
information, then making a plan, a step that in most
models, “presupposes that something important in
the individual’s thinking has changed” (Rogers, 2001,

p- 45). The final step is usually taking some kind of
action as a result of the reflection process. Although
these steps sound linear, it is more accurate to think
of the process as continuous and spiral, with no clear
beginning or end. Exact methods vary with each the-
ory, but all agree that the context needs to provide “an
appropriate balance of challenge and support” to the
person (p. 43). The outcome of reflection is always
some kind of learning and the development of an in-
creased sense of effectiveness.

Boud and Walker (1993), in further elaborating
their own model of reflection, acknowledge the exis-
tence of multiple barriers in this process and suggest
four ways to deal with these. The first is to acknowl-
edge that they exist; the second is to name them, to
understand them more clearly; the third is to deter-
mine their origin and how they function; and the
fourth is to develop strategies, either confrontational
or transformative, to work with the barriers. However,
in the end they argue that the entire process of reflec-
tion on experience should be considered holistically:
“Much as we may enjoy the intellectual chase, we
cannot neglect our full experience in the process. To
do so is to fool ourselves into treating learning from
experience as a simple rational process” (p. 86).

Fenwick (2000) also makes the case for a more ho-
listic approach. In her review of different models of
cognition underlying experiential learning, she argues
that the dominant theories of reflection are construc-
tivist and that “constructivism falsely presumes a cut
universe in which subjects are divided from environ-
ment and from their own experiences, and reflection
is posited as the great integrator, bridging separations
that it creates instead of reorienting us to the whole”
(p. 249).

There is a growing interest in an approach to re-
flection that is not based solely on cognitive functions
but honors and legitimates emotions (Clark, 2001).
Emotion is an embodied experience—we feel happy
or sad or frustrated or excited—but the body is, at
least in Western culture, not considered a legitimate
source of knowledge. Our culture has, in fact, a com-
plex and troubled relationship with the body. Dis-
course about the body objectifies it, making it subject
to control or manipulation to align with social norms
of appearance and use. This has not always been true.
Bordo (1987) tracks this historical change, noting that
in medieval times knowing was more internal and
more connected to the natural world, but with the
Enlightenment reason became primary, and the
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knower and known became more separate and dis-
tinct. This produced the Cartesian dualism, the
mind/body split, which privileged reason and delegiti-
mated the body as a mode of knowing. “Somatic and
emotional knowing, then, came to be regarded as un-
reliable, biased, and ‘only” subjective, a mode of
knowing that may be useful for our intimate, personal
lives, but not for claiming knowledge about the
world” (Heshusius & Ballard, 1996, p. 5).

The notion of somatic knowing has emerged more
recently as something to be acknowledged and val-
ued. Matthews (1998) referred to this as “the embod-
ied experience of being and doing” and sees it “at the
heart of the arts and applied culture” (p. 237). West-
ern medicine is increasingly recognizing the mind/
body connection in the treatment of disease, and sci-
entists have extensive data on how care of the body
(e.g., proper nutrition, exercise, and sleep) affects
brain functioning and thus learning (Weiss, 2001).
Roberts (1989) argued for a new term, mindbody, to
capture this close connection.

Somatic knowing crosses all domains. Todd
(2001), in her discussion of moral and ethical devel-
opment in Nazi Germany, begins her analysis with a
personal story of her older brother asking her, when
she was a child, what part of her body she thought
with. She replied that she thought with her stomach,
because she remembered feeling a sensation there
whenever she had to make a big decision. Her
brother laughed and told her, indulgently, that peo-
ple think with their brains, not their stomachs. Todd
goes on to examine prewar German religion and the
normal practices of teaching, noting that the empha-
sis was on discipline and the suppression of the will.
She argues that cultures that train people “to distrust
messages from their bodily feelings and emotions,
thereby [train] them to distrust their internal sense of
authority” (p. 24), making possible the acceptance of
a totalitarian regime like the Nazis, along with the
atrocities it generated. She concluded: “We need all
our mental functions, as well as our bodies, feelings,
and emotions, to make responsible ethical decisions.
My brother was, of course, right in saying that we hu-
mans think with our brains; he was wrong, however,
in concluding that’s all we think with” (p. 28).

Michelson (1998) takes this idea of thinking with
the body and links it to experiential learning and,
more specifically, to reflection. As noted earlier in this
section, the traditional notion of reflection is cogni-
tive: we have an experience, we reflect on it, and we

learn from that process of reflection. Michelson ar-
gues instead that the body can be the site of the learn-
ing. She illustrates this with a story about a woman
she calls Mary who is a newly promoted director of a
managerial team. At one of her first team meetings,
she is angered when one of the senior men rudely dis-
misses the more junior women on the team, then ap-
propriates their ideas himself. Hiding her anger, she
doesn’t react to this behavior at the meeting, but on
her train ride home she consciously reflects on the ex-
perience and decides on some strategies to deal with
the situation. Michelson argues that Mary’s learning
happened not on the train, as traditional theorists
would claim, but at the meeting:

The understanding that came to Mary on the way
home was not a cognitive flash of new learning,
but simply the moment in which her mental pro-
cesses caught up with what her body already
knew. ... Thus, her learning is understood as
a moment of emotional and physical response, not
a moment of dispassionate self-reflection, as the
product of an embodied, social selfhood rather
than of a disembodied mind. (p. 226)

The process of reflection in all its forms is essen-
tial to learning and to development. Movement from
one stage to the next in any of the models of develop-
ment requires reflection. Likewise, the development
of social roles, as well as the possibility of resistance to
them, is based on the process of reflection. It is yet an-
other domain in which learning and development in-
tersect at a deep level.

Connecting Through Community

As is clear from the previous discussions of reflection
on experience, learning is a social activity, one that
involves others in dialogue and in community. In fact,
it is difficult to think about any learning that is linked
to development that occurs in isolation from others.
Even something as personal as a change in perspec-
tive involves “the crucial role of supportive relation-
ships and a supportive environment” (Mezirow, 2000,
p- 25). Mezirow (1995), drawing from Habermas,
identifies rational discourse as the testing ground for
transformational learning. This is when we “seek the
best judgment of the most informed, objective, and
rational persons we can find” and enter into “a special
form of dialogue” (Mezirow, 1995, p. 53). It is in this
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discourse that we test out our ideas, critically self-
reflect, and build understanding. Discourse can oc-
cur in one-to-one relationships, in informal groups,
and in formal educational settings. Interestingly, Tay-
lor, Marienau, and Fiddler (2000) extend this notion
of dialogue to include having a dialogical relationship
with oneself. This relationship to the self

can be a powerful tool . . . as it encourages speak-
ing to the self in much the same way as people di-
alogue with one another. Rather than seeing one’s
experiences exclusively from the “inside out,” one
is able to see them also from the “outside in.” This
ability is foundational to exploring life’s experiences
through some framework of analysis, and exploring
and making meaning of our life stories within con-
texts. (p. 36; emphasis in original)

Emancipatory learning models, those that seek
freedom from oppression and empowerment of learn-
ers, also require discourse or dialogue. Freire (1970),
in his seminal work Pedagogy of the Oppressed, laid
the foundation for this in promoting a dialogic rela-
tionship between teachers and learners. In his
problem-posing rather than “banking” model of edu-
cation,

The teacher-of-the students and the students-of-
the teacher cease to exist and a new term
emerges: teacherstudent with students-teachers.
The teacher is no longer merely the one who
teaches, but one who is himself [or herself] taught
in dialogue with the students, who in turn while
being taught also teach. They become jointly re-
sponsible for a process in which all grow. (p. 53)

Much of the literature in adult education and
adult learning promotes learning in connection with
others as good practice. Empirical research also sup-
ports this practice, in particular, empirical research
on learning and development. Beginning with Gilli-
gan’s (1982) work, suggesting that women tend to de-
fine the self in terms of relationships, a number of
studies support the notion that women learn best and
prefer learning with others (Hayes & Flannery, 2000).
In Belenky, Clinchy, Goldberger, and Tarule’s (1986)
study of women learners, the more complex cate-
gories of knowing involve connection with others.
Connected knowing, in contrast with separate know-
ing, was preferred by a majority of the women in

their study. The authors proposed “connected teach-
ing” to support this way of knowing:

Educators can help women develop their own au-
thentic voices if they emphasize connection over
separation, understanding and acceptance over as-
sessment, and collaboration over debate; if they
accord respect to and allow time for the knowl-
edge that emerges from firsthand experience; if in-
stead of imposing their own expectations and
arbitrary requirements, they encourage students to
evolve their own patterns of work based on the
problems they are pursuing. (p. 229)

Although research on women has made the impor-
tance of connection quite visible, the teaching tech-
niques may be as applicable to men. In fact, a number
of studies suggest that men also thrive in a “con-
nected” environment (Taylor, 1997, p. 49). Further-
more, Flannery (2000, p. 137) warns us to resist
setting up women’s knowing in opposition to men’s,
because research findings suggest that “most differ-
ences in learning style are greater within each gender
than between the genders.”

Recent work in adult learning theory known as sit-
uated cognition extends the notion of connection to
the full social context in which learning takes place.
Crucial elements in this context are the interactions
among people, the tools or mechanisms that aid
learning (books, computers, etc.), and the context it-
self. Learning is a function of the interaction of the
learners, the tools, the activity itself, and the context.
Rather than knowledge being somewhere to be dis-
covered, in this model knowledge is constructed,
spread across the community. The challenge for edu-
cators who adhere to this view of learning is to design
learning activities by incorporating “relations among
people, tools, [and] activity as they are given in social
practice” (Lave, 1996, p. 7). This means making the
learning as “authentic” as possible by incorporating
apprenticeships, internships, simulations, portfolios,
case studies, and similar activities into adult educa-
tion practice.

Communities of practice model this notion of
connection as central to learning and development
(Lave & Wenger, 1991; Wenger, 1998). A community
of practice is a group of people who engage in a
shared activity and who wish to learn what other
members know. Adults are members of several com-
munities of practice including family, work, social,
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and recreational groups. Learning and identity are
key constructs in this theory. Wenger (1998, p. 96)
wrote that “learning is the engine of practice, and
practice is the history of that learning.” Furthermore,
“there is a profound connection between identity and
practice” (p. 149) in that “building an identity con-
sists of negotiating the meanings of our experience of
membership in social communities” (p. 145). This
notion of connection in community goes beyond one-
on-one dialogues and teacher—student or master—
apprentice relationships. Newcomers to a community
are at first on the periphery, but through participation
move toward the center; this movement is a process of
changing patterns of participation as well as changing
identity. A recent study by Merriam, Courtenay, and
Baumgartner (2003) explored the learning and iden-
tity development of a marginalized community of
practice—that of Wiccans. Social interaction was
found to be key to the learning and identity develop-
ment of participants: “Participants realized they were
not alone on this journey; in community with others,
they could engage in rational discourse and gain con-
fidence in their new role within the group. Through
group support and encouragement, they were able to
make meaning of their situation” (p. 186).

Adult educators and trainers have long recognized
the advantages of building community among a
group of learners. Whether it is a community of prac-
tice formed in the workplace (Wenger & Snyder,
2000), a learning community in the classroom (Tis-
dell & Perry, 1997), or, more recently, an online com-
munity (Herrman, 1998; Palloff & Pratt, 1999), such
communities have been found to promote and sus-
tain learning, participation, and development. In the
online environment, for example, rescarch suggests
that the normally high dropout rate and dissatisfac-
tion with this mode of learning can be dramatically
ameliorated by establishing a virtual community of
learners (Brown, 2001; Palloff & Pratt, 1999).

In summary, connecting with others appears to be
one of the major variables in bringing about develop-
ment through learning. Whether this connection is in
a one-to-one relationship with the self, with another
learner, or in community with others, the opportunity
to reflect, share learning, and “test” new perspectives
is crucial. As Taylor et al. (2000, p. 24) observed, if
learning is focused on memory and the mastery of
factual material, “there is no need to engage in a dia-
logical process.” But “when we seek to foster deep

approaches, where learning is perceived as constructed
and context-dependent, dialogue is essential” (p. 36).

TEACHING FOR DEVELOPMENT

Adult educators see themselves as facilitators of oth-
ers’ learning, learning that not only meets needs but
also fosters development. Some adult education is
explicitly developmental, and to those practices we
now turn. We have chosen three arenas of practice
where the goal of the teaching-learning transaction
is growth-oriented change. The first is education,
both formal and informal, that has personal develop-
ment as its goal. The second is education for social
change. The third is education for professional de-
velopment, known more commonly as continuing
professional education. We discuss each of these in
turn.

Education for Personal Development

In one sense it is reasonable to argue that all educa-
tion is developmental at some level. Among adults, it
is not unusual that a desire for personal growth can
be an initial motivation for secking out both formal
and informal educational opportunities; Aslanian
and Brickell (1980), for example, found that 83% of
the adults they surveyed were motivated to engage in
formal learning because of life transitions. Many ed-
ucators believe that the personal development of
their students should be one of their primary goals
and have become more intentional about this aspect
of learning. Taylor et al. (2000), who believe that
“adult development is influenced by the educa-
tional environment” (p. 16), specifically address how
adult educators can teach with developmental inten-
tions. They surveyed a large group of adult educators
who held this as a goal and asked what develop-
mental outcomes they sought through their teaching,
as well as what strategies they used; they identified
five dimensions of development. Development
moves:

1. Toward knowing as a dialogical process

2. Toward a dialogical relationship to oneself
3. Toward being a continuous learner

4. Toward self-agency and self-authorship

5. Toward connection with others. (pp. 32-33)



44 FOUNDATIONS

They believe these “represent aspects of a self that is
capable of sophisticated, ongoing engagement with
the world of ideas and with learning from experi-
ence. . .. In short, a self that responds effectively and
with increasing ease to internal and external changes”
(p. 34). They then provide a large number of educa-
tional strategies generated by their survey that are di-
rected to eliciting development along one or more of
the five dimensions.

adult that
Mezirow’s (2000) theory of transformational learning

Several educators  suggest ways
can be used in formal educational settings to foster
personal development. Cranton (1994, 1997) sug-
gests that educators need to foster learner empower-
ment by giving up their own positional power, creating
an environment in which learners can participate
freely and equally in discussions, making the teach-
ing learner-centered, and stimulating and supporting
critical reflection. Brookfield (1987) created a model
of critical thinking that parallels Mezirow’s process
of perspective transformation, in which educators
help move students from an initial trigger event,
through appraisal or self-examination, exploration of
other explanations, developing alternative perspec-
tives, and then integrating these new ways of thinking
into their lives (pp. 25-27). More recently Brookfield
(2000) has located this process within critical theory,
and argues for critical reflection on cultural assump-
tions.

Daloz (1999) believes that the very relationship be-
tween student and teacher is a powerful means of fos-
tering personal development, a mentoring relationship
that can enable students to “regain the courage, in-
sight, and passion they need to move ahead in their
lives more fully, to weave and reweave the fabric of
meaning more richly and strongly” (1999, p. 4). He
likens the formal educational process to a journey
into the unknown in which students are challenged
to formulate new understandings of themselves and
their world; having a caring mentor by their side
makes this process less frightening. Daloz explains
how this works:

Mentors seem to do three fairly distinct things: they
support, they challenge, and they provide vision. . . .
[T]he notion of support refers to those acts through
which the mentor affirms the validity of the stu-
dent’s present experience. She lets him know
through her empathy with his feelings or her com-
prehension of his words that he is understood. . . .

The function of support is to bring boundaries to-
gether; challenge peels them apart. . . . The func-
tion of challenge is to open a gap between learner
and environment, a gap that creates tension in the
learner, calling out for closure. The work of clos-
ing that gap strengthens our sense of agency, of
power in the world. . . . [The] third function I call
providing vision. . . . Mentors hang around through
transitions, a foot on either side of the gulf; they
offer a hand to help us swing across. By their
very existence, mentors provide proof that the
journey can be made, the leap taken. (pp.

206-207)

Education for personal development is also ac-
complished in informal contexts. Self-help groups are
one example of this, and 12-step programs such as Al-
coholics Anonymous are probably the most well
known. The developmental process here is highly
scripted and the learning is mediated through narra-
tive. Experienced members tell the story of their alco-
holism, their experience of hitting bottom, and then
the story of their recovery, helping new members
identify with the group and offering them the hope
that they can change their lives as well (Clark, 2001;
Holstein & Gubrium, 2000).

The 12 steps themselves take members through
several stages, beginning with an admission of their
powerlessness over their drinking, then moving to a
relationship with a Higher Power, however they de-
fine that. The remaining steps involve a systematic re-
flection on their lives and taking responsibility for any
harm their drinking has caused others, as well as a
commitment to reach out to other alcoholics. The
power of the group is profound and multifaceted. It
provides an accepting and nonjudgmental atmos-
phere and the autonomy of its members is a founda-
tional belief. As Maxwell (1984) notes, “One of the
most striking aspects of this respect for autonomy is
leaving it up to the individual to make his [or her]
own diagnosis—to decide whether or not he or she is
an alcoholic” (p. 52). In large part this happens
through new members hearing the stories of others in
the group and discovering that their experience is not
unique. Other kinds of self-help groups have been
developed on the 12-step model, most prominently
Narcotics Anonymous and Overeaters Anonymous,
but also including other compulsive behaviors like
gambling or overspending. All of these groups like-
wise provide support and guidance for personal devel-
opment.
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Education for Social Change

Some education begins with personal change but
does so within a set of social and political values that
orient the learning; this is education for social
change. Here the intersection of learning and devel-
opment has a social purpose, one shaped by the
moral imagination. There is an enormous range to
this type of education. The focus can be local, like
community organizing activities that advocate on be-
half of the poor and the disenfranchised. One exam-
ple is the Listening Partners Program, a social action
initiative for poor mothers in rural Vermont (Bond,
Belenky, & Weinstock, 2000). Ewert and Grace
(2000, p. 328) understand all community action as
providing “both a tool for analysis and a mechanism for
community transformation.” Education for social
change can be civic, like the National Issues Forum in
its efforts to foster an informed citizenry (Oliver, 1992).
A more dramatic example is the work of Myles Horton
and the Highlander Folk School in support of labor or-
ganizing and the civil rights movement (Conti & Fel-
lenz, 1986; Morris, 1991). In his work with labor
unions Horton recognized that “racism was more than
just morally wrong—a belief they had held strongly
from the first—but also it was a fundamental structural
problem inextricably linked with class domination”
(Morris, 1991, p. 4). Horton went on to offer work-
shops at Highlander for African American leaders and
began citizenship schools to promote voter registration
among African Americans (Parker & Parker, 1991).

Education for social change can also be global,
where groups use education to create change that
they hope will have an impact on nations around the
world. Cunningham (2000), in her overview and cri-
tique of contemporary social movement learning,
describes a particularly ambitious effort called global
social movement learning, in which the strategy is “to
bring international scholar-activists from social move-
ments, universities, and global policy networks to-
gether to make proposals on how humanity might
interact with itself and with the rest of nature as a
learning system” (p. 581). In this section we highlight
two modes of education for social change: the work of
Paulo Freire and its influence on critical literacy ef-
forts, and the consciousness-raising dimension of the
women’s movement and the current work of feminist
pedagogy.

Freire was a Brazilian educator who began his ca-
reer by developing literacy programs for the poor in

which they not only learned how to read but, more
importantly, how to “read” the social and political
conditions of their lives. “Education for Freire is
never neutral: it either domesticates by imparting the
values of the dominant group, so that learners as-
sume things are right the way they are, or it liberates,
allowing people to reflect critically on their world
and take action to move society toward a more equi-
table and just vision” (Merriam & Caffarella, 1999,
pp- 324-325). His intent was always to liberate. He
developed a pedagogy that he called conscientiza-
tion, a dialogic, problem-posing process that enables
students to gain an awareness of how social structures
have oppressed them and shaped how they think
about the world (Freire, 1973). The critical part, as
Newman (1994) describes, is how they “become
aware of their capacity to act on their world and
change their lives. From being objects of social
history—beings to whom things are done—they can
become subjects of their own destiny—people who
act and take control of their own lives” (p. 35). This
critical consciousness is the heart of Freire’s method.
Shor (1993, pp. 32-33) believes it has four qualities:
“power awareness” or an understanding of how
power undergirds society; “critical literacy,” a deeply
analytic way of thinking; “desocialization,” which he
understands as skepticism toward and challenge of
the values of mass culture; and “self-organization/
self-education,” which leads to taking action toward
social change. The goal of Freirean pedagogy is a just
society in which all people can live freely and with
dignity.

Freire crafted his approach within a literacy pro-
gram, and it should be noted that the political nature
of his work ultimately resulted in his imprisonment
and exile from Brazil after a military coup there in
1964 (Gadotti, 1994). Although literacy programs re-
main an ideal venue for critical pedagogy, the reality,
as Degener (2001, p. 48) noted, is that “very few pro-
grams have the freedom or resources to be critical in
every area of endeavor [because they must] remain el-
igible for funding from government agencies and pri-
vate foundations.” She argues that it is more realistic
to think of critical pedagogy in terms of degree, rather
than as an absolute category. She identifies six pro-
grammatic clements that should be considered—
presuppositions, philosophy, and goals; structure;
curriculum and materials; teacher development;
teacher—student relationship; and evaluation—and
suggests that programs fall along a continuum, from
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highly critical to highly uncritical, depending on how
many elements conform to critical pedagogy (pp.
50-53). Critical pedagogy remains an ideal; yet it is
one that is seldom realized in its pure form.

Another significant form of education for social
change is the consciousness-raising groups that were
active in the early years of the women’s movement.
These were groups of women who came together to
systematically examine their own lived experience to
throw light on the oppression of women. Hart (1990)
described the process as

bound to three-fold, interwoven dimensions of its
content, methods, and epistemological presuppo-
sitions: an analysis of sexual oppression, a ground-
ing of this analysis in everyday experience, and a
structure of analysis that calls for a reciprocal, in-
teractive relationship among knowers who are
linked by common experiences, as well as be-
tween the knowers and their object of knowing. In
other words, consciousness raising is part and
parcel of a feminist education. (p. 48; emphasis in
original)

An essential outcome of this process was discovering
that “personal problems and conflicts, often previ-
ously understood as the result of personal inadequacies
and neuroses . . . are socially produced conflicts and
contradictions” (Weedon, 1997, p. 33), an awareness
that gave rise to the popular slogan, “The Personal Is
Political.” The importance of this interconnection
cannot be overemphasized. Hart noted: “Through a
process of mutual self-reflection, women’s experiences
became de-privatized; each individual woman’s life
became meaningful for herself because it became
meaningful within the larger context of women’s op-
pression” (p. 56). Although this process emerged from
and gave shape to the women’s movement of the
1960s, it is a method of analysis that continues to play
a role in women’s empowerment.

Feminist pedagogy, developed from various
strands of feminist theory, takes up many of the same
issues related to women’s oppression but does so in
the context of formal education. Maher (1987) identi-
fies two categories of feminist pedagogy, what she
calls liberatory and gender models. The liberatory
model emphasizes the structural sources of oppres-
sion that generate unequal power relations, whereas
the gender models, coming from a psychological per-
spective, focus on the social construction of women’s

identity and the need for personal emancipation. Tis-
dell (1996) argues for a synthesis of the two, which
would

take into account both the intellectual and emo-
tional components of learning, the individual’s ca-
pacity for agency, as well as the psychological and
social and political factors that affect learning. It
would emphasize the importance of relationship
and connection to learning, but also account for
the fact that power relations based on a multitude
of factors including gender, race, and class are al-
ways present in the learning environment and af-
fect both how knowledge is constructed on the
individual level as well as the social and political
factors that affect what counts as “official” knowl-
edge and how it is disseminated. (p. 311)

Feminist pedagogy continues to be a vital area that
has a profound impact on women’s learning and de-
velopment in formal educational settings.

Continuing Professional Education

Continuing professional education (CPE) is a grow-
ing arena of practice for adult educators. The word
professional is broadly conceived to include a diversity
of occupational groups who can claim a body of
knowledge and competencies specific to their prac-
tice. Thus, in addition to those in the traditional pro-
fessions of medicine and law, teachers, nurses,
administrators, social workers, allied health groups,
and others are considered to be members of profes-
sions or “professionalizing” occupations. Because
professions serve the public, the demand for account-
ability has translated into credentialing systems that
require continued updating. For many professionals,
continuing education is mandatory.

Continuing professional education is designed to
enable “practitioners to keep abreast of new knowl-
edge, maintain and enhance their competence,
progress from beginning to mature practitioners,
advance their careers through promotion and other
job changes, and even move into different fields”
(Queeny, cited in Queeny, 2000, p. 375). A large part
of CPE focuses on increasing the competence of prac-
titioners by helping them acquire more knowledge
and skills and then apply new knowledge and skills
to the practice setting (Queeny, 2000). Although in-
creased competency may be subtly intertwined with
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development, this area of CPE has more to do with
adding to one’s knowledge base than with develop-
mental change.

Clearly, CPE relates to developmental change,
which includes the development of professional iden-
tity, professional expertise, and reflective practice. Da-
ley’s (2001) study of how CPE affected those in four
professional groups (nurses, lawyers, adult educators,
social workers) found that the learning was not simply
additive but transformative: Learning “was essential to
the process of meaning making because often, in this
process of using information, the professionals again
changed what the information meant to them. . .. In
other words, incorporating new knowledge is a recur-
sive, transforming process” (p. 50). Daley (2002) com-

mented:

A CPE program that promotes sharing, network-
ing, and creating colleague relationships is not
just fostering a socialization process. It is further-
ing professional identity development, allegiance to
the profession, and tie-signs that allow profession-
als to communicate and discuss new information
and incorporate it into their practice. (pp. 86-87;
emphasis added)

Closely tied to an evolving identity as a professional
is the movement from novice to expert. Dreyfus and
Dreyfus’s (1986) well-known model assumes episte-
mologically based change and progression from less to
more expertise. Dreyfus and Dreyfus’s model has five
stages—novice, advanced beginner, competent, profi-
cient, and expert. The movement is from adherence to
rules and procedures with little awareness of the prac-
tice context, to more intuitive knowing embedded in a
deep situational awareness. The development of cog-
nitive processes is at the heart of this movement.
Although the first three stages are characterized by
rule-based, slow, detached thinking and reasoning, the
stages of proficient and expert are dominated by intu-
itive, context-based thinking. As Benner (1984) noted
in her study of expertise in nursing, “With an enor-
mous background of experience, they [experts| have
an intuitive grasp of each situation and zero in on the
accurate region of the problem without consideration
of a range of alternative solutions” (p. 49).

The development of professional expertise is some-
times considered under the rubric of reflective prac-
tice. Most often associated with the work of Schén

(1983, 1987, 1996), “reflective practice” refers to the
professional’s ability to make judgments in ambiguous,
contradictory, or complex situations. In addressing the
problems inherent in practice, the more novice one is,
the more dependence on learned academic knowl-
edge or what Schon calls technical rationality (1983).
With experience and continued learning, the profes-
sional is not only able to reflect on a situation after it
has occurred (reflection-on-action) but as it is unfold-
ing (reflection-in-action). The latter is the ability to
move beyond applying facts and procedures to think-
ing more creatively about problems in practice. In
reflection-in-action, “we think critically about the
thinking that got us into this fix or this opportunity;
and we may, in the process, restructure strategies of ac-
tion understanding of phenomena, or ways of framing
problems. . . . Reflection gives rise to [the] on-the-spot
experiment” (Schon, 1987, p. 28). The ability to do
this is developmental, requiring both extended experi-
ence as a professional and continued learning.

In a study of professional development across 20
professions, Cheetham and Chivers (2001) identified
five key factors in the development of expertise and
reflective practice. These five factors, when taken
into account in CPE programs, can stimulate devel-
opmental outcomes:

1) the opportunity to experience a wide range of
developmental experiences; 2) the motivation to
acquire the necessary competencies and to im-
prove these continuously; 3) adequate practice in
carrying out the various key tasks and functions in
order to master the requisite competencies; 4) persis-
tence in overcoming difficulties and in persevering
when things are not going well; 5) the influence
and support (when needed) of others. (pp.
284-285)

Thus continuing professional education is one
arena in which development is acknowledged by
most as a goal of learning. This developmental trajec-
tory can be seen in professional identity development
and in reflective practice.

CONCLUSION

We began this chapter by presenting stories illustrat-
ing our own understanding of development, adult
learning, and the nature of the connection between



48 FOUNDATIONS

adult learning and development. Sharan’s encoun-
ters with the film and the taxi driver (both informal
life experiences) brought about reflection regarding
her place as an academic. Engaging the experiences
through reflection constituted learning, which in
turn fostered the development of her professional
identity. Carolyn’s work with her alcoholic and drug-
addicted clients took her into a new world and led
ultimately to a change in her professional identity,
too. In her case, the learning centered around the
challenge of fostering personal change in others, in-
troduced her to new ways of thinking about that pro-
cess, and brought her to the field of adult education.

Working from our own experiences, we turned
to the literature in adult learning and development to
draw out the nature of connection, factors that pro-
mote learning and development, and how we teach
for development. We first defined development and
learning and then explored the connection as it man-
ifests itself in cognitive development and in learning
that gives rise to personal change. Factors that shape
the interaction between learning and development
are the sociocultural context, the process of rational
and somatic reflection on experience, and the role of
community in learning. The third section of this
chapter dealt with adult education that is explicitly
developmental in practice, including education for
personal development, education for social change,
and education related to professional identity devel-
opment.
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Chapter 3

Research Design and
Methodological Issues for Adult

Development and Learning

Grace I. L. Caskie and Sherry L. Willis

Both adult development and learning are established
areas of research in their own right. Each has its own
traditions and practices with respect to the type of re-
search that is conducted. Given the relative youth of
research conducted at the intersection of adult devel-
opment and learning, investigators have the unique
opportunity to carve out a new tradition of research
but also face new challenges in blending together
these two related yet previously separate disciplines.
Decisions about the questions that should be asked
and the theories that should be pursued need to be
made by individual researchers. Issues such as these
are not included in the scope of this chapter. Rather,
the aim here is to provide an overview of the key is-
sues involved in designing and evaluating various
types of research endeavors that may be useful for
those working in the combined areas of adult devel-
opment and learning. Readers are referred at various
points to publications with greater detail on a particu-
lar topic, some of which are entire texts devoted to
the explanation of just one topic. The first section of
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the chapter describes several study types, including
experimental, quasi-experimental, descriptive, cross-
sectional, longitudinal, and sequential designs. The
second section focuses on sampling issues and how
the type of sample can influence the generalizability
of research findings. The third section discusses mea-
surement issues, including validity, reliability, appro-
priateness of a measure, scales of measurement, the
measurement of change, and scale development.
The final section of the chapter briefly addresses the
issue of statistical significance versus clinical signifi-
cance, with respect to evaluating the importance of
one’s research findings.

STUDY TYPES

Experimental Studies

In an experimental study, participants are randomly
assigned to membership in one of two or more groups
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that will be compared. For example, in the ACTIVE
clinical trial on cognitive training of older adults (Ball
etal., 2002), the participants were randomly assigned
to one of three cognitive training groups or a control
group. By assigning participants randomly to an ex-
perimental condition (or a control group), variables
other than the independent variable (i.e., the variable
on which participants are grouped or that is used to
predict the outcome variable) that may influence the
behavior or construct being studied should be equally
distributed among the experimental and control
groups. Thus, through the process of random assign-
ment, experimental designs allow a researcher to con-
trol for possible confounding factors that would
decrease a study’s internal validity.

A word should also be said about the concern of
artificiality in experimental studies. Although experi-
mental studies are designed to approximate real situa-
tions, controlling for too many variables may limit
the external validity of the study. For example, if a re-
search study only included men (e.g., National Lon-
gitudinal Surveys of Older Men; Center for Human
Resource Research, 1992) to control for the effect of
gender on the results of the study, it may be difficult
to generalize the study’s findings to women. Having
too many experimental controls can also decrease the
generalizability of a study. A greater number of con-
trols leads to greater artificiality in the experimental
setting, making it more difficult to generalize behav-
ior in the lab to a real world setting.

Willis (2001) discussed five types of experimental
designs that are particularly useful for conducting be-
havioral interventions with adults. These designs vary
in terms of the comparison or control group used in
relation to the experimental group that receives the
intervention. First, the no-treatment control group de-
sign uses a comparison group that receives the same
pre- and postintervention assessment battery but oth-
erwise receives no intervention or contact. This type
of design is important for providing initial evidence of
an intervention effect and an estimate of any gain in
score that may result simply from being tested more
than once (i.e., the practice effect). The second type
of experimental design, the nonspecific control group
design, provides a placebo treatment to the control
group. The placebo treatment must not include any
factors considered critical to the intervention. For psy-
chological and behavioral research, it may be difficult
to design a placebo treatment that has no effect at
all on the outcome measures and that will maintain

the blindness of participants to their treatment condi-
tion. Third, the component control group design is a
between-group design in which various components
of the intervention are implemented separately and in
combination. An essential requirement, therefore, of
using this design is the ability to identify and imple-
ment independently the various components of an in-
tervention. Comparison of the different groups can
help identify the most effective intervention compo-
nent or combination of components. Fourth, the para-
metric design involves systematically varying the level
of one experimental factor while holding all else con-
stant. For example, the number of training sessions
may be increased by one for several experimental
groups being compared to determine the optimal
number of training sessions needed (Hofland, Willis,
& Baltes, 1981). Finally, the comparative design in-
volves comparing two or more distinctly different in-
tervention approaches to the same problem to
determine which may be more effective. Although
this might seem at first to be a very useful design, con-
cerns exist with using this type of comparison. Be-
cause interventions may differ on a number of factors,
it can be difficult to determine the most salient com-
ponent for producing change and may result in few
factors being held constant across intervention
groups. Additionally, a number of practical issues ex-
ist with the use of this design, including the necessity
of administering multiple interventions at the same
site (to avoid confounding site with the type of inter-
vention) and of having trainers who are equally profi-
cient at conducting all interventions.

Quasi-Experimental Studies

Many studies exist for which random assignment to
groups is entirely possible and appropriate. How-
ever, sometimes a rescarcher wants to compare
groups to which individuals cannot be randomly as-
signed because the characteristics of interest are pre-
existing, such as gender, age, or educational level.
These studies are called quasi-experimental studies
(Campbell & Stanley, 1953; Cook & Campbell,
1979). Cross-sectional studies of age differences and
longitudinal studies of age changes, described in greater
detail shortly, are examples of quasi-experimental stud-
ies because individuals cannot be assigned to an age
level. In practice, most studies include multiple inde-
pendent variables or grouping variables, which may
include a mixture of randomly assigned variables and
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classificatory (i.e., not randomly assigned) variables
that define the groups that will be compared. For ex-
ample, Park, Smith, Morrell, Puglisi, and Dudley
(1990) compared the recall of young and old adults
who were randomly assigned to one of six experimen-
tal conditions (two verbal integration conditions
crossed with three cueing conditions). This study is
quasi-experimental because it included experimental
conditions (verbal integration and cueing) and a clas-
sificatory variable (age group). In contrast to the ex-
perimental design, causal conclusions cannot be
made in a quasi-experimental design regarding those
variables to which individuals were not randomly as-
signed. When preexisting groups such as young and
old individuals or males and females are compared, it
is unknown whether differences are truly due to the
group difference (i.e., age or gender) or to other fac-
tors that may covary with the independent variable.
For example, different age groups represent different
cohort experiences, including education, which can
influence learning and development.

Confounding factors are variables that decrease
the internal validity of the study—the ability to con-
clude that differences in the dependent variable (i.c.,
the behavior or construct that we are trying to explain
or for which we want to examine group differences)
were caused by the experimental condition rather
than other extrancous variables. For example, sup-
pose we conducted a study on the effect of child-
rearing instruction on the quality of parent—child
interactions. If all of the participants assigned to in-
struction on child-rearing techniques were mothers
and the control group consisted entirely of fathers, as-
signment to experimental condition would have been
completely confounded with gender of the partici-
pant, and it would be impossible to untangle whether
any differences observed in the outcome measure
(e.g., improvement in parent—child interactions) are
due to receiving the instruction or to the fact that all
who received the instruction were women. If random
assignment had been used, the men and women in
the sample would have been equally distributed into
the experimental group and the control group. Con-
founded variables such as in this hypothetical exam-
ple may not be as obvious in real studies, yet may be
as insidious as confounding group with site or loca-
tion, such as if all older adults come from an urban
environment and all younger adults are from subur-
ban college campuses. Alternative explanations for

group differences should always be considered when
random assignment has not been used.

Thus, the well-known admonition that “correla-
tion does not necessarily imply causation” is mislead-
ing in that the ability to make causal conclusions is
actually dependent on whether random assignment
was used than the type of statistical measure used to
describe the relationship. Correlation is simply a sta-
tistic that describes the linear relationship between
the independent variable and the dependent variable,
whether or not individuals were randomly assigned to
the levels of the independent variable. If participants
were randomly assigned to the number of training ses-
sions (e.g., as in a parametric design) and a strong
positive correlation were found between number of
training sessions and number of correct responses at
the end of the memory training, one would have a ba-
sis for concluding that more training sessions caused
better memory performance. However, if we corre-
lated number of adult education courses reported by
each participant with memory performance, causal
conclusions could not be made because there are
other variables (e.g., socioeconomic status) that could
be related to these variables that explain their rela-
tionship.

Descriptive Studies

In descriptive studies, individuals are not randomly
assigned to any experimental conditions and may not
be assigned to groups at all. Two basic methods for
conducting a descriptive study are naturalistic observa-
tion and case study. The methods used in descriptive
studies are more likely to be considered qualitative
rather than quantitative, although they may also be
incorporated into a more quantitatively oriented
study.

When a researcher uses naturalistic observation,
he or she has no direct contact with the individuals
under study. The researcher simply observes the indi-
viduals in a natural environment (e.g., a senior citizen
center, library, park, or grocery store) and then rec-
ords information about behaviors that are demon-
strated. For example, in Baltes et al. (1980), interactions
between nursing home residents and staff members
were observed and coded in terms of whether they
supported dependence behaviors in the resident. Am-
ato (1988) also conducted a naturalistic observation
study in which the behaviors of men caring for young
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children in public places were observed. Although
naturalistic observation could be used to observe
learning in adults, certain types of adult development
may be more difficult to tap into given the lack of di-
rect contact with the individuals under study. For ex-
ample, one might expect that adults in a computer
literacy course would learn new skills, which may in
turn lead to changes in their self-perceptions and self-
efficacy about their computer skills. Computer liter-
acy might be indirectly measured by observing the
number of errors made, but self-perception (an inter-
nal process) may be more difficult to assess accurately
through observation alone.

In contrast to the descriptive method of naturalistic
observation, case studies involve extensive direct con-
tact between the researcher and the individuals under
study. Typically, research using the method of case
study involves only a few individuals to make the in-
tense detail-gathering process a more feasible task. In
addition to interviews and direct observation, the case
study method may include examination of medical
records or psychological measures. In addition to case
studies of individuals, case studies can also be con-
ducted of a process or a situation (e.g., Cervone,
2004). Detailed information about how to conduct a
case study can be found in Stake (1995).

Examples of case study research also tend to be
more qualitative than quantitative. Gillem, Cohn, and
Throne (2001) described the case studies of identity
development in two biracial individuals. The two sub-
jects were studied with the use of a semi-structured in-
terview schedule primarily composed of open-ended
questions about their current identity, influences of
family members on their identity development, and
their experiences as biracial individuals. Honos-Webb,
Stiles, and Greenberg (2003) reported on a case study
of a woman who had completed psychotherapy. Mea-
sures of depression and self-esteem were collected,
and transcripts of therapeutic sessions were also ana-
lyzed and rated. Finally, Levinson’s (1978) book on
the process of adult development for males included
data collected from multiple interviews of 40 men
about their lives over the period of late adolescence to
their late forties. Levinson also presented in great de-
tail the case studies of four men (“James,” “William,”
“Paul,” and “John”). Levinson’s work demonstrates the
incorporation of interviews and administration of psy-
chological measures that may occur with the case
study approach; specifically, both the men and their

wives were interviewed, and tests such as the The-
matic Apperception Test were also given to the men.

Cross-Sectional Studies

The focus of a cross-sectional study is to gather infor-
mation about age differences. Participants are grouped
by age, and then all groups are assessed at one point
in time. For example, numerous studies have exam-
ined age differences in memory and other cognitive
training (Craik & McDowd, 1998; Park et al., 1990),
personality characteristics (Costa et al., 1986), or self-
efficacy and attributions for performance in various
domains (Lachman & Jelalian, 1984; Lachman &
McArthur, 1986). When a researcher’s interest is in
knowing how various age groups differ on some con-
struct or behavior at a particular point in time (e.g.,
voting behavior, attitudes about abortion), a cross-
sectional study is very appropriate. Cross-sectional
studies of age differences can also inform a researcher
about possible trends for age changes and about the
age range necessary to study a particular developmen-
tal process when planning a longitudinal study
(Schaie, 1996b).

It is important to keep in mind, however, that the
influences of age and cohort are confounded in cross-
sectional studies. Cohort membership is typically de-
fined by the year, or the range of years (e.g., the Baby
Boomers), in which a group of participants was born.
By definition, then, the age groups used in a cross-
sectional study must be drawn from different birth co-
horts. Thus, a cross-sectional study cannot fully
determine whether any observed differences between
the age groups are due to increased age (i.e., matura-
tion) or to cohort differences. For example, if older
adults were found to outperform younger adults on a
timed test of simple mathematics problems, it may
appear that mathematic ability increases with age.
However, an alternate explanation is that the individ-
uals in younger cohorts may have less experience
working problems by hand rather than by hand-held
calculator. In other words, the experience of learning
to do simple math problems with (or without) a cal-
culator may be cohort-specific. In addition, it should
be noted that the influence of the time of measure-
ment (i.e., period effects) on the participants’ perfor-
mance cannot be examined in a cross-sectional study
because the data are collected at only one point in
time.
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When conducting a cross-sectional study, a poten-
tial problem is that of equating the age groups on rele-
vant demographics that may influence the relationship
between age and the dependent variable. For exam-
ple, in comparing young and old individuals, it may
be difficult to find groups with equivalent educational
levels or experiences. Furthermore, there is the possi-
bility of the bias of survivorship in the selection of
older individuals for inclusion into a study.

Longitudinal Studies

The purpose of a longitudinal study is to examine age
changes in the same group of individuals over time.
The multiple assessments gained through longitudi-
nal data collections are essential to understanding
change in a construct or behavior over time as well as
the variability and predictors of such change over
time (Alwin & Campbell, 2001). Investigators have
sometimes compared samples of individuals at differ-
ent ages (i.e., a cross-sectional study) and concluded
that differences found on the dependent variable
could be attributed to chronological age. However,
this type of conclusion must be treated with caution
because cross-sectional and longitudinal studies do
not always show the same age trends. For example,
research on the adult development of mental abilities
has shown wide discrepancies between cross-sectional
and longitudinal data collected on the same subject
population over a wide age range. For some depend-
ent variables, substantial age differences obtained in
cross-sectional data were not replicated in longitudi-
nal data, whereas for other dependent variables, lon-
gitudinal age changes reflected more profound
decrement than was shown in the comparable cross-
sectional age difference patterns (Schaie, 2004; Schaie
& Strother, 1968).

The most basic design for assessing changes over
time due to age is a single-cohort longitudinal study.
With this design, a single group of individuals (of sim-
ilar age) are observed at two or more occasions in
time. For example, Helson and Moane (1987) exam-
ined the personalities of a sample of women during
their senior year of college and followed up twice
with this cohort, once in their mid- to late twenties
and finally in their early to mid-forties. A slightly
more complex single-cohort longitudinal study, the
Nordic Research on Aging project, included the study
of 75-year-old individuals from three countries—
Denmark, Sweden, and Finland—who were later

reexamined at age 80 (Heikkinen, Berg, Schroll,
Steen, & Viidik, 1997). With this second example, we
again have a single cohort of individuals (those per-
sons aged 75 years), albeit from three locations, which
was assessed twice to obtain longitudinal information.
Schaie and Hofer (2001) stated that longitudinal stud-
ies in adult development have been of three types: (1)
studies that were begun to understand childhood de-
velopment but with assessments continued into adult-
hood; (2) studies of young adulthood with continued
assessments into midlife or later; and (3) studies specif-
ically designed to assess the adulthood period with
representative samples. An extensive overview of lon-
gitudinal studies of adult development can be found
in Schaie and Hofer (2001).

Because all of the individuals in a single-cohort
longitudinal study share the same cohort membership
and the set of similar experiences that accompanies
membership, this type of study cannot inform the re-
searcher about any cohort differences in the construct
being studied. Also, the single-cohort longitudinal de-
sign confounds age changes in the dependent vari-
able with time-ofmeasurement (i.e., period) effects
occurring over the calendar time during which
change is assessed. The confound of age changes and
time-of-measurement effects means that the re-
searcher cannot be certain that the observed behav-
ioral change is due to the individuals” increase in age
rather than that something has changed about the
environment between the different times of measure-
ment. For example, suppose that in 2000 we had
asked a group of 50-year-olds their opinions about the
likelihood of a terrorist attack on the United States
within the next year. If we reassessed this cohort in
2003 (at age 53) and found that the perceived likeli-
hood of a terrorist attack on the United States had in-
creased, at least two explanations are possible for the
observed increase: (1) as people age from 50 years to
53 years, they become more anxious; or (2) specific
events occurred during the three years between as-
sessments to change people’s perceptions. In this
case, one might reasonably assume that the change in
perceptions was more likely due to the occurrence of
the terrorist attacks on September 11, 2001, than to
any sort of maturational change that occurred during
that three-year period.

The influence of the time of measurement can
also influence the meaning of a particular construct or
the implication for a finding in a longitudinal study.
Caspi, Elder, and Bem (1987) found that a sample of
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ill-tempered boys born around 1928 tended to main-
tain this personality style into adulthood. As a result,
these men experienced significantly poorer outcomes
as adults, which was at least partially influenced by
changes that had occurred in society by the time they
reached adulthood. Specifically, Caspi and col-
leagues pointed out that a greater emphasis had been
placed on interpersonal skills as a prerequisite for suc-
cess in the workplace during this time period. In ear-
lier time periods, where job success focused on the
ability to perform physical labor, the implication of
having a confrontational personality style may have
had less impact, and outcomes for these men might
have been better. Questions that are asked in a longi-
tudinal study may also have different implications at
different times in history. For example, for male ado-
lescents in the 1920s and 1930s, having a mother who
worked outside the home was a typical indicator of
poverty status (Hayward & Gorman, 2004), whereas it
would have a very different meaning for most adoles-
cents today.

Other longitudinal designs exist beyond the basic
single-cohort design discussed so far in this section.
Several of these designs are presented in a later section
on sequential designs. The type of data collected in the
design discussed is considered prospective data,
wherein one begins studying a group of individuals
with the intent of collecting future waves of informa-
tion on this group of individuals. Longitudinal data can
also be obtained retrospectively, by asking participants
to recall information about earlier time periods (Alwin
& Campbell, 2001). George, Hays, Flint, and Meador
(2004) conducted a study of the relationship between
religion and health in older adults by supplementing
existing information on health in older adulthood with
the collection of retrospective data on religiosity
throughout the life course. Their study included a sam-
ple of community-dwelling adults aged 65 years and
older on which health information had been collected
prospectively from 1986 to 1996. Following the 1996
data collection, George and her colleagues also ob-
tained life histories of the religious participation of
these participants. This example demonstrates two of
the problems with the use of retrospective data for stud-
ies of adult development and aging: (1) differential sur-
vival and (2) reliability of recall (Alwin & Campbell,
2001). First, religious histories were obtained from
only those participants who were healthy enough and
willing to complete all four waves of testing that oc-
curred over period of a decade. Second, the recall of

religious involvement at earlier time periods may be
influenced by current states, including current level of
religious involvement, or it may be biased by faulty re-
call. Yet, as George et al. (2004) pointed out, the use of
retrospective data is preferable to no data at all.

Of course, despite its many advantages for the
study of change over time, the longitudinal study is
not without disadvantages. Collecting longitudinal
data can be an expensive and time-consuming pro-
cess, particularly when one desires to study the partic-
ipants over an extensive period of time (i.e., over a
wide age range). Also, participants are lost from longi-
tudinal studies due to attrition over time, which may
influence the results. Reasons and implications for at-
trition are addressed in the section on sampling in-
cluded in this chapter. Longitudinal studies must also
contend with the possibility of measures and research
questions becoming outdated.

Time-efficient designs, such as the accelerated
longitudinal design, have been proposed to shorten
the amount of time necessary to study a developmen-
tal trajectory. These designs aim to reduce both the
monetary and time costs of collecting longitudinal
data. Under the assumption of no cohort differences,
accelerated longitudinal designs link longitudinal
data collected from several independent cohorts stud-
ied for overlapping age ranges (Duncan, Duncan,
Strycker, Li, & Alpert, 1999; Tonry, Ohlin, & Farring-
ton, 1991). Because no one cohort is studied, for the
entire age range being investigated, distinct patterns
of missing data are incorporated into the data by de-
sign. In the context of latent growth modeling, both
McArdle and Hamagami (1992) and Duncan, Dun-
can, and Hops (1996) demonstrated that growth pa-
rameter estimates from the accelerated longitudinal
design were as accurate as the corresponding true lon-
gitudinal design. However, McArdle and Hamagami
also found that the standard errors for these growth
parameter estimates increased as the amount of data
collected per cohort decreased. This difficulty could
lead to unstable parameter estimates. Large-scale sim-
ulations are needed to provide further insight into the
utility of the accelerated longitudinal design.

Sequential Designs

Data acquisitions that are initially structured as either
a cross-sectional or single-cohort longitudinal study
can be extended into cross-sectional or longitudinal
sequences (Baltes, 1968; Schaie & Baltes, 1975).
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Sequential studies can also allow questions about de-
velopment to be answered without involving the long
time frame required for a true longitudinal design.
Longitudinal sequences use the same sample of indi-
viduals from two (or more) cohorts repeatedly, whereas
cross-sectional sequences use independent random
samples of individuals (each observed only once)
from cohorts covering the same age groups at two (or
more) different points in time. For example, a longi-
tudinal sequence might begin by studying a group of
3(0-year-olds in 2005, planning to retest these individ-
uals every 5 years until they were 45 years old (i.c.,
retests in 2010, 2015, 2020). At the first retest point, a
longitudinal sequence could then be formed by in-
cluding into the study an additional cohort of individ-
uals who were 30 years old in 2010, with the plan to
assess this group also every 5 years until they turned
45. In contrast, a cross-sectional sequence might be-
gin in 2005 with a simple cross-sectional study of indi-
viduals in three age groups: 30-34 years, 35-39 years,
and 40-44 years. The data for the cross-sectional se-
quence would then be obtained by repeating this
study at a later time point and by drawing new sam-
ples of individuals in each of the age groups that had
been included in the original investigation. The criti-
cal difference between the two approaches is that the
longitudinal sequence permits the evaluation of in-
traindividual age change and interindividual differ-
ences in rate of change, about which information
cannot be obtained from cross-sectional sequences.

Schaie’s “most efficient design” (Schaie, 1965,
1977, 1994) combines these cross-sectional and longi-
tudinal sequences in a systematic way, incorporating
age effects, cohort effects, and time-of-measurement
effects. First, an age range of interest is defined at the
time of the initial data collection and is sampled ran-
domly at age intervals that are optimally identical
with the time chosen to pass between successive mea-
surements. The age range used must be specific to
the problem under study. As an example, consider a
design in which one wanted to study relationships be-
tween learning and development as individuals pass
from midlife into older adulthood. In this case, to
capture a range of ages in the midlife period, the age
range of interest might include individuals who are
35 to 49 years old at the first time point.

Second, from this full age range of interest, sam-
ples of participants are drawn from age intervals with
widths that match the amount of time expected to pass
between measurements. Using the midlife example,

if the researcher planned for 5 years to elapse be-
tween the first and second measurements, the sam-
ples should be drawn in 5-year age intervals within
the larger age range (e.g., 35-39 years, 40-44 years,
45-49 years). Then, at the second time of measure-
ment, participants from the first data collection are
retrieved and restudied, providing short-term longitu-
dinal studies of as many cohorts as there were age in-
tervals at the initial data collection. Each age interval
is also resampled at the second time of measurement,
providing a new set of individuals to be tested within
each age group. The resampling process is also shown
in the example in table 3.1 where new samples of dif-
ferent people from each age group are added at each
testing year. By Time 4 in this example, we would
have collected data that covers ages from 35 to 64
years (using the 5-year testing interval that was pro-
posed) and would have included individuals from six
cohorts. The entire process can be repeated multiple
times with retesting of previous subjects (adding to
the longitudinal data) as well as initial testing of new
samples (adding to the cross-sectional data).

The data generated by using the most efficient de-
sign are rich in that they can be analyzed with several
analysis strategies (proposed by Schaie, 1965) to con-
trast the relative effects of age, cohort, and time of
measurement on the variable being studied. Many de-
velopmentalists are most interested in the analysis of
age changes and cohort changes performed in a cohort-
sequential analysis under the assumption that time-of-

TasLE 3.1. Example of Data Collection Based on
Schaie’s Most Efficient Design

Age Group Sample Time 1 Time 2 Time 3 Time 4 Cohort

35-39 years 1 X X X X 3
2 X X X 4
3 X X 5
4 X 6
40-44 years 1 X X X X 2
2 X X X 3
3 X X 4
4 X 5
45-49 years 1 X X X X 1
2 X X X 2
3 X X 3
4 X 4

Note: Fach X represents a data collection for a particular sample.
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measurement effects have not influenced the variable
being studied. If a consistent age change is found for dif-
ferent cohorts, the results have greater external validity
than would be provided by a single-cohort longitudinal
design. For our midlife example, one of the cohort-
sequential analyses that could be performed would use
the Time 1 and Time 2 data from the 45- to 49-year-old
age group and the Time 2 and Time 3 data from the
40- to 44-year-old age group. One practical drawback to
this analysis strategy is that the analysis cannot be per-
formed until three data collections have passed. De-
pending on the interval that one has proposed to use
between waves of data collections, this could mean a
long wait before one could begin analyzing datal

In contrast to the cohort-sequential strategy, cross-
sequential and time-sequential analyses can be done
carlier in the study, because both require only two
data collections (as a minimum). In the cross-
sequential analysis, cohort changes are contrasted with
time-of-measurement effects, under the assumption
that no age changes (or at least uniform age changes)
have occurred on the variable of interest. A simple
cross-sequential analysis could be conducted with the
Time I and Time 2 data from two of the age groups in
table 3.1. Finally, in a time-sequential analysis, age ef-
fects are contrasted with time-of-measurement effects,
assuming no cohort effects on the variable being stud-
ied. The time-sequential strategy examines whether
the difference between the age groups remains stable
or changes over time. For examp]e, we might want to
examine whether the difference between the 35- to 39-
year-old age group and the 45- to 49-year-old age
group was the same or different at Time 1 and Time 2.
The data from the first samples drawn from these age
groups (i.e., those samples first tested at Time 1)
would be contrasted with the data from the second
samples drawn from these age groups (i.e., those sam-
ples first tested at Time 2). More detailed descriptions
of each of these analyses, and analyses that also incor-
porate tests of practice effects and attrition, can be
found in Schaie and Caskie (2004).

SAMPLING AND
GENERALIZABILITY

The way a researcher obtains the actual group of indi-
viduals who will participate in his or her investigation
has important implications for the generalizability of
the study’s findings. In other words, the type of sam-

ple used in a study and the external validity of the find-
ings are interdependent. The ability to generalize a
study’s findings beyond the sample of individuals who
participated requires that the sample is representative
of the larger population of individuals to which the
findings are to be applied. Certain sampling methods
are much more likely to generate samples that are
representative of the characteristics of the larger pop-
ulation of interest and, as a result, imply greater gen-
eralizability for the study.

Use of a probability sampling method, such as ran-
dom sampling, ensures a representative sample be-
cause it avoids the biases involved in nonprobability
samples (Babbie, 1986). In a simple random sample,
every member of the population of interest has an
equal chance of inclusion in the study sample. Sup-
pose one wanted to study graduates from a particular
university. A random sample of this group could be ob-
tained by randomly selecting names of potential partic-
ipants from university records. Because the likelihood
of selection into a random sample was equal for all
members of the population, research findings from this
representative sample can be generalized to the entire
population of interest from which the sample was
drawn. For example, Sitlington and Frank (1990) used
random sampling to obtain participants for a study of
the success of learning-disabled individuals one year af-
ter completing high school. First, 2,476 individuals
were randomly selected from a list of former special ed-
ucation students in lowa who had graduated from high
school in the years studied. Of the 2,476 graduates,
1,090 had participated in a Learning Disabilities Pro-
gram as part of their special education curriculum; 911
of these individuals with disabilities were eventually in-
cluded in the Sitlington and Frank study. The use of
random sampling tends to be more important in ap-
plied research such as the Sitlington and Frank study
than in basic research (e.g., on sensory processes), be-
cause the findings of applied research are more likely
to be influenced by sample characteristics; findings are
also more likely to be immediately and directly applied
to some situation or environment (Stanovich, 2001).
Sitlington and Frank’s findings regarding their sample
of learning-disabled students’ lack of preparation for
life after graduation could be immediately applied to
other students currently in curricula designed for those
with learning disabilities in Iowa high schools.

A more complex type of random sample is the strat-
ified random sample. Stratification is most often used
to ensure that the sample will include adequate
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numbers of individuals from various subgroups of in-
terest in the population. These subgroups differ on vari-
ables that are related, or which one expects are related,
to the problem under study (Babbie, 1986). The Seat-
tle Longitudinal Study (Schaie, 1996a, 2004) began in
1956 by taking random samples of individuals enrolled
in a health maintenance organization from groups
stratified by age (cohort) and sex. With this method,
equal numbers of men and women were included in
the study, and cohort sizes were also equal. Stratifica-
tion may also be especially important in situations in
which one must ensure inclusion of rare or hard-to-
recruit groups (e.g., old-old individuals, certain ethnic
minorities). For example, Klumb and Baltes (1999)
used a stratified random sample to obtain equal num-
bers of individuals in age groups that spanned the range
of 70-90+ years. It is unlikely that other sampling
methods would have resulted in the inclusion of as
many 90-year-old individuals as 70-year-old individuals.
Rather than ensuring equal group sizes, stratification
could alternatively be used to maintain a match be-
tween the proportions of various groups in the sample
as those in the population. For instance, in a study of
adults returning to college, it may be important to strat-
ify the sample by age or motivation for taking courses
(e.g., self-improvement versus job training courses) to
maintain adequate representation of the various groups
in this population that will be compared.

Yet the fact remains that true random samples can
be difficult to obtain. As a result, most behavioral or
social science studies use nonrandom, or nonproba-
bility, samples. These types of samples are known
more commonly as convenience samples, available
group samples, or volunteer samples. Such samples
are obtained by soliciting volunteers from existing
groups, for example, local senior centers, churches,
and university participant pools, through advertise-
ments in the media, or, in the case of surveys, directly
(e.g., from eligible passersby). Thus, these samples
consist of individuals who volunteer to participate and
are “available” or “convenient” for the researcher to
use for that particular study. The procedure of simply
including every person who responds to a survey or
who volunteers to participate in testing is known as
haphazard sampling (Minke & Haynes, 2003).

Generalizability is a concern with studies that use
samples of volunteers because of their lack of repre-
sentativeness and potential for bias. Specifically,
individuals who volunteer may differ from the popula-
tion to which we may want to generalize a study’s find-

ings in terms of the characteristics that self-selected
them into the studies. Individuals who participate in
research studies are more likely to be middle-aged
(Herzog & Rodgers, 1988; Rosenthal & Rosnow,
1975; Schaie, 1959; Thornquist, Patrick, & Omenn,
1992), be better educated (Dodge, Clark, Janz,
Liang, & Schork, 1993; Wagner, Grothaus, Hecht, &
LaCroix, 1991), have higher incomes (Wagner et al.,
1991), and have better access to transportation to and
from the testing site (Dodge et al., 1993). Higher so-
cioeconomic status may be related to a greater inter-
est in supporting research or scientific pursuits,
having more leisure time (allowing the opportunity
to participate) than those who do not volunteer for a
study (Dodge et al., 1993), or even the ability to un-
derstand the purpose and requirements of the re-
search project (Wagner et al., 1991). Additionally,
individuals who volunteer for certain types of studies,
for example, training or prevention studies, may have
greater concerns about the decline in their memory
abilities (Schleser, West, & Boatwright, 1987) or
health conditions (Dodge et al., 1993). Yet it is im-
portant to keep in mind that the use of available or
convenient groups of participants does not necessar-
ily invalidate that study’s findings but rather points to
other variables, situations, or types of samples that
should also be examined (Stanovich, 2001). Repli-
cating a study with other types of samples or in other
environments or situations, can either increase the
generalizability of the study’s findings or indicate
limitations of the research (Minke & Haynes, 2003).

Research with rare (or hard to recruit) populations
is especially likely to use available group samples,
partly because the sampling frame needed for a ran-
dom sample can be difficult to identify (Minke &
Haynes, 2003). Snowball sampling (also known as rep-
utational sampling or sampling by referral) begins by
identifying a few members of the target group, who
then identify other group members who can be con-
tacted, and so on (Kalton & Anderson, 1989). Exam-
ples of the types of populations that might be accessed
by snowball sampling include minorities, particularly
elderly members (Patrick, Pruchno, & Rose, 1998),
the homeless (Woods-Brown, 2002), members of the
gay and lesbian community (Rothblum, Factor, &
Aaron, 2002), and people with disabilities (Kalton &
Anderson, 1989). If a large enough number of individ-
uals in these groups can be identified, a random
sample could then be taken from those identified, but
more often, all identified individuals who are willing
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to participate are included in the study (Kalton & An-
derson, 1989). Snowball samples may also be used
when a random sample from a formally identified list
(e.g., from social service agencies) is counter to the
objective of the study—for example, if one wanted to
study family caregivers who were not receiving any
formal help—or for descriptive research where this
type of sampling is used to reveal information about
the process under study (e.g., identifying the most in-
fluential members of a group; Babbie, 1986). Com-
pared to other recruitment techniques, Patrick et al.
(1998) found that snowball sampling required more
staff time but was highly cost-effective. Simultane-
ously using multiple recruitment methods (e.g.,
snowball, media, mailing lists, formal service organi-
zations or support groups) to target rare populations
may be the most successful and cost-effective ap-
proach (Patrick et al., 1998; Rothblum et al., 2002).

A final type of nonprobability sampling that we will
discuss is purposive or judgmental sampling, which is
used more commonly in descriptive or qualitative re-
search (Babbie, 1986; Minke & Haynes, 2003). With
this method, the researcher specifically targets and se-
lects certain individuals because they display the char-
acteristics or behaviors of interest being studied. The
selection may be made after a period of extended ob-
servation (Babbie, 1986). For example, a program for
increasing the social skills of adults may identify indi-
viduals who were socially isolated at a group function,
or a study of individuals with conservative views may
target Republican groups. Alternatively, purposive
sampling may be specifically used to broaden a sam-
ple’s characteristics, such as when a newly developed
measure is to be tested on individuals with a wide
range of ability (Babbie, 1986). Thus, participants are
selected based on the purpose of the study and the
judgment of the researcher. The aim of purposive
sampling is to produce a sample of individuals that
will be best for the question one wishes to address.

It should be noted that the use of large sampling
frames or random samples does not automatically im-
ply that studies are not subject to any restrictions in
terms of generalizing their results. For example, using
a random sample of college alumni may limit a study’s
ability to generalize its results to noncollege-educated
individuals. Replication is important to establishing
the generalizability of findings from studies using
probability or nonprobability samples (Stanovich,
2001). Studies of adult development that use samples
of people with greater income, more education, better

jobs, and better health should be replicated with sam-
ples of less fortunate individuals. Thus the demo-
graphic and health characteristics of a sample should
be reported so that applications or generalizations of
the research can be better made.

In longitudinal research, the influence of attrition
between waves of testing on the generalizability of re-
sults must also be considered. Even if a study began
with a representative sample, attrition may alter the
characteristics of the sample, rendering it less represen-
tative than it was previously. Participants may be lost
between testing occasions for several reasons, includ-
ing death or illness (especially if participants are elder-
ly), relocation, or refusal to participate, including
refusal by a caregiver (Alwin & Campbell, 2001; John-
son & Tang, 2003). Some studies have found that these
types of attrition tend to bias the sample toward the
middle class even more, with those remaining having
better education, income, and jobs (Cooney, Schaie,
& Willis, 1988; Schaie, 1988, 1996a, 2004; Sharma,
Tobin, & Brant, 1986), whereas other studies have
found that attrition had no impact on the representa-
tiveness of the sample (Fitzgerald, Gottschalk, & Mof-
fitt, 1998; Johnson & Tang, 2003). Loss of participants
may also be increased in studies that use longer inter-
vals of time between waves of testing.

MEASUREMENT ISSUES

Many of the variables that developmental researchers
are interested in studying cannot be observed directly.
Rather, information about these constructs of interest
(e.g., intellectual abilities, personality traits, learning)
must be inferred by observing the participant’s behav-
ior or by other indirect means (e.g., rating scales and
tests). Thus it is important to ensure that the method
of measurement that one is using to assess these un-
observed constructs has adequate validity and reliabil-
ity, is appropriate for the population, and uses a scale
of measurement that fits the question that is ad-
dressed. For the study of development, the assessment
of change in a construct is also an important concept
to consider, particularly in terms of identifying reli-
able amounts of change.

Validity

A test’s validity is perhaps most important in the con-
text of the intended purpose of the test. Thus, test
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validation could be viewed as a continual process of
accumulating information about the use of a measure
in various contexts, rather than as something that is
done only once (Suen, 1990). McDonald (1999) con-
cluded that all of the approaches to establishing the
validity of a test are interrelated and share the purpose
of contributing evidence toward establishing that a
particular measure is a valid assessment of the con-
struct of interest. This section describes three ap-
proaches to the test validation process, each of which
contributes different types of information toward it.

Construct Validity

The measures we employ in research need to be true
reflections of the construct that is measured so that
meaningful conclusions and interpretations can be
made based on the information collected. Construct
validity captures the idea that a test score is an accu-
rate reflection of the construct of interest (Suen,
1990). Specifically, a measure with good construct va-
lidity is one that is related to others in the same do-
main and one in which convergent results are
obtained with it and other measures of the same con-
struct (Nunnally & Bernstein, 1994). The construct
validity of a measure can be established by examining
its similarity with other measures that are intended to
measure the same construct. Using factor analysis as
one possible method for establishing construct valid-
ity, Suen (1990) noted that this issue might be ap-
proached either internally (comparing items within a
test) or externally (comparing the test with other
tests). For example, if items in a factor analysis do not
have strong loadings on the domains that they were
hypothesized to measure, or if the items are spread
across many domains, the construct validity of the
measure is considered poor. Alternatively, a factor
analysis of scores from several measures could be con-
ducted (e.g., a multitraitmultimethod approach), in
which the expectation is that the test being validated
would have strong factor loadings on the same factors
as other tests of that construct but weak loadings on
factors represented by tests of other traits or attributes.
The methods of exploratory and confirmatory factor
analysis are discussed in more detail in a later section.

Content Validity

Content validity is an issue that is typically considered
during the development phase of a new measure.

Items that are selected for inclusion on a new mea-
sure are only a sample of the potential items that
could have been used to assess the construct of inter-
est. How well the selected items represent the entire
pool of possible items determines the content validity
of a measure (Nunnally & Bernstein, 1994). Deter-
mining this representativeness is typically a subjective
process, based on the judgment of the individual per-
forming the validation study. In cases in which the to-
tal set of items represents a good sample from the
pool of possible items, samples of the measure’s items
would be expected to yield similar results. Thus, find-
ing similar results with alternate forms of a particular
measure may also help establish the content validity
of a measure. Finally, the purpose of the test must be
considered in establishing content validity. A particu-
lar sample of items may be a good representation of
the collection of all possible items for one purpose or
context but not for another purpose or context (Suen,
1990). For example, the appropriate items for assess-
ing caregiver burden may vary based on disease pro-
gression or by whether the patient is community
dwelling or institutionalized. Or a measure of person-
ality development in childhood may not be appropri-
ate for the study of adults.

Face validity is a concept that is related to but
should not be confused with content validity. In con-
trast to content validity, the face validity of a measure
is concerned with whether the scale appears to mea-
sure the construct it is intended to measure. Face va-
lidity is also determined after a measure has already
been developed, rather than during the development
stage (Nunnally & Bernstein, 1994). Issues of face va-
lidity can be important considerations in studies in
which the subject matter may be sensitive (e.g., men-
tal health) or where certain biases (e.g., the social de-
sirability bias on measures of personality or honesty)
may need to be avoided. In these cases, it may be nec-
essary to disguise the intent of the items, resulting in
reduced face validity.

Criterion-Related Validity

Criterion-related validity can be assessed by how
strongly correlated the measure being validated (i.c.,
the predictor) is with a criterion measure (Suen,
1990). Two main types of criterion-related validity
have been discussed. These types differ in terms of
when the criterion is measured in relation to the pre-
dictor measure in question. With predictive validity,
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the criterion is measured after the predictor measure;
with concurrent validity, the criterion and predictor
measures are assessed simultancously. Good choices
of criterion measures will be guided by some theoreti-
cal rationale for why the predictor measure should be
related to it.

Criterion-related validity of a measure becomes es-
pecially important when scores from that measure are
used to make decisions about a person (Nunnally &
Bernstein, 1994). For example, certain test scores may
be used to indicate cognitive impairment or to select
(or exclude) individuals for a research study. For this
to be a valid use of the test scores, the measure would
need to have good criterion-related validity. Specifi-
cally, if the measure is used to predict a current state,
such as cognitive impairment, it is implied that
the measure has good concurrent validity. Or in the
case where test scores are used to predict a future state
(such as the ability to participate in a research study),
the measure must have good predictive validity. Fi-
nally, it is also important to consider that restriction of
range on either the predictor or criterion measures
may attenuate their correlation and the assessment of
the criterion validity of the measure. For example, if
older adult learners have a more limited range of
scores on a measure than a sample involving young
and middle-aged adults as well as older adults, the cri-
terion validity may appear lower than it would have in
the more age-heterogencous sample.

Reliability

The reliability of a measure can be defined as how
well the measure reflects the true (unobserved) ability
level of the individual being assessed; alternatively,
reliability may reflect how stable measurements of a
test score are over time (Nunnally & Bernstein,
1994). Typically, the second definition of reliability
(i.c., stability) is of concern when researchers assess
the reliability of a scale. To measure reliability in
terms of stability, parallel forms of a measure are
needed. The next section presents several types of re-
liability, which differ in terms of how the parallel
forms of a measure are defined or created.

Test-Retest Reliability

One way to measure reliability is to have a group of
participants take the same test twice and then find
the squared correlation of the two sets of test scores.

This form of reliability is called test-retest reliability.
Obviously, the second administration of the measure
is a parallel form of the first administration, because it
is the same test. It is important to keep in mind that
this estimate of reliability can be influenced by the
procedure used to assess it. For example, shorter inter-
vals between test administrations will produce higher
reliability estimates than longer test intervals (Nun-
nally & Bernstein, 1994). Test-retest reliability esti-
mates can also be influenced by several other factors
that reduce the parallel nature of the two test adminis-
trations, such as practice effects or developmental
changes. These types of effects can result in changes
in the test scores at the second administration, which
can reduce the reliability coefficient, even though the
test itself did not change (Suen, 1990).

Alternate-Forms or Split-Half
Reliability

To avoid the issues associated with test-retest reliabil-
ity, another approach used to assess reliability is to
construct two equivalent, alternate forms of the test.
However, the effort and cost of constructing two mea-
sures rather than one may be prohibitive, and it may
be difficult to ensure that the two forms are truly par-
allel (Suen, 1990). Instead, alternate forms can be
created by dividing the scale items into two halves;
this creates the parallel forms needed to assess relia-
bility. Because the number of items from the total
measure is halved in this process, reliability estimates
will be attenuated relative to the total measure and
must be corrected with the Spearman-Brown formula
(for computational details see, e.g., Nunnally &
Bernstein, 1994; Suen, 1990). One potential compli-
cation that remains with the split-half procedure is
how exactly to split the test items to produce two
equivalent halves. Depending on how the items are
selected, various test halves can be constructed from a
single test, and reliability estimates may then vary de-
pending on how the item split was performed.

Cronbach’s Alpha

As the descriptions of test-retest reliability and
alternate-forms or split-half reliability have demon-
strated, creating parallel forms of a test may not be
a simple process. Cronbach’s alpha takes what may
seem like a more extreme approach to creating paral-
lel forms of a test. With this approach, each item is
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considered a separate test and the correlations of each
item pair are examined. Nunnally and Bernstein
(1994) noted that this intensive process became
much easier with the advent of high-speed computers
(especially when the number of test items is large)
and is considered preferable to the other forms of reli-
ability. The computation of Cronbach’s alpha coefh-
cient provides a conservative estimate for the average
of all item-pair correlations (Suen, 1990) and can be
computed by statistical programs such as SAS (SAS
Institute, 1999).

Appropriateness of a Measure

The appropriateness of a measure for the type of indi-
viduals included in a study also needs to be considered.
Specifically, a measure is most appropriate to use with
a particular sample when it has been validated and
standardized on a population similar to that being stud-
ied. For example, one would not want to use a measure
that had been validated on a Caucasian sample for an
African American sample, unless it could be demon-
strated that no reasonable differences between ethnic
groups would be expected on this construct. Questions
of measure appropriateness may also relate to gender
or to any other important group differences that may
influence test scores. Measure appropriateness and the
use of correct norms is particularly important when the
test scores will be used to make decisions about individ-
ual participants (Suen, 1990).

Scales of Measurement

Variables can be measured on one of four scales of
measurement: nominal, ordinal, interval, and ratio.
Nominal variables represent unordered categories of
a particular construct or trait. For example, the type of
mnemonic strategy used in a memory recall task might
include the two unordered categories of (a) verbal
mnemonics (e.g., acrostics, acronyms, and rhymes)
and (b) visual mnemonics (e.g., the method of loci).
In contrast, a variable on an ordinal scale rank orders
individuals along some continuum. Although the val-
ues on an ordinal scale are ordered, the distances
between any two ranks or ordered categories do
not necessarily represent equal differences between
people on that variable. For example, in a study
comparing three age groups, the age groups may be
considered ordered categories yet may be unevenly
spaced.

For both interval and ratio scales of measurement,
equal distances between values on a scale represent
equal differences between individuals on the depend-
ent variable. The difference between interval and ra-
tio scales is in the definition of the zero point. A ratio
scale has a true zero point; in other words, a score of
zero on a ratio scale represents a complete absence of
the variable being measured. Such variables are not
as common or as meaningful in studies conducted
on adult development and learning as they are in
the physical sciences (e.g., for height, weight, and
length). With physical measurements, statements
such as “Person A weighs twice as much as Person B”
are valid. With measurements of learning or other as-
pects of development, it may not be accurate to say
that a person with a score of 20 has twice as much of
the construct as a person with a score of 10. For exam-
ple, assume that these scores were generated from an
administration of a delayed recall test. Although
scores of 20 are twice as great as scores of 10, this does
not imply that the memory ability of the individual
with a score of 20 is twice as good as the memory abil-
ity of the individual with a score of 10. Thus the vari-
able for delayed recall represents an interval scale of
measurement. It is true that the variable in this exam-
ple could be operationalized as a ratio scale by defin-
ing the variable of interest as the number of items
correctly recalled. However, this interpretation may
not be as conceptually meaningful as being able to
make conclusions about memory ability.

Measurement of Change

When data on the same construct are collected at two
or more time points, researchers typically are inter-
ested in examining the amount of change that has oc-
curred on this construct. A well-known critique of the
use of change scores is that they tend to be less reliable
than measurements taken on any single occasion (e.g.,
Lord, 1956). However, Rogosa (1988, 1995) demon-
strated that the values from which this conclusion was
generated were based on an assumption that no indi-
vidual differences existed in the amount of change.
This is an unlikely situation for most research studies.
Thus, when individual differences in the amount of
change over time are allowed, reliability estimates for
the change score are much better, sometimes as reli-
able as the test itself (Rogosa, 1988, 1995). Although
having three or more time points of data provides
many more analysis options than just two, the change
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score should not be dismissed automatically as an un-
reliable or poor choice.

In addition to simply subtracting two values to cre-
ate a change score, it is also possible to examine change
at the individual level in terms of the amount of reliable
change. We know that some individuals’ scores will
change over time due to random fluctuations, whereas
other individuals will show meaningful change. Use of
the standard error of measurement (SEM) can be used
to define reliable or meaningful change at the individ-
ual level (see Dudek, 1979, for computational details).
Change scores are compared to the range of values
formed by £ 1 SEM, and only those outside this range
are defined as having reliable change (e.g., Ball et al.,
2002; Schaie, 1996a). This method then allows scores
that varied only randomly to be classified as stable and
those with a significant amount of change (as defined
by the SEM value) to be classified as having had signifi-
cant decline or significant improvement. For example,
if the SEM for change in a measure had a value of 5,
then change scores greater than +5 would be classified
as significant improvement and change scores less than
=5 would be classified as significant decline.

When considering the change over time in a bat-
tery of tests, the issue of temporal invariance must
also be considered. If the relationships among the
tests have changed over time, they may no longer rep-
resent the same factors or underlying constructs.
Thus the demonstration of longitudinal invariance is
important for making interpretable comparisons
across time for factor domains (Horn, 1991). This is-
sue is discussed in more depth in the section on con-
firmatory factor analysis, the method used to test
measurement invariance.

SCALE DEVELOPMENT

Exploratory Factor Analysis

Exploratory factor analysis (EFA) is a method that is
particularly appropriate when there is a new measure
for which the underlying dimensions are unknown.
EFA is often performed as a precursor to a confirma-
tory factor analysis, which will be described shortly. We
provide a basic overview of the information necessary
to determine whether this method would be appropri-
ate to use; specific statistical details can be obtained
from texts on factor analysis (e.g., Gorsuch, 1983).
With EFA, the interrelationships among a set of

variables are analyzed with the intent to reduce this
larger set of scores into a smaller set of common fac-
tors. Because this procedure is exploratory in nature,
decisions about the “best” factor structure and the in-
terpretation of the factors themselves are made by the
individual researcher. Two common guidelines that
are often used for determining the proper number of
factors are the percentage of the variance explained
by that set of factors and the use of scree plots. Opti-
mally, a factor solution will account for at least 75%
of the variance (Gorsuch, 1983). Scree plots may also
be used to determine where the point where the addi-
tion of factors does not result in a meaningful in-
crease in variance explained.

Another decision to be made in EFA is the type of
solution to obtain. In cases where one expects factors
extracted from a measure or set of scores to be uncor-
related, the orthogonal (uncorrelated) factor solution
that is estimated can be used. The varimax rotation is
the most popular orthogonal rotation (Suen, 1990).
However, in cases where a correlation among the fac-
tors is expected or hypothesized, an oblique (corre-
lated) factor solution, such as a promax rotation, is
more appropriate to use. If an oblique solution is esti-
mated and factor intercorrelations are low, one may
return to the orthogonal factor solution.

Confirmatory Factor Analysis

In contrast to exploratory factor analysis, confirmatory
factor analysis (CFA) is used when a measure has
a known (or at least hypothesized) factor structure (see
Bollen, 1989; Gorsuch, 1983; Joreskog & Sérbom,
1993 for statistical and computational details). CFA
uses the structural equation modeling framework and
thus provides fit statistics that a researcher can use to
assess directly the fit of this structure to the data that
has been collected. Another benefit of the CFA frame-
work is that multiple indicators of the same underlying
construct are used to form a better estimate of an indi-
vidual’s true score on that construct than could be pro-
vided by a single observed measure. For example,
Schaie, Dutta, and Willis (1991) determined that the
cognitive battery used in the Seattle Longitudinal
Study was best represented by six cognitive domains,
or factors, each of which is indicated by at least three
measures.

CFA can be a useful method for determining
whether the relationships between observed variables
and the latent constructs they represent remain
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invariant across multiple groups or across time
(Joreskog, 1979). Only when factorial invariance has
been demonstrated can one assume that quantitative
comparisons of differences in developmental trajecto-
ries truly reflect changes in the underlying construct
(see Baltes & Nesselroade, 1970, 1973). Shifts in the
regression of observed variables on the latent con-
struct, if found, would impose significant restrictions
on the interpretability of age changes and age differ-
ences measured with single markers. The demonstra-
tion of factorial invariance is also important in
showing that the relations between observed variables
and latent constructs remain stable following the in-
troduction of interventions that might affect such re-
lationships (Schaie, Willis, Hertzog, & Schulenberg,
1987).

A minimum requirement of longitudinal invari-
ance is the demonstration of configural invariance,
which requires only that the indicators of the factors
have the same pattern of zero and nonzero loadings
across time (Horn, McArdle, & Mason, 1983; Mered-
ith, 1993). The next level of invariance is metric in-
variance, or weak factorial invariance. Weak factorial
invariance requires the equality of the unstandardized
factor loadings across time. Meredith further pro-
posed the level of strong factorial invariance, which
additionally requires equality of the unique (error)
variances and intercepts across time. Because stricter
levels of invariance can be difficult to meet in many
complex studies, it may only be possible to demon-
strate partial measurement invariance (Byrne, Shavel-
son, & Muthén, 1989), where longitudinal invariance
can be demonstrated for only a subset of the factors of
interest across time.

Another important application of confirmatory
factor analysis is the use of this procedure to imple-
ment the Dwyer (1937) extension method. As Tucker
(1971) demonstrated, it is not appropriate to use fac-
tor scores on a latent variable to estimate its regression
on an observed variable. However, CFA permits the
estimation of the location of some new observed vari-
able or variables of interest within a previously known
factor (latent construct) space. This situation fre-
quently arises in aging studies; because samples are
followed over long time periods, new measures and
constructs are often added to a study. The extension
analysis method has been used recently in the Seattle
Longitudinal Study to examine the relations of a neu-
ropsychological test battery to the established psycho-
metric intelligence battery (Schaie, Willis, & Caskie,

2004), and of the relations of the NEO Personality
Inventory (Costa & McCrae, 1992) to the Test of Be-
havioral Rigidity (Schaie & Parham, 1975) in Schaie
etal. (2004).

EVALUATING THE
MEANINGFULNESS OF RESULTS

Clinical Significance

Research findings can be statistically significant with-
out being practically meaningful, particularly in large
samples. The reverse can also be true in very small
samples, where a finding may have practical signifi-
cance but the sample size is so small that it is not sta-
tistically significant (Urdan, 2001). One way to assess
practical or clinical significance may be to focus on
whether a change in the level of performance has
been observed in the practical aspects of daily life and
everyday activities. For example, if a memory training
study increased participants’ ability to recall a list of
words by an average of five words, it would be impor-
tant to assess whether this increase has translated into
improved performance in the older adult’s everyday
activities. For example, does the individual show an
increased ability to recall a short grocery list? This
transfer from trained psychometric abilities to more
applied abilities can be a useful indicator of the clini-
cal meaningfulness of a research result. Karlawish
and Clark (2002) and McGlinchey, Atkins, and Ja-
cobson (2002) provide information on estimates of
the clinical significance of an effect.

Effect Size

Many measures of effect size exist; this section presents
two of the more commonly used statistics. For linear
regression analysis, the R? statistic is typically used
(Cohen & Cohen, 1983); for analysis of variance
(ANOVA), the n?Z statistic can be used. Both of these
measures of effect size provide information about
the amount of variance that has been explained rela-
tive to the total variance. In the context of linear re-
gression, the R? value describes the amount of variance
explained by the set of predictors included in the re-
gression equation. If several blocks of predictors have
been entered as is done in a hierarchical or staged
regression analysis, the change in R? that occurs with
the addition of each block can also be examined. For
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ANOVA, 1?2 is calculated for each effect included in
the model separately, and the relative impact of each
effect can be assessed. For example, if the effects of
age group and training group on reasoning ability
were examined in a two-way ANOVA, the proportion
of variance attributed to both could be computed and
compared.

Effect size is also an important consideration for
power calculations. Power describes the ability of a
study to detect a true difference (i.c., the long-term
probability of rejecting a false null hypothesis). Co-
hen (1992) noted that how one chooses the correct
population effect size value to be used in a power
analysis is often a point of confusion for researchers.
In his article, Cohen reviews his previously estab-
lished conventions for a small, medium, and large ef-
fect size and notes that the meaning of these
designations is dependent on the type of hypothesis
test being conducted. It is particularly important for
studies in new areas, such as the intersection of adult
development and learning, to be sure that adequate
power exists to detect hypothesized or expected popu-
lation differences.

CONCLUSION

The aim of this chapter was to provide an overview of
some of the important research design and method-
ological topics that need to be considered when pro-
posing and conducting new research in the area of
adult learning and development. More detailed treat-
ments of these topics can be found in many of the
textbooks and other sources referenced herein. When
designing a research project, the choice of study type
will have important implications for the types of con-
clusions that can be drawn. When age differences are
of interest, cross-sectional data are sufficient, but lon-
gitudinal data are required to address age-related
changes in a construct. Random samples ensure the
generalizability of a study’s results, but the difficulty
of obtaining true random samples implies that re-
searchers should be sure to address potential biases as-
sociated with the use of nonrepresentative samples
when designing, conducting, and reporting research.
The need for valid, reliable, and appropriate mea-
sures is implicit in all research. Finally, researchers
should include information about their study findings
that allow readers of the research to determine the
practical significance of the work. The incorporation

of these key elements into new research studies of
adult development and learning will generate solid
and robust research findings that can only strengthen
this burgeoning field.
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Chapter 4

Development of Reflective Judgment

in Adulthood

Karen Strohm Kitchener, Patricia M. King,
and Sonia Del.uca

The idea that intellectual development continues
into adulthood was at one time quite contrary to con-
ventional thinking. Until the middle of the last cen-
tury, life span cognitive psychologists focused on the
declines associated with aging (Baltes & Smith,
1990), particularly the apparent decline in intelli-
gence. With the advent of Erikson’s (1963) work, re-
searchers became interested in other questions, such
as whether there are positive features associated with
human aging and whether there are distinct features
that differentiate adolescent thinking from adult think-
ing. Scholarly work on questions like these laid the
groundwork for new theories and research on adult
intellectual development that eventually included the
development of the Reflective Judgment Model
(RIM) (King & Kitchener, 1994; Kitchener & King,
1981), the topic of this chapter.

One positive feature that Baltes and colleagues
(Baltes, Dittmann-Kohli, & Dixon, 1984; Baltes &
Smith, 1990) identified as a central characteristic of
adult thinking is wisdom. Baltes and Smith (1990)
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characterize wisdom as “expert knowledge involving
good judgment and advice in the domain, fundamen-
tal pragmatics of life” (p. 95). Others (Clayton & Bir-
ren, 1980; Holliday & Chandler, 1986; Meacham,
1983) emphasize that wisdom includes the recogni-
tion that knowledge is uncertain and that it is not pos-
sible to be absolutely certain at any given point in
time. Furthermore, wisdom includes an ability to for-
mulate clear and sound judgments in the face of this
uncertainty (Baltes & Smith, 1990; Dixon & Baltes,
1986; Kitchener & Brenner, 1990). The RJM (P. M.
King & Kitchener, 1994) articulates the development
of these characteristics and suggests the sequence of
steps through which the characteristics associated with
wisdom appear. Although Inhelder and Piaget (1958)
described logical or formal reasoning as the highest
form of adolescent reasoning, the RJM describes the
process through which individuals move beyond for-
mal reasoning to reasoning that addresses issues of
knowing in the face of uncertainty, a characteristic of
reflective thinking and the highest level of the RJM.
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A second positive feature associated with adult de-
velopment is evidence showing that individuals™ be-
liefs about knowledge and knowing develop over the
life span. These belief systems affect how the individ-
ual approaches learning and what is learned (Hofer,
2004; Hofer & Pintrich, 1997, 2002). Although vari-
ous authors who write on this topic differ in the num-
ber of stages and the age that the process begins, they
typically describe a sequence that begins with the be-
lief that knowledge is certain and directly knowable
and progresses to the belief that knowledge is uncer-
tain but can be constructed by judging evidence and
opinion (Kitchener, 2002; Love & Guthrie, 1999).
The RJM (P. M. King & Kitchener, 1994, 2002,
2004; Kitchener & King, 1981) is one model that de-
scribes this developmental sequence.

In this chapter, we provide a detailed description
of the development of the Reflective Judgment
Model, then use the lens of Fischer’s (1980) skill the-
ory to place this model within a life span view of cog-
nitive development. In this section, we argue that
major changes in judgment leading to more complex
reasoning may be observed between adolescence and
adulthood; that these changes have stage-like proper-
ties; that different sets of skills, understanding, and be-
haviors are associated with each stage; and that these
provide the scaffolding for the emergence of the next,
more advanced stage of reasoning. We then turn to
research on the RJM, starting with procedures for as-
sessing reflective judgment and how a series of major
research questions have been approached and an-
swered. Finally, we position our work on reflective
judgment relative to two other perspectives, adult de-
velopment as it aligns with Kegan’s (1994) concepts,
and reflective judgment as it relates to adult learning.

THE REFLECTIVE JUDGMENT MODEL

Underlying Assumptions of the
Reflective Judgment Model

The RJM is firmly grounded in the cognitive-
developmental tradition: It focuses on how individuals
construct meaning and make judgments about contro-
versial issues; the stages are developmentally ordered
(we expand on this point shortly); and development is
seen not as the inevitable result of maturation (age)
alone but as stemming from person—environment

interactions. It initially drew from the work of Perry
(1968), Broughton (1975), Harvey et al. (1961), and
Loevinger (1976); this line of work is now in the same
genre as that of Fischer (1980), Kegan (1994), and
Baxter Magolda (1992, 1999).

The RJM was developed at a time when the
prominent theory of cognitive development was Pi-
aget’s (1970), and he claimed that this development
was complete with the attainment of formal opera-
tions at age 16. The data provided in the first RJM
study (Kitchener & King, 1981) contradicted this be-
lief, and initially reviewers and editors were skeptical
about the possibility of substantive intellectual devel-
opment in the postadolescent years. However, in the
past 25 years, there has been an explosion of theory
building and research on adult learning in general
that documents cognitive development from adoles-
cence through adulthood and on the development of
personal epistemology in particular (e.g., Hofer &
Pintrich, 1997, 2002; Hofer, 2004).

The RJM attempts to chart major steps in the de-
velopment of reflective thinking that culminates in a
reflective judgment. Dewey (1933, 1938) noted that
reflective thinking is initiated when an individual ac-
knowledges that a problem exists that cannot be
solved by logic alone. Dewey also noted that to bring
closure to questions that are uncertain, a person
makes a judgment, which he called a reflective judg-
ment. If an individual approaches the problem using
only absolute, preconceived assumptions, without
doubt regarding its resolution, or with no concerns
about his or her current understanding of the issue,
this individual is unlikely to engage in reflective
thinking.

Thus, the RIM focuses on problems that many
people see as unresolved or controversial, what
Churchman (1971) calls ill-structured problems or
problems that cannot be defined with a high degree
of completeness nor resolved with a high degree of
certainty. In these types of problems, it is not uncom-
mon that experts disagree about a best solution to the
problem, even when it may be considered solved.
Consistent with Dewey’s definition, reflective judg-
ments are made about ill-structured problems. Well-
structured problems also require careful, thoughtful
judgments; however, because these types of problems
can be defined with a high degree of completeness,
they can be resolved with a high degree of certainty,
and experts are likely to agree on a correct answer.
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Kitchener (1983) added an additional clarification
regarding the nature of the domain of intellectual de-
velopment when she differentiated cognition (e.g.,
memorizing) and meta-cognition (e.g., monitoring
progress on cognitive tasks) from epistemic cognition,
“the process an individual invokes to monitor the
epistemic nature of problems and the truth value of
alternative solutions” (p. 225). Epistemic cognition
includes the limits of knowing, the certainty of know-
ing, and the criteria for knowing, each of which con-
stitutes a major element of the RJM.

We refer to the major steps in the RJM as
“stages” —but we use this term in specific ways, some
of which are different from traditional usage. We use
this term for two major reasons. First, these major steps
represent major categories of thinking, each with its
own set of interrelated assumptions about the limits,
certainty, and criteria for knowing and how these in-
form the ways a person justifies his or her beliefs about
an ill-structured problem. Thus, each stage has its own
logical coherence, and the underlying logic of each
stage is closely related to the ways that individuals who
hold these assumptions tend to justify their beliefs.

Second, we have found strong evidence of stage-
like properties in the development of reflective think-
ing: following Flavell’s (1971) criteria for stages: (a)
they are organized (two or more elements are interre-
lated, relatively stable, and form the basis for appar-
ently unrelated acts); (b) they are qualitatively
different (the changes in the basis for judgment, from
relying on the word or an authority figure to weighing
evidence represents a qualitative change); and (c) they
form a developmental sequence (the achievements of
a prior stage appear to lay a foundation for the subse-
quent stage, and to emerge in a predictable order).

However, the evidence for the sequentiality crite-
rion is not consistent with traditional simple stage con-
ceptions of development as occurring in a lock-step,
one-stage-at-a-time manner. Rather, they are consis-
tent with Rest’s (1979) complex stage model, which
we have found to be a good explanatory framework for
interpreting our data. For example, based on our 10-
year longitudinal study, we have suggested that devel-
opment in reflective judgment be characterized as

waves across a mixture of stages, where the peak of
a wave is the most commonly used set of assump-
tions. While there is still an observable pattern to
the movement between stages, this developmental

movement is better described as the changing
shape of the wave rather than as a pattern of uni-
form steps interspersed with plateaus. (P. M. King,
Kitchener, & Wood, 1994, p. 140)

Having presented the major underlying assumptions
of the RJM, we now provide a detailed description of
the seven stages that constitute the RJM.

The RJM describes seven hallmarks of thinking
(stages) that show changes in epistemic assumptions
or assumptions about knowledge and the process of
knowing and how they are reflected in the ways be-
liefs about controversial issues are justified. For ease
in learning the model, we have clustered the seven
stages into three levels: prereflective thinking (Stages
1-3), quasi-reflective thinking (Stages 4-5), and re-
flective thinking (Stages 6-7). Although this cluster-
ing has the advantage of simplifying the model, this is
also its disadvantage: By emphasizing the similarities
across stages within levels, it masks differences be-
tween stages within levels, differences that are key at-
tributes differentiating the epistemic assumptions that
characterize each of the seven stages. Similarly, these
labels (prereflective, etc.) grossly oversimplify the
characteristics of reasoning within stages and levels,
and do not convey their associated epistemic assump-
tions. For these reasons, we caution readers to use
them only as an introduction to the model and to
consult the extensive description of each stage (and
how it is related to preceding and subsequent stages)
in chapter 4 of P. M. King and Kitchener (1994).

Fach stage is described by reference to two sets of
epistemic assumptions: view of knowledge and con-
cept of justification. The attributes of each of the
stages in the RJM were initially gleaned from approxi-
mately 100 semi-structured interviews discussing ill-
structured controversies using the reflective judgment
interview (RJI; described shortly) and elaborated
based on subsequent interviews. These sets of assump-
tions are briefly summarized in table 4.1; each stage
is described in more detail shortly. (These descrip-
tions are based on the more extensive explanations in

P. M. King & Kitchener, 1994).

Prereflective Thinking (Stages 1, 2, and 3)

Stage 1 is characterized by the belief that there is an
absolute correspondence between what is seen or per-
ceived and what is, a “copy” view of knowledge. An
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TABLE 4.1. Summary of Reflective Judgment Stages

Prereflective Thinking (Stages 1, 2, and 3)

Stage |

View of knowledge: Knowledge is assumed to exist absolutely and concretely; it is not understood as an abstraction. It can
be obtained with certainty by direct observation.

Concept of justification: Beliefs need no justification since there is assumed to be an absolute correspondence between what
is believed to be true and what is true. Alternate beliefs are not perceived.

“I know what I have seen.”

Stage 2

View of knowledge: Knowledge is assumed to be absolutely certain or certain but not immediately available. Knowledge can
be obtained directly through the senses (as in direct observation) or via authority figures.

Concept of justification: Beliefs are unexamined and unjustified or justified by their correspondence with the beliefs of an
authority figure (such as a teacher or parent). Most issues are assumed to have a right answer, so there is little or no conflict
in making decisions about disputed issues.

“If it is on the news, it has to be true.”

Stage 3

View of knowledge: Knowledge is assumed to be absolutely certain or temporarily uncertain. In areas of temporary uncertainty,
only personal beliefs can be known until absolute knowledge is obtained. In areas of absolute certainty, knowledge is
obtained from authorities.

Concept of justification: In areas in which certain answers exist, beliefs are justified by reference to authorities’ views. In
areas in which answers do not exist, beliefs are defended as personal opinion since the link between evidence and beliefs
is unclear.

“When there is evidence that people can give to convince everybody one way or another, then it will be knowledge; until
then, it’s just a guess.”

Quasi-Reflective Thinking (Stages 4 and 5)

Stage 4

View of knowledge: Knowledge is uncertain and knowledge claims are idiosyncratic to the individual since situational
variables (such as incorrect reporting of data, data lost over time, or disparities in access to information) dictate that
knowing always involves an element of ambiguity.

Concept of justification: Belicfs are justified by giving reasons and using evidence, but the arguments and choice of
evidence are idiosyncratic (for example, choosing evidence that fits an established belief).

“I'd be more inclined to believe evolution if they had proof. It’s just like the pyramids: T don’t think we’ll ever know. Who
are you going to ask? No one was there.”

Stage 5

View of knowledge: Knowledge is contextual and subjective since it is filtered through a person’s perceptions and criteria for
judgment. Only interpretations of evidence, events, or issues may be known.

Concept of justification: Beliefs are justified within a particular context by means of the rules of inquiry for that context and
by context-specific interpretation of evidence. Specific beliefs are assumed to be context specific or are balanced against
other interpretations, which complicates (and sometimes delays) conclusions.

“People think differently and so they attack the problem differently. Other theories could be as true as my own, but based on

different evidence.”
(continued)
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TaBLE 4.1. (Continued)

Reflective Thinking (Stages 6 and 7)

Stage 6

View of knowledge: Knowledge is constructed into individual conclusions about ill-structured problems on the basis of
information from a variety of sources. Interpretations that are based on evaluations of evidence across contexts and on the
evaluated opinions of reputable others can be known.

Concept of justification: Beliefs are justified by comparing evidence and opinion from different perspectives on an issue or
across different contexts and by constructing solutions that are evaluated by criteria such as the weight of the evidence,
the utility of the solution, or the pragmatic need for action.

“It’s very difficult in this life to be sure. There are degrees of sureness. You come to a point at which you are sure enough for
a personal stance on the issue.”

Stage 7

View of knowledge: Knowledge is the outcome of a process of reasonable inquiry in which solutions to ill-structured problems
are constructed. The adequacy of those solutions is evaluated in terms of what is most reasonable or probable according to
the current evidence, and it is reevaluated when relevant new evidence, perspectives, or tools of inquiry become available.

Concept of justification: Beliefs are justified probabilistically on the basis of a variety of interpretive considerations, such as
the weight of the evidence, the explanatory value of the interpretations, the risk of erroneous conclusions, consequences
of alternative judgments, and the interrelationships of these factors. Conclusions are defended as representing the most
complete, plausible, or compelling understanding of an issue on the basis of the available evidence.

“One can judge an argument by how well thought-out the positions are, what kinds of reasoning and evidence are used to
support it, and how consistent the way one argues on this topic is as compared with other topics.

Note. From Developing Reflective Judgment: Understanding and Promoting Intellectual Growth and Critical Thinking in Adolescents and

Adults (pp. 14-15), by P. M. King and K. S. Kitchener, 1994, San Francisco: Jossey-Bass. Reprinted with permission.

example may be found in the words of a respondent
who stated, “I have seen posters of evolution, so I
know we evolved.” Such a view of knowledge implies
that beliefs do not require justification because one
must only observe to know. Although Stage 1 reason-
ing appears naive and egocentric, it has an internal
logic: Because knowledge is absolute, controversies
do not exist, and thus belief is not problematic. A per-
son either sees and believes or holds a belief by fol-
lowing tradition or social convention, without
perceiving the value of examining the reasons for
holding the beliefs. Because knowing is limited to
concrete observations, individuals cannot relate two
different views of the same issue, which is a prerequi-
site for defining issues as problematic. The hold/abso-
lutism in Stage 1 reasoning loosens with the admission
that two people could disagree; this lays the ground-
work for the progression to the next developmental
level. There are few reported examples of Stage 1 rea-
soning among adolescents and adults, and elements
of this description are theoretical extrapolations.
Stage 2 reasoning is characterized by the belief
that there is a true reality that can be known with cer-

tainty but that is not known by everyone. Certain
knowledge is seen as the domain of authorities who
are presumed to know the truth, such as a scientist,
teacher, or religious leader, and others who disagree
with these authorities are therefore wrong. This belief
system reflects what Perry (1970) called a “dualistic”
epistemology. Although the existence of alternative
views is acknowledged (an advance from Stage 1), be-
lief in absolute knowledge is still maintained. One’s
own view and the views of “good authorities” are seen
as right, and others’ views are seen as wrong, ignorant,
misled, uninformed, maliciously motivated, and so
on. The admission that truth may not be directly and
immediately known by the person allows for the possi-
bility that someone else may have the truth. This
change allows for a separation of the self from what is
true or known. The belief that not everyone may
know the truth reflects a further differentiation of be-
liefs into right beliefs and wrong beliefs.

Because individuals who make meaning within
this perspective hold the view that ultimately truth
can be known with absolute certainty, they do
not recognize that the problems posed in the R]I are
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ill-structured. Instead, they assume that absolutely
right or wrong answers exist for all problems. Defend-
ing one’s point of view is not done to explain the rea-
sons for belief but rather to show (by stating them)
that one’s own beliefs are right and those who believe
otherwise are wrong. Although the views of Stage 2
reflect greater differentiation and integration than
Stage 1, they often appear more dogmatic than naive
because of their insistence on the existence of right
and wrong answers and their deference to authority as
the basis for belief.

Knowing in Stage 3 is characterized by the belief
that in some areas, even authorities may not currently
have the truth. However, the belief is maintained that
knowledge will be manifest in concrete data at some
future point. Thus, the understanding of truth, knowl-
edge, and evidence remains concrete and situation-
bound. In areas where authorities know the right
answers, beliefs continue to be justified via the word
of an authority. However, in areas where authorities
still don’t know the answers, they see no way to justify
knowledge claims, explaining that until future devel-
opments show the truth, they decide on the basis of
what “feels right” at the moment.

Because individuals maintain the belief that truth
will be manifest in concrete data at a future point,
they claim that the use of probabilistic evidence to
substantiate a belief is arbitrary and that interpreta-
tion of evidence is illegitimate. These claims reflect
their concrete understanding of evidence, which they
assume points directly to the truth or the right answer.
For example, one person worried that drug manufac-
turers were “getting away with a lot of stuff ” and be-
cause the truth was unknown, no one could catch
them. He offered the following explanation: “I know
there can be bias in scientific studies on both sides.
Until they take it [a chemical additive] off the market,
no one is going to do an accurate, reliable study. After
they take it off, somebody unbiased is going to do an
accurate study. Then they will know” (P. M. King &
Kitchener, 1994, p. 506).

Acknowledging that knowledge is temporarily un-
certain in some areas reflects an increased differentia-
tion and integration of categories of thought. However
this is often accompanied by confusion about how to
make decisions about such problems. Confusion
stems from the need to make decisions without ab-
solutely certain knowledge; confusion also arises from
a lack of understanding that belief and evidence are
separate entities and from not knowing how they can

be coordinated in the process of justifying beliefs. To
the outsider, such views often appear arbitrary, unjusti-
fied, or unstable. The breakdown of the Stage 3 episte-
mology, as with other stages, is inherent in its
structure. In the admission that in some cases knowl-
edge is temporarily uncertain lies the potential for rec-
ognizing that uncertainty is an inherent part of the
process of knowing. In addition, the dissonance cre-
ated by holding unjustified beliefs in light of being
asked for justification may lead the individual to seek a
clearer relationship between evidence and belief.

Quasi-Reflective Thinking (Stages 4 and 5)

Stage 4 is characterized by the belief that one cannot
know with certainty. Justification is understood as a
process that involves giving reasons as an essential part
of an argument. Because justification is not yet fully
related to knowing, knowing is understood as idiosyn-
cratic to the individual. Because individuals who hold
Stage 4 assumptions have an initial understanding of
justification as an abstraction, they begin to under-
stand the need to relate evidence to belief, and they
start to separate beliefs from evidence for those beliefs.
However, they relate the two idiosyncratically, failing
to distinguish between considering evidence for a be-
lief, evaluating the belief in light of that evidence, or
basing a belief on that evaluation. Rather, they choose
evidence that fits their prior beliefs and presume that
others do the same. As a result, they often dismiss the
views of authorities as biased, assuming that experts
evaluate evidence the same way they themselves do or
that experts” opinions are no different from their own.
Fischer, Hand, and Russell (1984) have noted that
initial abstractions are quite primitive and undifferen-
tiated, thus it is not uncommon for individuals to
have difficulty differentiating abstract concepts such
as evidence and belief. As a consequence, individuals
may see that evidence contradicts their own opinion
but still hold to the opinion without attempting to re-
solve the contradiction. Similarly, although they may
acknowledge that opinions don’t form a sufficient ba-
sis for developing an argument, they are not consis-
tent in their use of evidence for this purpose.
Internally, the argument appears to be that if knowl-
edge is uncertain and there are no external criteria for
evaluation, then someone can choose when and how
to use evidence and when not to do so. A person us-
ing Stage 4 assumptions does not reason that evi-
dence entails a conclusion but uses personal beliefs
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to choose the evidence used to support preconceived
beliefs. Even the person making the argument from a
Stage 4 perspective appears aware that his or her con-
clusions are tenuous and assume that others’ conclu-
sions are as well.

The major development that characterizes Stage 4
is the recognition that in some areas, knowledge is
and will probably continue to be uncertain. Although
considered judgment and unconsidered belief are not
fully differentiated in Stage 4, acknowledging that
giving reasons for beliefs is an essential part of an ar-
gument marks an initial step toward evaluating ideas
against a public standard. Similarly, although there
may be no way to rationally adjudicate between alter-
native conceptions of an issue, the assumption that all
points of view are idiosyncratic allows the person a
new tolerance of alternative perspectives and the peo-
ple holding them. At the same time, when faced with
well-reasoned arguments that are different from their
own, these individuals are also faced with the inher-
ent contradictions in their own thinking: Everyone
has the right to their own opinions, but others’ views
must be somehow inadequate (even wrong) because
those other views are different from one’s own views.

Stage 5 is distinguished by the belief that knowl-
edge is filtered through the perceptions of the person
making the interpretation; thus, what is known is lim-
ited by the perspective of the knower. The approach
of knowing directly or with firm certainty is not appar-
ent in the reasoning of these individuals; instead, they
report that they may know within a context based on
subjective interpretations of evidence. A particular
advancement associated with Stage 5 skills is the abil-
ity to differentiate and integrate the elements sur-
rounding an event with the interpretation of that
event, unconsidered claims and considered evalua-
tion, the opinions of authorities and one’s own opin-
ions, and so forth. These skills allow for a broader,
more interconnected view of problems that is not lim-
ited by the idiosyncratic justifications of Stage 4. This
more complex view is based on a fuller understand-
ing of justification in relationship to interpretations
within a particular perspective.

Stage 5 knowing remains context-bound, because
the individual has not as yet developed the ability to
relate several abstractions into a system that allows
comparisons across different contexts, for example,
comparing knowing and justification about issues in
science to that used in the social sciences. When
faced with ill-structured problems, this limitation

leaves the individual unable to weigh evidence for
competing views beyond the perspective each allows
or to integrate perspectives and draw conclusions be-
yond limited relationships.

The major accomplishment of this stage is that the
ability to relate two abstractions allows individuals to
relate evidence and arguments to knowing. Those
who use Stage 5 assumptions are able to relate and
compare evidence and arguments in several contexts
even though they appear unable to coordinate evi-
dence and arguments across contexts into a simple sys-
tem. As with Stage 4, they resolve ill-structured
problems by shifting focus. But at Stage 5, the shift in
focus is from examining how knowledge is justified
within one context to how it is justified within an-
other. As a result, such persons frequently appear to be
giving a balanced picture of an issue or problem rather
than offering a justification for their own beliefs.

Kuhn (1989) has suggested that two skills are nec-
essary to coordinate theory and evidence: the recogni-
tion that there are alternative theories, and the
recognition that some evidence does not support a
particular theory. Both are present in Stage 5 reason-
ing. What is missing is the ability to coordinate these
into a well-reasoned argument.

The ways of knowing that are apparent in Stage 5
reasoning are based on rules of evidence that provide
the individual with ways to begin to make judgments
without risking a return to the dogmatism of earlier
periods. Complexity is manifest in the greater differ-
entiation of contexts, in the awareness that different
perspectives rely on different types of evidence, and in
the ability to compare and contrast perspectives.

Paradoxically, while individuals are immersed in
and refining their ability to compare one point of
view with another, they are learning the initial rules
of synthesis that will move their reasoning beyond this
stage. The act of trying on one frame of reference af-
ter another facilitates the formation of new and larger
categories, thus permitting individuals to see how
these frames of reference are themselves similar and
different.

Reflective Thinking (Stages 6 and 7)

Stage 6 is characterized by an initial recognition that
illstructured problems require solutions that must be
constructed and that even experts construct solutions.
Like those who use Stage 5 reasoning, individuals
using Stage 6 reasoning maintain that knowledge is
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uncertain and must be understood in relationship to
context and evidence. However, they also argue that
some judgments or beliefs may nevertheless be evalu-
ated by using criteria such as the plausibility of an ar-
gument or the utility of a solution. This claim is based
on principles of evaluation that allow them to draw
conclusions across perspectives because, by using
Stage 6 skills, they can compare and relate the prop-
erties of two different views of the same issue. For
example, knowing and justification about the advan-
tages and disadvantages of chemical additives can be
compared and contrasted with knowing and justifica-
tion about the advantages and disadvantages of nu-
clear energy, combining them into a system that
allows for common elements to be identified (e.g.,
health risks and environmental concerns). The iden-
tification of common elements provides the basis for
making a judgment or drawing a conclusion.

These skills also enable individuals to compare
the evidence for and against the safety of food addi-
tives, for example, frequently differentiating between
factors such as the type of chemical, the purpose for
which it is being used, or general circumstances of
food distribution and shelf life, and to construct quali-
fied conclusions about the merits of a particular point
of view about these additives. Thus, although individ-
uals using Stage 6 assumptions will usually reject the
terms right and wrong when evaluating arguments,
they will suggest that one view is in some way(s) better,
for example, that the other view has less evidence, is
less appropriate or less compelling for the particular
situation at hand, and so on. The ability to draw con-
clusions across perspectives reflects the beginning of
internalized categories of comparison and evaluation.

Using Stage 6 reasoning, individuals may rely on
the evaluated opinions of authorities, now understood
and valued as experts who have investigated the issue
more thoroughly or who have special competencies.
The reliance on the opinions of experts reflects not a
return to earlier authority-bound beliefs but rather the
ability to differentiate between the judgments made by
experts and those made by laypeople. On occasion,
people using Stage 6 reasoning will explicitly note that
they evaluate the expertise, opinions, and conclusions
of experts. As with the prior stages, the recognition of
the inadequacies of the current stage appears to lay the
groundwork for what follows. Here inadequacy of
purely contextual and subjective knowing and the as-
sociated reluctance to choose between perspectives
that are associated with Stage 5 become apparent in

Stage 6. Those using Stage 6 skills report being moti-
vated to look for ways to arrive at judgments that re-
flect their appreciation for multiple perspectives,
acknowledging that such judgments will not be simply
found but that they will play a role in constructing
their own judgments. Making comparisons and ob-
serving relationships across domains provides an ini-
tial basis for rationally formulating conclusions.

In the process of evaluating and endorsing the
views of experts or constructing tentative, personal con-
clusions, individuals appear to develop what Harvey
et al. (1961) called “abstract internal referents” of
validity and probability (p. 91). These are used to de-
velop a more general system of knowing that provides
the basis for Stage 7 thinking.

Stage 7 is characterized by the belief that while re-
ality is never a given, interpretations of evidence and
opinion can be synthesized into conjectures about
the nature of the problem under consideration that
are epistemically justifiable. Knowledge is constructed
using skills of critical inquiry or through the synthesis
of evidence and opinion into cohesive and coherent
explanations for beliefs about problems. It is possible,
therefore, through critical inquiry or synthesis, to de-
termine that some judgments, whether they are the
judgments of experts or one’s own, have greater truth
value than others or to suggest that a given judgment
is a reasonable solution for a problem.

People engaged in the thinking characteristic of
Stage 7 take on the role of inquirers; they are agents
involved in constructing knowledge. They see that
the process is continual in the sense that time, experi-
ence, and new data require new constructions and
understandings. They are aware that their current
knowledge claims may later be superseded by more
adequate explanations. At the same time, they are
able to claim that the conclusions they are currently
drawing are justifiable, believing that other reason-
able people who consider the evidence would under-
stand the basis for their conclusions. They often
argue that the process of inquiry leads toward better
or more complete conjectures about the best solu-
tions for ill-structured problems or the issues under
discussion.

Thinking in Stage 7 appears as an improvement
over Stage 6 in its display of considered, reflective
choice. Individuals become active inquirers involved
in the critique of conclusions that have been reached
earlier. As well, they become the generators of new
hypotheses. Because the methods of criticism and
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evaluation are applied to the self as well as to others,
individuals who make meaning using Stage 7 as-
sumptions see that the solutions they offer are only
hypothetical conjectures about what is, and their own
solutions are themselves open to criticism and reeval-
uation.

These skills are made possible because the indi-
vidual clearly understands the process of knowing
and endorses his or her own role in constructing what
he or she claims to know and believes to be true. As
Baron (1988) noted, reflective thinking (as defined
by the RJM) is “actively open-minded thinking . ..
[where] beliefs can always be improved; this encour-
ages openness to alternatives and to counterevi-
dence” (p. 268).

SKILL THEORY: A LIFE SPAN APPROACH
TO COGNITIVE DEVELOPMENT

Fischer and colleagues (Fischer, 1980; Fischer, Bul-
lock, Rosenberg, & Raya, 1993; Fischer & Lamborn,
1989; Fischer & Pipp, 1984; Fischer & Pruyne, 2002;
Kitchener & Fischer, 1990; Lamborn & Fischer,
1988) have developed and tested a model of cognitive
development that describes how cognitive skills like
those described in the RJM become more complex
and sophisticated from infancy to adulthood. These
researchers have provided a way to understand both
changes in intellectual functioning between late
childhood and adulthood, as well as how learning
provides the foundation for development between
stages or levels. When linked with the RJM, research
on skill theory provides a basis for explicating the rela-
tionship between learning and development in as-
sumptions about knowing and how these provide the
basis for wise judgments.

Although they were developed independently, re-
lationships between RJM stages and skill levels are
apparent (see Fischer & Pruyne, 2002; P. M. King,
1985; Kitchener & Fischer, 1990). Earlier, we de-
scribed the progression in reasoning in the RJM by fo-
cusing on the changes in epistemic assumptions and
how these affect the ways individuals justify their be-
liefs. Here we describe this progression by mapping it
onto the development of cognitive skills proposed by
Fischer (starting with Representational Level I rather
than at infancy). In the first two columns of table 4.2,
we show the conceptual links between Fischer’s skill
levels and RJM stages.

In Stage 1 of the RJM, knowing is based on single,
concrete observations (e.g., “I believe what I have
seen”); this maps onto what Fischer (1980) calls a sin-
gle representational skill, the ability to use single, un-
differentiated concrete categories. By contrast, in
Stage 2, individuals are not only able to differentiate
between concrete concepts but also are able to relate
these concepts to cach other in a very elementary
fashion; Fischer (1980) calls this a representational
mapping skill. The individual is thus able to differen-
tiate right answers from wrong answers about an issue
such as food additives and to attribute right answers to
good scientists and wrong answers to bad (that is,
wrong) scientists. In this perspective, truth is under-
stood concretely as the right answer about a particular
issue rather than as an abstract concept.

In Stage 3 of the RJM, there is a further differentia-
tion and intercoordination of Stage 2 categories into
simple concrete systems—those areas in which we
know right and wrong answers exist and where author-
ities hold those answers, and those areas in which right
answers do not yet exist. Diverse points of view, differ-
ent conceptions of the same problems, discrepant
data, and so on are incorporated by the system as areas
of temporary uncertainty. This reflects a move beyond
the view that “the world is how authorities tell me it is”
to the view that “in some areas authorities don’t know
the truth and, therefore, people can believe what they
want to believe.” Differences of opinion are assumed
to result from not knowing the answers with certainty.

Stage 4 of the RJM marks the emergence of knowl-
edge understood as an abstraction (as Fischer would
describe it), not limited to concrete instances. That is,
acknowledging the uncertainty about knowing in re-
gard to an issue such as the safety of food additives or
about the possibility of a democracy being created in
Iraq, is combined with the acknowledgment that
knowing is also uncertain in many other issues; this re-
alization helps form an abstract, intangible category,
uncertain knowledge. The idea of justification of be-
liefs (e.g., a process that includes giving reasons) is
also initially understood as an abstraction at Stage 4.
Justification is an example of what Fischer would call
an initial abstraction, which is associated with Abstract
Level 1 skills. However, the two abstractions, knowl-
edge and justification, are poorly differentiated, so evi-
dence is not necessarily used to justify beliefs.

Underlying the concept of knowing in RJM Stage
5 is the ability to relate two abstractions, for example,
knowing how scientists study chemical additives and
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TABLE 4.2. Relationships Among Skill Levels, Reflective Judgment Stages, and Associated Ages
of Emergence and Consolidation

Modal Age (in years)

Modal Educational Level

of Skill Emergence of Reflective Judgment
Skill Level Reflective Judgment Stage (Optimal Level) Stages (Functional Level)
Representational 1 Stage 1 2
Single representation Knowing is limited to single
concrete instances concrete observations: what
of knowing a person observes is true.
Representational 2 Stage 2 3.5-4.5 Early High School
Representational mapping: Two categories for knowing:
two concrete representations right answers and wrong
can be coordinated with answers. Good authorities
each other have knowledge: bad
authorities lack knowledge
Representational 3 Stage 3 67 Late high school,
Representational system: In some areas knowledge carly college
several aspects of two is certain and authorities
concrete representations have that knowledge. In
can be coordinated other areas, knowledge is
temporarily uncertain.
Only personal beliefs
can be known.
Representational 4 = Abstract 1 Stage 4 10-12 Late college
Two systems of representational Concept that knowledge is
systems can be constructed, unknown in several specific
creating a single abstraction cases leads to the abstract
generalization that
knowledge is uncertain.
Abstract 2 Stage 5 14-15 Late college, carly
Abstract mapping: abstractions Knowledge is uncertain and graduate school
can be coordinated with must be understood within
each other a context; thus justification
is context specific.
Abstract 3 Stage 6 19-21 Advanced doctoral
Abstract system: several aspects Knowledge is uncertain but
of two abstractions can be constructed by comparing
coordinated evidence and opinion on
different sides of an issue
or across contexts
Abstract 4 = A Principle Stage 7 24-26 Advanced doctoral

Systems of abstract systems
can be constructed, creating
a single principle

Knowledge is the outcome
of a process of reasonable
inquiry. This view is
equivalent to a general
principle that is consistent
across domains.

Note. Since most of the studies on which this table is based used traditional-age students, educational level is used here as a proxy for the age of
functional level on the RJM. Adapted from Kitchener and Fischer (1990) and Kitchener (2002).
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knowing how they justify beliefs about the safety of
those additives. Another example is knowing what it is
that would constitute convincing evidence of success
in regard to the creation of a democracy in Iraq as
viewed by economists as opposed to political scientists.
Fischer’s (1980) label for those skills that relate abstrac-
tions is abstract mapping skills (Abstract Level 2). As
Fischer et al. (1984) note, with the ability to relate two
abstractions comes the ability to compare and contrast
them. Through the contrasts, abstractions are further
differentiated from each other, and through the com-
parisons, the abstractions are integrated in new ways.

With RJM Stage 6 comes the ability to relate ab-
stract mappings into a system, and reflects what Fis-
cher (1980) calls abstract system skills. Individuals are
able to coordinate the subtle similarities and differ-
ences of abstract relationships into intangible systems
(Fischer & Kenny, 1986).

RJM Stage 7 is characterized by the ability to inte-
grate several Stage 6 systems (knowing and justification
from several perspectives, such as drawing from several
disciplinary perspectives to inform a complex topic)
into a general framework about knowing and justifica-
tion. This allows for a generalization of assumptions
and clarity of judgment that is not apparent at Stage 6.
Abstract internal referents used to judge individual
problems are reintegrated into a general principle:
Knowledge is constructed through critical inquiry.
These referents are illustrated by such qualified phrases
as “that which best fits the evidence as I know it,” and
“that which is discrepant from generally observed pro-
cesses.” The ability to understand the underlying prin-
ciple is based on what Fischer (1980) calls systems of
abstract systems. The mastery of these skills assumes the
ability to make abstract generalizations about inquiry
from multiple instances of participating in the inquiry
process. This provides the foundation for reasoning re-
flectively as an adult, learning about abstractions, and
pairing abstractions to create higher order learning.

Fischer’s (1980) skill theory provides an addi-
tional corroborating framework for understanding
adult cognitive development, a framework that helps
specify ways that thinking becomes more complex,
differentiated, and integrated over the life span. This
theory is particularly important because Fischer has
hypothesized the relationship between learning and
the development of new levels or stages of adult rea-
soning.

Fischer’s (1980) model is distinctive in its atten-
tion to three factors that are related to learning and

development: (1) an individual’s optimal level of de-
velopment, which is the highest level at which an
individual can operate given support, practice, and a
particular context; (2) an individual’s functional level
of development, which is how the person operates at
any given point in time without support, practice, or
familiarity with the issue; and (3) the process of skill
acquisition, which describes how people learn partic-
ular skills within levels. The discrepancy between
the functional and optimal level illustrates what Fis-
cher (1980) has called the individual’s “develop-
mental range” of functioning; it is within the
developmental range of optimal and functional lev-
els that learning takes place. This range is illustrated
in figure 4.1.

As individuals acquire new skills, concepts are
paired and new ideas and associated new underlying
assumptions may emerge. For example, an individual
who assumes that there are right and wrong answers
about drug safety is also likely to believe that a given
prescribed drug is safe for himself and others. As he
learns about someone for whom a given drug has
problematic side effects, he comes to a different
conclusion—that there is variability in how a drug af-
fects a particular person. With this realization, his
original two concrete concepts (right and wrong an-
swers about drug safety exist; prescribed drugs are safe
for everyone) are no longer adequate. This leads to
the creation of a new concept, that not all drugs are
safe for everyone, and he comes to a different conclu-
sion, that there is variability in how a drug affects a
particular person. This conclusion is based on a new
underlying assumption, that there is uncertainty
about the safety of prescribed drugs.

Whereas growth in functional levels follows a slow,
steady progression, growth in optimal level depends
on spurts in brain activity and the reorganization of
neural networks (Fischer & Rose, 1994). The spurts in
the EEG power and conductivity, dendritic branching
and synapse formation, as well as myelination, provide
the foundation for the growth of the optimal level of
any skill. This reorganization allows the individual’s
capacity to reason more complexly about a variety of
issues. To exhibit these higher order skills at the func-
tional level, an individual must see and use skills at the
functional level multiple times. Although this process
describes how epistemic assumptions develop, it is
also applicable to issues about the self and others—
moral issues, social issues, and so on. Whether opti-
mal level is observed in any particular instance
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depends, for example, on the context, including fa-
tigue, attention, task demands, and motivation.
Fischer and colleagues suggest that the develop-
ment in brain functions shows how learning and de-
velopment are related, and more specifically, how
new learning provides the foundation on which new
developmental levels can be built. Fischer’s (1980)
skill theory model can be divided into three tiers be-
tween birth and adulthood. Because this chapter fo-
cuses on adulthood, we focus on the seven general
skill levels that form the representational and abstract
tiers. In the representational tier, individuals can rea-
son with and manipulate concrete representations of
objects, people, or events; at the abstract level, they
can reason about abstract concepts. Again, the model
applies to different domains, and the timing of the
emergence of these domains depends on opportuni-
ties to practice the skill involved. This is true of reflec-
tive judgment, as in any other domain. Performance
at any particular level will depend on the conditions
under which the skill is assessed, such as whether
memory prompts are given and opportunities to prac-
tice are available, and the nature and difficulty of the
task. Because some environments support high-level
performance and others do not, it is impossible to say
that an individual is “at” a particular developmental
level. Rather, the individual may exhibit an array of

levels depending on the tasks involved. For example,
a person may have studied and read about a variety of
reasons why someone develops a particular disease.
He or she may first be introduced to this issue at a
very concrete level but eventually have several oppor-
tunities to consider the issue. With this practice, he or
she may draw a series of abstract conclusions. Simi-
larly, he or she may have the opportunity to reason
with these abstract conclusions as well as with ab-
stract conclusions about a similar issue, allowing
higher order conclusions to be drawn.

Based on the work of Fischer and Pruyne (2002)
and P. M. King and Kitchener (1994), Kitchener
(2002) hypothesized the age at which the emergence
of each optimal level could first be observed; these
are listed in the third column of table 4.2. Under con-
ditions that elicit optimal level functioning, the ab-
stract tier emerges between the ages of 10-12 (Level
1) and 24-26 years (Level 4). A companion column
for age of functional level use is given in the fourth
column. Here, due to the lack of availability of age
data, we use educational level as a proxy for the age of
functional level RJM usage for each stage. Pre-
dictably, these columns show a wide contrast in age of
initial emergence (in childhood) of skill usage under
optimal level conditions from the time at which func-
tional level usage of associated reflective judgment
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stage is seen (in late adolescence and early adult-
hood). The table reflects the slow emergence of a
given way of making meaning, the differences in as-
sessment results based on functional and optimal
conditions, and the effects of both biological factors
(e.g., maturation) and environmental factors (e.g., op-
portunities for practice and feedback).

Table 4.2 also shows the major similarities be-
tween skill theory and the RJM, specifically the struc-
tural differences in thinking from childhood to
adolescence to adulthood. Fischer’s (1980) model is
helpful in providing a life span developmental lens
through which the RJM may be seen and in distin-
guishing the parameters of an individual’s develop-
mental range. Although the specific focus and major
research questions of each approach are different, the
research bases for these two approaches have been
mutually beneficial in informing the development of
each theoretical approach.

ASSESSING REFLECTIVE JUDGMENT

Assessing an individual’s epistemic assumptions and
ways of making meaning is a challenging undertak-
ing, requiring much of both the researcher and the
informant. Here we describe the approaches used to
address this difficult but essential task.

Reflective Judgment Interview

The reflective judgment interview (R]I was used to de-
velop and validate the RJM. It uses a semi-structured
interview format, consisting of a set of ill-structured
problems and standardized probe questions. The orig-
inal four problems were selected to cover a range of
topics that were familiar to adults in the United States
and not specifically grounded in educational contexts;
this allowed for the testing of nonstudent samples.
These problems included the building of the Egyptian
pyramids, the safety of chemical additives in foods, ob-
jectivity in news reporting, and evolution/special cre-
ation. Since then, problems used in the RJI have been
expanded to include a wide variety of topics that are of
particular interest to specific disciplines of study, in-
cluding chemistry, business, and psychology. The
news reporting problem reads as follows: “Some peo-
ple believe that news stories represent unbiased, ob-
jective reporting of the news. Others say there is no
such thing as unbiased, objective reporting, and that
even in reporting the facts, news reporters project their

own interpretations into what they write.” For each
problem, respondents are asked to state and discuss
their point of view, on what it is based, the certainty
with which they hold their points of view, and their ex-
planations for alternative beliefs or judgments. Table
4.3 lists the standardized probe questions, as well as
the rationale for each question. The interviews are
transcribed and scored by two raters, who indepen-
dently assess the transcribed responses for their simi-
larity to descriptions of assumptions about knowledge,
how it is gained, and the basis of certainty of knowl-
edge claims as described in the stages of the RJM.
Raters may assign as many different stages as they see
evidenced in the transcripts; these usually fall in adja-
cent stages, but occasionally are assigned across three
stages. Scores are then typically averaged into an over-
all reflective judgment score that corresponds to the
reflective judgment stages. For example, a score of 3.5
means that the individual probably used a combina-
tion of Stage 3 and 4 reasoning, but there may have
been evidence of lower or higher stage reasoning in
the mix. Although most researchers use only the mean
score for data analysis, this procedure allows the re-
searcher to examine patterns of stage mixture as well.
A detailed description of the interview, including ap-
proximately a dozen sample problems and the scoring
procedures may be found in P. M. King and Kitchener
(1994, Resource A). Internal consistency reliabilities
have been in the high 0.70s to mid-0.80s (P. M. King
& Kitchener, 1994; Wood, 1997), depending on the
heterogeneity of the samples.

To ensure consistency of administration and scor-
ing of the RJI, we developed a training and certifica-
tion program for both interviewers and raters. This
was especially important during the theory validation
phase of our research. This program was in place
from 1978 until the mid-1990s and was discontinued
to turn our attention to the development of a measure
that is more amenable to large-scale administration.

Reasoning About Current Issues Test

The Reasoning About Current Issues Test (RCI) is a
measure of reflective judgment that focuses on the
capacity to recognize and endorse more epistemically
sophisticated statements from among a range of alter-
natives. The questionnaire is designed to assess how
respondents think about current issues as a reflec-
tion of their assumptions about knowledge and the
certainty with which knowledge claims may be made.
The RCI should not be viewed as simply an objectively
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TaBLE 4.3. Reflective Judgment Interview Standard Probe Questions

Probe Question

Purpose

What do you think about these statements?

How did you come to hold that point of view?

On what do you base that point of view?

Can you ever know for sure that your position
on this issue is correct? How or why not?

When two people differ about matters such
as this, is it the case that one opinion is
right and one is wrong? If yes, what do you
mean by “right”? If no, can you say that
one opinion is in some way better than the
other? What do you mean by “better”?

How is it possible that people have such
different points of view about this subject?

How is it possible that experts in the field
disagree about this subject?

To allow the participant to share an initial reaction to the problem
presented. At this time, most state which point of view is closer to their
own (e.g., that the Egyptians built the pyramids, that news reporting is
biased, and so forth).

To find out how the respondent arrived at that point of view, and
whether and how it has evolved from other positions on the issue.

To find out about the basis of a respondent’s point of view, for example, a
personal evaluation of the data, consistency with an expert’s point of
view, or a specific experience. This provides information about the
respondent’s concept of justification.

To find out about the participant’s assumptions concerning the certainty
of knowledge (such as whether issues like this can be known absolutely,
what the respondent would do to increase the certainty, or why that
would not be possible).

To find out how the respondent assesses the adequacy of alternative
interpretations; to see if the respondent holds a dichotomous, either/or
view of the issue (characteristic of the early stages); to allow the
participant to give criteria by which she or he evaluates the adequacy
of arguments (information that helps differentiate high- from
middle-level stage responses).

To elicit comments about the participant’s understanding of differences
in perspectives and opinions (what they are based on and why there is
such diversity of opinion about the issue).

To elicit comments about the respondent’s understanding of how she or
he uses the point of view of an expert or authority in making decisions
about controversial issues (such as whether experts’ views are weighted
more heavily than others’ views, and why or why not).

AIf the respondent does not endorse a particular point of view on the first question, the following questions are asked: Could you ever say which
was the better position? How? Why not? How would you go about making a decision about this issue? Will we ever know for sure which is the
better position? How/why not?

Note. The Reflective Judgment Interview was originally developed in 1975 by the authors and was copyrighted in King (1977). Permission
to use the interview is contingent on the use of certified interviewers and raters. From Developing Reflective Judgment: Understanding and
Promoting Intellectual Growth and Critical Thinking Adolescents and Adults (pp. 102-103), by P. M. King and K. S. Kitchner, 1994, San

Francisco: Jossey-Bass. Reprinted with permission.

scorable version of the RJI, a different assessment for-
mat that yields an equivalent score; rather, it taps into
related skills (i.e., those of recognition, rather than
production) that are based on the RJM. Fach makes
different demands on the respondent and illuminates
different aspects of the individual’s capacity to make
reflective judgments.

The RCI consists of a series of five illstructured
problems that span a range of controversial topics
(such as immigration policy and the determinants of
alcoholism); respondents are asked to read 10 state-
ments for each problem that reflect different levels of
reasoning in the RJM and (using a four-point scale) to
rate the statements in terms of how closely they re-
semble their own thinking on the problem. A fifth re-

sponse, “meaningless,” may be selected to indicate
that they think the statement is not interpretable;
these contain complex vocabulary and are included
to control for the possibility that respondents may en-
dorse statements based on the vocabulary or evident
sophistication of the item rather than on the idea ex-
pressed. Respondents then rank order the three state-
ments that most closely reflect their own thinking; the
rankings are the unit of analysis used to calculate the
respondent’s score. The RCI score reflects the level of
reasoning most often ranked by the respondent as
most similar to his or her thinking. The rankings are
weighted so that the statement ranked first is given
the highest weighting, the statement rated second is
given the next highest weighting, and so forth. Scores
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can range from 2 to 7, corresponding to Stages 2-7 on
the RJM. For a more detailed description of the RCI,
see Wood, Kitchener, and Jensen (2002). To view a
sample, see http://www.umich.edu/~refjudg/. Relia-
bilities have been in the low to mid-0.70s, depending
on the samples (Wood et al., 2002).

RESEARCH ON THE REFLECTIVE
JUDGMENT MODEL

Research on the RJM has addressed a series of major
questions, including whether the proposed changes
in epistemic cognition form a developmental se-
quence, whether observed differences were attributa-
ble to education, whether subgroups of people held
different epistemic assumptions, and whether a per-
son’s reflective thinking level was related to his or her
thinking in other domains. Collectively, this group of
studies provide information and insights into the de-
velopment of reflective thinking in a range of contexts
and about factors that affect its development. We turn
to these studies now.

Does the Capacity to Make Reflective
Judgments Improve With Age
and Education?

One of the inspiring aspects of conducting research
on a construct such as reflective thinking is its rele-
vance: Learning to make judgments about controver-
sial, ill-structured problems is a salient aspect of
successful adulthood, and many colleges and univer-
sities list teaching students to do so as an intended
learning outcome. A number of studies have exam-
ined whether reflective judgment improves across ed-
ucational levels. However, age and education are
typically confounded: As students progress through
college and then to graduate programs, they get older.
So whether observed changes across educational lev-
els are attributable to education or maturation cannot
be discerned by simply comparing educational level
differences, which might be due (at least in part) to
physical maturation or other life experiences outside
formal education. Similarly, if reflective thinking lev-
els did not improve across educational levels, this
would also be problematic, suggesting, for example,
that the definition of the construct did not reflect the
attributes being taught or that the educational pro-
grams were not effective in promoting this type of de-

velopment. Thus it is important to use either design
or statistical controls to ascertain the relative influ-
ence of each variable.

Many studies have examined whether reflective
judgment levels change between educational levels,
such as whether graduate students score higher than
undergraduate students. P. M. King et al. (1994) sum-
marized studies that collectively tested approximately
1,300 students using the RJI and reported a slow but
steady developmental progression in R] scores from
high school (M =3.2, SD=0.5) to college (M =3.8,
SD=0.6) to graduate school (M=4.8, SD=0.8).
(Here, a mean score of 3.0 indicates that the average
stage usage was Stage 3.) Table 4.4 lists the R]I scores
by grade, year, or degree within these educational lev-
els. These scores are graphed in figure 4.2, where the
middle line indicates the mean score and the top and
bottom lines indicate the upper and lower limits of

TABLE 4.4. Reflective Judgment Scores

by Educational Level
Educational Average RJ1
Level Score SD n
High school
Grade 9 3.08 0.41 57
Grade 10 3.46 0.35 15
Grade 11 3.12 0.61 33
Grade 12 3.27 0.51 67
Average 3.19 0.50 172
College (traditional-aged students)
Freshman 3.63 0.53 329
Sophomore 3.57 0.43 89
Junior 3.74 0.59 159
Senior 3.99 0.67 369
Average 3.79 0.61 946
College (nontraditional-aged students)
Freshman 3.57 0.42 78
Sophomore 4.30 0.59 13
Senior 3.98 0.74 46
Average 3.78 0.61 137
Graduate
Master's/carly 4.62 0.81 126
doctoral
Advanced 5.27 0.89 70
doctoral
Average 4.76 0.85 196

Note. From Developing Reflective Judgment: Understanding and Pro-
moting Intellectual Growth and Critical Thinking in Adolescents and
Adults (p. 161), by P. M. King and K. S. Kitchner, 1994, San Fran-
cisco: Jossey-Bass. Reprinted with permission.
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the standard deviation. It is noteworthy that not only
did the mean scores increase across educational lev-
els, but so did the amount of variability, suggesting a
pattern of mixed success in promoting reflective
thinking in college (P. M. King, 1992; P. M. King &
Kitchener, 1993).

Even though reflective thinking is an espoused
outcome of a college education, these studies revealed
that a large proportion of college students—of both
traditional and nontraditional age —hold assumptions
about knowledge that limit their ability to make judg-
ments on the basis of critical analysis. A similar find-
ing was reported by Baxter Magolda (1992) in her
longitudinal study of college students. She continued
to follow this sample beyond college into their young
adult years and later noted that this type of reasoning
and decision making was more apparent in their post-
college early adult years. Again, whether this finding is
a reflection of an age-related development or an edu-
cational environment that did not challenge students
to think in complex ways that required them to take a
stand (as Baxter Magolda’s participants reported) is

not clear. Similarly, even the reasoning of graduate
students was not consistently reflective, with many
holding quasi-reflective assumptions. Nevertheless,
the vast majority of individuals who did evidence as-
sumptions associated with reflective thinking were ad-
vanced doctoral students. This may reflect some
unknown selection criteria used to admit applicants to
doctoral programs or the intellectual rigors of doctoral
education and the scholarly expectations that are asso-
ciated with doctoral study in many disciplines. In ad-
dition, this finding may be an artifact of other factors
that have not yet been identified.

When organizing these studies by clustering col-
lege students together as a category of analysis, it is im-
portant to note that using virtually any broad category
can be risky given the variability within categories. For
example, many people use the category “college stu-
dents” with the assumption that this category includes
only students who are 18-22 years old, or they use it as
a proxy for age (assuming that there is little variability
by age for such students). However, based on U.S.
Census Data from 2000, 45% of all undergraduate
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students in the United States were 22 years of age or
older (Chronicle of Higher Education, 2003). In other
words, almost half of all U.S. college students are now
“nontraditional age” or “adult students.” The propor-
tion is much higher for part-time adult students (78%).
Therefore, when looking at age-related development
using categories such as educational level, it is impor-
tant to acknowledge that these cut across age lines and
that less ambiguous information is provided when re-
searchers disentangle age and education.

Five studies have included nontraditional age stu-
dents in their samples (Glatfelter, 1982; J. W. King,
1986; Schmidt, 1985; Shoff, 1979; Strange & King,
1981). Collectively, these studies tested 137 adult
learners. Such studies play a key role in determining
whether age or educational level is the more potent
influence on the development of reflective thinking.
As reported in table 4.4, the average score of adult stu-
dents was virtually the same as those of traditional age
students, but the range of scores for the adult seniors
was narrower (3.7 to 4.4) than that of their traditional
age counterparts (3.56 to 5.0). As these studies show,
age alone does not predict the ability to think reflec-
tively. It may, however, help predict other relevant
variables, such as readiness to learn or openness to en-
tertaining divergent views, and those who delay entry
into college may experience a developmental spurt as
a result of this combination of factors.

Several studies have assessed the reflective think-
ing levels of adults who were not enrolled in formal
educational programs (Glatfelter, 1982; Glenn & Ek-
lund, 1991; Josephson, 1988; Kelton & Griffith,
1986; J. W. King, 1986; Lawson, 1980). In most of
these, nonstudent adults were used as a comparison
group for adult college students, thus providing a con-
trol for age when examining educational effects.
Among these samples, a key variable that predicted
reflective judgment level was whether the learners
had completed a college degree: Those with an un-
dergraduate degree consistently scored higher than
those who had not camed a college degree. The
mean scores for samples without a college degree was
3.5-3.7; the mean scores for the samples with college
degrees ranged from 4.0 to 5.2 (P. M. King et al.,
1994). Glenn and Eklund’s (1991) study is notewor-
thy among this group because they tested two groups
of adults 65 years and older. The mean score of the
first group, those with up to a high school diploma,
was 3.7, which is about a half stage higher than the
average for high school seniors reported in table 4.3
(3.3) and close to the average for the college samples

(3.8). The mean score of the second group, retired
faculty members with doctorates, was 5.2, which is
quite comparable to the average score of advanced
doctoral students (5.3) reported previously.

These studies provide strong evidence that devel-
opment in reflective judgment occurs beyond high
school into the young adult and adult years and that
older students with more education score higher than
their younger counterparts with less education. Fur-
thermore, education appears to be a stronger predictor
of reflective thinking than age alone. This is reason-
able, because formal education is at least intended to
intentionally promote development, whereas simple
maturation (age alone) may or may not be associated
with comparably beneficial experiences.

The studies reported here used cross-sectional de-
signs to examine differences in reflective thinking by
age and education; these provide important puzzle
pieces when attempting to understand the develop-
ment of reflective judgment. However, longitudinal
data provide stricter controls when making claims
about intraindividual development and are essential
for the validation of any developmental model. We
examine these studies in the next section.

Are the Reflective Judgment Stages
Developmentally Ordered?

The question of whether posited levels of develop-
ment form a developmental sequence is central to the
validation of any proposed developmental model. An-
swering this question requires longitudinal studies,
preferably long-term studies. The study of longest du-
ration was the 10-year follow-up of our original sam-
ple (Kitchener & King, 1981); details are reported in
P. M. King et al. (1994). Participants were tested 2
years, 4 years, and 10 years after the original testing.
Of the original 80 persons, 53 (66%) participated in
the final testing; these individuals were especially
generous with their time and attention (up to four
hours per testing) during this study. The original sam-
ple consisted of 20 high school juniors, 40 college ju-
niors, and 20 advanced doctoral students. To control
for differences across educational levels, especially in
academic aptitude, each high school and college stu-
dent was matched to a student in the doctoral sample
using scores from the Minnesota Scholastic Aptitude
Test (taken in high school), gender, and size of home-
town when in high school. (In the mid-1970s, the
world was in many ways “smaller” and less accessible,
especially to those in small towns with limited access



90 DO DEVELOPMENT AND LEARNING FUEL ONE ANOTHER?

to pluralistic influences. This variable was thus used
as a modest control for exposure to divergent perspec-
tives, which was hypothesized to affect complexity of
thinking.) The scores of the high school students
changed the most: Across the four testing times, their
mean RJI scores were 2.77, 3.61, 491, and 5.29. By
contrast, the original group of college juniors” scores
were as follows: 3.76, 4.18, 4.92, and 5.05. The origi-
nal group of doctoral students started high in reflec-
tive thinking and stayed high; their scores were 5.76,
6.23, 6.23, and 6.21. As a check on familiarity with
the original set of problems in the interview, a new
problem (on the safety of nuclear energy) was added
for the last testing. We reasoned that if scores were in-
creasing due to familiarity with the problems, then re-
spondents would score lower on the new problem
than on the familiar problems. No differences were
found in participants’ scores between problems.

A stricter test of changes of time uses individual
rather than group data. RJI scores for the entire longi-
tudinal sample at all testings are reported by P. M.
King and Kitchener (1994; Resource B, table b6.2),
both as mean scores and by dominant (modal stage
scores)/subdominant (second most frequently as-
signed) scores. Using the scores of only those 53 who
participated in the final testing, the RJI scores of 92%
of the sample (n =49) increased in the 10 years of the
study. Decreases were observed for two individuals
(both former doctoral students), but their modal
scores remained at Stage 7, suggesting a ceiling ef-
fect. The scores of the remaining two individuals
stayed the same. Overall, we observed a pervasive
pattern of upward change in RJI scores over time.
Furthermore, a sequential (not random) ordering of
scores is apparent in the dominant/subdominant
scores, lower stage usage precedes higher stage usage,
and there is little evidence of skipping stages.

Six other longitudinal studies have examined
changes in RJI scores over time (Brabeck & Wood,
1990; Polkosnik & Winston, 1989; Sakalys, 1984;
Schmidt, 1985; Van Tine, 1990; Welfel & Davison,
1986). These studies included 12 samples and a total
of 241 participants, most of whom were tested twice,
at intervals from a few months to four years. In every
sample, the scores either stayed the same (most com-
mon among those tested at short intervals) or in-
creased over time (at one- to four-year intervals).

This collection of studies provides substantial evi-
dence that reflective thinking develops slowly and
steadily over time and in the manner posited by the

RJM. That is, development in reflective thinking—as
evidenced by changes in epistemic assumptions as
they relate to justification of one’s beliefs—appears to
follow the outline of developmental steps described
in the RJM.

Does Reflective Thinking Vary
by Gender and Ethnicity?

Whether reflective judgment patterns differ by gen-
der and ethnicity is a question that should be raised
for any psychological model (Brabeck, 1983, 1993;
Mednick, 1989). In regard to the RJM, it is important
to note that it was initially developed using samples
that were equally balanced between men and women
but that was exclusively white (reflecting the predom-
inantly white demographic composition of Min-
nesota at the time). Both variables remain of interest
in determining whether the model is biased with re-
spect to these variables.

In the 20 studies that have been conducted using
both males and females, 11 reported no differences
(Bowen, 1989; Glenn & FEklund, 1991; Guthrie,
King, & Palmer, 2000; Jensen, 1998; P. M. King &
Taylor, 1992; Lawson, 1980; McKinney, 1985; Van
Tine, 1990; Welfel, 1982; Welfel & Davison, 1986).
Three studies did not comment on the question
(Evans, 1988; Kelton & Griffith, 1986; Polkosnik &
Winston, 1989), and eight reported gender differ-
ences. Of these eight, females scored higher than
males in one study (Thompson, 1995), males scored
higher than females in six studies (P. M. King, Wood,
& Mines, 1990; Kitchener & Wood, 1987; Kitchener,
Lynch, Fischer, & Wood, 1993; Lawson, 1980; Shoff,
1979; Strange & King, 1981), and one study
(Schmidt, 1985) reported a class by gender interac-
tion. In addition, P. M. King et al. (1994) reported
that in their 10-year longitudinal study, no gender dif-
ferences were found at Times 1, 2 (year 3), or 3 (year
6). This pattern remained at Time 4 (year 10) when
the scores of only those who had participated in all
four testings were included. However, when all par-
ticipants were included in the analyses, males scored
higher. Another important finding from this study was
the gender breakdown in graduate degree comple-
tion: Of the former high school and college students,
47% of the males compared to only 15% of the fe-
males had obtained graduate degrees at Time 4. This
suggests that higher levels of educational attainment
of the men could have accounted for the gender dif-
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ferences in RJI scores. They also noted that simply
tallying results across studies in this way provided only
a general view of gender differences and that the sam-
ple selection and the role of other attributes (e.g., aca-
demic aptitude) should also be taken into account in
evaluating this pattern of results.

Since the RJM was initially developed with an all-
white, European American sample, it is reasonable to
ask whether it is applicable to people from other eth-
nic backgrounds. More specifically, is development
in epistemic cognition similar for members of other
ethnic groups? Lacking comparable longitudinal data
to answer this question, another approach is to look
for comparability of scores across ethnic groups—but
of course, without treating the scores for white people
as normative. P. M. King and Taylor (1992) found
similar age/educational trends among a sample of
African American students (seniors scored higher
than freshmen and juniors), and observed that RJI
scores predicted grade point average and college grad-
uation. Their scores were similar to those of other col-
lege students reported by P. M. King and Kitchener
(1994). Samson (1999) reported that Latino college
students (of Central American, South American,
Puerto Rican, and Cuban ancestry) scored higher
than freshmen; their scores were also similar to those
reported in P. M. King and Kitchener (1994). Kitch-
ener, Wood, and Jensen (1999) also found that gains
in RJ scores were comparable for African American
and Euro-American college students. Although these
studies do not directly answer the question of whether
the RJM adequately describes the development of
epistemic assumptions and their role in making judg-
ments among other subgroups, nothing in these re-
sults suggests that the model should not be used with
individuals from other ethnic groups. Indeed, the
comparability of scores and educational trends pro-
vide preliminary evidence that the model may be so
used. Nevertheless, the question is not fully resolved
and will require careful longitudinal research with di-
verse populations.

Is Development in Reflective Judgment
Related to Development
in Other Domains?

In some ways, treating cognitive development as
though it exists independently of other domains of de-
velopment is like treating the head as though it is not
connected to other parts of the body. Although there

are good reasons to investigate constructs separately, it
is also informative to explore their relationships to
other domains of development. In this section, we
summarize the research on some of these relation-
ships.

Adults often face problems that include a moral
dimension, whether in the context of one’s family,
occupation, or community life. Furthermore, moral
problems are typically illstructured problems, which
provides an important similarity with the focus of the
RJM: both are defined incompletely and require that
judgments be constructed by individual decision
makers. Although different criteria are used when
making decisions about moral and intellectual prob-
lems (such as values based on what is good as op-
posed to values based on how knowledge is gained),
there are nevertheless similarities between the two
domains. Table 4.5 provides a stage-by-stage descrip-
tion of these similarities, showing how concepts of
knowledge are structurally similar to concepts of
morality.

The domain that has been most frequently stud-
ied in association with reflective thinking is that of
moral or character development. Several studies
have examined the relationship between reflective
judgment and moral judgment (e.g., Josephson,
1988; P. M. King & Kitchener, 1994; P. M. King,
Kitchener, Wood, & Davison, 1989); a measure of
moral judgment was included with the R]I in the 10-
year longitudinal study of reflective thinking de-
scribed earlier. The moral judgment measure used
was Rest’s (1979) Defining Issues Test (DIT). As
with the RJI, the doctoral students scored signifi-
cantly higher than their younger counterparts. Both
group and time differences on the RJI remained sig-
nificant when the effects of moral judgment were
statistically removed; however, neither of these main
effects remained significant for the DIT when the
RJI scores were removed. The correlations between
the RJI and the DIT correlated moderately (0.46—
0.58) at all four testing times. Using these data from
the six-year retest, Wood (1993) discovered that re-
flective thinking was necessary but not sufficient for
moral reasoning. That is, developing reflective judg-
ment will not necessarily lead to but is likely re-
quired for more principled moral thinking. In other
words, “promoting the development of reflective
judgment may be one step in the process of develop-
ing higher levels of moral judgment” (P. M. King &
Kitchener, 1994, p. 212).
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TABLE 4.5. Structural Similarities Between Reflective Judgment and Moral Judgment

Concepts of Knowledge

Concepts of Morality

Stage 1

Single concrete category for knowing. Certain knowledge
is gained by direct personal observation and needs no
justification.

Stage 2

Two concrete categories of knowledge. A person can
know with certainty through direct observation or
indirectly through an authority.

Stage 3

Several concrete categories of knowledge are interrelated.
Knowledge is assumed to be either absolutely certain
or temporarily uncertain. Justification is based on
authorities’ views of what “feels right.”

Stage 4

Knowledge is understood as a single abstraction.
Knowledge is uncertain, and knowledge claims are
assumed to be idiosyncratic to the individual.

Stage 5

Two or more abstract concepts of knowledge can be
related. Knowledge is seen as contextual and subjective.
Beliefs are justified by using the rules of inquiry for the
appropriate contexts.

Stage 6

Abstract concepts of knowledge can be related.
Knowledge is actively constructed by comparing
evidence and opinion on different sides of an issue;
solutions are evaluated by personally endorsed criteria.

Stage 7

Abstract concepts of knowledge are understood as a
system. The general principle is that knowledge is the
outcome of the process of reasonable inquiry for
constructing a well-informed understanding.

Single concrete category for good and bad. Good gets
rewarded; bad gets punished.

Two concrete categories of morality. For me, good is what 1
want. For you, good is what you want. Bad is what is not
wanted.

Several concrete categories of morality are interrelated.
Good is being considerate, nice, kind. Bad is being
inconsiderate, mean, and unkind. This is true for self and
others.

Morality is understood as a single abstraction. Laws are
understood as a mechanism for coordinating expectations
about acceptable and unacceptable behavior within
communities.

Two or more abstract concepts of morality can be related.
The moral framework from one context (such as a
community’s laws or standards of conduct) can be related
to the moral framework in another context (those of
another community).

Abstract concepts of morality can be related. While the
fairness of a given law may be interpreted differently, the
well-being of people is a common consideration.

Abstract concepts of morality are understood as a system.
Principles such as the value of human life, justice,
serving others, and contributing to the common good
unify diverse concepts of morality.

Note. From Developing Reflective Judgment: Understanding and Promoting Intellectual Growth and Critical Thinking in Adolescents and Adults
(pp. 208-209), by P. M. King and K. S. Kitchner, 1994, San Francisco: Jossey-Bass. Reprinted with permission.

A related study was conducted by Guthrie (1996),
who examined the relationship between reflective
thinking and tolerance, specifically tolerance toward
African Americans and toward gays and lesbians.
Measures used for these constructs were Jacobson’s
(1985) New Racism Scale and Herek’s (1988) Hetero-
sexuals’ Attitudes Toward Lesbians and Gay Men
Scale. Reflective thinking was measured using the
reflective thinking appraisal (RTA; the predecessor
to the RCI), they found a moderate correlation
(0.45-0.58) between the RTA and the two tolerance

measures. Strikingly, using a nonlinear binomial re-
gression equation, RTA scores accounted for 44% of
the variance in tolerance scores, suggesting that there
is very strong cognitive component to tolerance.

In this section, we have summarized several sets of
studies addressing various types of questions that
have been raised relative to the development of
reflective thinking. Taken as a whole, we can say
with confidence that development in reasoning about
ill-structured problems does occur beyond child-
hood and beyond adolescence and in the manner



DEVELOPMENT OF REFLECTIVE JUDGMENT IN ADULTHOOD 93

described by the RJM. Furthermore, participation in
undergraduate and graduate education has a strong
association with the development of epistemic cog-
nition. Although this research base has been useful
in documenting the nature of this development
(that is, the general structure of how it unfolds over
time), little is known about the more specific mech-
anisms of development and of the type of experi-
ences that stimulate or serve to promote development.
There are also many unanswered questions about
how it is related to development in other domains;
unfortunately, these await the development of assess-
ment procedures that allow for large-scale admin-
istration.

RELATING DEVELOPMENT IN
REFLECTIVE JUDGMENT TO
BROADER ISSUES OF ADULT

LEARNING AND DEVELOPMENT

The focus of this chapter has been on cognitive de-
velopment and more specifically on epistemic cogni-
tion, or how people’s assumptions about knowledge
develop from adolescence to adulthood, including
how knowledge is acquired, the certainty with which
it can be known, and the role of the knower in con-
structing and accepting knowledge claims. There is
great significance in being able to appreciate the ba-
sis of multiple perspectives and make defensible
judgments. First, these skills enable adults to better
construct solutions for the ill-structured problems
that are typical of adult life, such as weighing com-
peting advice on financial, medical, or child-rearing
matters; deciding how to participate in civic and po-
litical causes; successfully balancing the complex de-
mands of careers and families; and evaluating the
role of the United States in international events. The
second reason has a strong affective dimension: In-
sufficiently developed cognitive skills contribute to
the inability to adequately analyze issues and con-
struct satisfactory solutions, which can lead to the
feeling of being “in over your head” (the title of
Kegan’s 1994 book on the topic), or feeling confused
and overwhelmed by the complexity of contempo-
rary problems. Thus, the attributes associated with
reflective thinking provide adults with many cogni-
tive tools that they can use when addressing a wide
variety of adult tasks.

Reflective Judgment and Kegan’s
Integrated Model of Development

The domain of reflective thinking, however central it
is to a description of adult development, is neverthe-
less only one domain of development. Furthermore,
as has been demonstrated in studies described, reflec-
tive judgment is clearly related to development in
other domains. These observations suggest the value
of situating the RJM within an integrated approach to
development. One such approach has been proposed
by Kegan (1982, 1994); his model integrates three ma-
jor domains of development—the cognitive, intraper-
sonal, and interpersonal domains. Like Fischer’s
(1980) model, Kegan’s life span model explicates a de-
velopmental order in the ways individuals approach
and make meaning of the tasks and challenges they
face. Kegan (1994) uses the concept of mature capac-
ity to capture the level of ability (or capacity) required
for successfully navigating the demands of adult life.
With mature capacity, one can practice what he called
self-authorship, in which one can “see the self as the
author (rather than merely the theater) of one’s inner
psychological life” (Kegan, 1994, p. 31): “This new
whole is an ideology, an internal identity, a self-
authorship that can coordinate, integrate, act upon, or
invent values, beliefs, convictions, generalizations,
ideals, abstractions, interpersonal loyalties, and intra-
personal states. It is no longer authored by them, it au-
thors them and thereby achieves a personal authority”
(p. 185; emphasis in original). As this quotation shows,
the concept of self-authorship captures many ele-
ments of maturity in adulthood, including but not
limited to reflective thinking. For example, as individ-
uals develop in ways that result in a change of identity
(commonly noted as people describe themselves or
others as growing up or becoming more mature), their
beliefs, goals, and relationships with others are no
longer determined primarily by others but are increas-
ingly seen as attributes the individual can choose, af-
firm, develop, embrace, and use to serve as the basis
for decisions and actions. (For examples, see Baxter
Magolda, 2001, and Baxter Magolda & King, 2004).
In describing the role of the cognitive domain, Baxter
Magolda (2004) noted:

Increasing maturity in knowledge construction
yields an internal belief system that guides think-
ing and behavior yet is open to reconstruction
given relevant evidence. Cognitive outcomes such
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as intellectual power, reflective judgment, mature
decision making, and problem solving depend on
these epistemological capacities. This dimension
is central to achieving cognitive maturity and is a
necessary ingredient for achieving the other learn-
ing outcomes [an integrated identity in the intrap-
ersonal domain and mature relationships with
others in the interpersonal domain]. (p. 9)

In other words, developing epistemological maturity
as described by the RJM is not only very important
but may be essential for achieving maturity in broader
issues of adult development.

Relating Reflective Judgment to
Other Models of Adult Learning

Interestingly, several popular strategies designed to
promote adult learning or to enhance the quality of
education for nontraditional aged students and non-
college adult populations are consistent with the un-
derlying assumptions about the development of
reflective judgment. For example, andragogy is a nu-
anced form of pedagogy specifically adapted to adults
(see Pratt, 1993, for a review). Merriam (2001) out-
lined five assumptions about learner characteristics
used in an andragogy model, that the learner (1) has
an independent self-concept and is self-directed, (2)
has important life experiences, (3) has needs that are
related to social roles, (4) uses a problem-centered ap-
proach and is concerned with the application of
knowledge, and (5) is internally motivated. These as-
sumptions can be used to form a model of practice
that is active, learner-centered, and can be adapted to
a wide variety of contexts. By taking learner character-
istics into account, these approaches reinforce princi-
ples of good instructional practice —and offer insights
into the link between learning and development.
Considerable attention has been devoted to the topic
of self-directed learning (e.g., Brookfield, 1993;
Candy, 1991), an approach that is highly consistent
with Kegan’s (1994) concept of self-authorship.
Taylor, Marienau, & Fiddler (2000) have pro-
posed studying developmental learning as a way to
capture the relationships between these previously
distinct entities since both learning and development
address the acquisition of knowledge and skills over
time. As they noted, “The dynamic intersection be-
tween learning and development concerns the funda-
mental change in how meaning is made or how we

know what we think we know” (p. 13; emphasis in
original). They suggested four aspects of the study of
adult learning that are common to models and theo-
ries of adult development: “1) people develop
through interactions with their environment, 2) de-
velopment follows a cycle of differentiation and inte-
gration, 3) within individuals development is a
variable not a uniform process, and 4) the ability to
reframe experience serves as a marker of develop-
ment” (p. 11). They also identified five indicators of
development: Development is evidenced by move-
ment “toward 1) knowing as a dialogical process, 2) a
dialogical relationship to oneself, 3) being a continu-
ous learner, 4) self-agency and self-authorship, and 5)
connection with others” (pp. 32-33). In other words,
deep approaches to learning encourage development,
a finding consistent with that reported by Baxter
Magolda (2001) in her study of postcollege adults.

The combination of these attributes as mature ca-
pacity and as characteristics of adult learners has dis-
tinct similarities with Dewey’s concept of intelligent
action:

Intelligence consists of a complex set of flexible
and growing habits that involve sensitivity, the
ability to discern the complexities of a situation,
imagination that is exercised in new possibilities
and hypotheses, willingness to learn from experi-
ence, faimess and objectivity in judging conflict-
ing values and opinions and the courage to
change one’s views when it is demanded by the
consequences of our actions and criticisms of oth-
ers. (Bernstein, 1971, p. 222)

This is the kind of reasoning required as adults face
complex contemporary tasks and challenges, and is
the kind of reasoning described in the most advanced
stage of reflective thinking of the RJM. Thus defined,
the RJM describes the evolution of thinking from late
adolescence through adulthood that culminates in in-
telligent action, which is arguably the central goal of
adult development.
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Chapter 5

Intellectual Development

Across Adulthood

K. Warner Schaie and Faika A. K. Zanjani

This chapter provides readers with a comprehensive
view of intellectual development in adulthood by re-
viewing principles and theories as well as research
findings on this topic. The chapter begins with defini-
tions and theories of intelligence and cognition and
later examines both the course and the antecedents of
intellectual development. We also address issues re-
lated to the modifiability of adult cognitive develop-
ment via cognitive interventions. A brief conclusion
follows.

INTELLIGENCE AND COGNITION:
PRINCIPLES AND DEFINITIONS

Before describing the theoretical and empirical find-
ings on intellectual development in adults, we begin
by defining the construct of intelligence. Intelli-
gence continues to be used to categorize populations
of individuals into groups of varying levels of compe-
tence. Furthermore, intelligence has served as an im-
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portant component in the development of societal
institutions, such as the educational system and the
military, among others. Although levels of compe-
tence and social applications of intelligence serve as
meaningful measures of intelligence, this chapter fo-
cuses on how intellectual development unfolds dur-
ing the adult life span, including descriptions of the
dynamic system of life span intellect and emphasizing
individual differences in intellectual development.
We emphasize cognitive products rather than the
cognitive mechanisms treated in the information-
processing context (e.g., Rybash, Hoyer, & Roodin,
1986). Measurement of intelligence has traditionally
been concerned with operationalizing laboratory
tasks that are thought to represent intelligent behav-
iors in the real world. As Binet and Simon (1905) al-
ready argued, “To judge well, to comprehend well, to
reason well, these are the essentials of intelligence.
A person may be a moron or an imbecile if he
lacks judgment; but with judgment he could not be

either” (p. 106).
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There appears to be a natural hierarchy in the
study of intelligence leading from information pro-
cessing through the products measured in tests of in-
telligence to practical or everyday intelligence (e.g.,
Baltes, 1987; Sternberg & Berg, 1987, Willis &
Schaie, 1993). The products or intellectual skills that
characterize psychometric intelligence are likely to
represent the most appropriate level for the direct pre-
diction of life outcomes (Willis & Schaie, 1993) and
capability of industrial work and maintenance of so-
cial productivity (see Avolio, 1991; Rabbitt, 1991;
Welford, 1992). The entire age span from young
adulthood to advanced old age must be included
when examining intellectual development because it
is not enough to simply compare young and old
adults to be able to obtain a comprehensive depiction
of intellectual development in adulthood. Instead, we
need to know the life span trajectory of individual in-
tellectual paths to ascertain the peaks of performance
as well as the rate and pattern of improvement and
decline (see Schaie, 1994).

THEORIES OF INTELLIGENCE
IN THE STUDY OF ADULT
DEVELOPMENT

At least four influential theoretical positions have in-
formed empirical research on intelligence as prod-
ucts or performance indices. The earliest theoretical
influence comes from Sir Charles Spearman’s work
(1904). He suggested that a general dimension of in-
telligence, known as (g), underlies all purposeful in-
tellectual products. All other components of such
products were viewed as task or item specific(s).
Spearman’s view provided the theoretical foundation
for the family of assessment devices that originated
from the work of Binet and Simon (1905). The con-
cept of a single general form of intelligence may be
more appropriate in childhood when scholastic apti-
tude represents an isomorphic and unidimensional
validity criterion. However, this view is not very useful
beyond adolescence because of the lack of a unidi-
mensional criteria such as scholastic aptitude and
also because of the convincing empirical evidence
supporting the idea of multiple dimensions of intelli-
gence with unique trajectories (see Horn, 1982;
Schaie, 1994, 1996).

The first influential multidimensional theory was
developed by E. L. Thorndike. Thorndike proposed

different dimensions of intelligence, which he argued
would display similar levels of performance within in-
dividuals. Thorndike also suggested that all categories
of intelligence possessed three attributes: power,
speed, and level (see Thorndike & Woodworth, 1901).
This approach informed Wechsler's model (see
Matarazzo, 1972), which specified 11 distinct scales
derived from clinical observation and earlier mental
tests that were combined into two broad dimensions:
verbal intelligence and performance (nonverbal-
manipulative) intelligence. These dimensions were
combined to form a total 1Q.

The Wechsler scales have had important applica-
tions in the clinical assessment of adults with psy-
chopathology. Although the Weschsler verbal and
performance scales are highly reliable in older per-
sons, the difference between the two (often used as a
rough estimate for age decline) is far less reliable
(Snow, Tiemey, Zorzitto, Fisher, & Reid, 1989). A
major limitation of the Wechsler scales for research
on intellectual aging has been the fact that the facto-
rial structure of some of the individual scales does not
remain invariant across age (McArdle & Prescott,
1992; Meredith, 1993; Sands, Terry, & Meredith,
1989). Consequently, studies of intellectual aging in
community-dwelling populations have used subsets of
primary mental abilities (see Cunningham, 1987;
Hultsch, Hertzog, Small, McDonald-Miszlak, &
Dixon, 1992; Schaie, 1990a).

A simpler model using multiple dimensions of in-
telligence was identified by L. L. Thurstone (1938)
in his classic studies and was later expanded by Guil-
ford (1967). The primary mental abilities described
by Thurstone have formed the basis of intellectual
research in the Seattle Longitudinal Study (SLS),
which has used measurement instruments developed
by Thurstone and Thurstone (1949) and by the Edu-
cational Testing Service (Ekstrom, French, Harman,
& Derman, 1976) and based on the work of Thur-
stone and of Guilford (1967), as well as parallel
forms developed in the SLS laboratory (Schaie,
1996).

Originally, research on primary mental abilities
was conducted with children (Thurstone, 1938). Sub-
sequent to research with children, there have been
numerous studies using the factorial structure of vari-
ous subsets of the primary mental abilities in adults.
Second-order factor analyses of the primary mental
abilities have identified several higher order dimen-
sions, including those of fluid intelligence (applied to
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novel/educative tasks) and crystallized intelligence
(applied to acculturated information), which was
popularized by Cattell and Horn (e.g., Carroll, 1993;
Cunningham, 1987; Horn & Hofer, 1992; Schaie,
Willis, Hertzog, & Schulenberg, 1987; Schaie, Willis,
Jay, & Chipuer, 1989).

The introduction of Piagetian thought into Ameri-
can psychology led some investigators to consider the
application of Piagetian methods to adult develop-
ment. This Genevan approach, however, has con-
tributed only sparsely to the study of adult cognition
(but see Alexander & Langer, 1990; Commons, Sin-
nott, Richards, & Armon, 1989; Kuhn, 1992;
Labouvie-Vief, 1992; Schaie, 1977/78).

Cutting across these theoretical positions, there
have also been distinct secular trends in relative em-
phases on different aspects of adult intelligence.
Woodruff-Pak (1989) identified four stages describing
the developmental trend of research on intellect. The
first stage, prominent until the mid-1950s, was con-
cerned with identifying steep and apparently in-
evitable age-related decline. During the 1950s and
1960s, a second stage emerged with evidence of sta-
bility as well as decline. Subsequent discoveries of ex-
ternal social and experiential effects influencing
cohort differences in ability levels led to the third
stage, which began in the 1970s and was dominated
by attempts to manipulate age differences. The fourth
and final stage grew from the influence of successful
demonstrations of the modifiability of intellectual
performance, which has led investigators to expand
definitions of intelligence and explore new methods
of measurement (Willis & Schaie, 1999b).

THE ROLE OF LONGITUDINAL STUDIES

The study of adult intelligence presents us with two
related but nevertheless distinct objectives: describ-
ing age differences and describing change within
individuals. Age comparative studies attempt to de-
termine whether adults at different age levels also
differ in intellectual performance at a particular mo-
ment in historical time, for which cross-sectional
methods  will suffice. This approach presents
methodological problems in that cross-sectional re-
search does not directly address how intelligence
changes within individuals, nor will such data reveal
the antecedents necessary to identify individual dif-

ferences in the course of adult development. To solve

this problem, researchers in the United States and
Furope have conducted longitudinal studies to gather
data on substantial age ranges over time (e.g., Busse,
1993; Costa & McCrae, 1993; Cunningham &
Owens, 1983; Eichorn, Clausen, Haan, Honzik,
& Mussen, 1981; Jarvik & Bank, 1983; Steen &
Djurfeldt, 1993; for a review see Schaie & Hofer,
2001). Initiation of longitudinal studies represents an
important new addition to the study of adult intellec-
tual development. We hope we will soon have better
information on age changes from research generated
in the 1990s (e.g., Baltes, Mayer, Helmchen, &
Steinhagen-Thiessen, 1993; Poon, Sweaney, Clay-
ton, & Merriam, 1992).

OBSERVED AND LATENT
VARIABLES

Most research on intelligence concerns itself not so
much with age changes or differences in specific
measures but rather with understanding the effects of
intellectual aging on the underlying ability dimen-
sions. Within the primary mental ability framework,
the question has been raised whether specific abilities
or second-order constructs are of greater importance.
For adult development, however, assessment would
seem to be optimal at the primary level because the
role of general intelligence (g) becomes less central as
expertise is developed in specific skills and because
most age-related change in cognitive processes re-
quires more than a single component to explain indi-
vidual differences (Salthouse, 1988b, 1992).

Aging patterns differ between the various primary
mental abilities (Schaie, 1996; Schaie & Willis,
1993) and the various second-order ability factors
(Horn & Hofer, 1992). Measures of intellectual func-
tioning are not always factorially invariant across age
and time. Although the factor structure of abilities
may be fairly stable across age, several studies re-
ported differences in factor covariances, particularly
in the regression of the observed marker variables on
the factors (see Hertzog, 1987; Hom & McArdle,
1992; Schaie, Maitland, Willis, & Intrieri, 1998;
Schaie et al., 1989). Although most factor scores
based on multiple markers provide valid comparisons
across age, the same cannot be said for individual
scales whose regression on the given ability factor
may vary markedly from young adulthood into
old age.
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THE COURSE OF ADULT
INTELLECTUAL DEVELOPMENT

In this section, we review substantial research conclu-
sions from the current literature. We gathered infor-
mation from a broad array of current studies, with
particular emphasis on data derived from the SLS.
The following section highlights findings from the
SLS and traces the course of adult intellectual devel-
opment as understood from the data.

Population Parameters in Adult
Intellectual Aging

Intellectual aging as a multidimensional process in
normal community-dwelling populations has been
studied very intensively in the SLS (Schaie, 1993,
1994, 1996, 2005). The principal variables in this
study, which has extended thus far over a 45-year pe-
riod, were five measures of psychological competence
known as primary mental abilities (Schaie, 1985;
Thurstone & Thurstone, 1949): verbal meaning,
space, reasoning, number, and word fluency (the abil-
ity to recall words according to a lexical rule). Over
the last three SLS test occasions, six multiple-marked
abilities were assessed at the factor level: inductive
reasoning, spatial orientation, perceptual speed, nu-

meric facility, verbal comprehension, and verbal
memory.

Various combinations of the primary mental abili-
ties are represented in all meaningful activities of a
person’s daily living and work (Willis, Jay, Dichl, &
Marsiske, 1992; Willis & Schaie, 1986a, 1994a). The
SLS has followed large numbers of individuals over
each 7-year interval over the age range from 25 to 88
years. On average, there is gain until the late thirties
or early forties are reached, and then there is stability
until the mid-fifties or early sixties. Beginning with
the late sixties, however, seven-year decrements are
statistically significant throughout. These data suggest
that average decline in psychological competence
may begin for some as early as the mid-fifties, but that
carly decrement is of small magnitude until the mid-
seventies. Because of the modest gains from young
adulthood to middle age, longitudinal comparisons
from a young adult base (age 25) show significant cu-
mulative decline only by the mid-seventies.

At the factor level, longitudinal decline is noted by
the mid-fifties for perceptual speed and numeric abil-
ity, by the late sixties for inductive reasoning and spa-
tial orientation, and by the late seventies for verbal
ability and verbal memory. Figures 5.1 and 5.2 show
longitudinal gradients for five observed mental abili-
ties and six derived ability factors.
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Ficure 5.1 Longitudinal estimates of age changes on observed measures of five primary mental abilities.
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latent construct level.

Several recent short-term longitudinal studies con-
firm the finding that cognitive functions due to age
change is a slow process. At least two major studies
have found virtual stability over a three-year period
(Hultsch et al., 1992; Zelinski, Gilewski, & Schaie,
1993). Arbuckle, Maag, Pushkar, and Chaikelson
(1998) examined the intellectual development for
Canadian World War Il veterans over a 45-year period
from World War II to the 1990s. They found that per-
formance declined for picture completion, picture
anomalies, paper formboard, verbal analogies, and
arithmetic. However, there was improvement in vo-
cabulary performance. The correlations between the
extreme time points indicated stability of individual
differences in intelligence over the 45 years, demon-
strating relative intellectual change and showing a
somewhat positive view of intellectual aging.

Substantial intellectual changes within individu-
als occur for most persons only late in life and tend to
occur earliest for those abilities that were less central
to the individuals’ life experiences and thus perhaps
less practiced. Nevertheless, in our community-based
studies we found that virtually everyone had declined
modestly on at least one of five mental abilities by age
60. But none of the study participants had declined
on all five abilities even by age 88 (Schaie, 1989a).

But what about findings from age comparative

in factor scores on six primary mental abilities at the

(cross-sectional) studies of intellectual performance
in which young and old adults are compared at a sin-
gle point in time? Due to substantial cohort differ-
ences (see later discussion), these studies show far
greater age differences than do longitudinal data.
Typically, ages of peak performance occur earlier (for
later born cohorts). By the early fifties, there are mod-
est age differences for some abilities from peak perfor-
mance. By 60, most dimensions of intelligence show
changes. Because of the slowing in the rate of positive
cohort differences, age different profiles have begun
to converge somewhat more with the age change data
from longitudinal studies. Figure 5.3 shows age differ-
ence patterns from the SLS over the age range 25-81
years in 1956 and 1998. As can be seen, both peak
performance and onset of decline seem to be shifting
to later ages for most variables.

Recent work on the Wechsler Adult Intelligence
Scale (WAIS) with data sets based on normal individ-
uals has shifted to approaches that involve latent vari-
able models (see Horn & McArdle, 1992; McArdle &
Prescott, 1992; Millsap & Meredith, 1992; Rott, 1993).
Alternatively, analyses have been conducted at the
item level. An example of the latter approach is a
study by Sands et al. (1989) of two cohorts spanning
the age range 18-61 years. Consistent improvement
in performance was found between the ages of 18 and
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40 and between 18 and 54. Between ages 40 and 61
improvement was found for the information, compre-
hension, vocabulary subtest; mixed change (gain on
the easy items and decline on the difficult items) on
picture completion; and decline on digit symbol and
block design (with decline only for the most difficult
items of the latter tests).

Individual Differences in Level

and Rate of Change

Is decline in psychological competence a global or
highly specific event? SLS data graphed in figure 5.4
show cumulative proportions by age of participants
whose level of cognitive functioning had declined on
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Ficure 5.4 Cumulative proportion by age of individuals who show significant decline on one or more

primary mental abilities.

one or more abilities. Although by age 60 virtually
every participant had declined on one ability, few in-
dividuals showed global decline. Few showed univer-
sal decline on all abilities monitored, even by the
eighties. Optimization of cognitive functioning in old
age may well involve selective maintenance of some
abilities but not others (see Baltes & Baltes, 1990).
Moreover, such optimization seems to be a highly in-
dividualized phenomenon (see Rabbitt, 1993; Schaie,
1989a, 1990D).

Despite these encouraging data, it is clear that sig-
nificant reductions in psychological competence oc-
cur in most people by ages 80 and 90. However, even
at such advanced ages, many persons in familiar cir-
cumstances can expect competent behavior. Much of
the observed loss occurs in highly challenging, com-
plex, or stressful situations that require activation of
reserve capacities (see Baltes, 1993; Raykov, 1989).
The belief that the more able are also more resistant
to intellectual decline remains generally unsupported
(see Christensen & Henderson, 1991). But those who

start out at high levels remain advantaged even after
suffering some decline.

Why Do Cohort Effects Matter?

There have been marked generational shifts in levels
of performance on tests of mental abilities (Schaie,
1989b, 1996; Willis, 1989a). Empirical findings sug-
gest that later-born cohorts are generally advanced
when compared with earlier cohorts at the same age.
The phenomenon has been explained by increased ed-
ucational opportunities and improved lifestyles. Nutri-
tion and mastery over childhood diseases have enabled
successive generations to reach ever higher ability
asymptotes, similar to the observed secular trends of
improvement for anthropometrics and other biological
markers (Shock et al., 1984). Although linear trends
have been found for some variables, there seems to be
contrary evidence that such trends may have been
time limited, domain explicit, or even variable specific
(see Schaie, 1990c; Willis, 1989a).
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Accurate descriptions of patterns of cohort change
in mental ability are important because they provide
the foundation for better understanding of how intel-
lectual productivity and competence shift over time
in our society. These data also help us understand
how cohort differences in performance can lead to er-
roneous conclusions from age-comparative cross-
sectional studies (see Schaie, 1988). The changing
demographic composition of the population makes it
necessary to assess differences in performance level to
comparable ages for individuals from eras character-
ized by differential fertility rates (e.g., contrasts of the
pre—Baby Boom, Baby Boom, Baby Bust genera-
tions). Cohort shifts in intellect at older ages, more-
over, are directly relevant to policy considerations
regarding the maintenance of a competent workforce
that will contain increasing proportions of old work-
ers. Although a mandatory retirement age has become
a relic of a biased past, an unforeseen consequence
may be dependency ratios that require people to work
longer and to greater ages than previously contem-
plated. Cohort trends over time have been reported
that are likely to influence the proportions of individ-
uals of advanced age who will remain capable of sig-

nificant late-life accomplishments; these trends may
reflect the ability of older individuals to take advan-
tage of recent technological developments (Schaie,
1989a, 2005; Willis, 1989a).

Figure 5.5 shows cohort gradients for the same
abilities for which age trends were just given. The
negative shift in some abilities for more recent co-
horts may make many older persons appear to be
more competitive with their younger peers than has
been true in the past. Because of the recent leveling
off of cohort differences for some abilities and the
curvilinear nature of cohort differences for others,
it may be expected that the large ability differences
observed between young and old adults will be much
reduced in the future. For numerical skill, in particu-
lar, we may expect a period of time when older adults
will be advantaged as compared to younger persons.
Conversely, the level reached by recent cohorts in ed-
ucational attainment and positive lifestyles may well
be close to the limits possible within our society’s re-
sources and structures. The positive shifts in potential,
experienced in early old age by successive cohorts
(Schaie, 1990b) may therefore come to a halt by the
middle of this century. Does this account for the
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diversity in our population and the disparity among
educational attainment in these populations?

Although cohort differences in intelligence have
generally been studied in random population sam-
ples, this body of literature has recently been supple-
mented in a study of generational differences in 531
adult parent-offspring pairs. Significant within-family
cohort ability differences were found in favor of the
offspring generation in about the same magnitude
as shown in the previous studies, but generational
differences became smaller for more recently born
parent-offspring pairs (Schaie, Plomin, Willis, Gruber-
Baldini, & Dutta, 1992).

Is the Structure of Intelligence
Invariant Across Adulthood?

Much attention has been given to age changes
and differences in level of performance, but another
fundamental question is whether the structure of
intelligence remains constant across adulthood.
Heinz Wemner (1948) was an early proponent of a
differentiation-dedifferentiation  hypothesis, which
suggested differentiation of dimensions of human be-
havior during the growth stage and eventual dediffer-
entiation or reintegration as individuals aged. Reinert
(1970) extended this hypothesis to intellectual devel-
opment.

The introduction of confirmatory factor analysis
permitted testing of the hypothesis by designing stud-
ies that formally assess factorial invariance across age
(see Alwin, 1988; Horn & McArdle, 1992; Millsap &
Meredith, 1992). The same numbers of dimensions
generally suffice to describe the ability domains
across adulthood, but the relative importance of ob-
served measures as estimates of the underlying latent
constructs changes across age. In the SLS work, we
have found configural invariance across adulthood in
the eighties in cross-sectional data but could not ac-
cept complete metric invariance (Schaie et al., 1989).
This means that in age-comparative studies one
should not compare means for observed variables, but
should instead compare estimated factor scores on
the latent constructs. In the SLS we conducted longi-
tudinal within-cohort factor analyses and found that
metric invariance can be demonstrated over seven
years, except for participants in their eighties (Schaie,
1994, 1996). Later weak factor invariance and config-
ural invariance was demonstrated for all cohorts
(Schaie et al., 1998). Finally, gender equivalence in
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covariance structures across the adult life span and
within separate age groups was demonstrated (Mait-
land, Intrieri, Schaie, & Willis, 2000).

ANTECEDENTS OF DIFFERENTIAL
AGE CHANGES IN ADULT
INTELLECTUAL DEVELOPMENT

Why is it that some maintain high levels of intellectual
functioning into advanced old age whereas others tend
to decline early? Here, we make a distinction between
the effects of normal and pathological aging, as well as
consider both the impact of behavioral slowing and
the effects of social context and personality differences.

Normal and Pathological Aging

There are, of course, neurological diseases that can
transform normal development into pathological de-
velopment, resulting in diminished cognitive perfor-
mance (Mahoney, 2003; Shimada, Meguro, Inagaki,
Ishizaki, & Yamadori, 2001). However, neurological
diseases are not the only illnesses associated with nega-
tive intellectual effects. Better health has been shown
to predict less cognitive decline (Arbuckle et al,
1998). Many investigators have therefore attempted to
control for or measure the impact of acute or chronic
discase on age-related discases and age-related de-
cline in intellectual functioning (see Anstey, Stankov,
& Lord, 1993). Simple questionnaires on subjective
health status often yield fairly strong relationships
with levels of cognitive functioning (see Field,
Schaie, & Leino, 1988; Hultsch et al., 1993; Perlmut-
ter & Nyquist, 1990). More ambitious efforts have in-
volved intense studies of health history data or the
inclusion of partial or complete medical workups in
some studies of intellectual development.

Cognitive performance can be challenged during
the onset of diseases as well as by treatments used to
control diseases (Tabbarah, Crimmins, & Seeman,
2002). Stroke and Alzheimer’s disease/dementia have
direct biological consequences causing impairment
in brain functioning; hence there are negative conse-
quences for cognitive ability (Klimkowicz, Dziedzic,
Slowik, & Szczudlik, 2002; Kukull et al., 1994). How-
ever, there also appear to be negative cognitive conse-
quences from diseases that do not directly affect the
brain. For example, there is evidence that heart dis-
ease (Almeida & Flicker, 2001; Almeida & Tamai,
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2001; Rabbitt et al., 2002; Seeman, McEwen, Rowe,
& Singer, 2001), chronic obstructive pulmonary dis-
ease (Fioravanti, Nacca, Amati, Buckley, & Bisetti,
1995; Incalzi et al., 1993), diabetes (Jackson-Guilford,
Leander, & Nisenbaum, 2000; McCarthy, Lindgren,
Mengeling, Tsalikian, & Engvall, 2002), and pneu-
monia (Iwamoto et al., 2000; Medina-Walpole & Mec-
Cormick, 1998) can all negatively affect cognitive
performance.

Impact of Cardiovascular Disease

It seems reasonable to suspect that the presence or ab-
sence of cardiovascular disease might be related to the
rate of intellectual aging. This possible relationship
has been investigated in the Duke Longitudinal Study
(Manton, Siegler, & Woodbury, 1986; Palmor, Busse,
Maddox, Nowlin, & Siegler, 1985) and in the SLS. In
the latter, it was found that individuals who were at
risk of cardiovascular disease tended to decline earlier
on average on all mental abilities studied than did in-
dividuals not so affected (see Gruber-Baldini, 1991;
Schaie, 1996, 2005). Those who declined have signifi-
cantly greater numbers of illness diagnoses, as well as
clinic visits for cardiovascular disease.

The effects of hypertension, however, are far more
complicated than those of other cardiovascular condi-
tions. When distinctions are made between moderate
or medically controlled and severe hypertension, it
is often found that mild hypertension may actually
have positive effects on intellectual functioning (e.g.,
Elias, Elias, & Elias, 1990; Sands & Meredith, 1992;
Schultz, Elias, Robbins, & Streeten, 1989).

Impact of Other Chronic Diseases

Other chronic diseases that affect maintenance of in-
tellectual functioning include arthritis, neoplasms
(tumors), osteoporosis, and sensory deficits. In one
study of the very old, visual and hearing deficits
accounted for almost half of the total individual dif-
ferences variance and for more than 90% of the age-
related portion of those differences (Lindenberger &
Baltes, 1994).

Data from the SLS suggest that arthritics have
lower functioning and greater decline on verbal
meaning, spatial orientation, and inductive reason-
ing. When malignant and benign neoplasms are dis-
tinguished, persons with benign neoplasms (other
than skin tumors) were found to have earlier onset of

intellectual decline but less overall decline. Persons
with malignant neoplasms and benign skin neo-
plasms have indirect negative influences on perfor-
mance (through reduced activity). Results of the
influence of neoplasms on cognition might be specific
to type of tumor (malignant versus nonmalignant) as
well as location (skin, bone, etc.). Osteoporosis and
hip fractures were predictive of earlier decline on
word fluency. Hearing impairment was associated
with increased risk of experiencing verbal meaning
decline but was associated with better performance
and later decline on space (Gruber-Baldini, 1991;
Schaie, 2005).

Impact of Medical Treatment

It is not always the biological consequences of the dis-
ease that lead to impairment in cognitive abilities.
Negative cognitive effects may also result from treat-
ments used in attempts to control the disease. Several
studies have shown that treatments of heart disease
(Stanley et al., 2002), cancer treatments (Abayomi,
2002; Armstrong et al., 2002; Green et al., 2002), and
diabetes treatments (Drexler & Roberston, 2001) can
adversely affect cognitive performance. It has been
hypothesized that some of the negative cognitive ef-
fects seen following treatment may be due to fatigue
or limited biological viability, redistribution of physi-
cal resources, or simply biological changes that pro-
duced unexpected cognitive side effects.

The relationship between disease and intellectual
functioning, however, should not be overinterpreted.
This relationship may be biased by the fact that the
more able are also more likely to engage in appropri-
ate health maintenance behavior, modestly supported
in SLS (Maier, 1995; Zanjani, 2002). They also tend
to seek competent help earlier and are therefore more
likely to postpone the onset or the more disabling
stages of chronic disease (Royak-Schaler & Alt, 1994).
The relationship between disease and cognitive abil-
ity may also be a function of the relationship between
time to death and cognitive trajectories. There has
been some evidence that distance from death may
serve as one of determinants of cognitive decline.
Conversely, significant declines in cognitive function-
ing may be a risk factor for mortality (Bosworth,
Schaie, & Willis, 1999; Bosworth, Schaie, Willis, &
Siegler, 1999). Thus, cognitive decline in advanced
old age may simply be a consequence of coming
closer to one’s demise.
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Behavioral Slowing and Intellectual Aging

It is quite evident that the slowing of reaction time
with age adversely affects performance on tests of in-
tellectual abilities. Many questions remain, however,
as to whether the behavioral slowing involves a single
or multiple mechanisms (see Salthouse, 1988a,
1993¢, 1994). Slowing of performance seems to have
differential effects depending not only on the particu-
lar cognitive processes or abilities involved but also on
the format used in the presentation of test materials
(Hertzog, 1989). Other factors include the level of fa-
miliarity, imageability, primacy, and recent exposure
to stimuli (Kennet, McGuire, Willis, & Schaie,
2000). Although group data on age-related changes in
reaction time or perceptual speed often take linear
form, analyses of individual differences tend to reveal
individual patterns of change that follow a stair-step
pattern (Schaie, 1989b). Birren argued long ago that
loss in speed of performance should be seen as a
species-specific characteristic of normal aging and
concluded that if one cannot think quickly, one can-
not think well (Birren & Botwinick, 1951; Birren &
Fisher, 1992). Stankov (1988), moreover, showed that
speed of search is related to efficient processing of
information. When statistical adjustments were made
for the effects of individual differences in attention,
age differences in fluid abilities were markedly re-
duced, whereas crystallized abilities tended to show
increases into later life.

A number of studies have investigated the specific
impact of level of performance on measures of per-
ceptual speed. A typical method has been to partial
out perceptual speed from the correlations between
age and intellectual performance. Most studies report
that age differences are markedly reduced or com-
pletely eliminated after adjustments for perceptual
speed (Hertzog, 1989; Lindenberger, Mayr, & Kliegl,
1993; Salthouse, 1993¢; Schaie, 1989b). Other possi-
ble adjustments of speed-mediated age differences in
intelligence have involved measures of psychomotor
speed (see Hertzog, 1989; Schaie & Willis, 1991).

Some argue that cognitive decline is a diminution
of resources of which speed of behavior is a prime
component (Salthouse, 1988b). But other cognitive
mechanisms may also be implicated. For example,
reduction in the efficiency of verbal memory occur-
ring with increasing age would reduce the preserva-
tion of information during processing of any complex

1993a). Considerable

cognitive task (Salthouse,
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amounts of cognitive load imposed by time-based
prospective memory tasks have been found to dis-
proportionately penalize older adults (Martin &
Schumann-Hengsteler, 2001). DeLuca et al. (2003)
claimed that executive skills may also be vulnerable
to negative age changes that can cause declines in
cognitive performance. On the other hand, superior
resources, such as crystallized knowledge, might re-
duce age differences on verbal tasks even when older
participants display slower processing speed (Salt-
house, 1993b).

Social Context and Intellectual Aging

Intellectual aging occurs within a social context.
Hence, a number of demographic dimensions have
been identified that tend to affect the rate of cognitive
decline (see Schaie, 1994; Willis, 1989a). Because of
different socialization patterns, gender roles can result
in differential performance levels on certain mental
abilities. On the primary mental abilities, women
consistently excel over men on reasoning and verbal
skills, whereas men do better on spatial skills (Schaie,
1996). On the WAIS, adult gender differences have
been found to favor men on arithmetic, information,
and block design, with women excelling on digit
symbol (Kaufman, Kaufman-Packer, McLean, &
Reynolds, 1991). Because of women’s greater life ex-
pectancy, men are always closer to death at any given
age. Thus at comparable advanced ages, women tend
to perform better cognitively. Gender differences in
rates of decline, moreover, are greater for those skills
in which each gender excels in young adulthood
(Feingold, 1993; Schaie, 1996).

Not only are high levels of education implicated
in slower rates of intellectual decline (Schaie, 1989a),
but lengthy marriage to a well-educated and intelligent
spouse has also been identified as a positive risk factor
(Gruber & Schaie, 1986). There has been some indi-
cation that support from a partner may enhance
problem-solving efforts (Dixon & Gould, 1998;
Schaie & Willis, 2000). High occupational status and
its more subtle aspects (such as high workplace com-
plexity) are positive predictors for maintenance of in-
tellectual functioning into old age (Dekrias &
Schaie, 2001; Dutta, 1992; Miller, Slomczynski, &
Kohn, 1987; Schooler, 1987). Moreover, retirement
seems to have favorable cognitive sequelae for those
retiring from routinized jobs but accelerates decre-
ment for those retiring from highly complex jobs.
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Higher social class has also been found to compen-
sate for some of the negative effects of cognitive risk
factors (Jefferis, Power, & Hertzman, 2002). Other
contextual variables that have favorable impact on
cognitive aging include intact marriages, exposure to
stimulating environments, and the use of cultural and
educational resources throughout adulthood (Schaie,
1984). Lifestyle variables such as those already men-
tioned were also identified as positive risk factors in
the Boston Normative Aging study (Jones, Albert,
Duffy, & Hyde, 1991), and in studies of memory
functioning in older Canadian men (Arbuckle, Gold,
Andres, Schwartzman, & Chaikelson, 1992). Arbuckle
et al. (1998) also found that individuals with a more
engaged lifestyle show less intellectual decline.

Personality, Cognitive Styles,
Motivation, and Expertise

Certain personality traits, cognitive styles, motivation,
and expertise levels have also been found to affect
maintenance of intellectual functioning. For the
most part, research on personality traits and cognitive
ability have used these two constructs simultancously
as predictors of noncognitive performance outcomes
(Kickul & Neuman, 2000; LePine, 2003). However,
the existing research relating personality traits and
cognitive performance has indicated a modest rela-
tionship between the two in both cross-sectional and
longitudinal rescarch. For example, Costa, Fozard,
McCrae, and Bosse (1976) found that subjects high
in anxiety scored lower on their General Aptitude
Test Battery, and those scoring high on openness to
experience and introversion had mixed scores on the
battery. However, they had also concluded that cross-
sectional age differences in cognitive performance
were not mediated by personality. On the other hand,
Arbuckle, Gold, and Andres (1986) found that indi-
vidual differences in memory performance were bet-
ter accounted for by education, intellectual activity,
extroversion, and neuroticism than by age. There
have also been some indications for abnormally high
rates of trait impulsivity and aggression being associ-
ated with lower IQs (Dolan & Anderson, 2002).
Recently, in the SLS, a relationship between per-
sonality traits and cognitive performance was also
found (Schaie, Willis, & Caskie, 2004). The study ex-
amined the relationships between cognitive perfor-
mance and 13-factor personality model and the NEO
trait personality model (Costa & McCrae, 1992).

They found several significant concurrent relation-
ships between inductive reasoning, spatial orientation,
perceptual speed, numeric facility, verbal comprehen-
sion, and verbal memory with neuroticism, extraver-
sion, openness, agreeableness, and conscientiousness.
Also, examining the longitudinal relationship between
13-factor personality scores and cognitive abilities
showed that personality consistently predicted cogni-
tive performance over as long as a 35-year lag between
personality assessment and cognitive ability.

There seems to be a modest positive relationship
between self-efficacy and intellectual functioning, al-
though it remains to be resolved whether this relation-
ship is unidirectional or reciprocal (Dittmann-Kohli,
Lachman, Kliegl, & Baltes, 1991; Grover & Hertzog,
1991; Lachman & Leff, 1989). Intellectual perfor-
mance, for example, may be affected by the partici-
of their age
performance. This question has been studied empiri-

pants’ self-appraisal changes in
cally by assessing perceived change in performance
with objectively measured change (Schaie, Willis, &
O’Hanlon, 1994). Study participants were catego-
rized as those who maintained earlier performance
level, significantly increased their performance, or ex-
perienced decline in their performance. A typology
linking actual and perceived change in performance
was created to express personality differences. Realists
were identified as those who accurately estimated
change in their performance. Optimists overestimated
positive change. Pessimists overestimated negative
change. The majority of participants made realistic
appraisals for changes in intellectual functioning.
However, women were more likely to be pessimists
on spatial orientation than men. Older individuals
were more likely to be pessimists on verbal meaning
and inductive reasoning abilities but tended to be
realists on number ability compared to younger par-
ticipants. By contrast, Rabbitt and Abson (1991)
found that their participants failed to predict objective
performance on simple memory tasks, although their
predictions were related to the Beck Depression In-
ventory. They suggested that their participants rated
their memory relative to reduced memory require-
ments in their current environment. In the SLS, fur-
ther exploration in this area has concluded that the
relationship between congruence type and actual per-
formance varies by ability, implying that individual
perceptions do not uniformly affect individual cogni-
tive performance across abilities (Roth, Schaie, &

Willis, 2001; Schaie, Willis, & Caskie, 2004).
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Levels of expertise, exposure, and interest in spe-
cific domains have been explored as indicators for
unique intellectual development. Reeve and Hakle
(2000) found a positive relationship between individ-
ual interest and knowledge, indicating that personal
motivation in certain tasks can assist in the mainte-
nance of certain abilities. Hershey, Jacobs-Lawson,
and Walsh (2003) found that increases in task-specific
experiences, specifically in financial investment prob-
lems, lead to increases in patterns of information se-
lection and search consistency for most adults across
the life span. However, this did not hold true for un-
trained older adults, indicating a possibility for lim-
ited capacity in the ability to attain new expertise after
a certain age.

Personality and cognitive styles are salient indica-
tors for intellectual development. For example, indi-
viduals with higher cognitive levels have been found
to use a wider array of thinking styles compared to in-
dividuals who display lower cognitive levels (Zhang,
2002). LePage-Lees (1997) has found that despite a
disadvantaged upbringing, individuals with high lev-
els of emotional intelligence have been found to dis-
play positive intellectual development.

Rigid and flexible personality characteristics have
been identified as antecedents for intellectual devel-
opment. Longitudinal studies suggest that one’s life-
long standing on flexible behaviors is maintained for
most persons into their seventies, whereas on average,
people develop more rigid attitudes by the early six-
ties (see Schaie, 1996). It has also been shown that
those with flexible attitudes in midlife tend to experi-
ence less decline in psychological competence with
advancing age than those who were observed to be
fairly rigid at that life stage (Schaie, 1984, 1996).
These studies also concluded that high levels of
motor-cognitive flexibility at the young-old stage are
highly predictive of one’s standing on numerical and
verbal skills as well as psychological energy when
reaching the old-old stage (also see O’'Hanlon, 1993;
Schaie, Dutta, & Willis, 1991).

A cross-sectional study, comparing adults ranging
from 18 to 87 years also found a relationship between
cognitive styles, age, and intelligence (Hood & De-
opere, 2002). They found a relationship between age
and cognitive styles; specifically their older adults dis-
played a stronger tendency toward dualism, thus envi-
sioning the world more in terms of Us (good) versus
Them (bad). They also found an unexpected positive
relationship between scores on intelligence tests and

age, implying a possible relationship between intelli-
gence and dualism. Incidentally, there was a negative
relationship with scores on intelligence tests and the
level of dualism. The discrepancy may have evolved
from educational differences among their partici-
pants. Education was found to have a negative rela-
tionship with dualism and a positive relationship with
relativism (which was displayed more in younger
adults). Education also had a negative relationship
with age, indicating that individuals of advanced age
tended to have lower educational levels.

Family Environment

Certain aspects of the family environment may influ-
ence intellectual development. Despite the fact that
most work on this topic is grounded in earlier parts of
the life span, there are still implications for the adult
life span.

There has been some indication that negative ef-
fects of low family income on early cognitive develop-
ment can be compensated for by using constructive
family strategies and interactions (Hustedt & Raver,
2002; Poehlmann & Fiese, 2001; Ramey, Campbell,
& Ramey, 1999) and by providing a supportive home
environment (Kalmar, 1996; Kalmar & Boronkai,
2001; Kelley, Smith, Green, Berndt, & Rogers, 1998;
Liang & Sugawara, 1996). Higher parental educa-
tional levels (Zhang & Yu, 2002) and supportive fam-
ily environments (Dubowitz et al., 2001) have been
found to have a positive relationship with offspring
intelligence. A positive relationship has been found
between the availability of resources within families
for each member and intellectual outcomes, tending
to imply that the fewer the number of members in a
household, the more resources are likely to be avail-
able for each member, which can promote positive
intellectual development (Downey, 2001). In addi-
tion, higher levels of stress and perceived difficulty in
a family environment can negatively affect offspring
cognitive development (Miller, Miceli, Whitman, &
Borkowski, 1996) as well as experiencing or witness-
ing domestic violence (Huth-Bocks, Levendosky, &
Semel, 2001). Families that provide children with
proper nutrition have been found to have higher ver-
bal ability scores (Quinn, O’Callaghan, Williams,
Najman, & Andersen, 2001).

There is still some debate over whether the cogni-
tive effects that are displayed within families result
from genetic transmission of abilities or from effects of
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the early family environment (Guo & Stearns, 2002;
Plomin, Fulker, Corley, & DeFries, 1997; Schaie &
Zuo, 2001). The most reasonable interpretations
of these data argue for a strong gene—environment
interaction.

INTERVENTIONS IN ADULT
INTELLECTUAL DEVELOPMENT

Adult Intellectual Decline:
Irreversible or Remediable?

Findings on individual differences in intellectual
change and the identification of antecedents for dif-
ferential intellectual aging cast at least some doubt on
the inevitability of general intellectual decline for all
individuals and provide an optimistic picture of the
continued ability to learn throughout life. More sub-
stantive evidence for such doubts is provided by cog-
nitive intervention research that has successfully
remediated some intellectual decline in the elderly.
Longitudinal studies make it possible to distinguish
effects of training that remediate age deficits from im-
provement in the performance of individuals above
their previous levels. The former outcome, however,
is of particular theoretical interest because it suggests
that much of the intellectual aging seen in commu-
nity dwelling elderly may be experiential in nature.
Training studies conducted in a longitudinal context
also permit the identification of antecedent condi-
tions that predict the likelihood of training success or

failure (Willis, 1989b, 1990, 2001).

Remediation of Deficits Versus
Reduction of Cohort Effects

Much of the work on cognitive training has been con-
ducted in the context of the Adult Development and
Enrichment Project (ADEPT, Baltes & Willis, 1982)
and the SLS (Schaie & Willis, 1986; Willis & Schaie,
1986b). Both studies involved pre- and posttest
designs, with five hours of instruction in strategies at
the ability level, administered in small groups in the
ADEPT study and individually in the SLS. In the for-
mer study, significant training gains were demon-
strated for participants over age 60 for the primary
mental abilities of figural relations and inductive rea-
soning, whereas in the latter study, significant training
gains occurred for inductive reasoning and spatial ori-

entation. In the SLS, moreover, significant gain oc-
curred for participants who had declined as well as for
those who had remained stable. Women experienced
greater training effects on spatial orientation, whereas
training benefited both speed and accuracy in women
but primarily accuracy in men (Willis & Schaie,
1988). Greater training effects were seen in the SLS
for inductive reasoning when there was evidence of
strategy use, suggesting that strategy use may be a pos-
sible mechanism for training effects (Saczynski,
Willis, & Schaie, 2002). There is also some evidence
that personality may be associated with training gains
(Boron, 2003), and there may be mediating relation-
ships with psychomotor speed, total systemic condi-
tions, and respiratory conditions for training gains
(Saczynski, 2001). In both ADEPT and SLS, near
transfer was shown to occur for alternate markers
within each ability, but there was no far transfer to
other primary abilities.

Variations of the ADEPT study, introducing mul-
tiple training conditions or conditions involving self-
programmed training conditions, have for the most
part replicated the original findings in a German sam-
ple (Baltes & Lindenberger, 1988; Baltes, Sowarka, &
Kliegl, 1989) and in American studies by Blackburn,
Papalia-Finley, Foye, and Serlin (1988) and by
Hayslip (1989). A study of figural relations training by
Denney and Heidrich (1990) showed equal magni-
tudes of improvement for young, middle-aged, and
old subjects.

Does cognitive training change the structural
characteristics of the primary abilities by converting a
pretraining fluid ability to a crystallized ability (see
Donaldson, 1981)? In the SLS, invariance of factor
structure across training was confirmed in the train-
ing groups. Minor shifts occurred in the factor load-
ings of the individual markers of the abilities trained,
but training did not result in any of the marker load-
ings on factors other than those hypothesized (Schaie
etal., 1987).

Long-Term Effects of Cognitive Interventions

Cognitive training will clearly yield significant im-
provement in the performance of older persons on
the targeted abilities, but skepticism remains as to
whether such training produces any lasting effects.
Long-term follow-up over a seven-year period has
been conducted for both the ADEPT and SLS train-
ing studies. Significantly lower decline over seven
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years was shown in the ADEPT study for those indi-
viduals trained on figural relations as compared to the
control group (Willis & Nesselroade, 1990). In the
SLS, similar findings occurred for both inductive
reasoning and spatial orientation abilities (Willis &
Schaie, 1994b). In the latter study, those who de-
clined prior to the initial training were at greater com-
parative advantage at the follow-up. Both studies also
examined effects of booster training. As would be ex-
pected, as subjects entered advanced old age, booster
training, although yielding significant effects, resulted
in somewhat lower magnitudes of training effects
(Schaie, 2005). It seems, then, that periodic reactiva-
tion of specific mental skills is likely to reduce the
magnitude of intellectual decline in community-
dwelling persons.

CONCLUSION

It was previously argued that there had been a turning
away from studies that simply defined the extent and
ability specificity of age differences and age changes
in intelligence. Instead the field is turning toward a
greater preoccupation with individual patterns of
change and identification of antecedent variables that
might account for the vast array of individual differ-
ences and the potentiality of preventing cognitive
decline. Progress in the study of practical intelligence
has also expanded the field in directions that have
practical and social policy implications. Progress has
also continued in identifying the social structure,
health, and personality variables that influence indi-
vidual differences in intellectual competence. No
longer are contextual variables treated as methodolog-
ical confounds; rather, increasing efforts are being
made to identify the precise influences that will even-
tually predict individual hazards of intellectual de-
cline and maintenance. Important theoretical efforts
therefore have been directed toward replacing index
variables, such as age or cohort, with more direct ex-
planations of individual differences.

Findings presented in this chapter lead to the pre-
diction that intellectual age differences in adulthood
will become more compressed over the next decade
because of the apparent plateauing of positive cohort
differences for some abilities and the occurrence of
negative effects for others. For example, a cross-
sectional study using individuals aged 18-87 years
found a positive relationship between age and indi-

vidual intelligence (Hood & Deopere, 2002). It is
quite likely, therefore, that future studies will provide
a more optimistic picture for cognitive development
in old age, at least until that point when physiological
infrastructure and social support systems begin to
crumble. Monitoring the cognitive development of
the Baby Boom cohorts who are now in midlife as
they reach old age is of great importance given the
enormous and unique demographic pressures as well
as the huge economic and policy impact affecting
this group (Willis & Schaie, 1999a).

However, even more work is needed on the role of
lifelong experience in the maintenance of intellec-
tual functions and productive performance in societal
roles. Information gathered with retrospective ques-
tionnaires indicates that the role of experience on in-
tellectual development may be less than common
sense would suggest (e.g., Salthouse & Mitchell,
1990). But the sparse relations found between age
and job performance (Avolio & Waldman, 1990; Salt-
house & Maurer, 1996) suggest that experience can-
not yet be written off as an important source of
compensation for loss of speed and cognitive effi-
ciency. Furthermore, the context or act of learning
needs to be explored. The effects of adults remaining
in school longer (and with more adults returning to
school at later ages) on intellectual development
needs to be explored. Graham and Donalson (1999)
found that adult learners, despite relatively less in-
volvement in campus activities and more involve-
ment in family caring, reported slightly higher levels
of growth in academic and intellectual items than
their younger counterparts. In addition, the effects of
computer exposure on intellectual development need
further exploration (see Subrahmanyam, Greenfield,
Kraut, & Gross, 2001).

There is relatively little comparative work on intel-
lectual aging within minority groups in the United
States, and there is also a lack of cross-cultural com-
parisons of intellectual aging in other societies (see
Dai, Xie, & Zheng, 1993). As reviewed in this chapter,
surrounding environmental factors affect individual
development. Life course sociologists have taken ad-
vantage of substantial environmental interventions
(e.g., the Great Depression, farm crises, the Cultural
Revolution) that may have differential effects on hu-
man development (e.g., Elder, Rudkin, & Conger,
1994). Adult cognitive psychologists have yet to emu-
late this useful approach in their work. One such ex-
ample is Schaie, Nguyen, Willis, Dutta, and Yue’s
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(2001) investigation of intellectual aging in Chinese
adults. They found a linear relationship within their
sample between age and most primary mental abili-
ties. They were also able to conclude that intellectual
environment was related to individual abilities in their
sample. Another study, also using a Chinese sample
(Geary et al.,, 1997) found no computational or rea-
soning skill differences in older adults (60-80 years
old) relative to U.S. performance. They did, however,
find a difference in adolescents in favor of the Chinese
sample. They concluded that the Chinese advantage
was due to a parallel cross-generational intellectual de-
cline in the United States and a cross-generational in-
tellectual improvement in China, leaving older adults
functioning at an equal plain between the two nations
with adolescents functioning at different plains. Simi-
lar studies need to be done comparing and contrasting
intellectual aging in ethnic groups that reside in the
United States as well as adults of other nations, to ex-
plore unique antecedents and trajectories for intellec-
tual development.

Further progress has been made in cognitive inter-
vention work to show that intellectual decline in old
age is not necessarily irreversible in all persons and that
formal intervention strategies are available that might
allow longer maintenance of high levels of intellectual
function in community-dwelling older persons. The
data on successful cognitive interventions have now
been supplemented by evidence of positive long-term
effects of these interventions. It is still necessary, how-
ever, to remove these techniques from the laboratory to
a broader social context. This would require the imple-
mentation of clinical trials as well as the investigation
of modes of intervention that are indigenous to the
daily experience of older persons (such as games and
other activities that may be cognitively challenging;
e.g., Tosti-Vasey, Person, Maier, & Willis, 1992). Also
needed are efforts to relate the effect of cognitive train-
ing to specific activities of daily living. An example of
such an effort is the Advanced Cognitive Training in
Vital Elderly (ACTIVE) project, a multiple-center
clinical trial, using multiple modes of intervention that
focus on training effects for perceptual speed, induc-
tive reasoning, verbal memory, and everyday function-
ing (Ball et al., 2002). Preliminary results from this trial
have shown positive cognitive training effects.

In addition to the existing literature, it is also nec-
essary to explore biological antecedents for unique in-
tellectual development. Kennet, Revell, and Schaie
(1999; also see Schaie, 2005) found some indication

that allele type may differentiate individual cognitive
trajectories. There has also been some evidence from
age comparative studies, using functional magnetic
resonance imaging, that individuals of different ages
may experience activation of different brain regions
in response to the same cognitive tasks (Gaillard
et al., 2000; Klingberg, Forssberg, & Westerberg,
2002; Tamm, Menon, & Reiss, 2002). Thus, there is
additional need for exploration to answer whether
there are neurological antecedents for intellectual de-
velopment and whether intellectual development is
to some degree genetically predetermined. These
types of studies are also needed to examine whether
there are cohort differences in the use of the brain or
whether instead we may use our own brains differ-
ently with age for the same cognitive tasks.

With more individuals reaching old age and the re-
sulting increase in the prevalence of neuropathological
conditions, there is an urgent need for early detection
of any risk for dementia. There has been much devel-
opment and progress in the area of detection and diag-
nosis (i.e., Morris et al., 1989, 1993). The next step will
be to extend this exploration into prevention and early
detection, which can be provided through longitudinal
cognitive studies. Schaie, Caskie, Revell, Willis, Kasz-
niak, & Teri (2005) have recently explored empirically
the implementation of procedures that might allow
carly detection of risk for dementia prior to the ap-
pearance of clinically diagnosable symptoms or neu-
ropathology. Using individual change in cognitive
ability test performance, the researchers were able to
successfully identify predictors of cognitive impairment
(seven years preceding actual neuropsychological de-
mentia ratings). Similar studies need to prospectively
and retrospectively compare cognitive trajectories for
individuals who develop cognitive impairment with
trajectories of those who do not to assist in the preven-
tion and early diagnosis of dementia.

The field of adult intelligence has matured from a
descriptive science toward one that is increasingly
concerned with the identification of precise mecha-
nisms and the identification of antecedents for indi-
vidual differences. The area has also progressed to the
stage of interventions developed by findings from the
basic sciences in the interest of improving intellectual
competence in old age. With the continued com-
pelling and functional research being conducted and
with continual practical needs in the area of intellec-
tual development, progress and growth in this sub-
stantial area appears promising and crucial.
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Chapter 6

Emotional Development
in Adulthood:
A Developmental Functionalist
Review and Critique

Nathan S. Consedine and Carol Magai

Without exception, human lives are born, lived, and
ended in the presence of emotions. Joy, anger, sad-
ness, contempt, fear, and pride—our lives are
steeped. They surge through everything we do, satu-
rating our thoughts, behavior, and experience in a
manner so subtle and so complete that we often for-
get about them. They are reflected in our physiology,
experience, and behavior. They inspire and motivate
our most important decisions and form the core of
our experience of ourselves in the world. Of particu-
lar importance to the study of human development,
and the conceptual foci of this chapter, are the rela-
tions between the emotional lives of adults and pat-
terns of social networks/social relatedness. Emotions
lie at the very heart of social relationships. Their ex-
pressive elements encapsulate a social signaling and
mutual regulatory system of phenomenal sophistica-
tion and importance, not least of which because they
are the primary channel through which cultural envi-
ronments enact their encouragements, prohibitions,
and sanctions. Ultimately, emotions act as a major
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interface between the personal and interpersonal and
between the social and biological spheres of human
functioning; they provide a nearly seamless bridge
between nature and nurture and between person and
environment.

Given the emergence of emotions as pivotal in
understanding a number of social, developmental,
and adaptational processes, it is surprising that there
has been little research on emotions in adulthood.
Early views depicted the later half of life as involving
a period of emotional turbulence, followed by a pe-
riod decline and loss (Charles & Carstensen, 2004;
Magai, 2001; Magai & Halpern, 2001). Later life affect
was depicted as dampened, rigid, and flat (Banham,
1951) or, more disturbingly, as a period of regression
toward infantism (e.g., Jung, 1933). Jung (1933, cited
in Carstensen & Charles, 1994), for example, sug-
gested that “a child’s psychic processes]| are not as dif-
ficult to discern as those of a very old person who has
plunged again into the unconscious, and who pro-
gressively vanishes within it.”
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Before continuing, it should be acknowledged that
research in emotional development was scanty in the
first half of the twentieth century. Psychology re-
mained firmly ensconced in the cradle of behaviorism,
and emotions were generally viewed as epiphenome-
nal mentalistic processes beyond the aims or ken of a
real science. Even when emotions eventually attained
legitimacy as a field of study, developmental research
was limited to the consideration of infant and child
emotional development. Such a trend may partially
reflect the importance that both psychodynamic the-
ory (and its derivatives) and behaviorism ascribed to
early development. Adulthood, particularly older
adulthood, was viewed as a period of life in which the
individuals passively reaped the seeds that were sown
in their early years.

More recent views of the aging process, however,
have begun to consider adult development as an in-
herently dynamic process in which adults are agents
in their own social, physical, and emotional develop-
ment. In many ways, this change was necessitated by
changing demographics within Western populations
stemming from the World War II Baby Boom and the
need for models and understanding on which to base
practical, economically viable interventions. In other
ways, however, the rise of cognitivism as a psychologi-
cal perspective, and affective science as a research
agenda in its own right (e.g., lzard, 1971, 1991;
Tomkins, 1962, 1963), have provided the major thrusts
behind this paradigmatic change. In any case, the
fundamental importance of this shift cannot be over-
stated. Although life span emotional development
research remains in its infancy, recent years have seen
the scientific study of emotion emerge as a central
and unifying phenomenon in a revised social and sci-
entific agenda.

In reviewing contemporary trends in adult emo-
tion development, this chapter is arranged in two ma-
jor parts. The first provides a comprehensive and
current overview of the data describing adult emotion
development as evidenced by age (or developmental)
differences at the level of emotion elements—
experience, expression, elicitation, physiology, and
cognition, as well as the important topic of emotion
regulation. The second section builds on the first; the
state-of-the-art in contemporary adult developmental
emotions research is presented and critiqued, before
directions for future theoretical and empirical work
are given.

EMPIRICAL SUMMARY: WHAT DO
THE DATA TELL US ABOUT ADULT
EMOTION DEVELOPMENT?

Although the child and infant emotions literature has
a rich and differentiated history, research on the de-
velopment of emotion across the adult life span has
historically been sparser and more scattered. Within
the last two decades, however, developmental emo-
tions research has begun to gain some momentum as
a cohesive field of study, and a growing number of in-
vestigators are addressing aspects of emotion develop-
ment in adulthood. In what follows, we review this
more recent literature in the context of six classes of
developmental change: emotion experience, emo-
tion expression, emotion elicitation, emotion recog-
nition, the physiology of emotional responding, the
relations between emotion and cognition, and emo-
tion regulation.

Changes in Emotion Experience

Changes in Global Affective Tone
and Subjective Well-Being

Cross-sectional findings are conflicted regarding de-
velopmental changes in positive and negative affect
(Mroczek, 2001). Some studies suggest few differ-
ences, some that positive affect may increase and neg-
ative affect decrease, and still others that both positive
and negative affect may decline with age. Early views
of middle age suggested that it was a time of emo-
tional turbulence, although this has not really been
substantiated in the small body of research concen-
trating on midlife. One study of nearly 10,000 men
and women ranging in age from 30 to 60 years indi-
cated no association between middle age and feelings
of turmoil, confusion, family dissatisfaction, or mean-
inglessness (McCrae & Costa, 1990). The measures
in this study also included a scale of emotional insta-
bility, which showed no tendency toward increasing
instability during midlife (see Magai & Halpern,
2001).

In terms of negative affect, Mroczek and Spiro’s
(2003) study of more than 1,600 males from the Nor-
mative Aging Study (aged between 43 and 91 years)
showed a positive association between age and extra-
version in the cohorts of individuals aged between 40
and 74 years, at which point the relation became



negative. Conversely, neuroticism declined at an
accelerating rate in the cohorts aged between 40 and
74 years and continued to decline more slowly from
this age onward. Data from the National Opinion Re-
search Center’s General Social Survey (GSS; Davis &
Smith, 1995) collected across the past three decades
also suggest that the percentage of people stating they
are very happy rose steadily across age cohorts until
reaching the oldest cohort, when it then decreased. A
recent study of 184 adults between 18 and 94 years of
age asked participants to rate their emotions several
times daily during a 1-week period (Carstensen, Pasu-
pathi, Mayr, & Nesselroade, 2000). There was no rela-
tion between age and either the frequency or intensity
of positive emotion in their analyses. Studies examin-
ing more global affective constructs such as “life satis-
faction” report similar results; older adults (age 60 and
above) have reported more contentment in their lives
than young (20-35 years old) and middle-aged (40-55
years old) adults (Heckhausen, 1997). However, in the
Berlin aging study, positive affect declined by as much
as half a standard deviation (r=-0.22) across several
age groups, among individuals ranging in age from
70-75 to 90-100 years (Smith, Fleeson, Geiselmann,
Settersten, & Kunzmann, 1999).

In terms of declining negative affect, Mroczek and
Kolarz’s (1998) analysis of 2,727 persons from the
MacArthur Study of Successful Aging assessed pat-
terns of positive and negative affect in adults ranging
in age from the mid-twenties to mid-seventies. Nega-
tive affect was highest among young adults and held
even when controlling for personality, health, and
contextual variables. Interestingly, the negative associ-
ation between age and negative affect only held for
men; age was not associated with negative affect
among women. The later study by these researchers
(Mroczek & Spiro, 2003), examining aspects of in-
traindividual personality change likewise showed a
negative association between neuroticism and age. Al-
though neuroticism is not negative affect per se, the
relation is a close one. A study employing an ethni-
cally and culturally diverse population (including
samples of African Americans, European Americans,
Norwegians, Chinese Americans, and American
nuns) found that greater age was associated with re-
duced negative emotions (Gross, Carstensen, Pasu-
pathi, Tsai, Skorpen, & Hsu, 1997). Finally, Carstensen
et al. (2000) found developmental decreases in nega-
tive affect across the adult life span, with reductions
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most pronounced between the 18-34 years and
35-64 years age brackets.

Other studies have suggested that both positive
and negative affect may decline with age (e.g., Costa,
McCrae, & Zonderman, 1987; Diener & Suh, 1997).
The National Health and Nutrition Examination
Survey (NHNES), for example, studied 4,942 men
and women ranging in age from 24 to 74 years twice
over a 9-year period. There were no differences across
age in general well-being, although both positive and
negative affect were lower in the older groups. Costa
et al’s (1987) 10-year longitudinal study employed
multiple birth cohorts and likewise found that both
positive and negative affect were lower in older birth
cohorts. However, they did not find any longitudinal
changes over the 10-year period in either positive or
negative affect. Ferring and Fillip’s (1995) study of
older individuals reported longitudinal declines in
both the intensity and frequency of positive affect
over a year in the old-old but not the young-old.
Stacey and Gatz (1991) surveyed 1,159 adults aged
15 to 86 years and found decreases in positive affect
for people after the age of 65 but no differences
among the younger cohorts. Longitudinal analysis
showed that persons from all age groups, other than
those from the oldest cohort (age 79-100), reported
reduced negative affect over time.

Last, several studies have shown few age differences
in positive affect, at least among samples aged less
than 70 years. The percentage of people in Ingelhart’s
(1990) study of 169,776 people from 16 countries
who reported they felt very happy was comparatively
constant across a sample ranging in age from 15 to
65+ years. There were, however, some differences in
these relations across countries, a point to which we
will return. Data from a longitudinal sequential de-
sign (Charles, Reynolds, & Gatz, 2001) portray a simi-
lar picture, at least at the level of valence. In Charles
etal’s (2001) study, the frequency of positive and neg-
ative affect was assessed for three age cohorts across
five time points spanning 23 years using growth curve
analysis. They found that positive affect remained
highly stable across two decades for all three cohorts
and decreased only slightly among the very oldest indi-
viduals (mid-sixties to mid-eighties). Negative affect
declined in frequency across time for all age groups,
including older adults (albeit at a slower rate), and
there was a noteworthy absence of cohort effects.
Overall, however, data of this quality are scarce, and
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most reported age differences in positive affect are
small and difficult to disentangle from cohort effects
(Kunzmann, Little, & Smith, 2000; Magai, 2001).

Our interpretation of this literature is that there
are few major changes at this level of affectivity across
the adult life span, with effects scattered, varying de-
pending on the measure used, and typically small in
magnitude (Magai, 2001; Mroczek & Kolarz, 1998).
There is some evidence of some small increases in
positivity and a generally more pleasant balance of
affect during the adult years, perhaps tapering off
at some stage during the mid-seventies (Gross et al.,
1997; Mroczek, 2001) or eighties (Charles &
Carstensen, 2004). In contrast, there are few studies
reporting increasing negative affect over the adult
years (although see Ferring & Fillip, 1995); many
find no change or age differences (e.g., Diener &
Suh, 1997; Malatesta & Kalnok, 1984), whereas oth-
ers find reductions in negative affect (e.g., Costa
et al., 1987). However, there is also some evidence of
a turning point in affect at some time as people ap-
proach the age gerontologists refers to as that of the
oldest old. There is evidence that negative affect may
increase somewhat in the late sixties (Carstensen
et al., 2000), early (Kunzmann et al., 2000) or mid-
seventies (Mroczek, 2001), and is most strongly evi-
dent in samples older than age 85 (e.g., Smith et al.,
1999); positive affect may decline in the oldest groups
(P. B. Baltes & Mayer, 1999).

More speculatively, the available data may also be
taken as being broadly suggestive of potential nonlin-
caritics and interactions in affect-age relations.
Mroczek and Kolarz (1998) found that age-positive
affect relations were best described by an accelerating
curve, at least for women (see also Mroczek & Spiro,
2003). Carstensen et al’s (2000) analysis of the nega-
tive affect-age relationship likewise suggests a curvi-
linear pattern. Negative emotion was inversely related
to age until age 60, at which point the relationship de-
teriorated. That is, the study reported reduced fre-
quency of negative affect from 18 to about 60 years of
age, after which the curve flattened. These age find-
ings were stable even after other variables known to
influence emotions such as personality, health, and
demographic factors were added to the model. Exam-
ination of the variables associated with this possible
turning point in age-affect relations, as well as more
systematic consideration of the role of gender and
contextual factors, may prove vital in disentangling
these relations.

Changes in Experience
of Discrete Emotions

In terms of discrete affects, longitudinal data are lim-
ited, although Magai’s (2001) review of the available
literature indicated that both longitudinal and cross-
sectional data revealed a reliable decrease in anger
and suggested a trend for an increase in disgust across
the life span. Recent theory suggests that develop-
mental changes in emotion and emotion expression
may be due to either the declining ability of the
somatic system to deal with the associated arousal
(e.g., P. B. Baltes, 1997; Leventhal, Patrick-Miller,
Leventhal, & Burns, 1998), the desire to protect so-
cial networks (e.g., Carstensen, 1993, 1995), or
changes in the life tasks confronting adults at differ-
ent stages of life and thus the functions of discrete af-
fects (Consedine & Magai, 2003; Consedine, Magai,
& Bonanno, 2002; Consedine, Magai, & King, 2004).
Empirically, however, the data needed to tease apart
and test these theories are sparse.

Consistent with Magai’s (2001) analysis, some
data suggest reductions in a number of discrete nega-
tive emotions, the results being most consistent for
the affects that are more physiologically arousing.
One recent study of negative emotion reported that
adolescents (ages 13-16) and young adults (ages
20-29) referred to anger more frequently when de-
scribing interpersonal problems than older adults,
with younger women also reporting that their distress
endured longer than that of older women (Birditt &
Fingerman, 2003). This same study, however, re-
ported no differences in the frequency of sadness in
response to interpersonal problems, an interesting
finding that we reconsider shortly.

Gross et al. (1997) found a negative association be-
tween various negative emotions and age in two inde-
pendent samples. The first group—a sample of nuns
from a Midwestern religious community aged be-
tween 24 to 101 years—showed negative relations
between age and anger, sadness, and fear, but not dis-
gust, and increased happiness. The second group—
an independent sample of community-dwelling
Norwegian respondents aged between 20 and 70
years—replicated the negative relation between anger
and age, but only for women, perhaps suggesting
there may be additional gender differences in the de-
velopment of emotions (see also Labouvie-Vief, Lum-
ley, Jain, & Heinze, 2003). Lawton, Kleban, and
Dean (1993) had young, middle-aged, and older



adults indicate how frequently they had experienced
various affects over the past year. There were no over-
all age differences in positive emotions; however,
older adults reported being less depressed, anxious,
hostile, and shy than one or both younger groups and
reported greater contentment. Stoner and Spencer
(1987) found that adults over the age of 60 years had
lower total anger scores on the Spielberger Anger
Expression scale than middle-aged (40-59 years)
participants.

One recent study from a sociological perspective
considered how age-linked changes in exposure to
different social contexts may mediate the negative re-
lation between age and the experience of anger
(Schieman, 1999). In a manner not dissimilar to
Carstensen’s selectivity theory, Schieman (1999) sug-
gested that “age structures exposure to, and experi-
ence of, the sites of anger provocation” (p. 274).
Analyses based on 951 individuals from the Ontario
Survey (Turner & Wood, 1985) and 1,450 individuals
from the GSS (Davis & Smith, 1996) revealed linear
declines in self-reported anger from adolescence to
very late life. Most important, this relation remained —
albeit weaker—even when changes in relationship
status, financial situation, health, and demographics
were controlled (Schieman, 1999).

At least two studies, however, have reported data
that are inconsistent with this picture. Tsai, Leven-
son, and Carstensen (2000) found that older and
younger adults did not differ in their “on-line” emo-
tional reactions when watching emotionally stimulat-
ing video clips, but that the retrospectively reported
experiences of older adults were less positive in re-
sponse to both sad and amusing film clips. Consedine
and Magai’s (2003) study of 1,118 community-
dwelling adults 65 years and older likewise revealed
only a single relation between age and 10 discrete
emotions, although the restricted age range makes
the relevance of these data to a life span analysis prob-
lematic. There was a significant inverse relation be-
tween age and self-reported experience of shame in
these adults.

Making firm statements about the development of
discrete affects is difficult given the scarcity of studies
employing the requisite measurement specificity.
Longitudinal studies need to begin examining changes
in discrete emotions over time to clarify how emo-
tions change across adulthood. Magai (2001) has pre-
viously suggested that there may be an age-related
decrease in the frequency of some discrete emotions,
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most notably anger, although the data from Gross et
al. (1997) and Lawton et al. (1993) suggest that sad-
ness and fear/anxiety may also decline with age and
happiness increase. Exactly why these particular
changes occur remains unelaborated in the literature
(Consedine & Magai, 2003), although the general as-
sumption appears to be that the changes reflect devel-
opmental changes in motivations and the learning of
regulatory skills. We discuss these issues more fully
shortly.

Changes in the Intensity of Felt Emotion

Cross-sectional studies reveal inconsistent findings
with respect to age-related difference in the intensity
of emotion over the adult years. Studies that have gath-
ered information on adults’ reflections on how they
experience their emotions in general have found that
older adults have lower scores on affective intensity for
negative affect (Barrick, Hutchinson, & Deckers, 1989)
or both positive and negative affect (Diener, Sand-
vik, & Larsen, 1985; Lawton, Kleban, Rajagopal, &
Dean, 1992). In Lawton et al’s (1992) study, for ex-
ample, older adults (M =70 years) were more likely
than either middle-aged (M =42 years) or younger
(M =21 years) subjects to endorse items reflecting the
mildness of their negative emotion experience. Gross
et al. (1997) asked respondents about the intensity of
their impulse strength, that is, the strength of those
emotional impulses that are difficult to control. Older
European Americans and African Americans, but not
Chinese Americans, reported lower impulse strength
than their younger counterparts.

In contrast to this picture, however, other studies
that have avoided the use of retrospective accounts
have not unambiguously supported the existence of
developmental declines in felt emotional intensity.
Malatesta and Kalnok (1984) found that when
younger and older adults were asked to report on
whether they believed their emotions had become
less intense with age, older adults maintained that
the intensity of their experiences had not diminished
over the years. In an experience sampling study of a
wide age range of adults, Carstensen and colleagues
gathered data on emotional experiences as they oc-
curred in everyday life, sampling the same subjects
several times daily across a week (Carstensen et al,
2000). No age differences in the subjective intensity
of positive or negative emotion experiences were
reported.
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Equally, laboratory studies in which adults of dif-
ferent ages are asked to reexperience and recount
emotionally salient events drawn from their own lives
have failed to show age differences in felt inten-
sity (Levenson, Carstensen, Friesen, & Ekman,
1991; Malatesta, Izard, Culver & Nicolich, 1987).
Malatesta-Magai, Jonas, Shepard, and Culver (1992),
for example, studied the emotions of younger and
older individuals using an emotion induction proce-
dure in which participants relived and recounted
emotionally charged experiences involving anger,
fear, sadness, and interest. One interpretation of these
complex data put forth in Magai (2001) suggests that
affective intensity may remain the same across the
adult years, at least once the emotions are aroused.
Alternately, it may be that the reporting of current
(rather than retrospective) emotion experiences are
less readily biased by demand or the impact of self-
concept schemas.

Changes in the Complexity

of Emotional Experience

A final component of emotional experience that may
change across the adult life span involves the phe-
nomenon called emotional complexity. Over the past
15 years, Labouvie-Vief and colleagues have been en-
gaged in research on affective complexity, defined as
the interaction between emotion and cognition and
their integration (Labouvie-Vief, DeVoe, & Bulka,
1989) and the ability to experience multiple and con-
flicting emotions simultancously. This research repre-
sents an important departure from traditional
research into mere levels of valence and intensity, en-
suring that researchers do not forget that emotion
experience may develop qualitatively as well as quan-
titatively.

Labouvie-Vief, DeVoe, and Bulka (1989) found
that the levels of emotional understanding for fear,
sadness, anger, and happiness increased with age,
with adult groups scoring higher on understanding in
comparison to preadolescent (ages 10-14) and ado-
lescent groups (ages 15-18). The results of this study
demonstrate positive development of emotional un-
derstanding until at least middle adulthood (30-45
years), with improvements in the understanding of sad-
ness leveling off at an earlier age than the other three
emotions. There was a general developmental trend
in which younger individuals were more likely to
describe their experiences in terms of normative

prescriptions as well as to employ less mature coping
strategies, such as forgetting, ignoring, or distraction.
In contrast, middle-aged adults were able to sustain
and tolerate complex or mixed feelings without re-
solving them or polarizing them prematurely (Labou-
vie-Vief, DeVoe, & Bulka, 1989).

More recent research by this team has suggested
that complexity (at least in Labouvie-Vief’s defini-
tion) peaks in midlife, with young and old individuals
scoring lower than middle-aged adults (Labouvie-Vief,
Chiodo, Goguen, Dichl, & Orwoll, 1995; Labouvie-
Vief, Dichl, Chiodo, & Coyle, 1995). Other develop-
mental studies of the cognitive-affective aspects of
emotions, particularly knowledge, however, suggest
that there may continue to be qualitative changes in
the representation of affects in later life. Fingerman’s
(2000) study of older mothers (M = 76) and daughters
(M =46), for example, suggests an increasingly realis-
tic and balanced view of emotions with respect to
close others with greater age. Similarly, Carstensen et
al’s (2000) experience-sampling study of 184 adults
between the ages of 18 and 94 years showed that older
adults reported more differentiated emotional experi-
ences; more technically, a factor analysis at the level
of the individual showed a reliable correlation be-
tween age and the number of emotion factors each
individual reported.

Changes in Emotion Expressivity

An area of enduring interest to developmental re-
searchers interested in the emotions has involved
considering possible changes in emotion expressivity.
Historically, this research has focused on changes in
emotion expressivity across childhood, primarily doc-
umenting the gradual adoption of familial and cul-
tural display rules (Magai, 2001). Although common
wisdom has tended to suggest dampened expressivity
with age, the small body of empirical data that has ac-
cumulated across the past 15 years has not substanti-
ated this supposition. Some studies suggest that older
adults may be less expressive of some affects, whereas
others show no differences. Overall, there appear
comparatively few level differences in expressivity, al-
though the extant data do suggest some changes, no-
tably that expressions in the faces of older adults may
become more blended and complex.

Although the posed emotion expressions of older
adults are more difficult for naive judges to interpret
(Malatesta et al., 1987), and expressions during



directed facial action tasks have been shown to be of
lower quality (Levenson et al., 1991), research sug-
gests that older adults are no less expressive, at least at
a global level, than other adults once they become
emotionally aroused (Malatesta-Magai et al., 1992).
In a study of emotional responses to sad and amusing
films in 48 older (70-80 years) and younger (20-34
vears) European and Chinese Americans, Tsai et al.
(2000) found equivalent levels of positive and nega-
tive emotional expressivity across both age and cul-
tural groups. Other research, however, such as
Carstensen, Gottman, and Levenson’s (1995) classic
research into emotions in marital interaction, shows
that affect expression and emotional reciprocity in
happy and unhappy middle-aged (M =443, 43.3
vears) and older couples (M =63.6, 62.2 years) dif-
fered as a function of age. Compared to older cou-
ples, middle-aged couples displayed more anger,
belligerence, humor, disgust, and interest. However,
older couples were shown to express more affection
during discussions, even after differences in baseline
marital satisfaction were controlled; there were no
differences in the expression of joy, contempt, sad-
ness, domineeringness, and validation. Another study
of 80 younger (M =28 years) and older (M =69
years) adults participating in four emotion induction
procedures designed to elicit interest, sadness, fear,
and anger found substantial evidence of greater ex-
pressivity with age (Malatesta-Magai et al., 1992).
Older participants expressed more of each of the four
target emotions in the appropriate condition: more
anger during the anger induction, more sadness dur-
ing the sadness induction, fear under the fear induc-
tion, and interest during the interest induction. In
another study, Magai, Cohen, Gomberg, Malatesta,
and Culver (1996) found that emotion expressivity
was preserved in later life even under conditions of
cognitive decline. Using a behavioral coding system,
coupled with direct observations of mid- to late-stage
dementia patients during a family visit, these authors
found that negative affects were preserved across lev-
els of cognitive decline; only joy expressions were
lower in frequency among the most deteriorated pa-
tients. As with the previously described research, this
study suggests that the ability to express emotions,
perhaps particularly in interpersonal contexts, re-
mains intact across the life span, even under condi-
tions of cognitive decline.

Finally, there is also some evidence that expressive
facial behavior may change in ways other than that of
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total expressivity with age. Malatesta and Izard (1984)
coded the videotaped facial expressions of young
(Mg =33.3, SD=3.9), middle-aged (M, =552,
SD =4.2), and older (M, = 68.8, SD = 2.8) women
as they recounted emotional experiences. Interest-
ingly, although there were fewer component muscle
movements in the facial expressions of the middle-
aged and older women (perhaps an indication of
reduced expressivity), their expressions were more
complicated; there were more instances of different
emotions combined within the same expression.
Moreno, Borod, Welkowitz, and Alpert (1990) exam-
ined age differences in the facial symmetry of expres-
sive behavior during the induction of four emotions
among 30 young (21-39 vyears), 30 middle-aged
(40-59 years), and 30 old women (aged 60-81 years).
Although age did not affect whether expressions oc-
curred equally on left and right sides of the face, there
was an age by emotion effect, indicating that older
participants appeared more disgusted.

Overall then, the body of research examining pos-
sible developmental changes in the expression of
emotion has failed to provide conclusive evidence of
reduced expressivity with greater age. Few studies
have shown reduced expressivity, and others have
shown no differences. The majority of studies have, if
anything, been indicative of increased expressivity in
later life, particularly once older adults are aroused
(Magai, 2001). The single study that clearly demon-
strated reduced expressivity with age (Levenson et
al., 1991) also showed differences in the success with
which affect was elicited using a directed facial ac-
tion task. Other evidence does, however, suggest that
the expressions of older adults may become some-
what less readily interpretable, perhaps because emo-
tions are more blended in the faces of older
individuals, because dispositional tendencies be-
come crystallized on the face with age, or because of
age-related structural changes in the face (Malatesta
etal., 1987).

Changes in Emotion Recognition

Few studies have considered developmental differ-
ences in the processes by which emotions are recog-
nized in other people. As with most of the literature
reviewed to date, the data are mixed, with some
research showing no developmental differences,
some showing improvements with age, and others
showing decrements. Moreno, Borod, Welkowitz, and
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Alpert’s (1993) study of 30 young (aged 21-39 years),
30 middle-aged (aged 40-59 years), and 30 older
adults (aged 60-81 years) who had been screened for
neurological and psychiatric disorders as well as for
cognitive and visuo-perceptual deficits showed no
global differences in the recognition of photographed
emotion expressions, although there were some dif-
ferences at the level of discrete emotions. Consis-
tent with an increased orientation to positive affect
(Mather & Johnson, 2000), older adults were more
accurate in recognizing happiness but less accurate in
recognizing sadness compared to the younger and
middle-aged adults (Moreno et al., 1993). In another
study of 30 younger (aged 17-22 years) and 30 older
adults (aged 65-90 years), however, McDowell, Har-
rison, and Demaree (1994) found that older adults
were less accurate than younger adults in their identi-
fication of sad, angry, fearful, and neutral but not
happy facial expressions. A further study of 30 young
(M =29.9 years) and 30 older (M =69.2 years) indi-
viduals without a history of psychiatric or neurological
illness showed no age differences in two emotional
tasks involving the interpretation of verbal descrip-
tions of emotions (Phillips, MacPherson, & Della
Salla, 2002). However, although there were no over-
all age differences in the recognition of the facial ex-
pressions from six primary emotions (happiness, anger,
fear, disgust, sadness, and surprise), angry and sad faces
were more poorly recognized by the older sample,
and they performed more poorly on an “eyes” test that
asked participants to choose which of two words best
described a series of images depicting pairs of eyes
(Phillips, MacPherson, & Della Salla, 2002).

Allen and Brosgole’s (1993) study had young
adults (17-31 years), nondemented older adults
(75-91 years), and senile demented older adults (77-91
years) respond to drawings, vocal stimuli, and music.
Although the demented adults performed most
poorly overall, nondemented older adults also made
significantly more mistakes in response to the voice
and tonal (but not facial) stimuli (15% vs. 2% overall).
Another study of 28 young (20-39 years), middle-
aged (40-59 years), and older (60-85 years) adults
had participants rate both emotional and nonemo-
tional words from the New York Emotion Battery
(Grunwald et al., 1999). Older participants were sig-
nificantly less accurate for both emotional and non-
emotional lexical stimuli than either of the other
groups. Montepare, Koff, Zaitchik, and Albert (1999)
examined age-related differences in the ability of 41

younger (18-22 years) and 41 older adults (65-89
years) to decode emotions from body movements and
gestures. Older adults made more errors overall, but
particularly for negative emotions and predominantly
by rating emotional episodes as “neutral.” However,
as has been previously noted by Magai (2001), the ac-
tors who depicted the emotional gestures were young
adults, and other research has demonstrated that age
congruence is a likely mediator of recognition rates,
at least for faces (Malatesta et al., 1987). A further
study considered the effects of age on facial emotion
processing and brain activation patterns (Gunning-
Dixon et al., 2003). These authors showed eight old
(aged 57-79 years) and eight young (aged 19-29
years) adults happy, sad, angry, fearful, disgusted, and
neutral facial stimuli while functional MRI data were
taken. Analysis showed that visual, frontal, and limbic
regions were differentially active in younger partici-
pants, whereas parietal, temporal, and frontal regions
were more active when older participants were view-
ing the faces. This pattern of activation is consistent
with a view of life span emotion development in
which learning about emotions and emotion knowl-
edge increases across the life span.

Opverall, however, the data reviewed here suggest
that there are some slight declines in the ability to ac-
curately recognize the emotion signals of others, at
least in terms of accurately decoding negative emo-
tion signals. There is some suggestion that declines in
recognition may be unequally distributed across com-
munication modalities, with older adults performing
more poorly in facial versus postural recognition tasks
(Brosgole, Kurucz, PlaHovinsak, Sprotte, & Haveli-
wala, 1983). There may, however, be some compen-
sation if the signalers are peers (rather than of a
different age). The reasons for these declines and the
manner in which learning about emotion signals and
increasing emotion knowledge may mediate other
losses remain to be explored.

Changes in the Physiology of Emotion

Because emotion experience is linked to autonomic
activity, and most autonomic indices decline with age
(Cacioppo, Berntson, Klein, & Pochlmann, 1998),
there are some grounds to expect changes in emotion
physiology with age (Charles & Carstensen, 2004).
(There is a growing body of literature describing age
differences in physiological responses to stress. We do
not review this literature here and instead refer the



reader to recent work such as that by Uchino, Uno,
Holt-Lunstad, & Flinders, 1999.) A small body of re-
search has documented changes in the physiological
aspects of emotions with age, particularly in heart rate
(HR), although studies to date have been cohort rather
than developmental, and in any case, separating the
physiological changes associated with general aging
and medication use versus emotions per se is difficult.

In general, early studies suggested that older adults
were less reactive than younger adults at a physiologi-
cal level. In an initial pair of studies, Levenson and
colleagues made inferences about possible develop-
mental changes in emotional reactivity by comparing
a sample of younger adults from a study by Levenson,
Ekman, and Friesen (1990) to a sample of 35 older
adults (M =77 years) completing the same directed
facial action and recounted emotion experience tasks
in Levenson et al. (1991). Under experimenter guid-
ance, participants formed expressions of anger, dis-
gust, fear, happiness, sadness, and surprise and
recounted experiential episodes about these same six
affects. Although the pattern of emotion-specific car-
diac changes was similar across studies and groups,
the two samples had different mean levels of reactiv-
ity; older participants had smaller HR increases from
baseline than younger participants (sce figure 2 in
Levenson et al., 1991), although the differences were
greatest for the relived emotions task. Levenson,
Carstensen, and Gottman (1994) extended these
findings to an induction paradigm involving marital
interactions. This study of 89 middle-aged couples
and 72 older couples reported lower reactivity during
discussions of (a) events of the day, (b) a problem area
of continuing disagreement in their marriage, and (c)
a mutually agreed on pleasant topic, among the older
couples (as indexed by differences in interbeat inter-
val and ear pulse transmission time), a finding that
held even when controlling for the affective quality
(positivity-negativity) of the interaction.

More recently, Tsai et al. (2000) examined basic
emotional reactivity in younger (ages 20-34 years) and
older participants (ages 70-85 years). Again, older
adults evidenced smaller changes in their cardiovascu-
lar responding than did younger participants while
watching sad and amusing video clips, although HR
changes appear smaller in both groups than those re-
ported in earlier studies (Labouvie-Vief et al., 2003).
This study also indicates that developmental changes
in physiological reactivity may differ depending on the
particular emotion studied. In the amusing and sad
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film conditions, the HRs of younger adults increased
by about one and two beats per minute (BPM), respec-
tively, whereas those of older adults showed smaller
changes from baseline. Importantly, this study showed
no differences between the Chinese American and
European American subsamples.

Last, a recent study by Labouvie-Vief and col-
leagues (2003) replicated some aspects of the Tsai et
al. (2000) study but also suggested that age-graded
changes in physiological reactivity may be gender and
emotion dependent). In a relived experience study of
113 adults aged between 15 and 88 years, these au-
thors found that cardiac reactivity was reduced in
older adults for anger, fear, sadness, and happy experi-
ences. In addition, however, there were some signifi-
cant gender X age interactions; younger women had
much higher HR reactivity during the anger and fear
induction, and yet there were no gender differences
in the older sample. Cardiac reactivity for sadness and
happiness stories was not influenced by age.

Overall, the small body of literature on the psy-
chophysiology of emotions across the adult life span
tends to suggest diminished reactivity in response to
both experimentally controlled stimuli (e.g., film) as
well as relived emotion experience. The generally di-
minished HR reactivity among older groups has thus
far been consistent across studies for anger, fear, sad-
ness, and happiness/amusement (Labouvie-Vief et al.,
2003; Levenson et al., 1991; Tsai et al., 2000), as well
as in the single study considering disgust and surprise
(Levenson et al., 1991). These effects appear to hold
across a number of eliciting mediums, including film
(Tsai et al., 2000), the directed facial action task (Lev-
enson et al., 1991), and relived experience (Labouvie-
Vief et al., 2003). These latter authors have, however,
argued that age differences may be greater in re-
sponse to emotional memories than film. They sug-
gest that watching situations that have not been
personally experienced may not generate equivalent
affect or that internally generated memories may be
more closely related to cardiac reactivity than exter-
nally activated ones.

Changes in Emotional and
Self-Regulation

We have described the literature documenting
changes in the experience and expression of emotions
across the adult life span. Although the literature is
underdeveloped, the bulk of the available data are
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consistent with the view that adulthood and later life
may be characterized by improvements in several
areas of emotion experience. Given the role of emo-
tions as a “readout” of adaptive system status (Lazarus,
1991), however, the notion that there may be im-
provements poses an interesting paradox. On one
hand, life satisfaction, expressive capacities, and emo-
tional experience do not appear to diminish with age,
at least until the very end of life, and may even im-
prove. On the other hand, older adults have fewer
adaptive resources (Brandtstidter, Rothermund, &
Schmitz, 1997), and there is an increasingly unfavor-
able balance between gains and losses with age (P. B.
Baltes, 1987). Somatic resources and energy levels de-
cline (Leventhal et al., 1998; Panksepp & Miller,
1995) and morbidity increases (Lima & Allen, 2001),
as do the number of interpersonal losses, levels of in-
come (Gnich & Gilhooly, 2000; Michalos, Hubley,
Zumbo, & Hemingway, 2001), sleep difficulties, and
interferences with the activities of daily living (Stev-
erink, Westerhof, Bode, & Dittmann-Kohli, 2001).
One factor that may help explain this so-called para-
dox (see P. B. Baltes & M. M. Baltes, 1990) lies
in some marked developmental changes in emotion
regulation.

In general terms, the bulk of the available data has
been interpreted as demonstrating comparatively nor-
mative improvements in emotion regulatory strategies
with age. Contrary to what carlier, more negative views
of aging portrayed, these changes appear predomi-
nantly positive or at least are typified by more thought-
ful, flexible, and effective regulatory styles and skills.
The temporal time frame in which these developmen-
tal changes occur is not clear from the extant data, al-
though some data among older adults suggest that
changes may slow in old age.

A large proportion of these data are, however,
cross-sectional, and longitudinal demonstrations of
developmental improvements have yet to be pro-
vided. One study by Labouvie-Vief and colleagues re-
ported that (ages 11-18)
significantly less emotional control than both younger
(ages 19-45) and middle-aged adults (ages 46-67)
(Labouvie-Vief, Hakim-Larson, DeVoe, & Schoeber-
lien, 1989). Gross and colleagues (1997) examined
the self-reported tendency to control the inner experi-

adolescents showed

ence of five target emotions: happiness, sadness, fear,
anger, and disgust in samples of Norwegian adults
and American nuns described earlier. Older partici-
pants from the Norwegian sample reported greater
emotional control relative to younger participants for

all five emotions. There was also an interaction effect
indicating that older women reported a greater sense
of being able to control the internal experience of
anger than younger women. In terms of external con-
trol of emotions, there were no age-related differ-
ences. In the sample of nuns, aging was associated
with increased inner control of happiness, sadness,
fear, and anger.

Findings from other laboratories have also sug-
gested age-related improvements in the control of
emotion. Lawton et al. (1992) had young (18-29
years), middle-aged (30-59 years), and older (60+
years) participants complete a questionnaire that as-
sessed how they viewed their own internal and exter-
nal reactivity, emotion characteristics (including
intensity, frequency, and duration), and their percep-
tions regarding how able they were to influence their
emotions. Age was associated with perceptions of in-
creased emotional control and more stable mood.
However, as the authors noted, the differences were
not great, and there was considerable variation within
age groups. Stoner and Spencer (1987) found that
adults over the age of 60 years had lower scores than
the younger (21-38 years) participants on an anger
out subscale, whereas Butcher and colleagues (1991)
found a negative relationship between age and scores
on the anger content dimension of the MMPILII,
again implying if not directly demonstrating fewer
anger control problems with age.

A study by McConatha and Huba (1999) exam-
ined the relation between perceptions of primary con-
trol and four kinds of secondary control—defined as
emotion control strategies—in adults between 19 and
92 years old. They found an inverse relation between
age and primary control, with primary control de-
creasing and secondary control increasing with age.
As age increased, aggression control, impulsiveness
control, and inhibition control increased. At the same
time, the tendency to ruminate about emotionally up-
setting events decreased. In a study of individuals
ranging from age 10 to older than 70, older persons
showed a preference for avoiding conflict and delaying
expression (Diehl, Coyle, & Labouvie-Vief, 1996).
Moreover, older adults employed an expanded com-
bination of coping and defense strategies, indexing
greater impulse control, and showed an increased
tendency to positively appraise conflict situations. In
theory, more positive reappraisal of a situation can
help older people neutralize and/or decrease the neg-
ative experience and behavioral expression in a con-
flict situation (Gross, 2001). Other researchers have



suggested that the experience of emotions becomes a
more reflective and conscious process as people age,
with older people being more vivid in their sense of ex-
perience and having more explicit knowledge of bodily
sensations, as well as displaying flexibility and delay of
action when affected by an emotion (Labouvie-Vief,
DeVoe, & Bulka, 1989). Recently, Labouvie-Vief and
Diehl (2000) likewise found that age was positively
related to reflective cognition and crystallized intelli-
gence, although it was negatively related to fluid in-
telligence.

Consistent with certain theories of later life devel-
opment, particularly that of Carstensen and colleagues
(Carstensen, 1993, 1995; Carstensen, Isaacowitz, &
Charles, 1999; Lang & Carstensen, 2002), there is
some evidence that improvements in emotional con-
trol may specifically be aimed at maximizing emo-
tional experience and minimizing the impact of
negative emotions on key social relationships (Charles
& Carstensen, 2004). Gottman, Levenson, and col-
leagues (e.g., Carstensen et al.,, 1995; Levenson &
Gottman, 1983; Levenson et al., 1994) have pio-
neered the experimental study of emotions in marital
interaction. In their study, middle-aged (40-50 years)
and older (60-70 years) married couples were asked
to interact with one another in three 15-minute ex-
changes while video and physiological measures were
taken. Couples had a series of conversations, one
about the day’s events, one regarding a problem area
in their marriage, and one about a pleasant topic.
Data showed trends suggesting that older couples
were less likely to engage in “negative start-up” (an af-
fective sequence in which one spouse’s neutral affect
was followed by negativity in the other) and more
likely to use deescalation (when negative affect in one
spouse was followed by neutral in the other), although
these effects were only significant for some types of
marriages. The authors speculated that these couples
had learned to achieve some control over the activa-
tion of negative affect.

The foregoing studies, although cross-sectional in
nature, collectively suggest that the emotional regula-
tion capacities of individuals may improve with age in
the sense that people at later ages report being more
effective at down-regulating negative affect experi-
ence and expressions. There appears to be a general
trend in which regulatory efforts move from response-
focused regulatory efforts—regulating experience or
expression once the emotions systems are already
aroused —toward more anticipatory or antecedent
regulatory efforts aimed at regulating aversive negative
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emotions before they are aroused (see Gross, 1998).
Specifically, learning may enable older adults to seek
out the kinds of environments and persons that allow
them to avoid negative affect and conflict (Carstensen,
Fung, & Charles, 2003; Carstensen, Gross, & Fung,
1997; Charles & Carstensen, 2004; Lawton, 1989;
Lawton et al., 1992) and seck to maximize gratifying
emotional experiences more effectively (Carstensen,
1993, 1995).

This noted, however, there is also some suggestion
of a plateau, an age at which regulatory improvements
derived from a lifetime’s learning and acquired knowl-
edge and skills are offset by normative developmen-
tal losses. Most studies documenting improvements
in emotion regulatory capacities have done so by
comparing cohorts of convenience-sampled older
and younger persons, thus obscuring the timing of de-
velopmental changes and reducing generalizability.
Recent data, however, from two independent cluster-
sampling studies of older minority adults may suggest
that improvements in emotion regulation may not
continue in samples beyond the age of 60-65. A study
of 1,118 men and women between the ages of 65 and
86 years (M = 73.8 years) reported no relation between
emotion inhibition and age (Consedine, Magai, Co-
hen, & Gillespie, 2002). Although not a focus of a sec-
ond study, the data describing a sample of 1,364
women between the ages of 50 and 70 years (M = 59.3
years) reported in Consedine, Magai, and Neugut
(2004) likewise found no zero-order relation between
Mendolia’s (2002) Index of Self-Regulation—a mea-
sure of repressive coping—and age. Women in their
sixties were no more repressive than those in their
fifties. As we will discuss in more detail shortly, our
inability to determine exactly when (or even if ) emo-
tion regulatory skills are changing, improving, or
ceasing to improve stems from the absence of samples
comprising theoretically meaningful age groups, the
tendency of authors to assume linear changes in the
period between any two age samples, and a lack of di-
rect demonstrations of hypothesized improvement in
emotion regulatory skills.

Changes in Emotion-Related
Cognitive Styles

The increased salience of emotions in the latter half
of life as just described is also evident in other litera-
tures, such as that describing emotion-related cogni-
tion or problem solving and learning. Although most
cognitive functions improve during adulthood and
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begin to show declines in the late sixties/early seven-
ties (Hertzog & Schaie, 1986), and accelerating de-
clines in the late seventies (Schaie & Hertzog, 1983),
there is also some suggestion that cognitive declines
may not be equivalent across all processing domains.
In general, crystallized intelligence is better pre-
served and fluid intelligence declines become more
pronounced with age (Phillips, MacPherson, & Della
Sala, 2002). More specifically, whereas executive
tasks such as planning, inhibition, and abstraction of
logical rules (Andres & Van der Linden, 2000;
Gilhooly, Phillips, Wynn, Logie, & Della Sala, 1999),
task switching (Kray & Lindenberger, 2000), digit re-
call (West & Crook, 1990), and word fluency
(Phillips, 1999) have all been shown to be poorer in
older adults, the processing strategies they employ
also seem particularly permeable to affect. Attention
has focused on the roles played by the hippocampus
(e.g., Barnes, Suster, Shen, & McNaughton, 1997;
Ekstrom, Meltzer, McNaughton, & Barnes, 2001;
Mizumori, Bames, & McNaughton, 1992; Rosen-
zweig, Redish, McNaughton, & Barnes, 2003) and
frontal lobes (Phillips & Della Sala, 1998; Phillips,
MacPherson, & Della Sala, 2002; Phillips, Smith, &
Gilhooly, 2002). This research suggests that functions
associated with dorsolateral regions (executive func-
tioning and working memory) are most impaired with
age, whereas orbitoventral functions (processing of
emotions and regulation of social behavior) are differ-
entially preserved. A recent study of reasoning biases
among 172 young (M =215 years), middle-aged
(M =47.5 years), and older (M =69.7 years) adults,
for example, found that biases increased with age,
perhaps because of selective attention or memory in-
terference issues or through motivated cognitive con-
servatism (Klaczynski & Robinson, 2000).
Brandtstiddter and Baltes-Gotz (1990) have docu-
mented age-related differences in flexible goal adjust-
ment (FGA) and tenacious goal pursuit (TGP)
among a sample of 1,228 German adults. Their data
show FGA being systematically greater among older
cohorts and TGP being systematically lower. The au-
thors interpret this as a compensatory shift from as-
similative  (trying to change goal-incongruent
situations directly) to accommodative styles of coping
(Brandtstidter & Renner, 1990) in which the individ-
ual changes the criteria for personal goals or other-
wise alters the way situations are viewed. In contrast
to a large body of theory suggesting that adjusting in-
ternal preferences to situational constraints is a risk

factor for depression, these authors argue that the in-
ability to disengage may be maladaptive in later life,
indirectly suggesting that learning to let go may be an
important developmental milestone. Later research
by this team suggests that a balancing act between as-
similative and accommodative processes may help ag-
ing individuals adapt to developmental gains and
losses across the life span (Brandtstidter et al., 1997).

Age differences in problem solving are again most
evident in interpersonal situations (Blanchard-Fields,
Jahnke, & Camp, 1995), which are inherently emo-
tional (Charles & Carstensen, 2004). Blanchard-
Fields and Camp (1990) found that problems of low
emotional salience (e.g., consumer matters) elicited
comparable problem-solving styles across age groups.
However, in domains that were highly emotionally
salient (e.g., conflicts with family), older adults
showed greater sensitivity regarding knowing when to
avoid a situation. Younger adults were problem-
focused irrespective of domain. This developmental
difference in problem-solving orientation is similar to
that found by Folkman, Lazarus, Pimley, and No-
vacek (1987), indicating that older adults were more
likely to endorse emotion-focused strategies than
younger adults, who adopted more problem-focused
strategies. These data may suggest a developmental
process in which adults progressively learn which pat-
terns of problem solving are most useful in which
types of situations.

There is also some suggestion that emotional
states may differentially affect the cognitive pro-
cessing of persons of different ages. In one recent
study, Knight, Maines, and Robinson (2002) ran-
domly assigned 119 younger (M,,.,=20.3 and 21.4
years) and 88 older adults (M,,.,=76.9 and 76.5
years) to sad or neutral mood inductions. Both
groups had enhanced recall of sad words on measures
of word list recall and autobiographical memory;
however, older adults displayed an additional mood
congruence effect on a lexical ambiguity task and re-
called fewer positive words in the word list task. The
pattern of these findings suggests that the cognitive
processing of older adults may be particularly sensi-
tive to the impact of affective states or that they may
become less flexible in some respects. The sensitivity
interpretation is strengthened by the finding reported
in Phillips et al. (2002). In the latter study, 48 young
(M =23 years) and 48 older (M = 67 years) adults went
through either a positive, negative, or neutral mood in-
duction with film and music before completing the



Tower of London puzzle task. There was a significant
interaction between age and mood such that older
adults made a significantly greater number of excess
moves in the negative mood condition, whereas
younger adults did not; both positive and negative
mood increased the number of moves for older but
not younger adults.

There are also age differences in memory for emo-
tional versus nonemotional materials. A study of inci-
dental memory for narratives containing equivalent
levels of emotional and neutral information among
83 young, middle-aged, older, and elderly adults by
Carstensen and Charles (1994) found that the mean
proportion of emotional propositions recalled in-
creased linearly with age (see also Gould & Dixon,
1993; Schulkind, Hennis, & Rubin, 1999). Blanchard-
Fields et al. (1995) found that older adults (65-75
years) were more likely to use an avoidant/denial
problem-solving strategy than younger age groups,
but only at low and medium levels of emotional
salience. They were also more likely to use passive/de-
pendent strategies when problem situations were high
in emotion salience. Thompson, Aidinejad, and
Ponte (2001) presented 30 young (19-26 years) and
30 older (60-90 years) adults with videotaped scenes
that depicted emotionally laden events in which ver-
bal and nonverbal affective cues conflicted. A later
memory task revealed a greater tendency among
older adults to reconstruct verbal information to
match nonverbally conveyed affective meaning. In
one conceptually interesting study, Carstensen and
Fredrickson (1998) compared older individuals with
young gay men affected by HIV (subjects ranged
from 18 to 88 years old). As with other research, the
results indicated that affect become increasingly
important in the mental representations that older in-
dividuals held of their social partners.

In addition, however, there is an emerging pic-
ture that suggests that the age-related increase in
memory for emotional material may be placed pre-
dominantly on positive affect (Charles & Carstensen,
2004). In an unpublished study in which younger,
middle-aged, and older participants were presented
with positive, neutral, and negative images before re-
calling them, Charles, Mather, and Carstensen
(2003) found an age-based decline in the overall
number correctly recalled. However, age differences
were greatest among the negative emotions; there
was an interaction such that older adults were differ-
entially less likely to remember negative images.
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Similarly, Mather and Johnson (2000) found that
older adults were likely to exhibit more choice-
supportive memory, in that they attributed more pos-
itive and fewer negative features to options they had
previously chosen. Mather and Carstensen (in press)
found that older adults showed attentional biases in
favor of positive rather than sad or angry faces. Ac-
cording to Charles et al. (2003), positive memory
biases in aging are driven by a need to maximize
emotional experience, specifically by reducing regret
and increasing satisfaction with decisions (see also
Levine & Bluck, 1997). More fully, it seems likely
that older adults have acquired a complex array of
self-regulatory skills that enable them to differentially
orient to, encode, process, and recall themselves, sit-
uations, and others. Discussing the purpose of this al-
tered orientation is one of the primary aims of the
following section.

EMPIRICAL SUMMARY

Although early views of later life emotion had por-
trayed it as being dampened and negative, recent em-
pirical data indicate a more complex and differentiated
view. The field of adult emotion development is,
however, little more than two decades old. There are
comparatively few studies of adult emotional develop-
ment, and conflicting data abound. Nonetheless,
available data appear to be converging in some in-
stances, enabling us to make several general state-
ments about adult emotional development.

First, in terms of overall emotional valence, the
available data indicate few substantial changes in
global positivity-negativity, although experiences of
positive affect, happiness, and contentment may in-
crease somewhat during the adult years (tapering off
around 70-80 years of age). Conversely, negative
emotion experiences appear to decrease slightly
across adulthood until around age 60, although they
may increase again after the age of 85. To an extent
this pattern is also reflected in data from the few stud-
ies that have examined developmental patterns of dis-
crete emotions; anger and perhaps fear appear to
occur less frequently with age.

Second, and perhaps more important, the fledgling
body of literature on emotions in adulthood suggests
that adult emotion becomes progressively more com-
plex, conscious, and reflective, at least until late middle
age. Compared to younger cohorts, middle-aged adults
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are better able to experience multiple and (potentially)
conflicting emotions at the same time, experience
their emotions more vividly, and seem to have ac-
quired a better understanding of how emotions, per-
sons, and situations relate. Perhaps as a consequence of
this learning, coping styles and mechanisms for coping
with emotionally conflicted situations appear to be-
come more mature and differentiated and less reactive
or impulsive with greater age. Perhaps because of this
developmentally acquired ability to tolerate and reflect
on conflicted emotions, however, later life adults are
also less likely to ruminate.

Third, the ability to regulate the experiential, ex-
pressive, and physiological components of emotion
appears to improve across the adult life span, as does
the ability to delay goal pursuit and self-gratification.
Mood becomes more stable, and later life adults re-
port superior emotional control and impulse control.
In general, learning experiences across the life course
sees the development of a more sophisticated, reflec-
tive, and flexible emotion regulatory repertoire. Al-
though there have been few direct demonstrations of
superior regulatory ability once persons of different
ages are emotionally aroused, older adults appear to
use their learning and emotional knowledge to regu-
late emotions more effectively, particularly in antici-
pation. Experience appears to enable older adults to
more successfully seek out the types of people and sit-
uations that enable them to maximize positive emo-
tional experiences, minimize negative emotional
experience, and avoid conflict. However, even when
emotional, later life adults are less physiologically re-
active when emotional, and they will avoid conflict
and delay emotion expression in situations where ex-
pression might lead disagreements to escalate. They
show an increased ability to disengage from goals
when situational contingencies are not favorable to
their pursuit.

Considered together, these differences appear re-
lated to an overall pattern of changes across multiple
domains of functioning in which emotions become
more salient in later life. Memory for emotional ma-
terial improves with age, and preferential attention is
paid to emotional (versus nonemotional) stimuli.
Problem-solving styles in the context of emotionally
salient situations change across the adult life span
such that greater attention is given to emotional cues
and more sensitivity to the appropriateness of problem-
versus emotion-focused coping is evident. The cog-
nitive processing of older adults is more strongly

influenced by mood inductions, although it remains
unclear whether the consequences of this salience are
predominantly positive or negative.

CRITIQUE AND FUTURE DIRECTIONS

To this point, we have reviewed the literature regard-
ing adult emotion development. In the final section,
we draw some strands together, identify weaknesses
and issues in this literature, and offer some interpreta-
tions and directions for future research. We do not at-
tempt to address all the issues that arise in considering
a research body of this immaturity. Instead we focus
our review on the questions we believe are most press-
ing as well as those for which consideration is most
likely to provide impetus and direction to the field.
We begin by identifying some of the assumptions that
are implicit in the literature to date before consider-
ing some of the methodological issues in the extant
research. We then turn to a consideration of the big
“why” question of adult emotion development—a
consideration of why emotions change the ways they
do. In this process, we briefly introduce some of the
major theoretical frameworks that have attempted to
explain some or part of the adult emotion develop-
ment literature, identify some of the underlying as-
sumptions, and consider their success in explaining
patterns of stability and change.

Untested Assumptions and Issues

As with most research, there are a number of assump-
tions within the literature bearing on adult emotional
development. In early studies, assumptions led re-
searchers to search for evidence of a downward trajec-
tory (sece Charles & Carstensen, 2004) in adult
development (e.g., Banham, 1951; Buhler, 1935;
Frenkel-Brunswik, 1968; Jung, 1933). As is evident in
the review, however, this assumption was poorly
tested and has subsequently been clearly debunked.
Emotion and emotional regulation are now widely
viewed as domains in which improvements can be ex-
pected across the adult life span (e.g., Carstensen
et al., 2003; Magai, 2001). Ironically, however, there
is a sense that current research is no less based on
untested assumptions than prior views.

One major assumption underlying contemporary
adult emotions research is that changes in emotion
experience and emotion regulation originate in a set



of learned skills that are acquired across the life span
(e.g., Carstensen, 1993, 1995; Carstensen et al., 1995,
1999; Gross et al., 1997; Labouvie-Vief, Hakim-Larson,
et al., 1989; Labouvie-Vief et al., 2003; Lang &
Carstensen, 2002; Levenson et al., 1994). However, a
close examination of the empirical literature that is
taken as supportive of this view shows that there have
been few direct tests of the notion that emotion regu-
latory skills improve, although other forms of learning
may nonetheless be occurring. Most research finds that
older adults reported better control of negative affect
(e.g., Gross et al., 1997; Lawton et al., 1992), and re-
searchers tend to infer improved regulatory skills based
on self-reports of more positive emotional experience
(e.g., Carstensen et al., 2003). Even the experience
sampling study of Carstensen et al. (2000), arguably
the single best study of later life emotion experiences,
nonetheless relies exclusively on self-reported measures
of experience to make inferences about regulation.
Notwithstanding potential cohort or developmen-
tal differences in emotion reporting (Gibson, 1997),
an issue we consider in greater detail shortly, the stark
fact is that there have been no direct tests of the
assumption that older adults are better regulators.
Certainly, later life adults appear to have learned a
greater deal about emotions, themselves, and the rela-
tion between situations and emotions (Labouvie-Vief,
Hakim-Larson, et al., 1989; Labouvie-Vief, Chiodo,
et al., 1995; Labouvie-Vief, Diehl, et al., 1995), and
tend to regulate more proactively than younger adults
(see Gross et al., 1997); certainly, they feel that they
do. However, the extent to which they are actually
better regulators, particularly once they are emotion-
ally aroused, remains to be seen. A part of this prob-
lem lies in the absence of definitions for emotion
regulation or for what constitutes “better” regulation.
Charles et al. (2003) define emotion regulation as
“the maintenance of positive affect and the decrease
of negative affect” (p. 310), implying that the maxi-
mization of positive experience—hedonism—is the
aim of regulation. Notwithstanding the difficulty in
reconciling this approach with the generally func-
tionalist orientation of emotions research, there are
several other aspects of emotion that can be regu-
lated (e.g., expression, physiology), and these aspects
can be regulated at multiple points in the emotion
generation process and in a number of ways. That
emotion experience appears to become more posi-
tive across the life span is important, but this phe-
nomenon should not be uncritically accepted as the
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ultimate aim of emotional regulatory developments
or emotional learning.

Life span research on emotion regulation has al-
most exclusively focused on the down-regulation of
emotion expression and the anticipatory down-
regulation of negative emotion experience. However,
as has been suggested by Gross and others (Barrett &
Gross, 2001; Bonanno, 2001; Consedine, Magai, &
Bonanno, 2002; Gross, 1998, 2001; Gross & John,
2003; Westphal & Bonanno, 2004), emotions can be
regulated in a variety of ways. Both experiences and
expressions can be both up- and down-regulated (ex-
perience or expression heightened versus being sup-
pressed) and, indeed, faked (Consedine, Magai, &
Bonanno, 2002). If, as seems to be implied, emotion
regulation is a set of learned skills that are linked to
improvements in emotion experience, this assertion
should be directly tested. Individuals from different
age groups should participate in both up- and down-
regulatory expressive tasks under carefully controlled
experimental conditions that systematically vary im-
portant parameters, such as the nature of the elicitor,
the presence of social others, the component to be
regulated (e.g., experience vs. expression), and the
type of regulation required (up versus down). In this
way, the “success” of regulation can be objectively de-
termined and skill can thus be measured indepen-
dently of developmentally acquired changes in
emotion understanding or knowledge.

A second issue evident in the literature to date in-
volves the perennial developmental issue of cohort
(generational) versus developmental explanations for
age-related changes in emotions and emotion regula-
tion. Although most researchers are certainly aware of
this issue, this awareness has not yet extended to an
implementation of the appropriate longitudinal de-
signs (although see Charles et al., 2001; Costa et al.,
1987; Ferring & Fillip, 1995), or a consideration of
how adults of different ages and cohorts report emo-
tions. The distinction between these two explanations
must be kept firmly in mind. Magai et al. (2001) have
previously suggested that child-rearing techniques
during the era of Watsonian behaviorism —primarily
the withholding of affection—in the 1920s may help
explain why 50% to 80% of contemporary cohorts of
older adults are categorized as dismissively attached
(Consedine & Magai, 2003; Magai et al., 2001; Web-
ster, 1997). Because dismissive individuals derive from
environments that did not typically encourage emo-
tional expression, they abhor interpersonal weakness
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and tend to regulate emotional experiences by rout-
ing negative emotions, particularly those connoting
interpersonal weakness, from awareness (Consedine
& Magai, 2003). This regulatory pattern means that
the process of ascribing group-based differences to life
span developmental processes rather than genera-
tional effects must be cautiously undertaken.

The life span developmental emotions literature
suggests an ongoing problem with the operationaliza-
tion, demarcation, and consideration of the age vari-
able itself. The labels “younger” and “older” as we
typically employ them now were derived historically
because of their links with sociologically normative
changes in general life functioning (e.g., empty nest
syndrome, retirement). They have little to do with
emotions per se. There are, furthermore, several rea-
sons to suggest that such labeling conventions may be
inadequate. First and most obviously, the conven-
tional societal roles of individuals from different ages
change across cohorts; individuals may no longer oc-
cupy the roles their parents did at the same age. Sec-
ond, age-naming conventions are used haphazardly,
with the phrase “older adult,” for example, used to
denote an individual who may be of any age from the
late ffties onward. More typically, in fact, we are
referring to the average age of a group of individuals,
which in some cases will mean that there are persons
either younger or older than this already broad range
contained within our samples. More important,
whereas the labels “young,” “middle-aged,” and
“older” have some heuristic value, they are atheoreti-
cal inasmuch as there is little reason to suspect that
such demarcations will correspond to a theoretically
interpretable pattern of change in affects.

Explanations for Developmental Changes
in Emotion and Emotional Regulation

As we have noted, theory regarding the ultimate
causes of adult emotional development—the reasons
why we are capable of changing so much—is still
lacking. For the most part, researchers have explained
changes at least implicitly through reference to learn-
ing processes and developmentally acquired knowl-
edge about emotions and social interactions as well as
improved regulatory skills. As Barefoot, Beckham,
Haney, Siegler, and Lipkus (1993) have noted, there
is little information available to identify a likely set of
mechanisms to explain age differences (see also
Carstensen et al., 1995). In their opinion, the com-

plexity of age trends make it “unlikely that any one
theoretical mechanism can provide an adequate ex-
planation” (Barefoot et al., 1993, p. 8). Next, we offer
a more thorough consideration of this issue, review
previous attempts, and outline a theoretical and em-
pirical agenda for research development.

Other than a reduction in anger, reduced global
negative affect with age is probably the most robust
finding in the adult emotions literature (Magai, 2001).
As noted, few researchers have seriously approached
the issue of why emotions change in the patterns that
they do and few explications of plausible mechanisms
are available. Carstensen and colleagues (e.g.,
Carstensen, 1993, 1995; see Carstensen et al., 2003;
Charles & Carstensen, 2004, for recent reviews), have
suggested that changes in emotions across the adult
life span are predominantly driven by changes in the
motivations regarding information seeking and affec-
tive maximization that vary across the life span. Ac-
cording to Carstensen (1992), there are three primary
social motives: emotion regulation, development and
maintenance of self-concept, and information seek-
ing. The relative importance of these motives shifts in
middle and later years, with information seeking be-
coming less important and emotional goals, particu-
larly that of affective satisfaction, becoming more
central. The studies of these researchers suggests that
because “time is running out,” people in the latter
half of life begin to focus on the present rather than
the future (Charles & Carstensen, 2004), with a con-
sequence that the maximization of rewarding emotion
experience becomes more important.

This view is consistent with the fact that although
anger may be adaptive when expressed appropriately
(Consedine & Magai, 2003), it is also an emotion that
can have negative personal and social consequences.
Expressions of strong negative affects, particularly
anger, can be unpleasant and frightening for both the
self and for social partners (Kennedy-Moore & Wat-
son, 1999; Levenson & Gottman, 1983; Tavris, 1984,
1989) and may threaten interpersonal relationships or
undo social supports (Cole & Zahn-Waxler, 1992;
Keltner, Ellsworth, & Edwards, 1993). Although
socioemotional selectivity theory has experienced
considerable success in identifying the proximate psy-
chological changes underlying changes in emotion-
related motivation and has done a great deal to
explain changes in social network composition and
preferences with age (Carstensen & Charles, 1998;
Fredrickson & Carstensen, 1990), it has not yet



provided clear explanations for why emotions change
as they do.

A second possibility regarding declines in anger
and in the negative affects with age involves a consid-
eration of the issues surrounding cohort versus devel-
opmental change. The body of literature on adult
development and aging is heavily based on cross-
sectional data with a consequence that researchers
cannot be sure whether age-related effects are caused
by cohort differences in either the reporting of emo-
tions (Raskin, 1979) or the experience of affect per se
(Magai, 2001). There are few studies that have em-
ployed the designs required to directly examine age
differences in reporting, although a closer reading of
the literature provides some preliminary indications
of likely reporting issues.

Gibson (1997) administered the state version of
the Profile of Mood States (POMS) mood scale to 247
community-dwelling Australian adults ranging in age
from 60-98. Older subjects exhibited lower scores on
most dimensions of negative mood, including depres-
sion, anxiety, anger, fatigue, and vigor. Unlike most
studies, however, Gibson’s (1997) study also included
a measure of social desirability. The study found that
scores on the lie scale of the Eysenck Personality
Questionnaire, a measure of the tendency to portray
the self in a good light by endorsing only socially de-
sirable items, were positively related to age (see also
Malatesta-Magai et al., 1992) and negatively related
to self-reported levels of anxiety, depression, and anger.
When lie scale scores were used as covariates in par-
tial correlations, age was no longer associated with
mood, the one exception being self-reported levels of
anger, which retained a negative association with age.
Evidence suggests that the reconstructive processes
used to estimate affect may be positively biased in
older adults (Levine & Bluck, 1997; Mather & John-
son, 2000), particularly across longer time frames
(Almeida, 1998, cited in Charles & Carstensen, 2004).
Some have suggested that older adults may prefer to
report feeling stressed rather than angry or sad (Conse-
dine, Magai, et al., 2002). Empirically, these consider-
ations suggest that measures of current affect should be
emphasized, preferably in conjunction with measures
enabling estimation of validity and/or bias.

Attachment patterns in later life are also sugges-
tive of likely bias in affect reporting. Compared to
younger samples, evidence shows that older adults are
more likely to be dismissively attached (Klohnen &
Bera, 1998; Magai, Hunziker, Mesias, & Culver,
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2000; Magai etal., 2001; Mickelson et al., 1997; Web-
ster, 1997), although again it remains unclear whether
the increasing prevalence of dismissive attachment
represents a cohort or developmental effect. Dismis-
sively attached persons devalue interpersonal rela-
tionships and place a premium on self-reliance. This
style of relating to others has been associated with an
emotion regulatory style characterized by affect mini-
mization (Cassidy, 1994) and the tendency to route
negative emotion away from consciousness (Cassidy,
1994; Hazan & Shaver, 1987; Magai et al., 2000;
Mikulincer, 1998). Among younger adults, for exam-
ple, dismissing/avoidant attachment has been associ-
ated with low levels of anxiety (Bartholomew &
Horowitz, 1991) but with a greater fear of death at a
nonconscious versus conscious level (Mikulincer,
Florian, & Tolmacz, 1990). Although this explanatory
possibility likewise requires longitudinal research, it is
possible that some of the changes in baseline negative
affect may be explained by cohort or developmental
differences in attachment and its associated regula-
tory and reporting styles.

Third, it may be that selective mortality or sur-
vivorship effects are responsible (Consedine & Ma-
gai, 2002). Persons with greater trait anger, for
example—a personality configuration that is associ-
ated with higher morbidity and mortality—may be
differentially removed from successive cohorts at ear-
lier ages, leaving behind groups of individuals who
are systematically lower in anger. Of all the discrete
emotions, anger is the affect that has been most con-
sistently associated with health impairment, notably
cardiovascular  disease (Barefoot, Dahlstrom, &
Williams, 1983; Friedman & Booth-Kewley, 1987,
Magai, Kerns, Gillespie, & Huang, 2003; Malatesta-
Magai et al., 1992; Smith, 1992). Although there re-
mains some debate about the exact relations between
affect and morbidity, and it is possible that morbidity
causes affect (Leventhal & Patrick-Miller, 2000), or
that emotions indicate vulnerability, rather than di-
rectly causing ill health (Cohen et al., 1995; Leven-
thal et. al., 1998; Mayne, 1999, 2001), the balance of
evidence favors a causal view (Consedine, Magai, Co-
hen, et al., 2002; Smith, 1992).

Finally, it may be that emotions change develop-
mentally in comparatively normative ways across the
life span because these changes are, in totality, adap-
tive and because they promote the inclusive fitness
of aging individuals. A recent life span theory of
emotions, developmental functionalism (Consedine,
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Magai, & Bonanno, 2002; Consedine & Magai, 2003;
Consedine, Magai, & King, 2004; Consedine, Strong-
man, & Magai, 2003), suggests that changes in emo-
tion are determined by three interwoven phenomena:
developmental changes in the primary challenges or
tasks facing the organism, the changing functions of
emotions, and the changing capacities of the organ-
ism. Each component is addressed more fully in the
following.

Developmentally, the challenges and opportuni-
ties that confront individuals vary across the life span.
The human newborn is virtually helpless (Eibl-
Eibesfeldt, 1989), and its most pressing adaptive chal-
lenge is to interact with its physical and social
environments such that adults will provide them with
protection, care, and sustenance (Bowlby, 1969; Ma-
gai & McFadden, 1995; Malatesta, Culver, Tesman,
& Shepard, 1989). Remnants of such challenges may
remain into young adulthood. Yet among other tasks,
young adults are newly confronted with the chal-
lenges of attracting, selecting, and securing a mate,
reproducing, and successfully raising resultant off-
spring. In turn, these tasks are less relevant to older
adults who have typically raised their first-generation
progeny and who must instead adapt to declining
physical/somatic (Leventhal et al., 1998; Panksepp &
Miller, 1995), social, and mental resources (e.g., P. B.
Baltes, 1987, 1997; Brandtstidter et al., 1997), as well
as to increased dependency (M. M. Baltes, 1996)
and new roles in the intergenerational transmission
of knowledge and resources and second-generation
kin care.

Consistent with evolutionary theory (e.g., Dennett,
1995; Keltner & Gross, 1999; Knight, 1994; Tooby &
Cosmides, 1990), the developmental-functionalist ap-
proach argues that the functions of emotions (techni-
cally, the reasons they were selected in evolutionary
time) are necessarily determined in relation to recur-
rent fitness challenges and opportunities (Ekman,
1992, 1994, 1999; Johnson-Laird & Oatley, 1992;
Lazarus, 1991; Nesse, 1990; Smith & Lazarus, 1993;
Tooby & Cosmides, 1990). As such, complex adaptive
phenomena such as the emotions likely have multiple
functions (Averill, 1994; Keltner & Gross, 1999), per-
haps at the level of the different components (Conse-
dine, Magai, & Bonanno, 2002). Sadness, an emotion
that evolutionary processes have designed to facili-
tate adaptation to the challenge of loss, for example,
functions at multiple levels. It generates expressive
signals that increase social support (Averill, 1968;

Bowlby, 1969; Izard, 1971, 1993; Lazarus, 1991; Stein
& Levine, 1990; Stearns, 1993), induces amotiva-
tional states (Brehm, 1999; Brehm, Brummett, &
Harvey, 1999) and thus reduces energy output (Clark
& Watson, 1994; Hofer, 1994). Sadness prevents con-
tinued investment in the lost object and creates a cog-
nitive state that leads to “dwelling” on the lost object,
as in bereavement. Functionally, this allows the organ-
ism time to rearrange goal hierarchies and priorities
(Johnson-Laird & Oatley, 1992) and construct plans
(Stein & Levine, 1990) to deal with the loss. Most im-
portant, however, these complex functions are only
meaningful when interpreted in the context of (a) the
overarching challenges with which the organism is
coping, and (b) the capacities that it currently pos-
sesses. Eimpirical work describing developmental dif-
ferences in the social and nonsocial elicitors of discrete
emotions is sorely needed, for researchers have yet to
begin describing what it is that individuals of different
ages become emotional about.

Finally, developmental-functionalism suggests that
changes in the emotions across the adult life span are
intimately related to the changing (or unchanging)
physiological, social, cognitive, and behavioral capa-
bilities of the organism. In terms of changing capaci-
ties, for example, most emotions theorists acknowledge
the importance of physiological change to the func-
tions of emotions, with some (e.g., Levenson, 1994,
1999) suggesting that a core function of the emotions
is to create a physiological milieu that supports the
necessary adaptive action. However, the magnitude of
autonomic nervous system (ANS) activity declines in
later life (Labouvie-Vief et al., 2003; Levenson et al.,
1991; Tsai et al., 2000; see also P. B. Baltes, 1997;
Levenson et al., 1994) perhaps because the somatic
systems of older adults do not tolerate ANS deviations
as readily (Davidson, 1993; Panksepp & Miller, 1995)
or because energy levels (P. B. Baltes, 1997; Leven-
thal et al., 1998) and the system’s ability to effectively
regulate its use decline with age (Panksepp & Miller,
1995). Consistent with this view, Levenson et al.
(1991) suggest that the lower somatic activity associ-
ated with fear in older adults may result from a
change in the behavioral and physiological programs
associated with fear, with flight being primary in
youth, and freezing becoming more prominent in
older subjects. Put simply, running from a threat is
less likely to be successful for an older adult because
of declining physical capacities. Affects tend to mani-
fest their most important functions in the aspects of



the organism’s functioning that are developmentally
available and appropriate; whether such differences
arise through evolutionary processes or are learned re-
mains unclear at this time.

On the other hand, developmental-functionalism
also accepts that there are constraints on the ability of
the emotions and regulatory systems to operate in the
way that is most immediately useful. Evolutionarily,
selective pressure is greatest where fitness costs and
benefits are strongest. Developmentally, such periods
are found more often in ecarly than late life for the
simple reason that if the organism does not survive
carly stages of development, selective pressures in fa-
vor of patterns and mechanisms that might be adap-
tive in later phases are redundant (Dennett, 1995).
Practically, this may mean that patterns of emotion
and emotion regulation are acquired in early develop-
ment because they facilitate adaptation to early envi-
ronments. These patterns are then carried forward to
later stages of life irrespective of their utility in those
later stages.

Applying these tenets to the developmental
changes in emotion and emotional regulation creates
some interesting explanatory possibilities. For example,
with age it may be that the need to more effectively
regulate declines in the somatic system is partially re-
sponsible for differential reductions in the frequency
(Gross et al., 1997; Lawton et al., 1993; Schieman,
1999; Stoner & Spencer, 1987) and duration (Birditt &
Fingerman, 2003) of anger, but not the frequency of
sadness (Birditt & Fingerman, 2003) or the increase in
positive affect (Lawton et al., 1993; Mroczek & Kolarz,
1998). As Consedine, Magai, and Bonanno (2002)
have recently suggested, it may be that the reduced ex-
pression of negative affect in later life is adaptive in
that it may minimize the demands on declining so-
matic systems (Leventhal et. al., 1998; Mayne, 1999).
In addition to preventing further damage to shrinking
social networks (see Carstensen, 1993, 1995), im-
proved regulatory skills may assist later life adults to
prevent further damage to bodily systems. Most adapta-
tions have both costs and benefits to the organism, and
a complex interplay of selective pressures that are
presumed to vary developmentally will determine, on
balance, whether and how different emotions are
fitness-enhancing to organisms of different ages.

In a study of positive affect in later life, Conse-
dine, Magai, and King (2004) have argued that learn-
ing to regulate emotions more effectively across the
life span enables older adults to adopt a more
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positively valenced emotional life in the face of
illness and loss. Operating within a developmental-
functionalist framework, these authors suggest that
maximizing positive experiences may enable older
adults to directly protect their somatic systems from
aging. Increasing happiness/joy—a tension-reducing,
calming emotion—may become increasingly impor-
tant to older adults, perhaps because it acts as an anti-
dote to stress, perhaps serving a physiological “undoing”
effect (Fredrickson & Levenson, 1998; Fredrickson,
Mancuso, Branigan, & Tugade, 2000; Levenson &
Fredrickson, 1998).

Consistent with a large body of social-cognitive re-
search, developmental functionalism also outlines a
mediated cognitive pathway linking positive affect to
health. It suggests that learning to maximize positive
experiences may serve to offset developmentally
graded losses in cognitive and physical performance.
Across the past two decades, Isen’s research into posi-
tive affect has documented changes and improve-
ments in many aspects of cognition under the
influence of positive affect (Ashby, Isen, & Turken,
1999; Isen, 2002; Isen, Daubman, & Nowicki, 1987;
Isen, Nygren, & Ashby, 1988). The totality of this re-
search suggests that positive affect facilitates careful,
effective, and thorough problem solving, increases
creativity (Isen et al., 1987); enhances the individual’s
ability to simultaneously take multiple factors into ac-
count and deal realistically with situational chal-
lenges (Isen, 2002); improves verbal fluency (Hirt,
Melton, McDonald, & Harackiewicz, 1996), in-
creases mental flexibility or openness (Estrada, Isen,
& Young, 1997); and improves the individual’s ability
to adopt problem-solving approaches that benefit
multiple parties (Carnevale & Isen, 1986). These data
are consistent with Fredrickson’s (1998) recent func-
tionalist model of positive emotions in which one pri-
mary purpose of the positive affects is to broaden the
scope and capabilities of cognition.

As such, the effects of positive emotions on cogni-
tion may have clear benefits for aging individuals who
are confronted with social, economic, physical, and
psychological problems as they age (M. M. Baltes,
1996; M. M. Baltes & Carstensen, 1996; P. B. Baltes,
1987, 1997; P. B. Baltes & M. M. Baltes, 1990). It
is generally assumed that people become cognitively
less flexible as they age (Ashby et al., 1999), a supposi-
tion supported for executive tasks such as planning,
inhibiting, and abstracting logical rules (Andres &
Van der Linden, 2000; Gilhooly et al., 1999; Kray &
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Lindenberger, 2000), digit recall (West & Crook,
1990), and word fluency (Phillips, 1999). Given this
scenario, it may be that one distal reason for age-
related emotional and emotion regulatory changes
resides in neurocognitive changes. Neurocognitive
changes may be implicated in the increasingly posi-
tive affect one sees with linear aging. Happy moods
may improve problem solving in the face of the chal-
lenges and losses that occur in later life, enabling
older adults to learn more rapidly how to accommo-
date them. In addition, such moods may increase
dopaminergic transmission to the frontal lobes (Ashby
etal., 1999), a trend that may offset normative frontal
lobe declines in cognition. Such offsetting might en-
able older adults to maintain critical higher order
functioning and cognitive creativity in problem solv-
ing, even in the face of cognitive decline.

CONCLUDING REMARKS

Following many years in the intellectual wilderness,
the study of adult emotional development is emerg-
ing as a major research agenda within the social and
psychological sciences. Although it is still young as a
field, some impressive gains have been made across
the past two decades. The view that emotion func-
tioning declines along with higher order cognitive, so-
cial, and bodily systems has been substantially
refuted. Researchers are moving toward a less pes-
simistic view of the emotions in the context of the ag-
ing process. Neither middle age nor later life are
periods of inevitable emotional decline; if anything,
there appear as many improvements as losses across
the adult life span. Although there are conflicting
findings and complexities, our reading of the litera-
ture suggests that there are improvements in the over-
all valence of emotional experience, in the ability to
regulate emotions, and in the ability to comprehend
and reflect on one’s own experience.

The challenges for the field, however, remain nu-
merous. Empirically, future research must gather data
regarding theoretically meaningful age groups, must
continue to tease apart the issues of cohort versus de-
velopmental change (through the use of appropriate
longitudinal and cross-sequential designs), and must
usher the social gerontology of emotions into the labo-
ratory. Studies that directly test the assertions of cur-
rent theory are a prerequisite to the development of
the field. Theoretically, life span researchers must

continue to engage with established models of emo-
tion and emotional regulation as they seek to consider
the impact of developmental changes in emotions on
experience, cognition, physiology, social relations,
health, and behavior. As a field, we must look to de-
velop theoretical frameworks that explain why emo-
tions and emotion regulation change across the adult
life span the ways they do, for this remains the most
important and most poorly understood question of all.
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Chapter 7

Motivation and Interpersonal
Regulation Across Adulthood:
Managing the Challenges and

Constraints of Social Contexts

Frieder R. Lang and Jutta Heckhausen

If we want everything to remain as it is,

it will be necessary for everything to change.
— Giovanni Tomasi di Lampedusa (1960/1990)

[t’s never too late.
— Vaupel, Carey, and Christensen (2003)

A central theoretical proposition of life span develop-
mental psychology states that individuals are active in
shaping their own development. From birth until late
in life, individuals select, manipulate, and mold their
immediate environments in accordance with age-
specific needs and tasks (M. Baltes & Carstensen,
1996; Brandtstidter, 1989; Lerner & Busch-Rossnagel,
1981). Over the past decades, this perspective on indi-
viduals as developmental agents in their own matter
has dominated theory and research on adult develop-
ment and learning, for example, with respect to
mechanisms of self-regulation (Brandtstidter, 1989,
2001; see also Cervone, Artistico, & Berry, chapter 8,
this volume) or with respect to mechanisms of shaping
the social environment (Lang, 2001, 2004b; Wahl &
Kruse, 2003). The idea of individuals as develop-
mental agents is challenging in several ways. For ex-
ample, an individual’s capacity to produce desirable
developmental outcomes is limited. Developmental
regulation occurs within the narrow boundaries of

elasticity and controllability of the developmental
context. A consequence is that over the life course, in-
dividuals acquire a broad knowledge and deep under-
standing of the biological and societal constraints that
limit or even threaten their action potentials. This in-
volves a broad range of motivational as well as social
learning processes that depend on specific contexts
(e.g., institutional settings, living situation), which—
again—are products of the individual’s agentic life
management. Probably one of the most elastic and
controllable developmental contexts pertains to the
social context, that is, the individual’s personal rela-
tionships with other people in the family, community,
and at work. Individuals select social partners, they
directly influence other people, and they are able to
seck compromise and mutual understanding in their
social worlds. Social contexts are reciprocal and mu-
tual by nature. Consequently, selecting the social
partners one interacts with regularly and/or altering
the behavior of the people one interacts with inevitably
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leads to a (more or less meaningful) contextual
change and subsequently may also alter one’s own be-
havior to some respect. More generally, the extent to
which contexts are elastic is critical for better under-
standing the ways individuals regulate their develop-
ment over the life course.

Contextualistic reasoning in developmental re-
search suggests that changes in the context affect the
course, direction, and outcomes of development (P.
B. Baltes, 1997; Lerner & Kauffman, 1985). However,
not all changes in an individual’s environment are de-
velopmentally meaningful and effective to the same
extent. One powerful illustration of the idea that con-
textual changes affect developmental pathways comes
from demographic research investigating changes in
life expectancy in East and West Germany before and
after reunification in 1990 (Scholz & Maier, 2003;
Vaupel et al., 2003). Since the 1970s, life expectancy
in the two German states has developed in different
trajectories. In the socialist German Democratic Re-
public, average life expectancy was about 8-10 years
shorter than in the Western Federal Republic of Ger-
many. However, within only 12 years after reunifica-
tion the average life expectancy in East Germany has
reached about the same level as the life expectancy in
West Germany. More important, Scholz and Maier
(2003) observed that most of the increases in life ex-
pectancy in East Germany are attributable to individ-
uals who were 60 years old or older at the time of the
reunification.

Obviously, at any time in life individuals can ben-
efit from adaptive changes in their social, economic,
and political environment. Adult development is not
a one-way street. As individuals develop and acquire
new strategies of how to exert influence in their envi-
ronments, they also benefit from the resulting contex-
tual change in terms of life quality and life expectancy.
Thus, the developmental role of contexts is two-fold.
On the one hand, individuals acquire and learn about
developmental opportunities and frames of reference
for age-specific norms and action (Heckhausen, 1999;
Settersten, 1999). On the other hand, developmental
contexts, in particular social environments, represent
outcomes of individuals™ life course decisions, plan-
ning, and management (Brandtstidter & Lerner,
1999; Lang, 2001, 2004b). Life management often is
embedded in processes that are related to the activa-
tion, maintenance, or breaking off of social relation-
ships. For example, adults acquire new responsibilities
when leaving their parents” home, when becoming a

parent, or when their own parents grow old and even-
tually are in need of care. For example, in their early
career, young adults acquire competencies with the
help of a mentor. Career development typically im-
plies that adults learn to cooperate and succeed with
(or at times also against) their colleagues and peers.
Throughout adulthood, individuals are confronted
with new and changing contexts that structure and se-
quence the course and direction of their develop-
ment. In most contemporary societies, there are
relatively fixed sequences of expected age-graded tran-
sitions and life events that organize the individual life
course. Such developmental change or adaptation in-
volves the adults’ learning and understanding the im-
plicit or explicit rules, norms, expectations, and tasks
of their age-specific environments. Therefore, devel-
opment across adulthood involves active learning of
contextual constraints and demands as well as the ac-
quisition of the skills or strategies needed for the mas-
tery of such developmental challenges.

Age-related trajectories of motivation and interper-
sonal capacities depend on three major factors: bio-
logical changes, societal opportunity structures, and
personal agency (Cervone et al., chapter §, this vol-
ume; Heckhausen, 1999). In many instances, biology
and society facilitate and foster the individual’s
agency, but they also entail limitations to and con-
straints on agency. For example, sensory losses in later
life challenge the individual’s capacities to explore
new social contexts (Wahl, Heyl, & Schilling, 2002).
We argue that developmental agency at all times of
life involves both the shaping of biological and socie-
tal living circumstances (e.g., health and risk behav-
iors) and adaptation of the self to uncontrollable
contexts.

In this chapter, we address how biology and socie-
tal constraints influence the development of motiva-
tional resources and the ways in which efforts to
regulate one’s social world contribute to adaptation
and effective action potentials. We discuss the ways in
which motivational processes and interpersonal regu-
lation enhance and protect the adult’s capacity to
learn skills and strategies of control over development
so that they stimulate and regulate further adaptive
developmental action. We divide our chapter into
three sections. The first section discusses the ways
that biological influences and societal opportunities
create challenges and constraints with respect to the
individual’s capacity to effectively shape and orga-
nize social environments. In the second section, we
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consider processes and strategies of developmental
regulation across adulthood from the perspective of
the life span theory of control (Heckhausen &
Schulz, 1995). In the third and last section we discuss
the role and potential of individual agency in regulat-
ing personal relationships across adulthood. We con-
ceive of such interpersonal regulation as involving
both responses to (unexpected or uncontrollable)
contextual change (e.g., widowhood, an accident, a
severe disease), as well as the adult’s purposeful, goal-
related activity in selecting, manipulating, maintain-
ing, or breaking his or her social relationships (Lang,
Reschke, & Neyer, in press). Often, changes in the so-
cial context (eig., marriage, parenthood, moving to a
new town, retirement) involve and reflect active ef-
forts of the individual to adaptively mold the social
context in accordance with his or her capabilities and
needs and to do so to protect motivational resources
for future action. We begin with a discussion of how
biological (e.g., sensory) and societal (e.g., normative)
limitations challenge the adult’s potentials of organiz-
ing and regulating the social environment.

DEVELOPING INTERPERSONAL
CAPACITIES ACROSS ADULTHOOD:
BIOLOGICAL AND SOCIETAL
CHALLENGES AND CONSTRAINTS

Interpersonal capacities involve fundamental human
resources related to cognitive functioning (Lopes,
Salovey, & Straus, 2003; Schutte et al., 2001), sensori-
motor functioning (M. M. Baltes & Lang, 1997; Lang,
Rieckmann, & Baltes, 2002; Wahl et al., 2002), emo-
tion (Carstensen & Charles, 1998; Pasupathi &
Carstensen, 2003), and social status or, in more gen-
eral terms, social capital (Bourdieu, 1986). Gains and
losses in any of these biological or social resources
have implications for the individual’s capacities to
maintain or regulate social relationships. Conse-
quently, development of interpersonal regulation
heavily depends on the individual’s availability of bio-
logical and social resources over the life course. In this
section, we focus first on the role of biological changes
on interpersonal functioning across adulthood (e.g.,
the physiology of emotions) and second on the roles of
societal opportunities and age-normative challenges.
In a later section, we discuss the proactive regulation
of social-developmental contexts in response to such
biological and societal influences.

Biological Challenges and
Constraints on Motivation and
Interpersonal Capacities

The biology of interpersonal experiences and capaci-
ties in adulthood continuously changes and unfolds
over the life course. Biological changes typically involve
changes in the physiology of emotions (Carstensen &
Charles, 1998) and to some extent changes in sen-
sory functioning (e.g., vision or hearing capabilities;
e.g., Wahl & Kruse, 2003) and cognitive capabilities
(P. B. Baltes & Lindenberger, 1997; Lindenberger &
Baltes, 1994).

Emotional Experience

From an evolutionary perspective, emotional re-
sponses can be seen as behavioral adaptations that
support the organism’s mastery, reproduction, and
survival when confronted with challenges and de-
mands (Frijda, 1988; Schulz & Heckhausen, 1996).
When reaching early adulthood, individuals typically
have developed a differentiated and integrated system
of emotion-specific responses as well as the ability to
comprehend the expressed feelings of others. From
an evolutionary perspective, the emotion system in
early adulthood can be seen as being optimized for se-
curing survival and reproduction (e.g., Plutchik,
1980). This also contributes to understanding emo-
tional development in postreproductive phases of
the life course. For example, one implication is that
many emotions that regulate reproductive behaviors
may be activated less often or less intensively in later
phases of adulthood. Moreover, sensory losses in later
adulthood may also contribute to a reduction of auto-
nomic responses and affective reactivity in later life.
Although the overall pattern of emotional activity
appears to remain quite stable, there is robust evi-
dence that the magnitude of emotional responses, as
indicated by physiological parameters such as skin
temperature or heart rate, are consistently lower
among old adults as compared to young adults (Lev-
enson, Carstensen, Friesen, & Ekman, 1991). In an
extensive research program, Levenson and colleagues
(Levenson, 2000; Levenson et al., 1991) used varied
techniques of manipulating emotional states to com-
pare age differences in cardiovascular responses. For
example, when inducing negative emotions to partici-
pants (i.e., through facial action or in a “relived emo-
tions” task), younger adults displayed greater changes
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in heart rate than did older adults. In another study
using films as emotional stimuli, T'sai, Levenson, and
Carstensen (2000) observed that young adults (age
20-35) as compared to old adults (age 70-85)
showed stronger cardiovascular responses (e.g., heart
rate, finger temperature) to sad and amusing films.
More generally, these and other empirical findings
suggest that with increasing age, adults experience
fewer negative emotions, whereas they experi-
ence positive emotions as often or even more fre-
quently (Carstensen & Charles, 1998; Carstensen,
Pasupathi, Mayr, & Nesselroade, 2000; Mroczek &
Kolarz, 1998). One explanation may be that the
emotion-specific physiology changes across adult-
hood. Another explanation is that age differences in
cardiovascular activity reflect age-specific differences
in how emotion-relevant information is processed.
This is illustrated with findings observing functional
MRI (fMRI) of amygdala activation of individuals,
who processed positive and negative emotional pic-
tures (Mather et al.,, 2004). Older adults showed
greater activation in the amygdala in response to posi-
tive emotion pictures, but not when seeing negative or
neutral pictures. Young adults showed more activation
in the amygdala in response to negative pictures. In
another study, Charles, Mather, and Carstensen
(2003) found that older adults recall images presented
on a computer screen less well than young adults.
However, age differences were less strong with respect
to recall of positive images as compared to negative or
neutral images. Together, these findings suggest that
the physiology of emotional experience differs sub-
stantially from early to later adulthood. An important
implication for learning across adulthood is that in
later adulthood the emotional system strongly favors
positive emotions when processing information. An-
other example is that older adults are more likely to
generate positive affect words than negative affect
words when disclosing themselves to others or when
writing text descriptions (Pennebaker & Stone, 2003).
In all, emotional changes across adulthood lead to
substantive changes in the adult’s capacity to process,
regulate, and master relationship-related social infor-
mation and demands.

Sensory and Cognitive Resources

From an evolutionary perspective, changed biological
boundary conditions in later adulthood are also re-
lated to losses of sensory or cognitive resources that

are involved in the processing of emotions. Most so-
cial behaviors, as well as the maintenance of social re-
lationships, rely on the individual’s intellectual and
sensory abilities to actively participate in social ex-
changes. Social interactions with others involve intel-
lectual resources on all levels of cognitive and sensory
processing. As a consequence, when individuals expe-
rience cognitive decline, everyday social contacts are
often challenged because of dual-task costs (Kemper,
Herman, & Lian, 2003; Lindenberger, Marsiske, &
Baltes, 2000). Cognitive decline and sensory loss in
old adulthood may well hamper the individual’s ca-
pacity to activate and protect functional relationships
with members of the social network (e.g., Wahl &
Kruse, 2003). For example, in late life, social contacts
often occur in the context of supportive or care needs
of older adults, whereas social contacts that are re-
lated to other aspects of social activity and exchange
may become rare and perhaps difficult to maintain
(Rook, 2000).

Societal Opportunity Structures
and Normative Challenges

Developmental change often occurs in relation to ed-
ucational, vocational, and family life course transi-
tions, such as school entry, job entry, retirement,
marriage, parenthood, divorce, or widowhood. The
challenges of such developmental tasks typically arise
from the age-graded social structure in modern soci-
eties, which organize and sequence the individual’s
life course (Hagestad, 1990; Heckhausen, 1999; Ri-
ley, 1985; Settersten, 1999, Silbereisen, Reitzle, &
Juang, 2002). Such normative forces in society limit
the individual’s action potentials and control over the
social environment. Moreover, societal expectations
and age-graded norms scaffold the individual’s oppor-
tunities for interpersonal experience and social rela-
tionships over the life course.

However, societal opportunity structures are not
rigid cocoons that enclose the individual life course;
rather, they reflect hierarchical, dynamic, malleable,
and age-specific tasks and demands that are organized
along the individual’s life course (Lerner & Kauff-
man, 1985; Lewis, 1999). For example, specific laws
determine the age at which individuals attain major-
ity and from then on are made liable for their actions
and social conduct. However, in most industrial-
ized societies there are also specific social structures
that serve to guide young adults through the early
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transitional phase into early adulthood (Amett, 2000;
Silbereisen et al., 2002).

Age-graded social opportunities and norms are of-
ten not explicit but are represented in the lay knowl-
edge and social expectations of society members
(Hagestad, 1990; Settersten, 1999). For example, there
exist age-specific norms about when individuals are
expected to leave their parents” home, become finan-
cially independent, find a partner, marry, and eventu-
ally have a child (Neugarten, Moore, & Lowe, 1965).
More recently, Settersten (1998a) found that young
and old adults agreed that men and women should
leave their parents’ home before they become 25
vears old. In general, early adulthood often is associ-
ated with normative expectations and opportunities
in the domains of early family development, psycho-
logical autonomy, and entry into a vocational career
(Amett, 2000; Ryan & Lynch, 1989). In middle adult-
hood, individuals are typically confronted with a
growing number of social roles in the family, in the
community, and at work. Such diversity of social roles
in midlife often involves complex interpersonal re-
sponsibilities and demands (Lachman, 2004). Not
surprisingly, the mere number of social relationships
in adults’ personal networks peaks in midlife (Lang,
2004b). In contrast, late adulthood is associated with
a general reduction of social roles, for example, in
professional contexts and the community. As a result
of the linear increase of life expectancy over the past
century (Vaupel et al., 2003), an increasing propor-
tion of the population in contemporary societies will
experience an extended phase of later adulthood.
One consequence is that older adults will confront
new role expectations and social norms, for example,
in relation to volunteering and social responsibilities
(Okun & Schultz, 2003). However, it is still an open
question as to which social roles, societal opportuni-
ties, and normative challenges are most relevant for
understanding adaptational processes of later adult-
hood in the domain of social functioning (P. B. Baltes,
Staudinger, & Lindenberger, 1999; Havighurst, 1973;
Lang & Carstensen, 1998).

To sum up, biology and societal opportunities de-
termine and provide the resources and the constraints
that challenge personal agency in social contexts.
Across the adult life span, individuals are confronted
with age-graded and age-specific challenges to their
motivational and interpersonal capabilities. The ex-
tent to which individuals succeed in protecting their
action potentials may depend on the life-management

and regulation strategies that are acquired and ap-
plied over the adult life course.

DEVELOPMENTAL REGULATION
AND MOTIVATIONAL CHANGES
ACROSS ADULTHOOD:
THEORETICAL PERSPECTIVES

Theories of developmental regulation address the
ways in which individuals master developmental tasks
across the life course (P. B. Baltes et al., 1999; Brandt-
stidter, 2001; Carstensen, Isaacowitz, & Charles,
1999; Heckhausen, 1999). One important assump-
tion of theoretical perspectives on developmental reg-
ulation builds on the idea that whenever individuals
face developmental challenges or constraints, they
activate or protect their motivational resources to en-
hance their adaptive capacities. In fact, the idea that
individuals actively mold their environments in con-
gruence with motives and traits has a rather long tra-
dition in the history of psychology dating back to the
work of Gordon Allport (1937) among others (e.g.,
Caspi, Bem, & Elder, 1989). From a more develop-
mental perspective, this pertains to the issue of how
adults learn and make use of age-specific adaptive
regulatory strategies that contribute to stabilization
and adaptation across adulthood. For example, Lang
and Heckhausen (2001) observed differential benefits
of control beliefs for subjective well-being across
adulthood: Among young adults, attributing success
to unstable internal resources (e.g., effort) contributed
to enhanced well-being, whereas older adults bene-
fited more from attributing their goal achievements to
stable internal resources (e.g., capabilities). One ex-
planation is that young adults may be more likely to
still experience growth of action potentials (e.g., via
effort investment), whereas a perceived lack of action
capacities in later adulthood may be more threaten-
ing and ego-central to the self. This points to an age-
specific regulation of developmental and interpersonal
outcomes across adulthood.

Theories of Developmental
Regulation: Basic Propositions

Several theories have addressed the processes and
mechanisms of developmental regulation across the
life course (e.g., P. B. Baltes & M. M. Baltes, 1990;
Brandtstidter, 2001; Heckhausen & Schulz, 1995;
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Lerner, Freund, DeStefanis, & Habermas, 2001). Ex-
isting models of lifelong adaptation and developmen-
tal regulation differ substantively in theoretical
background and scope but also entail considerable
conceptual overlap. There are at least three common
assumptions and perspectives of most action-theoretical
models of developmental regulation that contribute
importantly to the understanding of change and con-
tinuity across adulthood.

A first common assumption relates to the plasticity
of development: Throughout the entire life course,
there exist strong plasticity and intraindividual vari-
ability in behavioral and cognitive development (P. B.
Baltes, 1997; Lerner, 1996). Even under most aver-
sive conditions, individuals often remain capable of
adjusting their behaviors and cognitions in such ways
that they can maintain their basic everyday function-
ing (M. M. Baltes, 1996). Psychological resilience
marks one of the basic human strengths at all phases
of adulthood (e.g., Heckhausen, 1999; Staudinger,
Marsiske, & Baltes, 1995).

A second tenet states that lifelong development
consists of a gain—loss dynamics of maximizing gains
while minimizing losses. In the first half of adulthood
gains typically prevail over losses, but individuals of-
ten experience a dramatic increase of losses from
middle to late adulthood (Heckhausen, Dixon, & P.
Baltes, 1989; Heckhausen, 1999). At certain phases of
adulthood, some opportunities (e.g., to have a child)
disappear, whereas other new opportunities (e.g., re-
tirement) emerge. However, there is no phase in the
human life course in which individuals do not experi-
ence both gains as well as losses. Deciding for one
goal or action necessarily implies a decision against
possible alternate goals or actions. Whenever individ-
uals succeed at one task, this implies that success with
other (competing) tasks becomes less likely. One rea-
son for this lies in the fact that an individual’s time in
life is a limited resource and that individuals are well
aware of this limitation (e.g., Carstensen, 1995; Nut-
tin, 1985). Learning new skills (e.g., a language or
profession) in adulthood is a good example. Any deci-
sion to invest resources in learning activities in one
specific domain of everyday life necessarily means
that learning in other areas falls short.

Finally, a third common proposition of most life
span developmental theories is that each phase of the
life course confronts the individual with specific de-
velopmental challenges that result from biological
changes, societal expectations, and individual agency

(Havighurst, 1948/1981; Settersten, 1998b, 1999).
Developmental tasks produce a scaffold for the indi-
vidual’s life course, and they determine what goals
should be selected and how long one should persist in
goal pursuits (e.g., the wish to have a child; Heck-
hausen, Wrosch, & Fleeson, 2001). In each life
phase, individuals learn about the constraints and
demands of that respective phase. Here, learning of
age-specific norms, tasks, and limitations is necessary
to develop the capabilities for actively regulating
one’s developmental pathway.

Together, the concepts of developmental plastic-
ity, lifelong gain—loss dynamics, and the scaffolding of
developmental tasks serve to underscore the idea that
adults have the capacity to learn the skills and adap-
tive control strategies needed to shape social contexts
in ways that protect and enhance their developmental
action potentials. It is critical in this context that such
skills and strategies are only sensible when the adult’s
context is elastic and controllable, as is the case in
most social relationships.

Motivational Theories of
Interpersonal Regulation

Few life span theories have explicitly addressed the
motivational processes of change in social relation-
ships across the life course. One empirically well-
supported theory of social-motivational life span
development is socioemotional selectivity theory
(Carstensen et al., 1999). The theory contends that
individuals continuously adapt their goals and emo-
tional experience over the life course in response to
perceptions of the remaining time in their future life.
When time is perceived as open-ended, individuals
preferably seek social experiences that optimize their
future in the long run. One implication is that indi-
viduals are motivated to enhance their instrumental
social knowledge, which may be useful for possible
future needs. In contrast, when time is perceived as
limited, emotionally meaningful goals are expected to
be more salient and more functional. One reason is
that emotional gratification does not require specific
long-term investments but may rather be an immedi-
ate outcome of social experiences.

There is strong empirical support for the basic as-
sumptions of socioemotional selectivity theory as well
as demonstrations of its validity and usefulness in
the domains of memory across adulthood (Mather
& Carstensen, 2003), social preferences (Fung &
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Carstensen, 2003), and the shaping of social networks
over the life course (Lang, 2000, 2001; Lang &
Carstensen, 2002). For example, when individuals ap-
proach endings or perceive their remaining time in life
as being constrained, they tend to dissolve less mean-
ingful and distant social relationships while preferably
pursuing goals that are related to belonging needs,
such as generativity (Lang & Carstensen, 2002).
However, it is not well understood which pro-
cesses and strategies adults apply to achieve their
goals in their social environments across adulthood.
Often, perceived endings in one’s social relationships
are related to social deadlines, which one may decide
to keep or not. This involves additional regulatory
tasks, which may best be understood in the broader
context of developmental regulation across the life
course as proposed by the life span theory of control.

Life Span Theory of Control:
Implications for Mastery
of Environmental Challenges

The life span theory of control (Heckhausen &
Schulz, 1995; Schulz & Heckhausen, 1996) builds on
three premises that are relevant to the mastery of envi-
ronmental challenges across adulthood. First, individ-
uals are seen as active producers of their own
development (Brandtstidter & Lerner, 1999). Sec-
ond, individuals strive to enhance their potentials to
exert control over the environment (i.¢., primary con-
trol) throughout the entire life course. Third, primary
control potentials follow an inverted U-shaped trajec-
tory over the life course, with a peak plateau in midlife
and a subsequent decline until later life. However, the
trajectory of primary control potentials in the course of
social relationships across adulthood is still not fully
understood. For example, in close relationships, adults
may experience great potential to still exert control
over their immediate environment, even until late in
life (e.g., in soliciting help, giving advice).

Types of Control Striving

The life span theory of control contends that when
individuals face environmental challenges, they
make use of motivational and regulatory strategies
that aim toward enhancing their potentials to effec-
tively control the environment. The theory proposes
two types of control striving across the life course: pri-
mary and secondary control striving. Primary control

relates to behaviors that are directed at producing ef-
fects or changes in the environment. Secondary con-
trol striving is directed at internal states of the self and
serves to protect or enhance the self’s motivational
resources that are required to effectively control the
environment (e.g., lowering expectations in an intimate
relationship). Secondary control striving is expected to
be functional when it contributes to enhanced primary
control potential and to be dysfunctional when it threat-
ens or obstructs the individual’s action potentials.

Primary and secondary control strategies operate
hand in hand during the mastery of life events and
transitions. Both primary and secondary control striv-
ing involve a selective or compensatory mobilization
of behavioral, social, and motivational resources. Pri-
mary control striving pertains to either selective or
compensatory strategies of investing behavioral or so-
cial resources (i.e., effort, asking for help). Secondary
control striving includes two types of strategies: One
is volitional self-regulation, for example, commitment
to a specific task or action goal (i.e., selective second-
ary control). A second type relates to strategies in re-
sponse to failure of one’s efforts (i.e., compensatory
secondary control), or when transitional tasks cannot
be mastered.

Compensatory secondary control is particularly
relevant for the protection of motivational resources
whenever individuals experience irreversible or un-
avoidable losses or constraints in the course of a tran-
sition (e.g., giving birth to a disabled child; undesired
childlessness after marriage). In such situations, self-
protection strategies (e.g., devaluating previously held
opinions or expectations) help the individual deflect
potential negative effects of loss experiences on self-
esteem or future action potentials. Examples of the
self-protective strategies pertain to attributions to ex-
ternal factors, avoidance of self-blame, and compari-
son with similar others who are even worse off.

The Trajectory of Secondary Control

According to the life span theory of control, striving
for (compensatory) secondary control is relevant for
successful mastery of failure and loss experiences
across the entire life course. Typically, though, failure
and loss are more likely to occur in the second half of
life. One reason is, as stated before, that adults” poten-
tials for effectively controlling the environment are
reduced in later adulthood. As a consequence, older
adults are more likely to experience the challenges
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and constraints of their environments that cannot be
mastered by actively altering environmental condi-
tions. In these cases, mastery is more often directed to
the self and to the protection of one’s motivational re-
sources and action potentials. This means that strate-
gies related to secondary control striving show steady
increases across adulthood. As is shown in figure 7.1,
primary and secondary control strategies thus follow
quite different trajectories across the life course
(Schulz & Heckhausen, 1996).

The empirical evidence for a greater salience of
secondary control striving in later adulthood as com-
pared to earlier phases of adulthood is ample. For ex-
ample, in a crosssectional study of 510 adults,
Heckhausen (1997) observed a greater tendency for
compensatory secondary control (e.g., more flexibility
of one’s personal goals) at increasing ages of adult-
hood. Similarly, there are robust findings suggesting
that older adults endorse more negative stereotypes of
aging as a negative reference frame against which
they fare well in comparisons to their own, much
more positive aging experience (e.g., Heckhausen &
Krueger, 1993).

To sum up, the capacity of adults to internally
compensate for failure and loss experiences and thus
protect their motivational and action resources shows
a steady increase across adulthood. In contrast, pri-
mary control striving appears to decline in later
phases of adulthood. However, within social relation-
ships the dynamic interplay of secondary and primary
control potentials appears to follow different trajecto-

Late
Adulthood

Middle-aged
Adulthood

secondary control strategies.

ries. At least in close relationships, adults may remain
capable of exerting effective control over relational
outcomes until very late in life. For example, in a lon-
gitudinal study of older adults between 70 and 103
years of age, Lang (2000) investigated changes in per-
sonal networks with respect to changes of closeness
and continuity within each relationship of the net-
work across a 4-year time interval. The findings
showed great rank-order consistency of the overall
network size, whereas the number of relationship
partners decreased across four years. Only about one-
half of all the initially reported social relationships
were still continuing after four years. For each discon-
tinued relationship, adults reported the reasons for
the discontinuation at the second measurement occa-
sion. Only one-third of the discontinued social rela-
tionships were lost for nondeliberate, uncontrollable
reasons such as illness or mortality of partners. How-
ever, about one-half of all discontinued relationships
were actively broken by the respondents for deliberate
reasons. Moreover, when older adults felt near to
death, they were likely to report discontinuation with
more peripheral or less meaningful social partners in
their network. Regulation of one’s social relationships
through such control strategies also appears to con-
tribute critically to the stabilization and the continu-
ity of the self across adulthood (e.g., Lang &
Heckhausen, 2005; Lang et al., in press).

In sum, the theoretical perspectives on develop-
mental and interpersonal regulation across adulthood
point to the specific strategies that adults learn when
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confronting the challenges, demands, and constraints
of the age-specific developmental contexts in adult-
hood. Primary and secondary control strategies de-
scribe the ways individuals adaptively respond to
elastic and nonelastic facets of their environments
in ways that protect or even enhance their action po-
tentials.

INDIVIDUAL AGENCY AND THE
REGULATION OF SOCIAL
RELATIONSHIPS ACROSS

ADULTHOOD

In the remainder of this chapter, we focus on the role
of individual agency in mastering the challenges and
constraints of social environmental changes across
adulthood. Most environmental transitions or chal-
lenges in adulthood are related to changes within and
across social relationships. As already discussed, biol-
ogy and societal opportunity structures determine life
course changes in interpersonal capacities and in the
environment of the individual. Age-graded life transi-
tions, for example, are associated with normative ex-
pectations of the beginning (e.g., marriage), the course
(e.g., career), or the ending (e.g., retirement) of spe-
cific social relationships. Other relationship changes
result from developmental gains or losses in emo-
tional, sensory, or cognitive functioning across adult-
hood. Finally, many changes in the personal network
are a result of the individual’s deliberate and active ef-
forts to regulate or shape the quantity, quality, and
functions of relationships with social partners. The
skills of such interpersonal regulation emerge from
the adult’s acquired knowledge of the constraints and
elasticity of the interpersonal context. In this respect,
it becomes important to differentiate between the
deliberate and nondeliberate and the elastic and
nonelastic facets of the adult’s social contexts.

Changes of Social Relationships Across
Adulthood: Normative Challenges and
Agentic Influences—A Distinction

As compared to changes that result from the individ-
ual’s active and deliberate efforts of interpersonal reg-
ulation, changes of relationship quality that result
from biological or from normative societal influences
may differ with respect to their functions across adult-
hood. Building on this assumption, Lang et al. (in

press) proposed that changes of social environment
across the life course are typically composed of two
different classes of social-relationship changes: (a)
normative or expected change and (b) deliberate or
regulatory change of social context.

Normative changes of relationships are con-
stituents of life course transitions such as finding a
partner, giving birth to a child, or beginning a new
job. Normative changes are expected, prescribed, and
predisposed, and they can only be avoided when
adults do not accept and comply with the respective
social norm (e.g., to marry, to go to work). Noncompli-
ance, of course, leads to social sanctions (e.g., isolation,
low status). Normative changes of social relationships
entail several challenges as they limit or threaten the
continuity of relationships (e.g., after retirement) and
lead to ambiguity or insecurity about the future of
one’s relationships. As a consequence, normative rela-
tionship changes per se imply challenges that require
that adults invest in efforts to protect or activate their
motivational and self-regulatory resources.

In contrast to this, there are also relationship
changes that emerge as a result of individual agency
and regulatory strategies. Adults purposefully invest
efforts to shape and manage their social relationships
in accordance with their personality structure and
motives, and thus proactively shape their environ-
ments. For example, individuals strive to enhance
their action potentials. Moreover, individuals also re-
spond differently to the challenges and tasks of nor-
mative relationship change. For example, following
retirement some adults seek to stay in contact with
their former colleagues, whereas others begin to newly
activate “sleeping” kin relationships. These types of
relationship changes are regulatory because they rep-
resent the individual’s striving for enhanced action
potentials and goal pursuit in life.

Normative and regulatory relationship changes typ-
ically co-occur simultaneously and are interwoven, but
may have different effects on self-concept development
across adulthood. Normative changes follow culture-
specific scripts that are highly predictable and are ac-
companied by new social roles involving specific social
norms and tasks (e.g., becoming a caring parent after
the birth of a first child). The course and direction of
such normative changes can only be influenced
within very limited margins (e.g., married couples are
normatively expected to share a bedroom; divorce
means that spouses move apart). One implication is
that normative changes often imply that individuals
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enter new environments or roles that subsequently
change their self-concepts and personality. Normative
relationship changes, however, also activate regulatory
efforts to stabilize one’s environment, for example, by
shaping the “new” environment in accordance with
one’s personality.

Regulatory relationship changes are a result of the
proactive shaping or molding of the social context.
This means that regulatory relationship changes de-
pend on the individual’s personality and thus consti-
tute individual styles of selecting, shaping, and
organizing social relationships. This way, the regula-
tion of social relationships contributes importantly to
growing personality-environment congruence across
adulthood (Asendorpf, 2002; Caspi, 1998; Caspi et al.,
1989). One consequence is that regulatory changes of
relationships may also account for an increasing con-
sistency of personality over the life course (e.g.,
Roberts & DelVecchio, 2000).

According to the life span theory of control (Heck-
hausen & Schulz, 1995), individuals rely on motiva-
tional and self-regulatory strategies to protect or
enhance their potential to effectively control the envi-
ronment. This involves either primary or secondary
control strategies. In the realm of social relationships,
most primary control strategies are directed toward in-
fluencing a relationship partner’s internal state or be-
haviors. Primary control typically implies an action
focus on others” behaviors or cognitions. For example,
choosing a social partner for a social exchange aims at
soliciting specific reciprocal interests and behaviors of
that partner. More generally, individuals typically ex-
pect that their efforts toward another person are in
some way mirrored in their relationship partners’ be-
haviors and communications. It is obvious that goal
structures in social relationships are rather complex,
hierarchically nested, and typically only implicit. In-
dividuals are motivated for social contact on hierar-
chically different levels of goal pursuits. Seeking

contact with a good friend may be instrumental in
terms of the specific expectations about the friend’s
behavior (e.g., to provide support), but at the same
time, seeking contact with the friend may also consti-
tute a goal in itself, that is, for its own sake. For these
reasons, regulatory changes in social relationships in
most cases serve multiple purposes and are not related
to specific action units or the pursuit of only one spe-
cific goal (perhaps with the exception of formal ex-
changes in trade relationships). Typically, individuals
seek to influence their partners on two levels, one that
aims to activate a relationship (e.g., choosing, intensi-
fying) and one that aims to protect a relationship or
relationship partner (e.g., avoiding conflict, repair,
caring for another).

Secondary control strategies aim at changing one’s
inner experience according to the outer world (Roth-
baum, Weisz, & Snyder, 1982), which in most cases
involves other relationship partners. More generally,
secondary control in this perspective involves a focus
on the self in a given social relationship. For example,
individuals may internally regulate their sense of
closeness, sympathy, or intimacy toward another per-
son; they may empathetically tune into others; they
may open up for influence or advice of others; they
may forgive; or they may accommodate their internal
states and standards in situations of conflicting inter-
ests. In all such cases, individuals have a regulatory fo-
cus on the self in a specific social interaction that
relates to either activation or protection of the social
relationship.

Table 7.1 gives an overview of the four regulatory
strategies of relationship changes across adulthood as
they relate to life course control strategies of the life
course theory of control. Activation of social relation-
ships typically involves strategies of either choosing
others or adapting internal standards. Protection in
primary or secondary control pertains to strategies
that are directed at relationship maintenance or

TasLE 7.1. Regulatory Relationship Strategies in Primary and Secondary Control:
Examples of Self- and Other-Foci in Activation and Protection

Regulatory Relationship Strategy Primary Control

Secondary Control

Selection Focus on other activation: Intensify
contact, choose new partners, social control
Compensatory Focus on other protection: Caring, giving

support, repairing after conflict

Focus on self-activation: Feeling
close, feeling into others

Focus on self-protection:
Accommodation, seeking
understanding
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repair or at adapting internal standards of expectations
toward others. For example, individuals may accom-
modate their behaviors in relationship conflicts
(Yovetich & Rusbult, 1994) or invest in response-
focused emotion regulation to prevent negative affect
(Carstensen, Gross, & Fung, 1998).

How Does Regulation of Social Relationships
Contribute to Adult Development?

In general, the role of social relationships in adult
development is not fully understood. Although some
scholars view social relationships as outcomes of de-
velopmental change and stability across the life
course (e.g., Vangelisti, Reis, & Fitzpatrick, 2002),
others suggest that social relationships per se imply
and trigger developmental demands and change over
the life course (Antonucci & Jackson, 1990; Lang,
2004b). In the first perspective, social relationships
are seen as being “executed” and representing indi-
vidual differences. In the latter perspective, social re-
lationships are seen as malleable “membranes”
between (change of) the society and individual
change. However, both research foci should be seen
as complementary rather than contradictory. There is
empirical evidence that corroborates both views. For
example, Asendorpf and colleagues (Asendorpf &
Wilpers, 1998; Neyer & Asendorpf, 2001) have shown
that personality influences social relationships rather
than the other way around. Findings from other stud-
ies suggest that individuals proactively select social
partners to enhance their developmental resources
(e.g., Lang, 2000; Lang, Featherman, & Nesselroade,
1997). For example, when feeling near death, individ-
uals give up personal relationships that do not provide
emotionally meaningful experiences. A young profes-
sional woman chooses a colleague as mentor, hoping
to advance her professional expertise and receiving
guidance in the development of her job-related com-
petence. This is not to say that individuals are always
aware of the instrumentality of their efforts in inter-
personal regulation. Often, goals of interpersonal reg-
ulation are more or less implicit in the nature of a
specific relationship context (e.g., intimacy in a ro-
mantic partnership), and individuals may not even be
aware of their goal striving.

An adult’s personal relationships are dynamic,
elastic, and idiosyncratic; they never entail fixed
scripts that allow for just one type of behavior or social

exchange. Each single relationship consists of two in-
dividuals who differ in their personality structure and
self-definition. Most individuals maintain more than
one social relationship, of which, in addition, some
are interdependent (e.g., within the family). Develop-
mental changes and transitions that occur in the life
of a relationship partner inevitably affect the course
of that social relationship. By nature, a single social
relationship cannot be more stable than the social be-
haviors of the involved individuals. This implies that
regulatory efforts in ongoing social relationships are
always in process and never ending.

Moreover, there is no personal relationship that is
identical to another, neither within the individual’s
network nor between adults’ social networks. Often,
social relationships are classified according to role-
specific contents or scripts, such as friendship, sibling-
hood, or parenthood. However, these categories do
not characterize relationship qualities, but rather rep-
resent combinations of evolutionary stable human so-
cial behaviors, such as reciprocity (Gouldner, 1960),
cooperation, sexual mating (Buss, 1989), or emotional
closeness (Neyer & Lang, 2003). Typically, the diver-
sity of relationship qualities within a specific category
of social role (e.g., friendship) is greater than the diver-
sity of relationship quality across different social roles
(e.g., friendship versus family). A friend cannot re-
place another friend, particularly when considering
that friendship in most cultures is defined by the
uniqueness of the partners in a friendship. However,
the relationship quality of many family members may
follow rules of friendships, whereas some friendships
may appear kin-like. This is not to say that relationship
loss cannot be compensated or substituted (Rook &
Schuster, 1996), quite the contrary.

We suggest that losses of social partners involve
regulatory relationship changes that involve strategies
related to the activation and the protection of rela-
tionships. When adults experience loss or the ending
of one relationship, they may invest efforts to intensify
(protect) their relationships with others or choose (ac-
tivate) new relationship partners. They may change
their relationship goals (focus on self), or they may
seek to solicit specific supportive behaviors in their so-
cial environment (focus on others).

In the remainder of this chapter, we present some
empirical illustrations of motivational processes
across adulthood that are involved in relationship
changes related to family transitions and to career
transitions.
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The Family Context of Adult Development:
Motivational Challenges and Constraints

Family development in adulthood involves several
challenges and transitions, mostly related to the be-
ginning and the ending of a partnership (e.g., mar-
riage, divorce, widowhood) as well as to parenthood
or grandparenthood. In the following, we will focus
on exemplary challenges of relationship changes re-
lated to marriage, widowhood, and first parenthood.
We will present empirical illustrations for the ways in
which regulatory relationship influences in the
course of family transitions contribute to positive per-
sonality development or personality stabilization
across adulthood.

Marriage

When couples marry (or move in together), new chal-
lenges and tasks arise for the partners related to
household and task sharing, kinship relations, and
friendship networks (Sprecher, Felmlee, Orbuch, &
Willetts, 2002; Veroff, Douvan, Orbuch, & Acitelli,
1998). Moreover, the development of role divisions
between the spouses, as well as the development of
marital satisfaction after marriage, was shown to de-
pend on the extent to which the spouses’ networks
show overlap (Milardo & Allan, 1996; Stein, Bush,
Ross, & Ward, 1992). When networks of spouses were
more close-knit in the early phase, the spouses were
more likely to follow a pattern of traditional role divi-
sions in the household, which was found to be associ-
ated with greater stability of the marital relationship.
Empirical findings also support the importance of
activation strategies in interpersonal regulation. For
example, marital satisfaction is found to be greater
when husbands and wives succeed in activating social
support from their respective relatives. However, this
also entails risks when the involvement of relatives is
not equally balanced between the two partners or
when relatives are too demanding (e.g., Timmer,
Veroff, & Hatchett, 1996). In a longitudinal study,
Hope, Rodgers, and Power (1999) explored associa-
tions between marital status and levels of distress at
age 23 and at age 33 in an entire cohort (N =11,405)
of adults born in Great Britain in the first week of
March 1958. Although the transition to marriage was
not associated with change in symptoms of psychologi-
cal distress (anxiety, depression, somatic complaints),
the marriages were more stable when partners activated

and shared supportive friends or relatives in their so-
cial network.

Findings on protective relationship regulation in
the transition to marriage are scarce. Moving from a
status of being single to a (first) partnership in early
adulthood was observed to be associated with positive
changes in stable social behaviors, greater emotional
stability, and greater conscientiousness (Neyer, 2004;
Neyer & Asendorpf, 2001). Individuals appear to de-
velop new internal standards in their social behaviors
that seem to persist even after first partnerships have
ended. In addition, long-term marriages are known to
have beneficial effects on psychological well-being
and physical health (e.g., Brown, 2000; Horwitz &
White, 1998; Stack & Eshleman, 1998).

Widowhood

Losing one’s spouse after many years or decades of
marriage is always undesirable and may be unex-
pected. Often, older couples are quite aware of the
fact that one of them might survive the other. Typi-
cally, though, widowhood is a female experience con-
sidering the life expectancies of men and women and
the gendered age differences between most spouses
(O’Bryant & Hansson, 1995). Not surprisingly, wid-
owers respond differently to widowhood than widows.
For example, men are known to face greater health
and mortality risks in the first two years after the loss
of their wives (Stroebe, 2001).

Findings on regulatory relationship changes after
widowhood mostly relate to the activation modus.
Widowhood leads to substantial adjustments in the
widow’s or widower’s social network related to the ac-
tivation of new relationships (Lamme, Dykstra, &
Broese Van Groenou, 1996) or increases of network
size (Morgan & March, 1992). Widowed older peo-
ple were found to activate a greater percentage of
kinship ties and doing so is associated with feeling
less lonely (e.g., Lang, 2004a). Managing and form-
ing social relationships after widowhood contributes
to a generally improved adjustment (Walsh & Mc-
Goldrick, 1988).

Not much is known about protection of existing so-
cial relationships following spousal bereavement. For
example, women are known to show more expressive
ways of coping with widowhood than men (Stroebe,
Stroebe, Shutz, Zech, & van den Bout, 2002). Some
findings also suggest improvement of the quality of
previously existing relationships in the family after



MOTIVATION AND INTERPERSONAL REGULATION ACROSS ADULTHOOD 161

widowhood (Morgan & March, 1992). In general,
findings suggest much continuity of social networks
after widowhood, at least among women. Boerner
and Heckhausen (2003) proposed that the extent to
which individuals manage to transform their mental
ties to the lost spouse contributes to positive adapta-
tion after widowhood. In fact, regulatory processes
also involve the protection of the relationship to the
lost one. This is manifest, for example, in the subse-
quent idealization of a lost spouse.

First Parenthood

The transition to parenthood involves challenges and
tasks that are known to strongly affect the partnership
and marriage system. It is a robust finding that the
quality of marital relationships dramatically decreases
in the months and years following the birth of a first
child (e.g., Helms-Erikson, 2001), and the risk of di-
vorce or separation of the parents increases (Orbuch
etal., 2002). The specific motivational and regulatory
processes that underlie such challenges of the parent-
hood transition are not yet fully understood. There is
some indication that parenthood does lead to in-
creased activation of social support and other social
network resources; these contribute to improved mas-
tery of the transition (Bost, Cox, Burchinal, & Payne,
2002). In a longitudinal study of fathers, Hawkins and
Belsky (1989) observed a decrease of self-esteem in fa-
thers who were more involved with the newborn
child over the first 15 months after the child’s birth.
Unfortunately, in this study, no information was ob-
tained regarding the course and quality of other social
relationships that may have moderated this effect.

The Vocational Career Context of Adult
Development: Regulating Relationships
and Mastering Transitions

Interpersonal regulation in the context of career devel-
opment is underexplored in empirical research. Not
much is known about the ways social relationships are
activated and protected in the course of educational
and vocational transitions, for example, in the school-
to-work transition or at later phases of the vocational
career. At school, college, university, and work, indi-
viduals regularly change their social contexts in re-
sponse to their active striving to enhance their action
potentials. Relationship changes result in response
to success (promotion) as well as failure (job loss).

Typically, new teams are put together when new proj-
ects are started. Few domains of adult development
and learning require as much investment and effort in
interpersonal regulation as the vocational career.

School to Work and Early Career

Transitioning from school to work involves a myriad
of inevitable relationship changes. These include
moving to a new city, changing social status, compet-
ing demands of work and leisure tasks, beginning of
new formal relationships within job hierarchies, and
professional task demands (e.g., Bynner, 1998). In a
longitudinal study of adolescents approaching the
end of school, Heckhausen and Tomasik (2002) ob-
served adjustments of aspirations and job preferences
in the course of seeking and applying for apprentice-
ships. Older adolescents adapt their vocational aspira-
tions in anticipation of the transition to work. Not
much is known about the regulatory changes in social
relationships that typically accompany these transi-
tions. For example, social relationships might be pre-
ferred that are related to job-relevant information and
that provide support and allow for functional upward
and downward social comparisons (e.g., Bynner,
1998; Heckhausen & Krueger, 1993).

Retirement

The timing and process of retirement, as well as the
extension of the postretirement phase of adulthood,
has changed enormously over the past 50 years (e.g.,
Hayward, Friedman & Chen, 1998; Settersten, 1998b).
Most adults expect to experience an extended period
of relatively healthy living after retirement (Kim &
Moen, 2001). The transition clearly involves many
challenges, most of which are strongly dependent on
the broader social-ecological context of the retiree.
Strategies of activation and protection of social rela-
tionships appear to both contribute importantly to the
mastery of these challenges. For example, in a longi-
tudinal study of social network change before and af-
ter retirement, van Tilburg (1992) found much
change in the structure and function of social support
networks. One year after retirement, adults had dis-
solved most relationships with their former col-
leagues, but the overall size of social networks did not
change much. Retirees maintained most of their
nonjob-related social relationships that already ex-
isted before the transition (protection). However, they
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also activated new relationships with partners with
whom they experienced strong levels of reciprocity.
The findings of this study may point to the important
role of social relationships in the mastery of life
course challenges.

Summing up, empirical findings on family and vo-
cational transitions across adulthood suggest that con-
siderable change of social environments is related to
individual agency and to the efforts of adults toward
mastery of transitional tasks and challenges. Distin-
guishing between the more biological and societal in-
fluences on social relationship changes and the
individual’s agentic investments in molding and orga-
nizing the social environment across adulthood con-
tributes to a better understanding of mastery and
stabilization across adulthood.

CONCLUSIONS AND OUTLOOK

Throughout adulthood, individuals are confronted
with biological and sociostructural challenges and
constraints. Mastery of such challenges typically in-
volves adaptations in the context of the adult’s social
relationships. Regulating one’s social relationships is
shown to strongly contribute to the individual’s action
potentials and positive personality development
across adulthood.

Building on assumptions of the life span theory of
control (Heckhausen & Schulz, 1995) and motiva-
tional theories of social relationships across the life
course (e.g. Lang, 2004b), we argue that individuals
shape and organize their relationships through pro-
cesses of activation and protection. Both processes in-
volve strategies that are either focused on one’s own
goal commitments (secondary control) or focused on
the relationship partner (primary control). From our
selected review of empirical illustrations, it appears
that individuals shift from activation to protection
modes and from other-focus to self-focus in organizing
their social environments across adulthood. This view
is consistent with socioemotional selectivity theory.
According to this theory, older adults adapt their goals
and needs as they experience limitations of resources
or of future time (Carstensen et al., 1999; Lang,
2004b). For example, Lang and Carstensen (2002) ob-
served that adults who were between 20 and 90 years
old generally benefited from committing to a self-
oriented emotion focus in organizing social networks
under conditions of limited future time resources.

In all, regulatory strategies of activation and pro-
tection of one’s social relationships contribute sub-
stantively to the mastery of challenges and transitions
across adulthood. Throughout the adult life course,
individuals learn and acquire adaptive strategies of
shaping their social environments and managing their
social relationships. In our view, intervention and
learning in adulthood require a closer look at shaping
and encouraging the individual’s capacities to regu-
late and mold the social environments in ways that
promote and support age-specific needs and tasks.
Interpersonal regulation may be an important tool in
activating, enhancing, or protecting the adult’s action
potentials in the mastery of the many demands and
challenges of adult development.
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Chapter 8

Self-Efficacy and Adult Development

Daniel Cervone, Daniele Artistico,
and Jane M. Berry

Only those who will risk going too far can possibly

find out how far one can go.

—T.S. Eliot (1931)

I believe, therefore I can.

— Cavanaugh & Green (1990)

A major theme in the contemporary study of human
development across the life span is that people have
the capacity for personal agency. Innumerable writers
emphasize that individuals can exert intentional in-
fluence over their experiences and actions, the cir-
cumstances they encounter, the skills they acquire,
and thus ultimately the course of their development.
This theme undoubtedly reflects historical trends.
Prior to the 1800s, “Wherever he lived, man could
only count on a short expectation of life, with a few
extra years in the case of the rich” (Braudel, 1981, p.
90). Today, in contrast, life expectancy in some na-
tions exceeds 80 years of age (The Economist, 2002).
In those parts of the world blessed with key natural
resources (Diamond, 1997), economic growth has
given rise to socioeconomic systems that provide ex-
tensive educational opportunities and foster meri-
tocratic social mobility. It is in this contemporary
context—in which opportunities for personal devel-
opment are vast and the expected life span for realiz-
ing one’s potentials is lengthy—that questions of

personal agency naturally come to the fore (Caprara
& Cervone, 2003). Of course, many citizens of the
world do not experience these advantageous circum-
stances; 3 billion of the world’s people still live on $2
or less a day (UN Population Fund, 2002) and the life
span in some nations remains less than 40 years of age
(The Economist, 2002). While not losing site of such
sobering statistics, one can nonetheless acknowledge
that many people today develop in a world in which
they have the potential to chart their own life paths,
cultivate competencies of their choosing, and thereby
contribute to the course of their own development.
These social changes call for analyses of the psy-
chological systems that foster positive development
into the later years of life. Scholars and practitioners
in the field of aging have responded to this call. Mod-
els of successful aging (Rowe & Kahn, 1997) and re-
search on positive aging (Carstensen & Charles,
2003) appear with increasing regularity. In an effort to
ensure and enhance quality of life in late adulthood
and senescence, investigators aim to enable older
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adults to live engaged, purposeful, and meaningful
lives as free from mental and physical debilities as
possible. Positive attitudes toward aging appear to
have health benefits (Levy, Hausdorff, Hencke, &
Wei, 2000; Levy, Slade, & Kasl, 2002) and are related
to longevity (Levy, Slade, Kunkel, & Kasl, 2002).
More people are living to be centenarians than at any
other time in history, and thus it is incumbent on re-
searchers in fields of adult development and learning
to delineate the modes and mechanisms that will allow
older adults to lead dignified, meaningful, engaged
lives. A complete understanding of adults’ capacity to
achieve these life outcomes requires careful attention
to mechanisms of personal agency.

The purpose of this chapter is to review the contri-
bution of self-efficacy mechanisms (Bandura, 1977a,
1997) to adults’ capacity to learn new skills and con-
tribute to their personal development in an agentic
manner. We do so by first taking a broad look at the
nature of human agency and the architecture of men-
tal systems that enable people to regulate their experi-
ences and actions.

COGNITIVE COMPONENTS
OF PERSONAL AGENCY

What enables members of our species to contribute to
a plan for the course of their own development? What
are the basic psychological ingredients that enable
people —more so than others in the animal kingdom —
to act as intentional, causal agents? This question is
not only of basic scientific interest. It is also central to
the design of interventions that empower people to
gain control over their lives.

There are two ways of addressing the question of
agentic capabilities. One is a functional analysis.
Here, the task is to identify the psychological func-
tions that humans are uniquely able to execute and
that enable them to exert intentional control over
their actions and development. Both psychologists
and philosophers have taken up this problem, and
their conclusions converge (e.g., Bandura, 1986;
Harré & Secord, 1972; Kagan, 1998). People have the
capability to use language; to develop a sense of self
(as both a doer and an actor who is observed by oth-
ers); and to self-regulate their behavior, which entails
not only monitoring one’s actions but also monitoring
the monitoring of one’s own performance. This self-

monitoring is accompanied by feelings of satisfaction
and dissatisfaction with the self that contribute to self-
regulatory efforts (Bandura & Cervone, 1983). The
study of these self-regulatory functions is central to
the contemporary field of adult development (Heck-
hausen & Dweck, 1998; see also Lang & Heckhausen,
chapter 7, this volume) and the field of psychology at
large (Baumeister & Vohs, 2004).

A psychological function of particular centrality to
personal agency is that of mental “time travel” (Sud-
dendorf & Corballis, 1997). Humans have the capac-
ity to mentally reconstruct past events and generate
detailed mental images of hypothetical events that
may occur in the future. Evidence suggests that ani-
mals, in contrast, “are largely stuck in the present
moment . .. aware of only a permanent present”
(Roberts, 2002, p. 486). People’s ability to deliberate
on the past and future, combined with their capacity
to form a sense of self and social identity, enables
them to select and shape the environments they en-
counter, develop skills to meet future challenges, pur-
sue personal aims, and thereby function as causal
agents.

Goals and Evaluative Standards

The second type of analysis focuses not on mental
functions but on psychological structures and pro-
cesses that enable persons to carry out these functions.
Just as in the study of cognition one can distinguish a
function that is carried out (e.g., problem solving)
from the cognitive components that enable a person to
carry out that function (e.g., working memory), in the
study of human agency one can distinguish psycholog-
ical functions (e.g., behavioral self-regulation) from
the component of mental architecture that enable
persons to execute those functions.

An analysis of cognitive systems that underlie self-
regulation indicates that these cognitions can be un-
derstood as consisting of qualitatively distinct types;
both philosophical (Searle, 1998) and psychological
considerations (Cervone, 2004a) suggest a qualitative
distinction among classes of thought. A brief consid-
eration of these distinctions yields an intellectual
framework within which the psychological variable of
central interest to this chapter, perceived self-efficacy,
can be understood.

When analyzing those cognitive capacities that
underlie human agency, a fundamental distinction is



one that differentiates among three classes of cogni-
tion: goals, standards, and beliefs. Some cognitions
are mental representations of future states that one is
committed to achieve. Such personal goals may serve
to organize activities over extended periods of time and
bring coherence to internal psychological life, guid-
ing people’s interpretations of their experiences and
of prospective challenges (Emmons & Kaiser, 1996;
Grant & Dweck, 1999). Mental representations of
goals are closely linked to mental representations of
strategies for goal achievement (Kruglanski et al.,
2002). The ability to develop and deploy such strate-
gies is critical to self-control, self-directed motivation,
and the realization of individual potentials (Cantor,
2003; Mischel & Mendoza-Denton, 2003).

In the study of adult development, much work in-
dicates that goal structures and processes of goal se-
lection are an aspect of future-oriented cognition
that is key to well-being throughout adult develop-
ment (e.g., Heckhausen, 1999, 2002; Pulkkinen,
Nurmi, & Kokko, 2002; Staudinger, Freund, Linden, &
Mass, 1999). Findings indicate, for example, that
people who set goals in a manner that is congruent
with their perceptions of the time available to them
in their life span experience social relations that
are more satisfactory and less stressful (Lang &
Carstensen, 2002).

A second aspect of cognition that is central to per-
sonality functioning is evaluative standards. People de-
velop moral, ethical, and performance standards that
they employ as criteria for judging the goodness or
worth of prospective actions. As has been recognized
in both classic and contemporary theories (e.g., Ban-
dura, 1986; Carver & Scheier, 1998; Cervone, 2004a;
Higgins, 1987; Mischel, 1973; Rotter, 1954), these
standards function as a kind of internal guidance sys-
tem, enabling individuals to regulate their actions in a
coherent manner over significant periods of time and
across changing social conditions. Evaluating actions
with respect to internalized standards of performance,
then, is a basic cognitive capability that contributes to
personal agency. Some circumstances cause people to
disengage these standards, that is, to fail to regulate
their behavior according to their own typical rules of
conduct (Bandura & Cervone, 1983). The disengage-
ment of moral standards can cause people who typi-
cally conduct themselves in a steadfast manner to
engage in antisocial acts (Bandura, 1999a; Bandura,
Barbaranelli, Caprara, & Pastorelli, 1996).
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Control Beliefs and Self-Efficacy

In addition to possessing goals for action and stan-
dards for evaluating the goodness or worth of occur-
rences, people develop beliefs about what the future
may bring. Converging lines of research suggest that
the subset of future-oriented beliefs that is most cen-
tral to personality functioning across adulthood is be-
liefs in one’s capacity to control significant life events
(Skinner, 1996).

There are different types of control beliefs. For ex-
ample, one set of beliefs concerns the degree to
which the causes of events are, in principle, under
people’s control as opposed to being the result of un-
controllable external forces (Rotter, 1966). Research
on adult development indicates that higher levels of
fatalistic beliefs—that is, beliefs that the nature of sig-
nificant life events is inevitable and thus uncontrol-
lable (Kohn & Schooler, 1983) —predict higher levels
of disability among older adults (Caplan & Schooler,
2003).

A second aspect of control beliefs involves percep-
tions of one’s personal capacity to execute courses of
action to cope with events. Confidence in one’s own
ability to execute actions is, as a psychological con-
struct, distinct from beliefs in the controllability of ex-
ternal events; the different sets of beliefs have, for
example, been shown to have distinct effects on cog-
nitive and motor outcome variables in middle and
older adulthood (Caplan & Schooler, 2003). Beliefs
in one’s capacity to execute courses of action have
been studied extensively in the literature on perceived
self-efficacy (Bandura, 1977a, 1997). We now turn to
this literature and its implications for the study of
adult development and learning.

PERCEIVED SELF-EFFICACY

The two quotations that opened this chapter invoke
the heart of self-efficacy theory (Bandura, 1977a,
1986, 1997). Perceived self-efficacy refers to our
judgments of what we think we can and can’t do.
More formally, self-efficacy refers to our sense of con-
fidence and competence, qualified by specific de-
mands and features of the situation in which
self-efficacy judgments are activated. When activated
and the assessment is “I can,” high self-efficacy will

lead to new levels of learning and accomplishment.



172 THE SELF-SYSTEM IN ADULT DEVELOPMENT AND LEARNING

When the activated assessment is low—*I can’t”—
then self-efficacy will inhibit engagement in chal-
lenging situations, precluding skill development.
The individual who has high expectations for learn-
ing and development— who sets and attempts chal-
lenging goals—will be likely to encounter both
success and failure in goal acquisition, both of which
shape and inform behavior. Successes provide en-
couragement and help reinforce facilitative, goal-
directed behaviors. Failures provide information
about mistaken steps toward goals and help narrow
down and hone the behavioral repertoire. If opportu-
nities for new experiences are avoided and deemed
too risky, neither successes nor failures ensue, and
windows to learn close.

As reviewed in more detail elsewhere (Caprara &
Cervone, 2000), self-efficacy beliefs are of particular
importance to intentional action for three reasons.
First, self-efficacy perceptions directly contribute to de-
cisions, actions, and experiences. People commonly re-
flect on their capabilities when deciding whether to
undertake activities or to persist on tasks when faced
with setbacks. People who judge themselves highly effi-
cacious tend to be more willing to pursue challenges,
to be more persistent on tasks, and to experience lesser
performance-related anxiety (Bandura, 1997).

Second, self-efficacy perceptions may moderate
the impact of other psychological mechanisms on de-
velopmental outcomes. For example, as a general
rule individuals who acquire skills on a task achieve
greater success; but if people still doubt their capabili-
ties despite adequate instruction, they may fail to put
their knowledge into practice.

Third, self-efficacy beliefs influence other cogni-
tive and emotional factors that in turn contribute to
performance. Of particular importance are links from
self-efficacy processes to goal setting (Berry & West,
1993; Locke & Latham, 1990). People with higher ef-
ficacy beliefs tend to set more challenging goals and
remain committed to their goals; these goal mecha-
nisms, in turn, contribute to motivation and achieve-
ment (Bandura & Locke, 2003).

These links from self-efficacy beliefs to goal pro-
cesses are particularly important to adult develop-
ment and learning. One of the developmental tasks of
adulthood is appraisal and reappraisal of life goals.
Research shows that individuals who set learning or
performance goals acquire higher skills and self-
efficacy than those who set no goals (Bandalos,
Finney, & Geske, 2003) or who are told to merely do

their best (Brown & Latham, 2002). The effects of
goal setting on self-efficacy have been demonstrated
both empirically and in questionnaire studies of goal
setting and loss of control. Over an 8-year interval,
adults aged 30-59 years old who experienced loss in
important domains to self and who subsequently
downgraded the importance of goal attainment in
those domains experienced less loss of perceived con-
trol overall than if goals in the failing domain were
maintained at initial levels (Brandtstidter & Rother-
mund, 1994). In other words, rescaled or down-scaled
goals in domains of personal importance can buffer
the sense of perceived loss of control in that domain.
Prudent, careful judgment in many matters becomes
more necessary in older adulthood, when choices are
fewer and starting over in any number of domains
(education, vocation, living arrangements) is more
difficult than at younger ages. Recognition and accep-
tance of limits (the worldview of T. S. Eliot notwith-
standing) is essential, yet remaining open to possibilities
and opportunities is an equally compelling life span
task. Reasoned risk taking in older adults may con-
tribute to continued and new growth in broad do-
mains of functioning.

CHAPTER OVERVIEW

We begin with an overview of basic self-efficacy pro-
cesses. It is important to recognize that Bandura’s self-
efficacy theory is just one aspect of his much broader
social-cognitive theory of personality (Bandura,
1986). In this overview, then, we consider the contri-
bution of self-efficacy processes to adult development
and learning within a broader perspective on social-
cognitive mechanisms in personal functioning (e.g.,
Bandura, 1999b; Cervone, 2004a). We subsequently
address the assessment of self-efficacy beliefs in a sim-
ilar manner; we tackle the issue within a broader
analysis of cognitive structure, process, organization,
and its assessment (Cervone, 2004b; Cervone,
Shadel, & Jencius, 2001). A subtext of this coverage is
that the study of people’s agentic capacities requires
for its foundation an understanding of the function-
ing of the whole person—that is, a comprehensive
understanding of personality systems and their devel-
opment (Caprara & Cervone, 2003).

We then consider a number of domains that are
critical to adult development and learning and in
which self-efficacy processes contribute to success.



These include domains such as performance on intel-
lectual and memory tasks, participation in training
programs, and the solving of everyday problems that
can interfere with one’s pursuits. In this review, our
overall purpose is to position self-efficacy at the inter-
section of learning and development in adulthood.
We focus on the formation, calibration, and refine-
ment of self-efficacy beliefs across the life span as re-
lated to new learning and development. In pursuing
these goals, we are cognizant that there exist a num-
ber of highly related literatures that also shed light
on the role of control beliefs in adult development
(e.g., Heckhausen & Schulz, 1995; Little et al., 2003;
Skinner, 1996).

PERCEIVED SELF-EFFICACY,
SOCIAL-COGNITIVE PERSONALITY
SYSTEMS, AND ADULT
DEVELOPMENT

The psychological construct perceived self-efficacy
often is considered in isolation. In empirical work, re-
searchers may inquire solely into the link between a
self-efficacy measure and an outcome of interest. In
literature reviews, writers may analyze the causes and
effects of self-efficacy processes while devoting little
attention to other psychological mechanisms. Few
writers have put self-efficacy into developmental con-
texts, although the promise of such analyses has been
articulated and demonstrated previously (Berry, 1999;
Berry & West, 1993; Cavanaugh, Feldman, & Hert-
zog, 1998; Cavanaugh & Green, 1990). A narrow ap-
proach to the review of self-efficacy theory and
research fails to represent both the broader theoreti-
cal framework within which the self-efficacy con-
struct was developed and the range of psychological
dynamics that are critical to understanding the nature
of self-efficacy processes.

Social-Cognitive Perspectives
on Individual Development

As noted, Bandura proposed his self-efficacy theory
(1977a) within a broader framework on personality
development and functioning (Bandura, 1977b) that
itself was grounded in the seminal social learning the-
ory of Bandura and Walters (1963). In more recent
years, this conceptual framework has been developed
considerably, both through the efforts of Bandura
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(1986, 1999b) and in the work of other investigators
who analyze the development and functioning of
social-cognitive systems (reviewed in Caprara & Cer-
vone, 2000; Cervone & Shoda, 1999; Mischel, 2004).
These combined efforts yield a family of social-
cognitive theories that possess three defining features.

Interactionism

The first of these features is that individual develop-
ment and functioning are analyzed in a style that is
fully interactionist. Bandura (19806) expresses this in-
teractionist perspective in his principle of reciprocal
determinism, which posits that personality, environ-
mental influences, and behavior should be analyzed
as factors that mutually influence one another—that
is, that interact reciprocally in the causal dynamics
that underlie expressions of personality.

It is important to note that this interactionist view
goes far beyond the banal assertion that “people and
situations influence one another.” Instead, it speaks to
deeply significant questions about human nature and
the best way to construe human psychological quali-
ties in a scientific analysis. All serious psychologists
realize that people and situations influence one
another. Yet one can find in the contemporary
field well-known theoretical positions whose basic
variables—that is, whose core units of analysis—
are distinctly noninteractionist. Five-factor theory
(McCrae & Costa, 1996) posits that personality traits
are a product of genetic endowment, with people’s
standing on trait dimensions being uninfluenced by
environmental experience. Popular forms of evolu-
tionary psychology (e.g., Buss, 1991) contend that the
genome functions as a kind of program that primarily
determines the course of individual development. In
recent years, both of these theoretical positions have
been weakened in two ways. Theoretical analyses
have made clear that persons—even at the level of the
biology of the individual —develop through environ-
mental interactions (e.g., Gottlieb, 1998; Lickliter &
Honeycutt, 2003a, 2003b). Empirical data have pro-
vided evidence of variations across the life span in
personality trait scores that are unanticipated by five-
factor theory (e.g., Helson, Kwan, John, & Jones, 2002;
Srivastava, John, Gosling, & Potter, 2003; Twenge,
2002). Investigators have failed to replicate results that
originally had provided the core support for theo-
retical analyses of social behavior based on evolu-
tionary psychology (DeSteno, Bartlett, Braverman, &
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Salovey, 2002; Miller, Putcha-Bhagavatula, & Peder-
son, 2002). Research reviews indicate a larger role for
person—situation interactions in the development of
the individual than was anticipated in prominent
evolutionary-psychological perspectives (Bussey &
Bandura, 1999; Wood & Eagly, 2002). In light of
these developments, interactionist positions on de-
velopment that were developed years ago (Endler &
Magnusson, 1976) appear prescient.

A Systems View

A second defining feature of social-cognitive theory is
that it is a systems viewpoint on human development
and functioning. Social-cognitive and affective mech-
anisms are construed as a complex system of interact-
ing elements (Mischel & Shoda, 1995, 1998). This
systems thinking has significant implications for ex-
plaining the development of stable personality styles
and individual differences (Cervone, 1997, 1999;
Nowak, Vallacher, & Zochowski, 2002). The develop-
ment of a dynamic system is not prefigured; instead,
development occurs gradually via reciprocal interac-
tions between the system and the environment that it
encounters. The full development of personality,
then, is not encoded in the genome but results from
dynamic person—environment transactions. These
transactions include agentic processes in which peo-
ple contribute to the development of their own behav-
ioral and affective tendencies (Caprara, Barbaranelli,
Pastorelli, & Cervone, 2004; Caprara, Steca, Cervone,
& Artistico, 2003).

A further implication of a systems perspective con-
cerns the explanation of the individual’s behavior.
Stable patterns of action often can be well described
by using trait terms found in the natural language
(e.g., a person may act in a manner that can be de-
scribed as conscientious or agreeable). In a systems
perspective, however, one would not explain those ac-
tion patterns by positing internal psychology con-
structs that are isomorphic to the behavior one is
trying to explain (e.g., conscientiousness, agreeable-
ness). Instead, in a systems perspective such as social-
cognitive theory, one secks to specify systems of
interacting cognitive and affective processes that
jointly give rise to the observed patterns of behavior
(Cervone, 2004a). A critical implication in this work
is that a given individual’s personality system may
contribute to stable patterns of variability in social be-
havior (Mischel, 2004). In other words, two people

who show the same average tendency to exhibit, for
example, conscientious behavior may differ in the so-
cial contexts in which they do and do not exhibit con-
scientiousness; the patterns of variability thus
function as a “behavioral signature” of the individ-
ual’s personality (Mischel & Shoda, 1995). Both the
patterns of variability and the social contexts within
which one observes meaningful patterns of coher-
ence in personality functioning may vary idiosyncrati-
cally from one person to the next (Cervone, 2004a).
When turned to questions of adult development, the
natural implication is that any given adult may dis-
play distinctly different patterns of learning and per-
formance in different social contexts.

Before turning to the third feature of social-
cognitive approaches, we note that the combination
of interactionism and systems thinking inherently has
an implication that is quite significant. It shifts one’s
attention away from the charting of individual differ-
ences in the population and toward the careful analy-
sis of personality structure and organization at the
level of the individual (Cervone, 2005). The view that
the individual is a coherent psychological system who
develops in interaction with his or her environment
naturally raises questions about the internal organiza-
tion of psychological structures and dynamics, the na-
ture of the person—situation interactions at the level
of the individual case, and the possibility of individual
idiosyncrasy in personality structure and develop-
ment. These themes are not new. In the study of per-
sonality development, they have been developed with
particular clarity by Magnusson and colleagues (Mag-
nusson & Mahoney, 2003; Magnusson & Térestad,
1993). Their holistic interactionist perspective posits
that development cannot be understood by reference
to the action of single factors; it must be analyzed
through person-centered methods that illuminate
constellations of factors at the level of the coherent,
unique individual (e.g., Bergman, 2002). Highly re-
lated ideas about conducting analyses at the level of
the individual are found in theoretical work on in-
traindividual versus interindividual measurement
strategies (Borsboom, Mellenberg, and van Heerden,
2003; Molenaar, Huizenga, & Nesselroade, 2002)
and empirical research that uses growth curve model-
ing to chart developmental trajectories at the level of
the individual (e.g., Young & Mroczek, 2003). The
importance of a holistic perspective in which the ac-
tions of a person are explained by reference to the
person as a whole, rather than to independent “parts”



of the individual, is elucidated with exceptional clar-
ity by Harré (1998, 2002) and Bennett and Hacker
(2003). The fact that developmentalists increasingly
have turned their attention to the psychological func-
tioning of the potentially unique individual in the
past decade (e.g., Magnusson, 1996) is an encourag-
ing sign for the field.

This systems-level perspective highlights the limi-
tations of considering self-efficacy processes “in
isolation.” In the flow of thinking, thoughts about self-
efficacy inherently are associated with other classes of
cognition. In explaining the actions of a person, it is
best to attribute actions to the person as a whole
rather than to the isolated variable “self-efficacy.”

Personality Variables and the
Architecture of Personality

The third defining feature of the social-cognitive ap-
proach within which self-efficacy theory is formulated
involves the units of analyses through which individu-
als and their development are analyzed. The question
here is: How can one model the psychological mech-
anisms that underlie the coherence of personal func-
tioning (Cervone & Shoda, 1999)? In other words,
what are the basic personality variables in social-
cognitive theory? Such questions are fundamental to
the study of personal development; as noted else-
where, “one cannot advance a science of personality
and its development without having a conception of
what is developing” (Caprara et al., 2003, p. 945).
Before taking up this question, a point of clarifica-
tion is in order. The term personality has taken on
two distinct meanings in the scientific literature (see
Cervone, 2005), and the failure to recognize this fact
has bred confusion. Some investigators in the field of
personality psychology are interested in summarizing
major dimensions of variation in behavioral tenden-
cies in the population at large. Five interindividual
difference factors do a good job of summarizing these
variations (McCrae & Costa, 2003). Other investiga-
tors address an entirely different task: modeling the
within-person structure of cognitive and affective sys-
tems that contribute to individual’s distinctive psycho-
logical tendencies. When Bandura embeds his
self-efficacy theory (1997) in a broader social cogni-
tive theory of personality (Bandura, 1986, 1999b), the
personality theory he provides is of this latter sort. So-
cial cognitive theory is concerned with intraindivid-
ual psychological systems that causally contribute to
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people’s development, not with summaries of individ-
ual differences in the population. An intraindividual
focus, then, raises the question of how one can
comprehensively model within-person psychological
systems.

This question has been addressed in a recent theo-
retical model of the architecture of personality, that
is, a model of the overall design and operating charac-
teristics of those within-person psychological systems
that contribute to the uniqueness and coherence of the
individual (Cervone, 2004a). Briefly, this model rests
on three distinctions. One differentiates feeling states
(see Russell, 2003) from intentional cognitions—where
that word intentional is used as in the philosophy of
mind (Searle, 1998) to reference cognitive contents
that are directed beyond themselves to the representa-
tion of objects in the world. (To illustrate, feelings of
hunger do not represent—that is, symbolically “stand
for” —an object or event in the world and thus do not
have the quality of intentionality, whereas thoughts
about a particular restaurant do.) A second distinction
(already noted) is one that differentiates among those
cognitive contents that we usually refer to as beliefs,
evaluative standards, and goals. The third distinction
was developed by Lazarus (1991) in the study of cog-
nition and emotion: a distinction between knowledge
and appraisal. This distinction is so central to the
overall model that it is referred to as a knowledge-and-
appraisal personality architecture (KAPA). Knowledge
refers to enduring mental representations of a typical
attribute or attributes of an entity (e.g., one self, other
persons, objects in the physical or social world). Ap-
praisals, in contrast, are dynamically shifting evalua-
tions of the personal meaning of events, that is,
“continuing evaluation[s] of the significance of what
is happening for one’s personal well-being” (Lazarus,
1991, p. 144). Such evaluations generally are con-
ducted by relating features of the self to features of the
world. The distinctions (a) between knowledge and
appraisal, and (b) among goals, evaluative standards,
and beliefs are cross-cutting, yielding a taxonomy of
six classes of social-cognitive personality variables (see
figure 8.1). (In the KAPA variable system, the cogni-
tive construct “strategies” [as used, e.g., in the SOC
model of P. B. Baltes & M. M. Baltes, 1990, discussed
later] is viewed as a more molar psychological con-
struct than are individual KAPA variables; strategies
commonly consist of integrated systems of goals and
subgoals, as well as beliefs and evaluative standards
regarding alternative paths to goal achievement.)
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Intentional States with Alternative Directions of Fit

BELIEFS

Beliefs about one’s
Relation to an Encounter
(e.g., self-efficacy appraisals)

APPRAISAL

Beliefs about Oneself
and the World

(e.g., self-schemas,
situational beliefs)

Knowledge vs. Appraisal

KNOWLEDGE

EVALUATIVE STANDARDS

Standards for Evaluating
an Encounter

(e.g., standards for evaluating
ongoing performance)

Standards for Evaluating
Oneself and the World

(e.g., ethical standards,
criteria for self-worth)

AIMS/GOALS

Aims in an Encounter
(e.g., intentions-in-action,
personal goals during a task)

Personal, Interpersonal,
and Social Aims
(e.g., personal goal systems)

Ficure 8.1 The KAPA system of social-cognitive personality variables. In the variable system, the distinction
among beliefs, evaluative standards, and aims holds at both the knowledge and the appraisal levels of the per-
sonality architecture, yielding six classes of social-cognitive variables.

Self-Efficacy Appraisals

Within this model of social-cognitive systems (Cer-
vone, 2004a), the class of thinking that generally is re-
ferred to as “perceived self-efficacy” can be classified
according to both dimensions of this taxonomy
(figure 8.1). Perceived self-efficacy refers to beliefs—
specifically, beliefs regarding one’s own capabilities
for performance. Self-efficacy perceptions also are ap-
praisals, that is, they are evaluations of whether one
can cope with ongoing or prospective encounters,
where those evaluations directly bear on the meaning
of the encounter for the self. Self-efficacy appraisals,
then, are akin to appraisals of coping potential in
Lazarus’s (1991) model. The class of cognitions iden-
tified by Bandura (1977a) in his self-efficacy theory,
then, are appraisals of one’s capabilities to handle
prospective encounters (e.g., “Can I learn the skills re-
quired to get a new job as a Web page designer?” “Can
[ overcome shyness and reenter the world of dating af-
ter a divorce?”), not abstract knowledge about the at-
tributes of oneself or the social world (e.g., “Is Web
page design hard?” “Am I attractive?”). Such knowl-
edge, however, may come to mind as individuals ap-
praise their efficacy for performance, and systematically
influence those appraisals (Cervone, 1997, 2004a).

We note that some investigators use the term self-
efficacy to reference psychological phenomena that
differ from those identified by Bandura (1977a,
1997). Specifically, some investigators study “gener-
alized self-efficacy,” that is, a generalized belief
regarding one’s overall competence (Sherer et al.,
1982). The generalized construct has been criticized
on empirical grounds; it sacrifices predictive util-
ity (Bandura, 1997; Cervone, 1997; Stajkovic &
1998; Weitlauf, Cervone, Smith, &
Wright, 2001) and correlates so highly with other

Luthans,

constructs, such as optimism and self-esteem, that it
appears to lack discriminant validity (Judge, Erez,
Bono, & Thoresen, 2002). It has also been criticized
on theoretical grounds (Bandura, 1997; Cervone,
1999). Of necessity, meaningful social actions occur
in social contexts. The self-efficacy construct is
meant to capture people’s thoughts about their capa-
bilities for executing such actions in context, not in
contextual vacuums. These thoughts are inherently
contextualized. When facing challenges, people
rarely ask themselves, “Can I do things, in general?”
They instead ask themselves whether they can
cope successfully with the challenges that the world
presents.



Assessing Perceived Self-Efficacy

This analysis of self-efficacy processes has natural im-
plications for the question of self-efficacy assessment.
The approach to self-efficacy assessment devised by
Bandura (1977a) can be understood as part of a gen-
eral social-cognitive strategy for the assessment of per-
sonality structures and processes through which
people contribute to the course of their development
(Cervone, 2004b; Cervone et al., 2001). We briefly re-
view this strategy, then turn specifically to the assess-
ment of self-efficacy beliefs.

The social-cognitive strategy of assessment can
best be understood by contrast to other approaches.
Much assessment involves individual differences
strategies. For example, people may be described in
terms of scores on a small set of universal individual
difference dimensions. The scores usually represent
people’s overall average tendency to exhibit a given
type of experience or action. In computing this aver-
age, the test scorer inherently throws away informa-
tion about contextual variability in action; the test
score, for example, tells one about people’s overall
tendency to be anxious or motivated while revealing
nothing about the social contexts in which a given in-
dividual experiences greater or lesser anxiety or is
more or less prone to act in a manner that we call mo-
tivated.

A social-cognitive analysis suggests two limitations
to this strategy (Cervone, 2004b, 2005; Cervone et al.,
2001). First, the decision to throw out information
about variability in action from one context to an-
other has enormous costs. It sacrifices critical knowl-
edge about the individual, namely, how the individual
systematically and distinctively varies his or her be-
havior from one life circumstance to another (Mis-
chel, 2004). The second limitation is more subtle. Tt
concerns the nature of psychological constructs. In
individual-differences strategies (e.g., Costa & Mc-
Crae, 1992), individual persons are described ac-
cording to psychological constructs that are latent
variables derived from analyzing the population at
large. Such population-level analyses speak forcefully
to the challenge of summarizing variations in the
group. But they are mute with respect to the question
of within-person psychological dynamics at the level
of the individual case (see Borsboom et al., 2003).
Analyses of individual differences in a population
vield variables that serve a descriptive taxonomic
function. But to understand the dynamics of individ-
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ual development, one needs more than merely taxo-
nomic descriptions. One must identify psychological
systems that are possessed by a given individual and
contribute to his or her development. Social-
cognitive theory is fundamentally concerned with
identifying these causal dynamics (Bandura, 1999a;
Cervone, 1999). It thus calls for assessment strategies
that go beyond the mere description of individual dif-
ferences in the population and that instead identify
psychological mechanisms that causally contribute to
the development of the individual (Caprara et al.,
2003).

Strategies for assessing self-efficacy beliefs, then,
reflect social-cognitive theory’s dual concern with (a)
identifying psychological systems that causally con-
tribute to behavior and personal development while
(b) remaining sensitive to the possibility that individu-
als’” thoughts about themselves may vary markedly
from one life domain to another. To assess perceived
self-efficacy, investigators inquire into people’s ap-
praisals of the level or type of performance they be-
lieve they can achieve when facing designated
challenges. This most commonly is accomplished via
structured  self-report measures (Bandura, 1977a).
People indicate either the level of performance they
believe they can achieve on an activity (level of self-
efficacy), their confidence in attaining designated lev-
els of achievement (strength of self-efficacy), or both.

The test items that make up such scales are tai-
lored to tap efficacy beliefs in the particular domain
of interest. In other words, self-efficacy scales are de-
signed to tap people’s confidence in their capabilities
for performance in specified circumstances. To deter-
mine the content of test items, investigators commonly
analyze the particular challenges that individuals face
in a domain of interest (Berry, West, & Dennehey,
1989); this could be done either through a theory-
based analysis of the domain or, as in research on
everyday problem solving among older adults re-
viewed shortly (Artistico, Cervone, & Pezzuti, 2003),
through diary procedures in which research partici-
pants themselves report on significant life challenges.
After this task analysis, items are written to gauge peo-
ple’s confidence in executing specified behaviors to
cope with each of a variety of challenges. In the mi-
croanalytic research strategy of self-efficacy theory
(Bandura, 1977a; Cervone, 1985), self-efficacy assess-
ments are used to gauge not only between-person dif-
ferences but also within-person variations in efficacy
beliefs across contexts.
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Structured self-efficacy scales are not the only
means of assessing self-efficacy appraisals. For exam-
ple, some work employs think-aloud methods in which
research participants’ spontaneous self-statements re-
garding their efficacy for performance are analyzed
(e.g., Haaga & Stewart, 1992). However, questionnaire
methods have been the most common method of as-
sessment by far.

With this background on the nature and assess-
ment of self-efficacy beliefs, we turn to the question of
the development of self-efficacy beliefs and the capac-
ity for personal agency.

THE DEVELOPMENT OF
SELF-EFFICACY BELIEFS

Personal agency is shaped by the following develop-
mental forces: biological, psychological, sociocultural,
and life cycle (Cavanaugh & Blanchard-Fields, 2002).
We propose that these developmental forces operate
continuously during life to propel individuals forward
through multiple domains and contexts, promoting
(or preventing) growth in each. In early infancy, the
human organism begins to learn cause-and-effect rela-
tionships, including the reciprocal effects of self in the
world. These early experiences shape the child’s gen-
eral sense of personal agency and contribute to per-
sonal agency in specific behavioral developmental
contexts. We identify or label such contextspecific
agentic beliefs as self-efficacy beliefs, and we argue
that as behavioral strengths and weaknesses develop in
context, so do the performance-based beliefs associ-
ated with these behaviors.

The importance of self-efficacy mechanisms to
adult development becomes apparent from a review of
recent theoretical and empirical work. Maurer (2001)
examined factors in the workplace and organization
that contributed to midlife and older workers’ low
sense of self-efficacy for career-relevant learning and
skill development in the workplace. Maurer believes
that low efficacy mediates the relationship between
age of worker and participation in career development
and learning opportunities (also see Maurer, Weiss,
Barbeite, 2003). Sahu and Sangeeta (2004) recently
examined perceptions of self-efficacy among women
in the workplace and nonworking women, with results
indicating positive relations between workplace expe-
rience and efficacy beliefs and between efficacy be-
liefs and a sense of personal well-being.

Aging brings changes to internal processes and
abilities that bear on new learning and development
and, in theory, on appraisal and evaluation of behav-
ioral limitations and possibilities. Changes occur in
multiple domains in adulthood, including sensory
and perceptual levels (Anstey, Hofer, & Luszcz, 2003;
P. B. Baltes, Lindenberger, & Staudinger, 1997), at-
tentional capacities (McDowd & Birren, 1990; Mc-
Dowd, Filion, Pohl, Richards, & Stiers, 2003),
personality traits (Helson et al., 2002; Srivastava et al.,
2003), memory (Park et al., 2002; Verhaegen, Mar-
coen, & Goossens, 1993), processing speed (Salt-
house, 1991), problem solving (Allaire & Marsiske,
1999, 2002; Berg & Klaczynski, 1996), and intelli-
gence (Schaie, 1996). Effective functioning requires
adaptation to changing ability levels and shifts in re-
sources with recognition of what is available and what
is not. Several writers have emphasized the need in
old age to conserve resources for use in domains of
significance, importance, and relevance to effective
functioning. For example, Rybash, Hoyer, and
Roodin’s (1986) “encapsulation model” of cognitive
aging draws upon post-formal views of cognitive de-
velopment (Labouvie-Vief, 1980; Sinnott, 1998) and
describes the development of encapsulated modules
of knowledge and expertise, which draw processing
resources away from more generalized cognitive-
behavioral tasks in the service of these highly schema-
tized and complex expert modules. This model is
consistent with the general pattern of intellectual
change that occurs in adulthood, the so-called classic
aging pattern (P. B. Baltes, 1993; Botwinick, 1987),
wherein fluid abilities (mechanics) decline and crys-
tallized abilities (pragmatics) maintain or increase
into late life.

What do older adults want or need to learn? What
are the learning tasks of midlife and old age? One of
the tasks of adulthood is learning and accommodating
the limits of energy, strength, and speed resources.
New adaptations are needed for changes in cognitive
abilities, personality variables, and roles such as grand-
parenting, retirement, and widowhood. Sociocultural
changes, such as technology, urban/suburban/rural
development, and medical advances may force new
learning and development. Beyond adaptations and
adjustment to the inevitable changes associated with
aging, there are changes that are controllable and can
be willfully selected and pursued.

What does lifelong learning really mean for older
adults? Does new learning cease when resources



become so scarce that they are used solely to preserve
and maintain essential abilities and avoid further loss?
Are the oldest old realistically in a position for new
learning, or does their reality instead revolve around
maintenance of essential behaviors and avoidance of
further loss? Self-efficacy appraisals across domains of
functioning will begin to fluctuate as the contingen-
cies of behavior change with age. What was once a
sufficient length of time and set of abilities to master
new learning may no longer suffice when hearing
and vision begin to fail and new tasks take greater
time and effort. In the classic environmental press
model of Lawton and Nahemow (1973), adaptive
(and maladaptive) behaviors emerge as a function of
the interaction between personal resources (weak—
strong) and environmental press (weak-strong). If an
individual’s skill level surpasses the level of challenge
in the environment, the person—environment fit is
poor, leading to maladaptive outcomes. Likewise,
poor fit and lack of adaptive behavior result when the
environmental press exceeds the capabilities and
resources of the individual. Ideally, the environment
presents levels of challenge within and just beyond
the individual’s capabilities, which yields the best fit
and maximizes development and sense of compe-
tence and mastery (Lawton & Nahemow, 1973).
Children, adolescents, and adults learn by exam-
ple and feedback. Competencies in various domains
are shaped by performance successes and failures, ef-
fort and effort attributions, persistence and choice,
and self- and other-provided feedback. For example,
Zimmerman (2002) argues that academic excellence is
as much a function of motivational factors (e.g., self-
efficacy) as it is of ability and instruction, and points
to the critical role of practice among high achievers.
High achievers seem to know what they have to do to
learn and may be more knowledgeable of task de-
mands and person characteristics (Jenkins, 1979) than
low achievers. In research on meta-cognition in the
domain of problem solving, Kruger and Dunning
(1999) found that competent problem solvers appear
to be high in self-awareness, as shown by their more
accurate predictions of their performance outcomes
compared to incompetent problem solvers, who
grossly overestimated their abilities. Thus, experts in
a domain appear to be expert also at knowing their
abilities; although not tested directly by Kruger and
Dunning, it is likely that competent problem solvers
have high self-efficacy related to task monitoring,
meta-cognitive, and performance variables (Schmidt
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& Ford, 2003). Clearly, competency development is
informed in large part by self-regulatory and self-
feedback mechanisms.

The most widely studied domains of self-efficacy
functioning in the elderly are health, intelligence,
and memory. The losses and changes in cognitive
functioning in old age force reappraisals of abilities in
these domains, leading to new limits on performance.
Older adults should set goals that accurately represent
their competencies, being mindful to avoid injurious,
demoralizing, and even dehumanizing situations.
Sources of efficacy information in older adulthood
include the same categories of information used
by younger adults (mastery, modeling, persuasion,
arousal), but the nature of self-efficacy source infor-
mation probably changes with age to include greater
proportions of failure experiences relative to success
experiences—a proposition that is consistent with the
shift in the ratio of gains to losses in P. B. Baltes’s
(1987) life span model of development. To the extent
that peers serve as salient points of comparison, the
aging individual will have more opportunities in so-
cial contexts to observe memory failures, intellectual
slowing, and physical fragility and stiffness (e.g., per-
haps witnessing walking with the aid of canes after a
fall, painful attempts to use arthritic feet and hands,
etc.). Sources of efficacy information abound—
peers, family, media, stereotypes, doctors, neighbors,
confidantes—and older adults might optimize their
sense of well-being by attending specifically to posi-
tive, efficacy-building feedback from these environ-
mental sources (Welch & West, 1995).

Health

Research examining health outcomes among middle-
age and older adults documents the importance of
family members and health care professionals to self-
efficacy processes. Family factors are so important that
when one is predicting psychological outcomes for a
given family member, the efficacy perceptions of a dif-
ferent family member may be the most predictive.
Rohrbauch et al. (2004) conducted a study of health
management self-efficacy beliefs among cardiac pa-
tients and their spouses (i.c., where the spouse measures
tapped beliefs in the patient’s efficacy). Both patient
and spouse efficacy perceptions predicted survival, but
when one versus the other index was controlled statisti-
cally, only the spouse ratings were significant predictors.
Research on cardiac rehabilitation also highlights
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patients” subjective beliefs in their caretakers’ health
provision efficacy. Patients who exhibit higher confi-
dence in health care professionals’ capabilities have
been found subsequently to have higher beliefs in their
personal efficacy for physical performance and stronger
exercise intentions (Bray & Cowan, 2004).

Research on exercise, physical fitness, and dis-
ability self-efficacy is burgeoning in the aging litera-
ture. Studies show that self-efficacy is inversely
related to pain perception (Clark & Nothwehr, 1999;
Leveille, Cohen-Mansfield, & Guralnik, 2003; Reid,
Williams, & Gill, 2003). Moreover, self-efficacy and
knee pain taken together mediate the effects of mem-
bership in an exercise group on time to climb stairs as
an outcome measure following treatment (Rejeski,
Ettinger, Martin, & Morgan, 1998). Empirical tests of
predictions derived directly from self-efficacy theory
show that verbal persuasion sources of efficacy infor-
mation influence exercise outcome efficacy ratings
among older adults through doctors, family, and friends
(Clark & Nothwehr, 1999). Other research on exer-
cise self-efficacy among elderly adults demonstrates
or suggests the importance of self-efficacy expecta-
tions on commencement, adherence, and mainte-
nance of exercise regimens (Lachman et al., 1997; Li,
McAuley, Harmer, Duncan, & Chaumeton, 2001;
Litt, Kleppinger, & Judge, 2002; Seeman, Unger,
MecAvay, & Mendes de Leon, 1999). Together, these
studies provide support for the guiding principle that
self-efficacy acts as a change mechanism in various
physical and health behavioral domains. Older adults
who are highly efficacious appear to exert the neces-
sary effort required for maintenance and adherence,
with important positive health outcomes.

Intelligence

Lachman was among the first to demonstrate the rela-
tionship of control perceptions, including intellectual
efficacy beliefs, to intellectual functioning in adults
(Lachman, 1983). Her longitudinal studies showed
that intellectual efficacy is both an antecedent as well
as an outcome of intellectual change across short lon-
gitudinal waves. Lachman found that changes in fluid
intelligence and internal locus of control predicted
changes in intellectual self-efficacy over a 2-year pe-
riod in older adults. In related research, Cornelius
and Caspi (1986) found that intellectual self-efficacy
declined cross-sectionally from midlife to old age in a

sample of adults aged 35-79 years old, a finding repli-
cated by Lachman and Leff (1989) in a 5-year longi-
tudinal study of elderly adults.

Because older adults” intellectual abilities in the
basic mechanics of intelligence change more than
their abilities in pragmatic, crystallized domains (P.
B. Baltes, 1993; Botwinick, 1987; Cornelius & Caspi,
1986;), it might be expected that self-efficacy in these
domains would vary accordingly. This developmental
change has important implications for learning in
adulthood: If the intellectual skills that are used to
learn and manipulate novel information (the me-
chanics) are not as sharp in the later years as they
were in youth, older adults may need to alter their
learning goals and styles to optimize their learning.
For example, detection of abstract relationships among
component parts requires fluid intelligence, which
occurs less quickly among older learners than younger
learners. Different pedagogical tools and novel ap-
proaches to learning thus may be required when
older adults encounter new learning experiences of
this sort.

The acquisition of computer skills represents a do-
main of learning that is particularly challenging for
current cohorts of older adults because they were not
immersed in the information age to the same extent
as cohorts of younger adults. Learning to use com-
puter technology is increasingly necessary for success-
ful navigation through the business, financial, health,
education, and leisure markets of the twenty-first cen-
tury. Self-efficacy beliefs may be important in this do-
main; people lacking in computer use efficacy may
fail to persist in learning experiences and thus may ac-
quire only limited knowledge and skills. Studies show
that older adults possess lower self-efficacy for com-
puter learning than do younger adults (Laguna &
Babcock, 2000). Laguna and Babcock found that
computer experience, computer-self-efficacy, and
anxiety about computer use mediated the relation-
ship between age and working memory.

Memory

Cavanaugh et al. (1998) have argued eloquently for
the self as memory schematic and have outlined a so-
cial cognitive research agenda for studying memory
beliefs and behavior across the life span. This model
is quite consistent with self-efficacy approaches to
studying memory and aging, especially in its emphasis



on the dynamic nature of memory processing by
a “self in context.” Their theory proposes that when
individuals confront memory tasks, they analyze fea-
tures of the task and environment concurrently with
retrieved and known information about self-as-
memorizer. Memory processing as such is an online,
constructive process, and just as self-efficacy theory
dictates, past and current memory experiences and
outcomes shape efficacy and performance in context

Berry (1999) expanded on the Cavanaugh et al.
framework, placing greater emphasis on personality
variables, including a personological —whole person—
approach to memory self-efficacy. Berry also argued
that memory self-efficacy is probably a significant and
meaningful concept for most older adults, fueled by
declining memory abilities and prevalent societal ste-
reotypes of negative memory aging.

Empirical work by Lineweaver and Hertzog
(1998) focused on memory self-efficacy measurement
issues, echoing and refining earlier distinctions by
West and Berry (1994) on the domain specificity of
self-efficacy. Lineweaver and Hertzog differentiated
personal from general memory self-efficacy beliefs us-
ing an innovative graphing technique in a sample of
adults ranging in age from 18 to 93 years. Their data
showed that negative beliefs about memory aging be-
gin to accelerate in midlife and that older adults have
significantly poorer memory self-efficacy beliefs than
younger and middle-aged adults.

West and colleagues have conducted a series of
memory self-efficacy studies that demonstrate the in-
terdependent relationship of goals and self-efficacy
(West, Thorn, & Bagwell, 2003; West, Welch, & Kn-
abb, 2002; West, Welch, & Thorn, 2001). Collec-
tively, this line of work has shown that older adults
have poorer memory self-efficacy than younger
adults. Moreover, experimentally induced goal set-
ting led to increases in self-efficacy and performance
in both younger and older adults, and across multiple
memory trials, initial memory baseline scores and
memory self-efficacy predicted higher self-set goals.
West and colleagues have also obtained sex differ-
ences on measures of object location memory self-
efficacy. Although women had higher performance
scores than men overall, they had lower memory self-
efficacy scores on these performance tests. Older
adults and men overestimated their location recall
abilities. In other research, self-efficacy is related to
performance outcomes for men but not women. In
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the MacArthur studies of successful aging among
men and women aged 70-79 years, efficacy beliefs
predicted better performance on verbal memory and
abstract reasoning tests for men but not for women
(Seeman, McAvay, Merrill, & Albert, 1996; Seeman,
Rodin, & Albert, 1993). Although aging is not the
gloomy picture it was once made out to be (Hall,
1922; Rowe & Kahn, 1987), characterized primarily
by multiple losses in most domains of functioning
(Botwinick, 1973; Busse, 1969), the ratio of losses to
gains does indeed increase across the life span (P. B.
Baltes, 1987). How do individuals cope with this shift-
ing balance? How are losses minimized or at least
managed and gains optimized and even exploited?
One explanation is offered in the compelling theory
of selective optimization with compensation (SOC;
P. B. Baltes & M. M. Baltes, 1990), which we review
in a later section. Considered in tandem with Ban-
dura’s now classic theory of personal agency captured
by its central construct—self-efficacy—a powerful
model for understanding development and learning
in adulthood and old age may be forged.

SELF-EFFICACY AND SKILL
ACQUISITION IN ADULTHOOD

In this section, we explore closely the role of perceived
self-efficacy in activities that require sustained effort
over prolonged periods. Circumstances in which the
adult wishes to learn new skills are the prototypical case.

The adult who wishes to develop new capabilities
through new learning experiences faces challenges
that can be understood as consisting of distinct com-
ponents. These include becoming aware of social re-
sources (educational programs, social services) that
are available to promote skill development; devising
personal plans for taking advantage of these re-
sources; and removing psychological or social barriers
(e.g., shyness, daily life routines that may interfere) to
partaking in educational opportunities. Consider, for
example, those who want to enhance their physical
well-being through participation in an exercise pro-
gram. Systematic research indicates that older adults
who wish to participate commonly confront psycho-
logical challenges, such as a lack of motivation, to at-
tend exercise sessions on a regular basis as well as
pragmatic barriers, such as a lack of transportation to
centers that conduct exercise programs (Prohaska,
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Peters, & Warren, 2000). A self-efficacy analysis high-
lights the fact that the older adult may reflect on his
or her capabilities to cope with each of these distinct
challenges. As a result, if one wants to assess control
beliefs in a manner that captures the psychological
life of the individual, it may be necessary to attend
closely to issues of social context. Any given person
may have a high sense of efficacy for meeting some
challenges that arise in some contexts (e.g., doing the
exercises) and a low sense of self-efficacy in others
(e.g., getting to the exercise center).

Across the life span, learning might occur in two or
more distinct periods of one’s lifetime. People learn not
only while in school but also later in life in the work-
place. Retirement may provide time and opportunities
for learning new activities that were not available in
previous phases of life. Concordantly, for any given
learning task, there might be differences in the sense of
commitment and perceived challenge among individ-
uals of different age cohorts. Even subtle variations in
the perceived relevance of a task to one’s age group can
influence younger and older adults’ perceived abilities
to solve the task and their actual task performance
(Cervone, Artistico, & Orom, 2005).

As an illustration of how variations in one’s ap-
proach to cognitive tasks can influence courses of
action that require sustained effort, we consider re-
search on expertise. An interesting feature of expertise
gained through firsthand mastery in a given context is
that expertise confers different types of benefits. On
the one hand, of course, people become better able to
execute well-practiced routines. Yet experts also differ
in their approach to tasks, specifically in that they are
more able to generate novel strategies when well-
practiced routines no longer work or can no longer be
executed, perhaps because of age-related declines. Re-
search by Salthouse (1984) provides a clear example.
This work compared the performance of younger and
older typists. Older typists (experts), although their typ-
ing speed had declined, were found to be more likely
than younger typists to implement task strategies that
enabled their overall productivity to remain unaltered.
These strategies consisted of looking ahead in the text
one or two lines and memorizing the upcoming text.
As a result of this strategy implementation, their over-
all performance did not differ from that of younger
typists. The behavior of expert older typists is well de-
scribed by the model of SOC processes that has been
proposed by P. B. Baltes and M. M. Baltes (1990), dis-
cussed in greater detail later.

Skill Development Through
Training Programs

The contemporary industrialized world puts a pre-
mium on learning. New technologies infiltrate profes-
sions, forcing people at midcareer to acquire new
skills. Many people retire from their primary profes-
sion 15-20 years before the expected end of their life
span and have the opportunity to partake in learning
programs of value to their personal development.
Learning new skills may become far more important
than in the past. Questions about the design of train-
ing programs to confer new skills and the role of self-
referent beliefs in the skill acquisition process are
thus important both to society’s demands and to the
needs of the individual. Psychological science has
the capacity to illuminate psychological factors that
contribute to success in training programs aimed in a
vast array of cognitive domains (Maurer et al., 2003)
over the life span (Poon, Rubin, & Wilson, 1989).

Training programs aimed at improving knowledge
are precisely the sort of settings in which questions of
personal efficacy arise (Bandura, 1997). Learning is
associated with a sense of perceived challenge. There
is much uncertainty at the beginning of new learning,
which reflects the degree to which skills are lacking
in initial phases. Moreover, it is sometimes difficult to
gauge how quickly one is acquiring a new skill or the
skill level that one will ultimately reach. In such set-
tings, people naturally ask themselves questions about
their performance efficacy (i.e., Am I capable of do-
ing this?). Subjective beliefs about one’s capacity to
engage and sustain engagement in learning programs
thus contribute directly to the learning process (Ban-
dura & Schunk, 1981; Schunk & Gunn, 1986).

One means through which self-efficacy processes
influence learning involves the initial decision to en-
roll in a training program. Adult education commonly
is a proactive choice. People with a strong sense of
self-efficacy for learning are more likely to make the
positive choice to engage the challenge of a training
program, as suggested by much research document-
ing the impact of perceived self-efficacy on academic
motivation (Schunk & Pajares, 2002). This effect of
self-efficacy on choice processes has been analyzed in
detail by Lent, Brown, and Hackett (1994) in their so-
cial cognitive theory of career choice. In this model,
self-efficacy is viewed as having both direct and indi-
rect effects on career choices. In a direct path, people
with high efficacy perceptions are more likely to take



up challenging careers of interest to them. In an indi-
rect path, self-efficacy beliefs influence the interests
themselves; in other words, feelings of efficacy spur
feelings of interest in an activity (see Bandura &
Schunk, 1981). A recent meta-analysis of self-efficacy
and interests supports this idea (Rottinghaus, Larson,
& Borgen, 2003). Rottinghaus et al. found that per-
ceived self-efficacy predicts a substantial portion of
the variance in career interests. An interesting possi-
bility in this area is that the relation between self-
efficacy and interest in an activity may be nonlinear;
empirical results suggest that activities are relatively
uninteresting when self-efficacy for performance is ei-
ther extremely high or extremely low (Silvia, 2003).
Once in a training program, a strong sense of self-
efficacy for performance in the given context en-
hances achievement (Bandura, 1997). For example,
in studies of adults in workplace literacy programs
(Mikulecky, Lloyd, Siemental, & Masker, 1998),
learners who were confident in their writing and read-
ing abilities (literacy self-efficacy) had higher text
comprehension outcomes than those who did not
have high levels of literacy self-efficacy. Research by
Vinokur, van Ryn, Gramlich, and Price, R. H. (1991)
provides another illustration. Large numbers of un-
employed American adults took part in a brief (eight-
session) training program that conveyed skills for
identifying and pursuing new employment. Com-
pared to a control condition, this training program
fostered higher levels of employment and higher
carnings at a follow-up assessment 2.5 years later (Vi-
nokur et al., 1991). Mediational analyses indicated
that training had its effects largely through its influ-
ence on perceived self-efficacy (van Ryn & Vinokur,
1992), which had both a direct and an indirect
(though job-search attitudes) influence on the behav-
iors involved in secking reemployment. This work
demonstrates how a relatively brief intervention can en-
hance learning and developmental outcomes through
the mediating mechanism of perceived self-efficacy.
Similar training procedures to those targeted to
younger adults, enhanced performance among older
adults as well. Older people trained at evaluating im-
provement from their self-paced performance were
more likely to succeed on intellectual tasks (Dittman-
Kohli, Lachman, Kiegel, Baltes, 1991), and on mem-
ory tasks even when their work was to go through a
plan of several intervention sections (McDougall,
1998). A recent study from our lab addressed learning
experiences in everyday problem solving associated
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with self-efficacy perceptions among older adults
(Artistico & Pezzuti, 2003). Subjects trained in solv-
ing everyday problems performed better on a second
problem-solving task compared to subjects in the con-
trol group. Importantly, however, variations in perfor-
mance were paralleled by variations in perceived
self-efficacy; these variations partially mediated the re-
lationship between training and performance on
everyday problem-solving tasks.

One normally associates the idea of training with
the acquisition of professional skills. However, adults
also face interpersonal and family systems challenges
for which they may feel inefficacious and may benefit
from systematic training experiences in these areas.
One example of this is parenting. Research suggests
that there are reciprocal influences between adults’
sense of self-efficacy for parenting and the well-being
of family members in their care. On one hand, child
characteristics influence parental self-referent beliefs;
mothers who lack social support and have tempera-
mentally difficult children have lower perceptions of
their efficacy for parenting and, in turn, more postpar-
tum depression (Cutrona & Troutman, 1986). Con-
versely, enhanced parental efficacy beliefs can improve
family welfare, and training programs can beneficially
bolster these efficacy beliefs. A training program for
parents of young children that involved the mastery
modeling of parenting skills has been shown to build
parental self-efficacy and reduce family stress (Gross,
Fogg, & Tucker, 1995). Higher levels of parental self-
efficacy have been shown to be important not only to
children but also to the mental health of parents
(Kwok & Wong, 2000). Parenting is not the only fam-
ily role in which efficacy beliefs are important. King
and Elder (1998) found that grandparents’ appraisals
of self-efficacy for contributing positively to their
grandchildren’s lives predicted levels of involvement
with the grandchildren’s daily activities. The role of
parenting self-efficacy in family life and prospects for
building these efficacy beliefs through interventions
are reviewed by Coleman and Karraker (1997).

Extant research on training programs, self-cfficacy
beliefs, and their effects suggests a clear message:
Training programs should include information about
not only the skill acquisition task but also interven-
tions designed to boost participants’ perceptions of
their capabilities to handle challenges, because these
self-efficacy perceptions have a significant effect on
interests, choices, and motivation. Much work in so-
cial cognitive theory indicates how this can be done
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(Bandura, 1986, 1997). Self-efficacy beliefs are best
enhanced by firsthand experiences of personal mas-
tery. Training programs should be structured such
that they contain proximal performance goals that
participants can reach and clear feedback to partici-
pants when they reach them.

COGNITIVE SKILLS IN LEARNING

In many areas of everyday life, people can base their
judgments of personal efficacy on past personal expe-
rience. Past successes and failures form a basis for ap-
praising one’s capabilities for future action. However,
past experiences are sometimes lacking. Circum-
stances may contain features that are so novel that the
individual faces the challenge of judging personal ef-
ficacy under conditions of substantial uncertainty
(Cervone & Peake, 1986).

When perceived  self-efficacy cannot be solely
based on previous experience, one possibility is to
base self-efficacy appraisals on past experiences that
seem similar to the new challenge one is facing. De-
termining what past situations are relevant and how
relevant they are involves judgmental processes that
are fraught with subjectivity. When older adults face
challenges for which they have no direct prior
experience —for example, adjusting to retirement, be-
coming a grandparent, adopting a new medical or ex-
ercise regimen to cope with a medical problem —they
must appraise their efficacy for performance and for-
mulate goals under conditions of high uncertainty.
In such circumstances, stereotypes or other judgmen—
tal influences may systematically distort these self-
appraisals, in some instances causing individuals to
underestimate their capacities for performance. In
the language of the KAPA model noted carlier (Cer-
vone, 2004a), the stereotypes would function as en-
during knowledge that biases efficacy appraisals.

In addition to assessing past experiences, another
cognitive activity that is central to self-efficacy judg-
ment under uncertainty involves future-oriented cog-
nition. People may mentally simulate pathways to
goal achievement, and the ease with which they can
envision reaching their goals may influence self-
efficacy appraisals. Research with older adults indeed
indicates that peoples’ cognitive capacity to generate
strategies for overcoming barriers to participation in
programs is important to the learning process (Pro-
haska et al., 2000). People with adequate skills may

fail to participate because they dwell on potential ob-
stacles to participation; qualitative research has indi-
cated that for older people, to start and then maintain
a learning program often means more than having
the required skills and knowledge to do it, because
the real challenge is to begin putting one’s knowledge
and skills into action (Williamson, 2000).

Moreover, when people are committed to a valued
course of action that they believe they can achieve,
they may fail to act on their intentions because of situa-
tional factors that distract them from intended pursuits.
Helping individuals generate strategies for solving daily
social, interpersonal, or intrapersonal problems that
interfere with planned activities might, then, facilitate
daily adherence among older adults and reduce attri-
tion from these programs.

Older adults’ participation in learning programs
thus may hinge on their ability to solve everyday prob-
lems that can interfere with their taking part in valu-
able learning activities. This raises the challenge of
understanding factors that may influence older adults’
problem solving abilities—a challenge that has been
met by research on everyday problem solving.

Everyday Problem Solving

Historically, in cognitive psychology, the term prob-
lem solving typically has been applied to the solution
of abstract analytical tasks; a problem such as the
Tower of Hanoi puzzle (in which the research partici-
pant moves geometric shapes of different sizes in ac-
cordance with logical constraints on their movement)
is an example (Anzai & Simon, 1979). On such tasks,
people are confronted with a well-defined problem,
and reasoning may lead the individual through a fixed
problem space in which there is one well-defined so-
lution (Reitmann, 1964; Simon, 1973). Although the
study of such tasks may provide meaningful insight
into human cognition, these problem-solving para-
digms capture only a limited subset of the cognitive
challenges faced by adults, particularly in the later
years of life. To illustrate the point, consider a typical
everyday problem. Suppose an older adult living in a
condominium complex finds that meetings of the
local condo association frequently are disrupted by
disagreements and arguing among the association
members (example derived from Artistico et al.,
2003), and the individual wants to improve the tone
of the meetings. Here the problem is not defined as
sharply as a typical laboratory task; it is hard to know



what options are available to solve the problem or
how much improvement in the problem is even pos-
sible. In this problem of daily life, there also is no sin-
gle solution, as there is on a laboratory task. Any given
solution may fail or work only temporarily. Many dis-
tinct strategies and forms of solution thus may have to
be devised to make progress on the problem.

These considerations have given rise to a scientific
literature on everyday problem solving or being able
to successfully cope with everyday challenges (Den-
ney & Palmer, 1981) that turned out to be of particu-
lar relevance to the study of cognitive aging.
Especially when cognitive decline becomes substan-
tial (Salthouse, 1991; Salthouse, Berish, & Miles,
2002), skilled use of everyday problem-solving func-
tioning and competence becomes crucial for main-
taining an unaltered sense of well-being among older
individuals (M. M. Baltes & Lang, 1997; M. M. Baltes,
Maas, Wilms, Borchelt, & Little, 1999). Findings re-
veal that when compared to the declines that are evi-
dent on tests of fluid intelligence or abstract reasoning,
declines in performance on everyday problem-solving
tasks are small, moderate, or nonexistent. This con-
clusion holds with respect to studies examining
problem-solving fluency or the number of safe and ef-
fective solutions generated (Denney & Palmer, 1981;
Denney & Pearce, 1989; Denney, Pearce, & Palmer,
1982), or with respect to studies examining quality of
everyday problem-solving reasoning (Allaire & Mar-
siske, 1999, 2002; Berg, Meegan, & Klaczynski, 1999,
Cornelius & Caspi, 1987).

Everyday Problem Solving Across the
Life Span

Denney and her associates studied problem solving
trajectories over the life span (Denney & Palmer,
1981; Denney & Pearce, 1989; Denney et al.,1982).
They indicated that although performance on tradi-
tional laboratory tasks tends to decrease linearly after
early adulthood, a different pattern is found on every-
day problems. Performance on everyday problem-
solving items increases from young adulthood to
middle age, but then decreases in the elderly. Older
participants were found to perform less well than
middle-age persons even when working on items that
were nominated by a sample of older persons as being
particularly relevant to their age group (Denney &
Pearce, 1989). Although exceptions are occasionally
found in which older adults outperform younger
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adults on everyday problems (Cornelius, 1984; Cor-
nelius & Caspi, 1987) or in which some forms of
everyday cognition are highly correlated with tradi-
tional measures of basic cognitive abilities (Allaire &
Marsiske, 1999), many research findings suggest that
everyday problem solving is a distinct cognitive do-
main in which experience-based knowledge that is
gained across adulthood may facilitate performance;
yet “experience cannot completely nullify the effects
of aging” (Denney, 1990, p. 340).

Everyday Problem Solving
and Perceived Self-Efficacy

Several factors contribute to everyday problem-
solving ability. It has been increasingly reported that
in addition to bringing knowledge to bear on tasks,
older adults may enhance everyday problem solving
performance by engaging effective use of self-regulatory
strategies (Sinnott, 1989). Studying regulatory pro-
cesses in later adulthood is a key factor for under-
standing how older adults are able to compensate for
declines in virtually any cognitive ability (Artistico &
Lang, 2002). A key question, therefore, is to under-
stand how older people exert the goal-directed effort
required to attain knowledge and develop task strate-
gies about everyday problem solving (Berg &
Klaczynski, 1996; Blanchard-Fields, Chen, & Norris,
1997; Hess & Blanchard-Fields, 1999).

Older adults do not always perform optimally on
everyday problem solving tasks, but if they do so, it is
generally because they have high confidence in their
ability to solve everyday problems or perceived self-
efficacy (Artistico et al., 2003). Generating solutions
requires sustained cognitive effort, and people who
possess robust efficacy beliefs are more likely to exert
that effort, rather than abandon attempts at problem
solving (Bandura, 1989). Variations in perceived self-
efficacy predict problem-solving ability, specifically,
viable solutions that individuals are able to generate
for everyday problems (Artistico et al., 2003). Impor-
tantly, it is not merely the case that some people are
generally good and others generally poor problem
solvers. Instead, we found significant within-person
variability in self-efficacy beliefs and problem-solving
abilities across contexts. When problems were typical
of older persons’ daily experiences (e.g., dealing with
incompetent medical personnel), they judged them-
selves as relatively capable of solving the problems
and exhibited superior levels of cognitive performance.
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In contrast, in domains that were less familiar to them,
older adults had lower efficacy beliefs and perfor-
mance than did younger adults. Moreover, the results
from this study suggest that perceived self-efficacy op-
erates as a cognitive mediator of age-related perfor-
mance differences on problem-solving tasks among
young and older adults (Artistico et al., 2003).

Crystallized and Fluid Intelligence

An early and persistent question in the field of psy-
chological aging was to understand what types of in-
tellectual abilities older people use to achieve high
levels of performance on cognitive tasks. One answer
was found in the distinction made between two or-
thogonal types of general intellective ability, namely,
crystallized and fluid intelligence (Cattell, 1971).
Crystallized intelligence normally underlies tasks
that test knowledge that is accumulated through expe-
rience and years of education (P. B. Baltes, 1997). On
the other hand, fluid intelligence is an ability used for
spatial and abstract reasoning tasks, such as solving
numerical or spatial puzzles. The distinction between
crystallized and fluid intelligence is somewhat analo-
gous to the distinction between everyday problem
solving and laboratory problem solving. Crystallized
intelligence might be conceptually relevant to solving
everyday problems, whereas fluid intelligence could
be instrumental in solving abstract reasoning tasks.

In research on intellectual aging and the crystal-
lized/fluid distinction, older people scored signifi-
cantly higher and perceived themselves as more
efficacious to perform on a crystallized intelligence
test than did younger people (Lachman & Jelalian,
1984). In contrast, younger people scored higher and
perceived themselves as more efficacious to perform
on a fluid intelligence test than did older people
(Lachman & Jelalian, 1984). Similar results were
found in a study in which fluid intelligence was mea-
sured with a working memory task, and crystallized
intelligence was measured by asking people to offer
wisdom with respect to critical interpersonal dilem-
mas. Older adults were as capable as young adults of
generating solutions for critical interpersonal situa-
tions and making life decisions and were as fast as
younger people. Younger adults were more proficient
than older adults on working memory tasks (for
an overview of these results, see P. B. Baltes &
Staudinger, 2000).

Taken as a whole, research on everyday problem
solving and research directed by the distinction be-
tween crystallized and fluid intelligence indicate that
personal experiences associated with assessment of an
individual’s perceived efficacy might better explain
cognitive performance in later age. Next we turn our
attention to a family of factors that might enhance our
understanding of people’s ability to engage in com-
plex behavior, such as learning. These factors include
strategies that are particularly relevant to older adults’
everyday functioning and performance and were
briefly introduced earlier under the guise of the SOC
model.

SOC MODEL AND PERCEIVED
SELF-EFFICACY

The ability to maximize one’s potentials across the
life span rests on two key factors: being able to gener-
ate viable solutions to problems of life and having a
strong enough sense of efficacy to put these solutions
into practice. This combination of factors can help
buffer individuals against cognitive declines that oc-
cur with age. Converging evidence indicates that age
deficits in prefrontal cortical activity in working
memory are disruptive to higher order functioning in
older adults (e.g., Raz, 2000; Rypma, Prabhakaran,
Desmond, & Gabrieli, 2001; Salthouse, 1991). As we
saw, solving tasks that are ecologically relevant to
older adults and that foster use of crystallized intelli-
gence may prompt better performance and higher
self-efficacy perceptions among older people. Study-
ing regulatory processes in older adults could be key
for understanding how elderly people are able to
compensate for cognitive declines. To illustrate this
point, consider once again the example of older typ-
ists (Salthouse, 1984) introduced earlier in the chap-
ter. Older typists, regardless of their cognitive decline,
were as fast as younger typists in typing a lengthy work
assignment. This conclusion held because, as Salt-
house (1984) and others noted as well (P. B. Baltes,
1987; P. B. Baltes & M. M. Baltes, 1990), experts in
general are able to compensate with their skilled use
of strategies for the impact of cognitive declines on
performance. We will discuss compensatory strategies
to buffer against cognitive declines within a model
that is central to discourse in the contemporary field
of psychology and aging, the SOC model.



SOC Model

P. B. Baltes and M. M. Baltes (1990) identified “a
prototypical strategy of successful aging” (p. 21) that
involves managing cognitive declines by focusing on
actions through which these can be overcome. Their
model identifies patterns of selection, optimization,
and compensation that promote successful develop-
ment. Successful adult development can be achieved
by selecting life goals that are manageable within the
constraints of biology and sociocultural opportunities;
optimizing the use of personal and social resources in
the pursuit of one’s aims; and by developing strategies
to compensate for declines that inevitably arise across
the life course. In the domain of learning, the SOC
model implies that disengagement is not a necessary
result of age-related declines in capabilities. Instead,
by focusing (i.e., selection), practicing (i.e., optimiza-
tion), and invoking the role of experience (i.e., com-
pensation), adults can continue to acquire valuable
new experiences across the life course.

Reports of strategy use for managing specific prob-
lems ought to refer to everyday problems that are rep-
resentative of those that are actually encountered by
individuals. Consider a well-known example of re-
silient performance provided by P. B. Baltes and M.
M. Baltes (1990). Pianist Arthur Rubinstein main-
tained extraordinarily high levels of artistic perfor-
mance in older adulthood through strategies that
compensated for age-related losses of motor speed
and flexibility. In a television interview he “told that
he reduces his repertoire and plays a smaller number
of pieces (selection); second, he practices these more
often (optimization); and third, he slows down his
speed of playing prior to fast movements, thereby pro-
ducing a contrast that gives the impression of speed in
the fast movements (compensation)” (example re-
ported in P. B. Baltes & M. M. Baltes, 1990, p. 26).

Level and Strength of Self-Efficacy
and SOC

On logical grounds, it has been theorized that develop-
ment in later years involves streamlining one’s efforts:
increasing effort in valued and important domains for
which performance can realistically be maintained,
while decreasing effort and investment in others (P.
B. Baltes, 1987). People who can rely on great levels
of perceived self-efficacy to perform optimally in a
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vast array of domains are more able to persist on chal-
lenging tasks compared to those people who perceive
of themselves as less efficacious (Bandura, 1997).
There are two ways that different aspects of perceived
self-efficacy are generally assessed (see Bandura,
1977a; Cervone & Scott, 1995): (1) the absolute type
of performance that one is envisioning to achieve
(levels of self-efficacy), and (2) personal confidence
in being able to attain designed levels of performance
(strength of self-efficacy).

Analysis of these two dimensions of self-efficacy
would provide several options for identifying the em-
pirical joint between perceived self-efficacy and spe-
cific task strategies, such as those in the SOC model.
Imagine asking Rubinstein before a piano concert to
indicate his level of self-efficacy for his confidence to
perform optimally (even pieces that would require
fast movements). Presumably, the reply would fall in
the upper range of a self-efficacy scale—a number
that would express the artist’s great confidence in his
piano-playing performance ability. Imagine also re-
peating this assessment many times over several con-
certs played over several nights. Such an approach
would yield measures of self-efficacy level, strength,
and generalizability (Bandura, 1977a), which could
in turn be combined with the various compensatory,
selection, and optimization strategies employed by
the artist over the successive nights. These measure-
ments would no doubt yield fluctuations in Rubin-
stein’s own self-efficacy judgments that would covary
systematically with the various possible performance
outcomes (e.g., length of applause, requests for en-
cores, perceptions of the orchestra, critics” reviews,
and so forth). This whimsical scenario illustrates the
type of investigation that could be conducted in more
realistic musical venues (e.g., music conservatories,
choral societies, orchestras) to test hypotheses derived
conjointly from self-efficacy theory and the SOC
model. In fact, research on music self-efficacy has
found that greater confidence in playing piano is re-
lated to assessors’ evaluations of the quality of stu-
dents’ musical performance during examinations
(McCormick & McPherson, 2003).

Rubinstein’s piano performance style in later life is
an exceptional illustration of selective optimization
with compensation and the judicious, effective appli-
cation of compensatory strategies. Many older adults
face accommodative difficulties in far more mundane
yet equally salient and personally important domains
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(e.g., everyday routines). Choices between tasks are
made on a daily basis and at short-term and long-term
levels. As at any age, older adults are confronted with
the ordinary time management tasks and “to-do” lists
of a given day. He or she might select between grocery
shopping today, returning library books tomorrow,
and doing laundry on Sunday, whereas longer- term
tasks such as entering a fitness or community volun-
teer program are deferred until physical, mental, and
even economic resources allow such choice and
selectivity. Research paradigms developed in everyday
learning contexts could assess how older adults learn
to manage trade-offs between physical and cognitive
limitations with selections of optimal functioning in
their most desired domains.

Research across different adulthood learning do-
mains that integrates personality in context, the self-
regulatory components of self-efficacy theory, and the
behavioral choices and balance implied by the SOC
model would provide a comprehensive understand-
ing of how older adults manage the myriad chal-
lenges and opportunities of life. Basic research should
aim to explicate both developmental differences at
the group level as well as the substantial within-
person variability in self-efficacy and learning pro-
cesses across the life span. When basic research
findings translate into beneficial applications, one of
the core missions of the field of psychological science

is fulfilled.

CONCLUSIONS

This chapter has reviewed diverse programs of theory
and research. Yet its primary ideas can be well sum-
marized by two simple themes. The first concerns the
nature of human development, and the second con-
cerns the nature of the psychological construct on
which we have focused, perceived self-efficacy.

In our contemporary world, in which many citizens
experience long life spans and enhanced freedom of
choice, the twists and turns of psychological develop-
ment increasingly are determined by personal decision
making. Especially within Western individualistic cul-
tures, the major roles and contexts of one’s life—
involving profession, family, location of residence, and
so on—are not conceived as fixed or inevitable. In-
stead, people recognize that they can choose among
life paths. This increases not only opportunity but
uncertainty. Ages ago, individuals may have been rela-

tively secure in the knowledge that they could adopt a
lifestyle in which their ancestors had lived successtully
for generations. In contrast, rapid changes in social and
family life reduce personal feelings of certainty about
one’s life course; for example, although college-aged
Americans today have an abundance of opportunities,
they also are more likely to believe that the outcome of
important life events may be beyond their personal
control, as compared to the beliefs expressed by their
cohorts only a few decades carlier (Twenge, Zhang, &
Im, 2004). When faced with choice and uncertainty,
people naturally reflect on themselves and their capac-
ities to handle the challenges ahead. Thus we live to-
day in a world where reflections on self-efficacy are key
to personal development. As we have seen in the re-
search reviewed herein, people with stronger beliefs in
their efficacy for performance are more likely to de-
velop the skills and exert the self-control and persistent
effort that are required to tackle the challenges that
world presents.

Regarding the self-efficacy construct, we have pro-
moted a perspective that is integrative rather than
isolationist. In the early days of self-efficacy theory
(Bandura, 1977a), it was important to document that
self-efficacy was a unique construct, that is, one that
captured distinctive aspects of mental life that uniquely
contribute to human achievement and well-being.
These efforts can be declared a success (see Bandura,
1997). Now, after more than a quarter century of re-
search effort, it is equally important to recognize that
self-efficacy beliefs are just one aspect of the overall
architecture of human mental systems (Cervone,
2004a). The advantages of this latter perspective are
dual. First, as noted herein, it can yield an integrative
view of human development in which the insights of
different theoretical traditions (e.g., P. B. Baltes, 1987;
Bandura, 1986) are seen to be complementary and to
yield an overall portrait of development that has
much power and scope. Second, it shifts one’s atten-
tion from a particular variable —self-efficacy—to a
target of investigation of greater interest: the whole,
coherent, multifaceted individual and his or her de-
velopment across the course of life.
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Chapter 9

Autonomy and Self-Directed
Learning: A Developmental Journey

Kathleen Taylor

Give a man a fish and feed him for a day.
Teach him to fish and feed him for a lifetime.
—Lao Tzu

INTRODUCTION

Not so very long ago, change was a change. Although
new technologies introduced early in the twentieth
century (think: telephone, automobile, airplane) led
to unexpected and far-reaching alterations in the way
things were, in most places, barring war or natural
cataclysm, daily life meandered along pretty much in
line with expectations. The pace of change started to
accelerate, however, in the latter part of the century.
This was affected in part by the introduction of even
newer technologies, such as television, highly sophis-
ticated automation, and the Internet. Television’s dis-
semination of images of distant people and places
contributed to the sense of global village. Automation
of all kinds, the computer in particular, drastically
changed the shape of work and the demands made of
workers. The Internet enabled person-to-person ex-
changes across formerly formidable barriers as well as
instant access to information that had once been
available only to specialists.

A vast amount of new knowledge is now created
daily, at an ever accelerating pace. It is no longer plau-
sible for educational institutions to imagine that their
most essential task is to pass along accumulated knowl-
edge to succeeding generations. By the time most stu-
dents are out of college, significant portions of what
they have learned will be outdated. Similarly with the
need for continued new learning in the workplace:
“Today’s technical knowledge will be only one percent
of that available in the year 2050 [and] the trend to-
ward changing jobs and careers will also continue”
(Guglielmino & Guglielmino, 1994, p. 40).

Another phenomenon of modern life that affects
how we think about learning is the increasing cultural
diversity within nations as well as the emergence (or
reemergence) of new nation-states at an unprece-
dented rate. This has focused attention on ways of
knowing that may be necessary for democratic forms
of government to take hold and for existing democra-
cies to be maintained. Educator-philosophers such as
Dewey (1916/1930), Freire (1992), Horton and Freire
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(1990), and others have observed that the democratic
impulse may require a particular independence of
mind and thought, based on the ability to question
one’s own—and, by extension, cultural, and societal —
beliefs and assumptions. The capacities for such self-
questioning are most likely encouraged by certain
forms of education that may not be widely practiced.

In sum, continuous change is now pervasive and
unavoidable. It affects individuals, families, communi-
ties, every aspect of the workplace, social institutions of
all kinds, national identities, and geopolitical interac-
tions. Given these phenomena—the pace of change,
the rate at which new knowledge is created, and the
pressing need to respond effectively to ever more cul-
turally diverse environments—the familiar proverb
takes on new resonance: Give a person information
and satisfy her learning needs for a day; teach her to
learn on her own and satisfy her learning needs for a
lifetime. In the literature of adult education, encourag-
ing self-directed learning (SDL) has been described as
a major factor in fostering the skills and capacities for
lifelong learning and “critical to survival and prosperity
in a world of continuous personal, community, and so-
cietal changes” (Caffarella, 1993, p. 32).

This chapter is divided into three sections, research,
theory, and practice. The section on research begins
with a brief overview of major themes in the literature
of adult SDL;; the theory section examines the explana-
tory power of constructive-developmental theory, in
particular, to illustrate how SDL relates to adult devel-
opment and autonomy; and the section on practice
shifts the focus to ways in which teaching and learning
may be framed to encourage greater complexity of
mind. However, this seemingly linear narrative is in-
evitably recursive, as research gives rise to theory, theory
informs practice, and practice leads to new research.

RESEARCH

No concept is more central to what adult education
is all about than self-directed learning.
— Mezirow

Looking back over the last 30 years of SDL research is
like watching a Polaroid photograph develop. Some
areas come into focus and develop finer detail while
others only begin to appear. As the process continues,
images that had seemed discrete are understood more
clearly in relationship to one another and are finally
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recognized as part of a coherent whole. As it emerged
as “the chief growth area in the field of adult educa-
tion research” (Brookfield, 1984, p. 59), self-direction
has been variously described as process, predisposi-
tion, and product.

Process or activity/skills research featured self-
instruction, including programmed instruction,
learning contracts, and other ways of individualizing
the teaching and learning process (Brockett & Hiem-
stra, 1991; Caffarella & Caffarella, 1986; Oddi, 1987).
A second research thread associated SDL with pre-
disposition, such as personality, cognitive styles, self-
efficacy, psychological orientation, learning styles, field
dependence/independence, and autonomy (Chené,
1983; Joughin, 1992; Long, 1990; Oddi, 1987). A
third thread suggested that SDL was potentially a
product or learning outcome, perhaps related to criti-
cal thinking and possibly the result of using appropri-
ate instructional methods (Garrison, 1997; Kasworm,
1983; Mezirow, 1985).

Self-Directed Learning as Process

In the carly 1970s, Tough (1979) examined the learn-
ing habits of adults and found them exercising their
own initiative in large and small ways in various learn-
ing projects. These activities were sometimes de-
scribed as self-education or self-instruction, individual
learning, and self-initiated learning, among other simi-
lar terms (Oddi, 1987). For example, an isolated or in-
dependent learner might choose to “go it alone,” due
either to lack of access (geography, time restrictions,
disability) or a preference for independent learning.
Most of these learners, having decided on their learn-
ing goals, would also design and execute self-created
(although informal) learning plans. Such learning
pursuits might include investigating an historical
event, learning to play an instrument, or ﬁguring out
how to fix or build something around the house.
Correspondence classes or programmed instruc-
tion were a more formal approach, given that learn-
ing objectives and perhaps a structured learning
plan would have been provided. Nevertheless, the
learner was seen as controlling when, how, and how
much she would engage with that learning. In more
traditional, face-to-face educational settings, another
approach to SDL was the use of learning contracts or
self-designed degree plans, although both were negoti-
ated with the instructor. In sum, SDL, which was
defined by Brockett (1985a) as “a process where the



198 THE SELF-SYSTEM IN ADULT DEVELOPMENT AND LEARNING

learner assumes primary responsibility for planning,
implementing, and evaluating a learning experience”
(p. 211), was seen as a pragmatic choice based in part
on convenience, possibly related to an independent
learning style, and facilitated by tools that learners
could be taught to use.

A major research emphasis was therefore to iden-
tify which tools, skills, and abilities were most effective
(Oddi, 1986), but questions were raised about the ade-
quacy of learners’ self-direction, particularly at the out-
set: “It is only as the adult becomes aware of the
standards, operations, procedures, and criteria deemed
intrinsic to that skill or knowledge area that he or she
can begin to set short- and long-term learning goals”
(Brookfield, 1985, p. 10). Without sufficient knowl-
edge of the topic, even a highly independent learner
would likely be ineffective.

Opposite to concerns about learners’ limitations
were questions about whether truly self-directed learn-
ing could exist against a backdrop of institutional
requirements for “coverage,” testing, and grading.
Brookfield (1993), for example, observed:

Controlled self-direction is, from a political per-
spective, a contradiction in terms, a self-negating
concept. . .. On the surface we may be said to be
controlling our learning when we make decisions
about pacing, resources, and evaluative criteria.
But if the range of acceptable content has been
pre-ordained . . . we are controlled rather than
in control. ... A fully developed self-directed
learning project would have at its center an alert-
ness to the possibility of hegemony. ... A fully
adult form of self-direction exists only when we ex-
amine our definitions of what we think it is impor-
tant for us to learn and the extent to which these
definitions serve repressive interests. (p. 234)

Brookfield (1985) was also concerned that if edu-
cators were viewed primarily as resources to and facil-
itators of the learner’s self-directed process, thereby
“restricted from presenting the adult with alternative
ways of interpreting the world or of creating new per-
sonal and collective futures, then the educator be-
comes a kind of master technician who operates
within a moral vacuum” (p. 6).

Self-Directed Learning
as Predisposition

Knowles’s (1975) claim that adults have an essential
need for self-direction was widely cited and sometimes

challenged in the emerging literature of adult and
SDL (Ellsworth, 1992; Newman, 1993; Pratt, 1988§;
Robinson, 1992). In support of his claim, some
pointed to the process of maturity from childhood to
adulthood as demonstrating a gradual shift from de-
pendence to independence and from reliance on oth-
ers to selfreliance. Furthermore, as behaviorism was
giving way to humanist psychology, theorists posited
an ultimate stage of personal growth in which people
would establish their individuality, take responsibility
for their choices, and achieve a new kind of freedom
from others’ control. This included control of the
learning process, because adults were believed to have
the capacity to reflect on earlier, limiting experiences
as a means toward greater self-determination (Kas-
worm, 1983). Empirical support was found in studies
of adults” actual participation in self-constructed learn-
ing activities (Tough, 1979), which turned out to be
frequent and ongoing.

Those who questioned Knowles’s assertion noted
that although many adults gave clear evidence of self-
direction in their personal and professional lives, in
educational settings, they might also choose teacher-
directed learning, even when invited to participate in
a more active way (Grow, 1991). Moreover, many
adult learners expressed discomfort or irritation if the
instructor deviated from expectations, for example, by
adopting the role of facilitator and requiring students
to engage in role-plays, group activities, or collabora-
tive assignments.

By the mid-1980s, some were pointing out the con-
ceptual limitations of focusing on self-instruction as
the main theme of SDL, suggesting that it was time to
move “beyond the focus on self-directed learning as a
set of activities in a self-instructional process to a study
of the motivational, cognitive, and affective characteris-
tics or personalities of self-directed learners” (Oddi,
1987, p. 27). Various advantages were suggested for
linking the study of personality characteristics with
SDL, including looking for a more comprehensive way
to examine aspects of self-direction.

Brockett and Hiemstra (1991) developed the Per-
sonal Responsibility model, suggesting that “the point
of departure for understanding learning lies within the
individual” (p. 27). What is called personality (includ-
ing motivational, cognitive, and affective aspects)
might be the very capacities and characteristics that en-
able SDL; or possibly, the attribute self-directed learner
is but one aspect of the constellation called personality.

Also drawing on the notion that self-direction is a
personal attribute, Guglielmino developed and refined



a Self-Directed Learning Readiness Scale (SDLRS),
which has been used in many educational, corporate,
and training environments (Caffarella & Caffarella,
1986; Caffarella & O’Donnell, 1987; Guglielmino &
Roberts, 1992). Some have questioned whether it as-
sesses readiness (and therefore a predisposition) so
much as familiarity with or skills developed in educa-
tional settings (Bonham, 1991; Brockett, 1985b;
Brookfield, 1984; Field, 1990); others found that it
provided useful insights (Delahaye & Smith, 1995;
Long, 1987).

Other personality characteristics associated with
SDL have included field independence, locus of con-
trol, and self-efficacy (Long, 1994). Although opin-
ions differ, it is claimed that field-independent (FT)
learners, who are likely to have an internal locus of
control and greater facility with abstraction and ana-
lytical tasks like problem solving, perform better in an
environment in which they are more autonomous
and can exercise their own judgment; relational or
field-dependent (FD) learners, by contrast, who are
likely to have an external locus of control, are thought
to perform better when they have support and feed-
back from others as well as more guidance from an
instructor (Joughin, 1992). However, with age, “mat-
uration and environmental stimuli,” some FD learn-
ers become FI learners (Tullos, 2000, p. 9), once
again raising the question of predisposition or devel-
opment.

Autonomy also has at times been described as a
predisposition, as when Knowles (1975) claimed
that an adult whose self-concept is that of a self-
directing (autonomous) person has a basic need or
“requirement” to be a self-directed learner. Candy
(1991), however, identified these as two different
ideas of autonomy. The first, personal autonomy, is
framed in terms of a self-determined, self-reflective
way of thinking and acting in all life’s arenas; the
second, pedagogical autonomy, is described in terms
of self-management of one’s learning (which Candy
further differentiates as either true autodidaxy or
learner-control as opposed to teacher-control). Fur-
thermore, “because a learner exercises control over
dimensions of the teaching/learning situation does
not mean that he or she is capable of exercising per-
sonal autonomy in the broader sense” associated
with “really crucial questions such as the social, po-
litical, moral, or ideological dimensions of learning”
(Candy, 1991, p. 21).

Motivational factors, the capacity for critical
thinking, and meta-cognition are additional personal
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characteristics that affect an individual’s participa-
tion in SDL (Garrison, 1997). The question remains
whether such characteristics or dispositions are pre-
dispositions, hence innate, or may in some way be
learned or developed. Similarly, are the different
kinds of autonomy connected, and if so, how?

Self-Directed Learning as Product

Candy (1991) also underscored connections between
the varying definitions of autonomy and the rather
paradoxical assumption that the product of SDL is a
self-directed learner:

[t is not uncommon to find . .. the assumption
that all adults are autonomous or “self-directing”
and that instruction should therefore be con-
ducted in ways that acknowledge autonomy. On
the other hand...adult educators constantly
claim that the development of autonomy is a ma-
jor goal of adult education. . .. How can they as-
sume the existence of certain circumstances at the
outset, and at the same time hold those circum-
stances to be the desired goal or outcome of their
activities? (p. 122)

In addition, when the phrase self-directed learning
is used for both the activity of learning and the goal of
that learning, it implies a relationship that may not
exist or, if it does, is not simple and obviously causal.
For example, according to an instructor who used
learning contracts with incarcerated students in a
maximum security prison, “once an inmate accepts
the responsibility for his own learning situation, he
may very well be able to accept his responsibility as a
member of society-at-large” (Boucouvalas & Pearse,
1982, p. 34).

By contrast, when Chené (1983) describes the au-
tonomous learner, she suggests that it is not enough
merely to use the mechanistic skills or tools of SDL; a
learner who planfully sets goals, finds and uses re-
sources, and defines and carries out procedures for
evaluation but does so “within a framework of as-
sumptions, expectations, allowable goals, and possi-
ble alternatives that is narrow and unchallenged”
—that is, without critical thought—is not considered
to have achieved true self-directedness (pp. 14-15).
Managing particular learning tasks with relative inde-
pendence (“autonomously”) need not result in the
overall independence of thought and action associ-
ated with personal autonomy. Candy (1991) echoes
this when he distinguishes between “methods that
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encourage learner-control” with “more global quali-
ties such as critical judgment, autonomous action,
and self-initiated inquiry” (p. 123).

Although both kinds of autonomy have been fre-
quently described as desired outcomes of SDL, and
Freire (1992) and Lindeman (1961) framed the pur-
poses of adult education in terms of enabling adults to
question the status quo, the goal of personal growth
leading to autonomy has been challenged as represent-
ing the excessive preoccupation with self so pervasive
in Western culture (Brookfield, 1993). Long (1994)
goes so far as to question whether SDL “is sometimes
associated with a pathological overemphasis on indi-
vidualism” (p. 16), and Grace (1996) decried the indi-
vidual focus that leads to inattention to social context
and cooperation in challenging the inequalities of so-
cial and economic structures. Critical theorists have
also challenged what they see as humanistic educators’
“misguided inclination” to frame SDL in terms of indi-
vidual empowerment, thereby overlooking its political
dimensions (Brookfield, 1993, p. 228). Nevertheless,
Brookfield (1993) also suggests that although the hege-
monic implications of SDL are inadequately consid-
ered, its potential to contribute to transformative and
emancipatory education, and in that way to be a coun-
terhegemonic force, is redeemable: “Most adult educa-
tors who stand behind the concept of self-direction do
so because they sense that there is something about
this form of practice that dignifies and respects people
and their experience and that tries to break with au-
thoritarian forms of education” (p. 229).

THEORY

We do not see things as they are,
we see them as we are.

—Talmud

Most developmental models have in common a vision
of a lifelong process that moves individuals toward
more fully expressing their human potential. Various
models may have particular emphases, such as moral,
spiritual, cognitive, personality, or ego development,
and may describe the process in terms of stages,
phases, crises, seasons, or dilemmas. Nevertheless, a
recurring theme in descriptions of mature adult devel-
opment (“mature” meaning somewhat beyond the
legal threshold of 18-21 years but well before “senior”

status) is the increasing capacity to think for oneself.
This implies that one not only questions and, if neces-
sary, stands up to the will of the majority but also
reflects on and questions one’s own beliefs and assump-
tions, recognizing that they, too, must be subject to
ongoing review and reconsideration.

These are the characteristics of autonomy, which
Gibbs (1979) suggests “might be defined, broadly
and ambiguously, as the capacity and habit of self-
government in the entire conduct of one’s affairs”
(p- 121). Thus autonomy has both intellectual and
moral dimensions. Although intellectual autonomy
need not imply great creativity and imagination, it
does suggest the ability to critically examine the
assumptions of the social-cultural surround. Moral
autonomy, by contrast, is “a disposition of character
rather than intellect: selfmastery or self-discipline,
having command of one’s own feelings and inclina-
tions” (Gibbs, 1979, p. 121). Considered in these
ways, autonomy is a particular coherence in how one
views oneself, the world, and oneself within the world.

Persons with this worldview are less subject to oth-
ers’” direction or vision, and more capable of creating
their own vision (e.g., of what to do and how to do it)
which, though not necessarily entirely original, is at
least personally and thoughtfully chosen. Because they
also recognize that no one is entirely free of another’s
influence, they are able and willing to monitor both
the effects of that influence and their responses to it.
Anyone familiar with the impulsivity, willfulness, self-
centeredness, and suggestibility of children and adoles-
cents recognizes the capacity for self-awareness as a
truly adult development. Yet there is also ample evi-
dence that many adults who seem old and experienced
enough to have such a capacity apparently do not.

Constructive-developmental theory, which attends
to qualitative changes in worldview—epistemology —
over the life span, is particularly effective in describing
both the characteristics and meaning of personal au-
tonomy and the process of change that precedes it.
This section therefore describes how notions of devel-
opment and constructivism converge to describe, as
Jankovic put it, “the beautiful and arduous task of be-
coming a person” (Candy, 1991, p. 15).

Constructivism

The concepts underlying constructivism can be
traced to ancient Greece, where sophists and skeptics,



among others, questioned the premise that it was pos-
sible to provide philosophical proofs for things that
were known through individual perceptions. This
theme recurred when Enlightenment philosophers
Kant and Vico again claimed that knowledge was a
construction based on interpretation of perception.
The idea gained new traction in the mid-twentieth
century, partly in response to discoveries in the field
of particle physics. Heisenberg (1962) for example, fa-
mously said, “We have to remember that what we ob-
serve is not nature in itself but nature exposed to our
method of questioning” (p. 58).

Although they began with different disciplinary
frameworks, Kelly (1955), Piaget (1954), and Vygot-
sky (1978) all advanced constructivist thought in the
twentieth century. Kelly’s personal construct psychol-
ogy held that from the moment of birth and through-
out their lives, people interact with the world around
them much as a scientist would, responding (albeit
unconsciously) to new experiences by creating and
testing hypotheses. These interactions, in turn, tend
to determine people’s future responses to what they
(again unconsciously) perceive as similar experiences.
This process of “construing” and “reconstruing” is
based on experience and, as one becomes more self-
aware, engenders increasingly effective self-reflection
and analysis. Piaget, who studied children’s under-
standing of themselves and the world around them,
proposed a model of sequential stages that described
major qualitative shifts in perception, always toward
greater complexity of mind. The last of these stages,
formal operations, which begins during adolescence,
was thought to represent the threshold of psychologi-
cal adulthood. One of Vygotsky’s (1978) major addi-
tions to this constructivist perspective is his emphasis
on the significance of the social context and the inter-
dependence of individuals and their cultural sur-
round. People learn and develop within a web of
personal and social relationships that affect how one
knows.

In short, the constructivist framework holds that
rather than discovering an objective reality (learning
knowledge that is separate from the knower), the
knower creates (constructs) knowledge through inter-
action with and reaction to experience, which is also
socially mediated. This is not to say that no objective
reality exists, but that what we can know of it is always
filtered through our perceptions, the limitations and
imperfections of which are invisible to us.
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Developmental Theory

Adult development may be broadly defined as “a
process of qualitative change in attitudes, values, and
understandings that adults experience as a result of
ongoing transactions with the social environment, oc-
curring over time but not strictly as a result of time”
(Taylor, Marienau, & Fiddler, 2000, p. 10). Combin-
ing this with the basic concern of constructivism—
“how people make sense of the perplexing variety
and constantly changing nature of their experience”
(Candy, 1991, p. 255)—leads to the underlying prem-
ise of constructive-developmental theory: that it de-
scribes qualitative changes, over time, in how we
interpret our experiences (i.e., “make meaning”).
Because they have focused on the role of educa-
tion, certain constructive-developmental models are
particularly relevant to the study of adult develop-
ment and learning (see table 9.1): Perry’s (1970)
scheme of moral and intellectual development in the
college years; Belenky, Clinchy, Goldberger, and
Tarule’s (1986) description of “women’s ways of
knowing”; Loevinger and Blasi’s (1976) concepts
of ego development; Basseches’s (1984) description
of dialectical thinking; and Kegan’s (1994) elucida-
tion of “transformation of consciousness”; this last is
the primary theoretical framework for this chapter.

Transformation of Consciousness

Kegan (1994) uses an educational metaphor of “con-
temporary culture as a kind of ‘school” and the com-
plex set of tasks and expectations placed upon us in
modern life as the ‘curriculum’ of that school” (p. 3)
to introduce his model of development. Just as we
might evaluate a school’s curriculum for young peo-
ple in terms of their capacity and readiness to meet
those academic challenges, he proposes that we “look
at the curriculum of modern life in relation to the ca-
pacities of the adult mind” (p. 5). However, in con-
trast to the transparent, published curriculum of a
school or college, this is a hidden curriculum. There
is no syllabus that sets out in advance the parameters
of what must be learned, the kinds of learning experi-
ences that should be undertaken, and the timing and
form of the eventual assessments. Rather, our cul-
tural surround creates these challenges—and, as
Kegan demonstrates, the expectations of this curricu-
lum are demonstrably more complex than those
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TaBLE 9.1. Three Constructive-Developmental Models

Perry: Moral and Intellectual Development

Kegan: Orders of Consciousness”

Belenky et al.: Ways of Knowing®

Dualism

e Right vs. wrong, we vs. they, black/white (rather than
gray), either/or (also: my group is “righter” than those
not like me/us)

Knowledge can be acquired

Source of knowledge is Authorities, who either have
right answers now or eventually will

Expectation to someday become an Authority

Instrumental (second order)

o Identifies with own interests, needs, and desires

e Social contract is “what can you do for me?”

e Lack of empathy

e Characterized by dualistic thinking

e Needs concrete directions; step-by-step procedures

Received knowing

e Knowledge comes from others—friends, family,
teachers, TV, etc.

No expectation to become an authority

Listens, has few opinions, remembers and reproduces
knowledge

Conventional moral judgments (but potentially
vulnerable to “cult” leaders)

Multiplicity/Relativism

e Farly: Everyone is entitled to his/her own opinion

e Late: Some opinions are more justifiable than
others—the point is to develop criteria

e Fven Authorities may not know everything

Socializing (third order)

e Sense of self and values are derived from others

e Uneasy with disagreements that suggest conflict and
therefore threaten underlying connection

e Needs clear expectations and unambiguous directions
from authorities about what should be done

Subjective/Procedural knowing

e “Tknow what I know” —“private” knowledge comes
from “inner voice” or “gut feelings,” but may apply only
to oneself

e Discomfort with ideas that contradict one’s own

® May use appropriate academic forms and procedures,
but is primarily “following the rules”

® Recognizes underlying purpose of and uses appropriate
methods, procedures, and rules for evaluating and
creating knowledge.

Commitment

e Knowledge is contextual, values are situational

® To live meaningful lives, one must make and commit
to decisions in the face of relativism (i.e., absence of
certainty), and also be open to reconsidering those
decisions as new circumstances warrant

Self-Authorizing (fourth order)

e Knowledge is consciously constructed

e Values and ethics are situational

e Ideas can be challenged and changed without loss of
self

e Awareness of and concern for the greater good

Procedural/Constructed knowing

® Recognizes own contribution to construction of
knowledge

e Knowledge emerges from “a full two-way dialogue with
both heart and mind”, integration of the voices of
others, and (as appropriate) includes the “procedural”
process of knowledge creation and evaluation

e Passionate involvement with the collective good

aPerry (1970).

PKegan (1982, 1994).

Belenky, Clinchy, Goldberger, & Tarule (1986).
dStanton (1996).



faced by most in our parents’” and grandparents’ gen-
erations.

Within the past half-century or so, powerful social
changes have altered not only our definition of family
but also our expectation of how to conduct those rela-
tionships. Similarly, the workplace has seen changes
not only in the kinds of jobs available and the knowl-
edge and training necessary to qualify for those jobs
but also in the way many employees are expected to
think about their work (Senge, 1991; Vaill, 1996). In-
creasing diversity in neighborhoods, schools, and
workplaces requires increasing understanding of and
even appreciation for unfamiliar (and perhaps even
startlingly unexpected) ideas and behaviors. Educa-
tion, which was once about “doing what the teacher
wants,” now asks for “self-direction,” “self-assessment”
(MacGregor, 1993), and “critical thinking” (Brook-
field, 1989). Modern culture has, in effect, upped the
ante for most adults in Western society, leading to a
sense that we are “in over our heads” in terms of “the
mental demands of modern life” (Kegan, 1994). By
comparison, in societies in which these changes have
not been so pervasive, it may still be possible for
adults merely to do as they were taught by their par-
ents and others who keep and transmit that society’s
cultural wisdom.

Kegan (2000) describes his as a model of episte-
mological trans-form-ation—a change in the form
of knowing. With each such shift in consciousness,
the individual becomes capable of making or con-
structing meaning in more complex ways. This is not
solely about cognition, however, because how one
makes meaning also determines how one feels or ex-

periences:

It is not that a person makes meaning, as much as
that the activity of being a person is the activity of
meaning-making. . . . There is thus no feeling, no
experience, no thought, no perception, independ-
ent of a meaning-making context in which it be-
comes a feeling, an experience, a thought, a
perception, because we are the meaning-making
context. (Kegan, 1982, p. 11)

However, as Heisenberg (1962) and the Talmud
tried to alert us, because the world we construct, our
“reality,” is always a product of the way in which we
perceive (which is, in turn, a function of our episte-
mology or level of consciousness), we are unable to
see that it is our perception. This is the concept
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of embeddedness, which is intuitively understood
through two familiar sayings: “the eye cannot see it-
self,” and “you can’t ask a fish about water.” Whatever
epistemology we are currently embedded in, or sub-
ject to, is invisible to us (Kegan, 1982). We therefore
cannot reflect on or observe (question, challenge, de-
scribe, examine, perceive, explore, recognize) our
worldview, because it is our worldview. Only when
we have begun to grow beyond its limitations—when
it is object to us (Kegan, 1982)—can we begin to see
those limitations, in (as it were) an epistemological
rearview mirror. Therefore, when an adult’s ability to
perceive, feel, and experience (in other words, to con-
struct reality) changes, it seems instead that every-
thing else has changed—one’s job, spouse, social
environment, perhaps even one’s aging parents.
Daloz (1999) captured the peculiar nature of this
nonrealization when he observed:

This does not mean that the old world has been
abandoned; rather . . . it is seen in a new way. The
journey does not take away our old experiences, as
we often fear before we embark. It simply gives
them new meaning. . .. Nothing is different, yet
all is transformed. . . . In this change of perspec-
tive, in the transformation of meaning lies the
meaning of transformation. (p. 27)

Orders of Consciousness

Kegan (1982, 1994, 2000) describes five orders of
consciousness. The first of these is a position of child-
hood (impulsive), and the last (self-transforming) is
achieved by so few adults that it is not relevant to this
discussion (see conclusion of this chapter for a brief
description). I therefore focus on instrumental (second-
order), socializing (third-order), and self-authorizing
(fourth-order) ways of knowing.

Instrumental Way of Knowing. Instrumental know-
ers are concerned with facts and want to “get” knowl-
edge (or, by extension, educational certification of
some kind) for utilitarian reasons, such as to earn
more pay. As concrete thinkers, they cannot abstract
or interpret; nor can they hold points of view other
than their own. They are intently focused on doing
things “right” and expect to be told with great speci-
ficity what that entails. “Instrumental learning is
learning how to; it does not deal with why” (Mezirow,
1985, p. 18). Probably fewer than 5% of adults sce
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the world solely from an instrumental perspective
(Kegan, 1994, p. 193) and, given the demands of
most college curricula, such adults are unlikely to be
found in higher education settings. In a recent study
of adult basic education/English for speakers of other
languages (ESOL) students, the fewer than 10% who
saw the world in this way were also those who had had
very restricted access to education due to recent immi-
gration or limited language skills (Kegan et al., 2001).

Socializing Way of Knowing. Socialized knowers’
purposes and desires for education and knowledge are
connected to their feelings of responsibility to and for
others. In addition, since they derive their sense of self
from others’ opinions of them, education may also
hold the promise of others” esteem or approval. As do
instrumental knowers, socialized knowers need clear
guidance, but they are much more vulnerable to
critical feedback. Critical feedback is likely to be in-
terpreted by such knowers less as suggestions for im-
provement than as commentary on their essential
worthiness. Empirical evidence suggests that most
adults in Western society have developed at least
some capacities of the socialized system of meaning
(Kegan, 1994, p. 195).

Self-Authoring Way of Knowing. Seclf-authoring
knowers value education for who they may become—
but “become” in terms of their own goals and stan-
dards, not for others” approval. They have begun to
recognize ways that they are more in charge of their

own life process and therefore seck to enhance those
capabilities further. This is not narcissistic self-in-
volvement, but rather acknowledgment that they are
individuals within a collective (in contrast to the so-
cializing knower, whose fusion with the collective
means that the group’s assumptions are “reality” and
unchallenged). For self-authorizing knowers, learning
encompasses the possibility of “changing as a person”
(Marton & Booth, 1997). They therefore gladly enter-
tain others’ counsel, yet still reserve for themselves
the right to evaluate that counsel. As compared with
socialized knowers, who may perceive difference as
uncomfortable or threatening, self-authorizing know-
ers greet the unfamiliar as a possible source of new
understandings and perspectives.  Self-authorizing
knowers are more prevalent among professional and
highly educated adults, but still account for less than
half that population; among those adults who have
less education and fewer economic advantages, the
self-authorizing way of knowing may account for only
one-fifth of the population (Kegan, 1994).

Limitations of Consciousness

The achievement of each way of knowing is ultimately
also its limitation. In the case of the socialized mind,
its achievement is to have internalized the relevant cul-
tural rules of adulthood as the self-centered instrumen-
tal orientation transformed into a new mutuality and
capacity for empathy and connection (see table 9.2).
The limitation is that those selfsame rules are now

TaBLE 9.2. From Instrumental to Socializing Way of Knowing

Instrumental (Second Order)

Socializing (Third Order)

Has relationship to others who are seen and valued in terms

s

of what they can provide: “I need you to meet my needs.”*

Is in relationship with others who are seen and valued in
terms of the connection they represent. Self and other
co-construct reality. Acceptance and approval are ultimate
concerns.

Social contract based on self-interest: maintains own point
of view; unempathetic.

Social contract based on mutuality; internalizes others’
points of view; empathetic.

Moral/ethical code: “My needs are primary. If [ concern
myself with your needs, it is only to the extent that they
don’t conflict with mine; I have no guilt about meeting my
needs at your expense.”*

Moral/ethical code includes guilt and hyper-awareness of
others” needs, even those unstated or imagined: “Tam
responsible for your feelings; you are responsible for mine.”*

Concrete, descriptive identity, e.g., name, gender, “things
I like,” perhaps family association; the concept of an abstract
identity is meaning]ess.

Identifies (not necessarily consciously) as member of group,
family, culture, race, religion, ete. also identified by job,
relationships, affiliations.

“Because people are unaware of the worldview to which they are subject, these perspectives would be neither recognized nor verbalized.

Note. Adapted from Developing Adult Learners: Strategies for Teachers and Trainers, by K. Taylor, C. Marienau, and M. Fiddler, 2000, San

Francisco: Jossey-Bass.
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TaBLE 9.3. From Socializing to Self-Authoring Way of Knowing

Socializing (Third Order)

Self-Authoring (Fourth Order)

In relationship with others; the level of mutuality and
empathy approaches fusion; differences are perceived as
threatening.

In relationship to relationships:
Can set limits and boundaries; differences are respected,
even valued.

Values, morals, and ethics based on group, family, and
cultural imperatives; norms and assumptions are invisible
and unquestioned.

Has values about values:

They are perceived as contextual, situational, and
constructed; former assumptions can be surfaced,
examined, accepted, or rejected.

[Early] “I know what I've heard”:
knowledge comes from others/received knowing.*
[Late] “I just know what I know (for myself ) but I also

want to know what you think I should know (for you)”:
knowledge comes from the self; subjective knowing.*

Has ideas about ideas:

Explores where knowledge comes from, who is responsible
for it, how and by whom it is constructed; “authorizes”
knowledge, critically evaluates own and others’ ideas. Sees
self and others as generators/constructors of knowledge;

is able to weigh and integrate the various contributions.

Identity constructed by/through others; others responsible
for own feelings; self responsible for others’ feelings and
states of mind.

Identity self-constructed; aware of and sensitive to others,
but not responsible for others’ states of mind or feelings;
others not responsible for own.

Looks out through others” eyes.**

Sees self through own eyes; internal dialogic relationship to
the self.***

“These epistemological positions are further described by Belenky et al. (1986) in their model of Women’s Ways of Knowing.

“*As described by Koller (1982).
“**As described by Basseches (1984).

Note. Adapted from Developing Adult Learners: Strategies for Teachers and Trainers, by K. Taylor, C. Marienau, and M. Fiddler, 2000, San

Francisco: Jossey-Bass.

running the show, and their invisibility makes them
unavailable to challenge. Furthermore, because those
cultural rules are nearly always exclusionary in some
way, the feelings of connection and empathy are pri-
marily available to “those like us” (in essence, and sub-
consciously: those whose cultural rules are not so
different from our own as to challenge our fundamen-
tal assumptions about what is right, true, and good).

Kegan (1994) describes this as the “family religion”
(pp. 266-267) and the socializing way of knowing as the
ultimate induction into its mysteries and expectations.
It is not related to any particular notion of the divine,
but is rather a set of beliefs, understandings, values,
assumptions, interdictions, and prejudices that affect
every aspect of life—and, given the changes described
at the beginning of this chapter, may be increasingly
problematic for people whose worldview it is.

Some adults, however, eventually develop beyond
the limits of the socialized meaning system, although if
this happens at all, it will occur several years after the
previous transformation (see table 9.3). Now people
discover that they have choices, whereas before there
were only imperatives. Now they are no longer at the
mercy of the “shoulds” and “what will others think?”

Kegan (1994) specifically identifies the shift to
self-directed learning—“take initiative; set our own
goals and standards; use experts, institutions, and
other resources to pursue these goals; take responsi-
bility for our direction and productivity in learning”
(p. 303)—as one of the hallmarks of the self-authoring
epistemology. However, given the empirical evidence
as to the prevalence of this way of knowing, many
adults learners will not yet be self-directed when they
enter adult learning environments. Kegan therefore
cautions:

Higher education will disappoint the real learning
needs of many modern adults if it assumes that the
hidden curriculum, inside and outside school, is
already mastered; if it tries to train adults to master
that curriculum (by focusing too exclusively on the
skills and behaviors associated with mastery) rather
than to educate adults to the order of consciousness
that enables those skills and behaviors. (p. 287)

In short, the capacity for the kind of self-direction
that is associated with personal autonomy is a func-
tion of complexity of mind. Those adults who are
already beyond the threshold of the selfauthoring
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epistemology arrive at the classroom door with the
“skills” of SDL and may appear to have the right kind
of “personality.” What, then, of those adults, currently
in the majority, who have not yet reached that thresh-
old? How does one teach another to direct his or her
own learning if that person’s basic assumption—or
“reality” —is that learning is what students do in re-
sponse to what the teacher says?

PRACTICE

If you become aware that something is in a certain
way, then you also become aware that it could be
in some other way.

— Marton and Booth (1997)

Two research streams currently explore teaching that
enables various approaches to self-direction. The first
includes teaching and learning strategies that are
known to encourage active student involvement and
cooperation in planning, execution, and assessment.
These include, for example, case study, problem-
based learning, action learning, and study circles.
The second stream includes particular models of in-
struction focused specifically on self-direction; as ex-
amples, the individualizing instruction process of
Hiemstra and Sisco (1990), the staged self-directed
learning model of Grow (1991), and the nine-step
procedure of Hammond and Collins (1991).

This section on practice will take a different tack
by exploring strategies that are not the subject of an
existing body of literature but arise at the intersection
of adult development and learning. By examining ex-
periences of teaching and learning through a devel-
opmental lens, I hope to encourage educators to
apply the underlying principles in ways that will best
suit their own subject matters and teaching styles.

To begin, 1 expand briefly on the developmental
constructs already introduced to provide a context for
better understanding how most adult learners experi-
ence learning and the suggestion that they be self-
directed. Following that, I describe both educational
activities designed with learners’ development in
mind and educators’ roles in creating the most effec-
tive environments for those activities.

Subject-Object Shift

[The core of an epistemology]| always consists of a
relationship or temporary equilibrium between
the subject and the object in one’s knowing. . . .

That which is “object” we can look at, take respon-
sibility for, reflect upon, exercise control over, inte-
grate with some other way of knowing. That which
is “subject” we are run by, identified with, fused
with, at the effect of. We cannot be responsible for
that to which we are subject. What is “object” in
our knowing describes the thoughts and feelings
we say we have; what is “subject” describes the
thinking and feeling that has us. We “have” object;
we “are” subject. (Kegan, 2000, p. 53)

Learners embedded in (subject to) the socialized
mind have many ideas but do not yet understand how
they came to have those ideas. They can identify the
authoritative sources of some of their ideas, such as
the teacher or text, and perhaps even acknowledge
some less authoritative sources, such as friends and
neighbors, family members, the media, and so on, but
these learners cannot see that whatever the source of
their information, their ideas are ultimately their own
construction. In ot