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Lucius N. Littauer Professor of Psychiatry and Chairman, Department of Psychiatry,
New York University School of Medicine; Director of Department of Psychiatry, Tisch
Hospital, New York, New York; Director of Nathan Kline Institute for Psychiatric
Research, Orangeburg, New York.

12.7. Schizophrenia: Clinical Features

Dennis P. Cantwell, M.D.*

Joseph Campbell Professor of Child Psychiatry, Department of Psychiatry and
Biobehavioral Sciences, University of California at Los Angeles School of Medicine,
Los Angeles, California.

35.1. Reading Disorder;

35.2. Mathematics Disorder,;

35.3. Disorder of Written Expression and Learning Disorder Not Otherwise
Specified

36. Motor Skills Disorder: Developmental Coordination Disorder

William T. Carpenter, Jr., M.D.

Professor of Psychiatry and Pharmacology, University of Maryland School of
Medicine, Baltimore, Maryland; Director of Maryland Psychiatric Research Center,
Catonsville, Maryland.

12.1. Schizophrenia: Introduction and Overview

Christine K. Cassel, M.D.

Professor of Psychiatry and Chairman, Department of Geriatrics and Adult
Development, Mount Sinai School of Medicine, New York, New York.
51.6¢. Geriatric Psychiatry: Ethical Issues

Irene Chatoor, M.D.

Professor of Psychiatry and Behavioral Sciences, George Washington University
School of Medicine and Health Sciences; Interim Chair and Director of Infant
Psychiatry, Children’s National Medical Center, Washington, D.C.

41. Feeding and Eating Disorders of Infancy and Early Childhood

Guy Chouinard, M.D., M.Sc.

Professor of Psychiatry, McGill University Faculty of Medicine; Professor of
Psychiatry, University of Montreal Faculty of Medicine; Director of Clinical
Psychopharmacology Unit, Allan Memorial Institute; Head of Clinical
Psychopharmacology Inpatient Unit, Fernand-Seguin Research Centre, Louis-H.
Lafontaine Hospital, Montreal, Quebec, Canada.

31.24. Selective Serotonin-Noradrenaline Reuptake Inhibitors

Tiffany W. Chow, M.D.

Clinical Instructor of Neurology, University of California at Los Angeles School of
Medicine; Director of Frontotemporal Dementia Clinic, UCLA Neuropsychiatric
Institute and Hospital, Los Angeles, California.



2.1. Neuropsychiatry: Clinical Assessment and Approach to Diagnosis

Domenic A. Ciraulo, M.D.

Professor of Psychiatry and Chairman, Boston University School of Medicine;
Psychiatrist-in-Chief, Boston Medical Center; Chief of Psychiatry Service, Veterans
Affairs Boston Clinic, Boston, Massachusetts.

11.12. Sedative-, Hypnotic-, or Anxiolytic-Related Abuse

James L. Claghorn, M.D.

Clinical Associate Professor of Psychiatry, University of Texas Medical School at
Houston, Houston, Texas.

31.19. Mirtazapine

C. Robert Cloninger, M.D.

Wallace Renard Professor of Psychiatry, Washington University School of Medicine,
Saint Louis, Missouri.

24. Personality Disorders

Barbara J. Coffey, M.D.

Assistant Professor of Psychiatry, Harvard Medical School, Boston, Massachusetts;
Director of Tourette’s Clinic, Director of Pediatric Psychopharmacology Clinic,
McLean Hospital, Belmont, Massachusetts.

48.6. Pediatric Psychopharmacology

Lee S. Cohen, M.D.

Associate Professor of Psychiatry, Harvard Medical School; Director of Perinatal and
Reproductive Psychiatry, Clinical Research Program, Clinical Psychopharmacology
Unit, Department of Psychiatry, Massachusetts General Hospital, Boston,
Massachusetts.

13.4. Postpartum Psychiatric Syndromes

Calvin A. Colarusso, M.D.

Clinical Professor of Psychiatry and Director of Child Psychiatry Residency Training
Program, University of California at San Diego School of Medicine, La Jolla,
California; Training and Supervising Analyst, San Diego Psychoanalytic Institute,
San Diego, California.

50. Adulthood

Ralph Colp, Jr., M.D.

Assistant Professor of Clinical Psychiatry, Columbia University College of Physicians
and Surgeons; Senior Attending Psychiatrist, St. Luke’s-Roosevelt Hospital Center,
New York, New York.

55.1. History of Psychiatry

Philip M. Coons, M.D.

Professor of Psychiatry, Indiana University School of Medicine; Attending
Psychiatrist, Indiana University Hospitals, Indianapolis, Indiana.

18.2. Dissociative Fugue

Jeremy D. Coplan, M.D.



Associate Professor of Clinical Psychiatry, Columbia University College of
Physicians and Surgeons; Associate Director of Biological Studies Unit, New York
State Psychiatric Institute, New York, New York.

15.3. Anxiety Disorders: Biochemical Aspects

G. Rees Cosgrove, M.D., F.R.C.S.(C)
Associate Professor of Surgery, Harvard Medical School, Boston, Massachusetts.
31.32. Neurosurgical Treatments

Jorge Alberto Costa e Silva, M.D.

Professor of Psychiatry and Director of International Center for Mental Health Policy
and Research, New York University School of Medicine; Director of Division of
Mental Health and Prevention of Substance Abuse, World Health Organization,
Geneva, Switzerland.

55.2. World Aspects of Psychiatry

Paul T. Costa, Jr., Ph.D.

Clinical Professor of Psychiatry, Georgetown University School of Medicine and
Health Sciences, Washington, D.C.; Associate Professor of Medical Psychology,
Johns Hopkins University School of Medicine; Chief of Laboratory of Personality and
Cognition, Gerontology Research Center, National Institute on Aging, National
Institutes of Health, Baltimore, Maryland.

6.4. Approaches Derived From Philosophy and Psychology

Nancy S. Cotton, Ph.D.

Instructor of Psychology, Department of Psychiatry, Harvard Medical School, Boston,
Massachusetts.

32.3. Normal Adolescence

Thomas J. Crowley, M.D.

Professor of Psychiatry, University of Colorado School of Medicine; Director of
Division of Substance Dependence, University of Colorado Health Sciences Center,
Denver, Colorado.

11.8. Inhalant-Related Disorders

Jan L. Culbertson, Ph.D.

Associate Professor of Pediatrics and Clinical Associate Professor of Psychiatry and
Behavioral Sciences, University of Oklahoma College of Medicine; Director of
Neuropsychology Services, Child Study Center, Children’s Hospital of Oklahoma,
Oklahoma City, Oklahoma.

7.5. Personality Assessment: Adults and Children

Jeffrey L. Cummings, M.D.

Augustus S. Rose Professor of Neurology and Professor of Psychiatry and
Biobehavioral Science, University of California at Los Angeles School of Medicine,
Los Angeles, California.

2.1. Neuropsychiatry: Clinical Assessment and Approach to Diaghosis

John F. Curry, Ph.D.
Associate Professor of Psychiatry and Behavioral Sciences, Duke University School



of Medicine; Associate Professor of Psychology, Duke University, Durham, North
Carolina.
3.2. Extending Piaget’s Approach to Intellectual Functioning

David Gordon Daniel, M.D.

Clinical Professor of Psychiatry and Behavioral Sciences, George Washington
University School of Medicine and Health Sciences, Washington, D.C.

2.6. Neuropsychiatric Aspects of Movement Disorders

Garrett C. Daum, M.D.

Assistant Clinical Professor of Psychiatry and Biobehavioral Sciences, University of
California at Los Angeles School of Medicine; Medical Director of Outpatient
Geriatric Psychiatry Programs, West Los Angeles Veterans Affairs Ambulatory Care
Center, Los Angeles, California.

51.4j. Geriatric Psychiatry: Cognitive-Behavioral Therapy

John M. Davis, M.D.

Gilman Professor of Psychiatry, University of lllinois at Chicago College of Medicine,
Chicago, lllinois.

31.2. Pharmacokinetics and Drug Interactions

Kenneth L. Davis, M.D.

Esther and Joseph Klingenstein Professor of Psychiatry and Chairman, Department
of Psychiatry, Mount Sinai School of Medicine, New York, New York.

31.15. Cholinesterase Inhibitors

Lori L. Davis, M.D.

Assistant Professor of Psychiatry, University of Alabama School of Medicine,
Birmingham, Alabama.

28.3. Premenstrual Dysphoric Disorder

Mark DeAntonio, M.D.

Assistant Clinical Professor of Psychiatry and Biobehavioral Sciences, University of
California at Los Angeles School of Medicine; Director of Inpatient Adolescent
Service, UCLA Neuropsychiatric Institute and Hospital, Los Angeles, California.
48.8. Child Psychiatry: Residential and Inpatient Treatment

Charles DeBattista, M.D., D.M.H.

Clinical Fellow in Affective Disorders, Department of Psychiatry and Behavioral
Sciences, Stanford University School of Medicine, Stanford, California.

31.33. Other Pharmacological and Biological Therapies

Rebecca F. Detweiler, Ph.D.

Assistant Professor of Speech-Language Pathology, University of Toronto, Toronto,
Ontario, Canada.

37.5. Communication Disorder Not Otherwise Specified

Lynn H. Deutsch, D.O.
Clinical Assistant Professor of Psychiatry, Georgetown University School of Medicine
and Health Sciences; Medical Officer, District of Columbia Commission on Mental



Health Services, Saint Elizabeth’s Campus, Washington, D.C.
7.7. Medical Assessment and Laboratory Testing in Psychiatry

Stephen I. Deutsch, M.D., Ph.D.

Professor and Associate Chairman of Clinical Neurosciences, Department of
Psychiatry, Georgetown University School of Medicine and Health Sciences; Chief of
Psychiatry Service, Veterans Affairs Medical Center, Washington, D.C.

7.7. Medical Assessment and Laboratory Testing in Psychiatry

Leah J. Dickstein, M.D.

Professor of Psychiatry and Associate Chair for Academic Affairs, Director of
Division of Attitudinal and Behavioral Medicine, Department of Psychiatry and
Behavioral Sciences, University of Louisville School of Medicine; Staff Psychiatrist,
University of Louisville Hospital, Louisville, Kentucky.

27.5. Other Additional Conditions That May Be a Focus of Clinical Attention

Joel E. Dimsdale, M.D.

Professor of Psychiatry, University of California at San Diego School of Medicine, La
Jolla, California.

25.9. Stress and Psychiatry

Nancy S. Downs, M.D.

Assistant Clinical Professor of Psychiatry, Associate Director of Residency Training,
University of California at San Diego School of Medicine, La Jolla, California.

28.5. Death, Dying, and Bereavement

Martin J. Drell, M.D.

Professor of Clinical Psychiatry and Head of Infant, Child, and Adolescent
Psychiatry, Louisiana State University Medical School; Clinical Director of New
Orleans Adolescent Hospital, New Orleans, Louisiana.

49.5. Children’s Reaction to lllness and Hospitalization

Jennifer J. Dunkin, Ph.D.

Assistant Professor of Psychiatry and Director of Geriatric Psychology and
Biobehavioral Sciences Fellowship Program, University of California at Los Angeles
School of Medicine, Los Angeles, California.

51.2c. Psychological Changes with Normal Aging

Elisabeth M. Dykens, Ph.D.

Associate Professor of Psychiatry and Biobehavioral Sciences, University of
California at Los Angeles School of Medicine; Attending Psychiatrist, UCLA
Neuropsychiatric Institute and Hospital, Los Angeles, California.

34. Mental Retardation

James C. Edmondson, M.D., Ph.D.

Clinical Assistant Professor of Neurology, State University of New York at Brooklyn
College of Medicine; Assistant Attending, Department of Neurology, Brooklyn
Hospital Center; Assistant Attending, Department of Neurology, Long Island College
Hospital, Brooklyn, New York.

2.11. Neuropsychiatric Aspects of Neuromuscular Disease;



2.12. Neuropsychiatric Aspects of Child Neurology
28.6. Chronic Pain and the Placebo Effect

Michael F. Egan, M.D.

Director of Clinical Research, Neuroscience Research Center at Saint Elizabeth’s
Hospital, and Acting Branch Chief of Clinical Research Services Branch, National
Institute of Mental Health, National Institutes of Health, Washington, D.C.

2.6. Neuropsychiatric Aspects of Movement Disorders;

12.4. Schizophrenia: Neurobiology

John Richard Elpers, M.D.

Professor of Clinical Psychiatry and Biobehavioral Sciences, University of California
at Los Angeles School of Medicine, Los Angeles, California; Vice Chairman,
Department of Psychiatry for Planning and Development, and Director of Ambulatory
Psychiatric Services, Harbor-UCLA Medical Center, Torrance, California.

52.1. Public Psychiatry

Norbert B. Enzer, M.D.

Professor of Psychiatry and Interim Associate Dean for Community Programs and
Graduate Medical Education, Michigan State University College of Human Medicine,
East Lansing, Michigan.

49.15. Psychiatric Prevention in Children and Adolescents

Brenda R. Erickson, M.D.

Former Assistant Professor of Psychiatry, University of Nevada School of Medicine,
Reno, Nevada.

13.1. Schizoaffective Disorder, Schizophreniform Disorder, and Brief Psychotic
Disorder

Spencer Eth, M.D.

Professor of Psychiatry, New York Medical College; Vice Chairman and Clinical
Director, Department of Psychiatry, St. Vincents Hospital, New York, New York.
51.6b. Geriatric Psychiatry: Forensic Issues

Dwight L. Evans, M.D.

Professor of Psychiatry, Chair of Department of Psychiatry, Professor of Medicine,
University of Pennsylvania School of Medicine, Philadelphia, Pennsylvania.

25.10. Behavior and Immunity

Brian Anthony Fallon, M.D., M.P.H.

Associate Professor of Clinical Psychiatry, Columbia University College of
Physicians and Surgeons; Attending Psychiatrist, New York State Psychiatric
Institute, New York, New York.

2.9. Neuropsychiatric Aspects of Other Infectious Diseases

Beverly J. Fauman, M.D.

Associate Professor of Psychiatry, University of Maryland School of Medicine; Senior
Psychiatrist, Walter P. Carter Center, University of Maryland Medical System,
Baltimore, Maryland.



29.2. Other Psychiatric Emergencies

Jan Fawcett, M.D.

Stanley G. Harris, Sr., Professor of Psychiatry and Chairman, Department of
Psychiatry, Rush Medical College; Director, Rush Institute for Mental Well-Being,
Chicago, lllinois.

31.27. Sympathomimetics

Marc D. Feldman, M.D.

Associate Professor of Psychiatry, Vice Chairman for Clinical Services, Medical
Director of Center for Psychiatric Medicine, and Director of Division of Adult
Psychiatry, Department of Psychiatry and Behavioral Neurobiology, University of
Alabama School of Medicine, Birmingham, Alabama.

17. Factitious Disorders

S. Shirley Feldman, Ph.D.

Senior Research Scientist, Division of Child Psychiatry and Child Development,
Stanford University School of Medicine; Associate Director of Human Biology
Program at Stanford University, Stanford, California.

49.7. Childhood or Adolescent Antisocial Behavior

Eileen B Fennell, Ph.D.

Professor of Clinical and Health Psychology, University of Florida; Professor of
Neurology, University of Florida College of Medicine, Gainesville, Florida.

7.6. Neuropsychological and Intellectual Assessment of Children

Wayne S. Fenton, M.D.

Associate Clinical Professor of Psychiatry and Behavioral Sciences, George
Washington University School of Medicine and Health Sciences, Washington, D.C.;
Director of Research, Chestnut Lodge Hospital, Rockville, Maryland.

12.10. Schizophrenia: Individual Psychotherapy

Calvin J. Flowers, M.D.

Research Fellow, Department of Psychiatry and the Behavioral Sciences, University
of Southern California School of Medicine, Los Angeles County and USC Medical
Center, Los Angeles, California.

31.5. b-Adrenergic Receptor Antagonists

Charles V. Ford, M.D.

Professor of Psychiatry, Director of Neuropsychiatry Clinic, Department of Psychiatry
and Behavioral Neurobiology, University of Alabama School of Medicine,
Birmingham, Alabama.

17. Factitious Disorders

Victor M. Fornari, M.D.

Associate Professor of Clinical Psychiatry, New York University School of Medicine,
New York, New York; Associate Chairman for Education and Training, Department of
Psychiatry, North Shore University Hospital, Manhasset, New York.

49.10. Child Psychiatry: Identity Problem and Borderline Disorders



Sydney Frederick-Osborne, Ph.D.

Postdoctoral Fellow, Department of Psychiatry, University of California at San
Francisco School of Medicine, San Francisco, California.

1.11. Psychoneuroendocrinology

Nelson B. Freimer, M.D.

Associate Professor of Psychiatry, University of California at San Francisco School
of Medicine, San Francisco, California.

1.18. Genetic Linkage Analysis of the Psychiatric Disorders

M. Gerard Fromm, Ph.D.

Director of Therapeutic Community Program, Austen Riggs Center, Stockbridge,
Massachusetts; Faculty, Massachusetts Institute for Psychoanalysis, Cambridge,
Massachusetts.

30.9. Eriksonian Clinical Theory and Psychiatric Treatment

Abby J. Fyer, M.D.

Professor of Clinical Psychiatry, Columbia University College of Physicians and
Surgeons; Attending Psychiatrist, New York State Psychiatric Institute, New York,
New York.

15.4. Anxiety Disorders: Genetics

Glen O. Gabbard, M.D.

Bessie Walker Callaway Distinguished Professor of Psychoanalysis and Education,
Karl Menninger School of Psychiatry, The Menninger Clinic; Clinical Professor of
Psychiatry, University of Kansas School of Medicine, Wichita, Kansas; Director of
Topeka Institute for Psychoanalysis, Topeka, Kansas.

6.1. Psychoanalysis

14.5. Mood Disorders: Psychodynamic Aspects;

15.5. Anxiety Disorders: Psychodynamic Aspects;

30.1. Psychoanalysis and Psychoanalytic Psychotherapy;

30.12. Combined Psychotherapy and Pharmacotherapy

Steven J. Garlow, M.D., Ph.D.

Assistant Professor of Psychiatry and Behavioral Sciences, Emory University School
of Medicine, Atlanta, Georgia.

31.22. Nefazodone

31.29. Trazodone

Thomas R. Garrick, M.D.

Professor of Psychiatry and Biobehavioral Sciences, University of California at Los
Angeles School of Medicine; Staff Psychiatrist, West Los Angeles Veterans Affairs
Ambulatory Care Center, Los Angeles, California.

25.6. Endocrine and Metabolic Disorders

Nori Geary, Ph.D.

Associate Research Professor of Psychiatry, The Joan and Sanford |. Weill Medical
College of Cornell University, New York, New York; Research Professor, E. W.
Bourne Behavioral Research Laboratory, New York Hospital-Cornell Medical Center,



Westchester Division, White Plains, New York.
1.20. Appetite

J. Christian Gillin, M.D.

Professor of Psychiatry, University of California at San Diego School of Medicine, La
Jolla, California; Director of Mental Health Clinical Research Center, San Diego
Veterans Affairs Healthcare System, San Diego, California.

1.19. Basic Science of Sleep

Michael J. Gitlin, M.D.

Clinical Professor of Psychiatry and Biobehavioral Sciences, University of California
at Los Angeles School of Medicine; Director of Mood Disorders Program and Medical
Director of Schizophrenia Aftercare Clinic, UCLA Neuropsychiatric Institute and
Hospital, Los Angeles, California.

8. Clinical Manifestations of Psychiatric Disorders

Robert N. Golden, M.D.

Professor of Psychiatry and Chair, Department of Psychiatry, University of North
Carolina School of Medicine, Chapel Hill, North Carolina.

31.11. Bupropion

Marion Zucker Goldstein, M.D.

Associate Professor of Psychiatry, State University of New York at Buffalo School of
Medicine and Biomedical Sciences; Director of Division of Geriatric Psychiatry,
University Psychiatry Practice, Erie County Medical Center, Buffalo, New York.
51.6f. Geriatric Psychiatry: Gender Issues;

51.69g. Geriatric Psychiatry: Elder Abuse, Neglect, and Exploitation

Daniel Goleman, Ph.D.
Former Science Editor, New York Times, New York, New York.
3.6. Emotional Intelligence

Maureen Fulchiero Gordon, M.D.

Assistant Clinical Professor of Psychiatry and Biobehavioral Sciences, University of
California at Los Angeles School of Medicine, Los Angeles, California.

32.2. Normal Child Development

Jack M. Gorman, M.D.

Professor of Psychiatry, Columbia University College of Physicians and Surgeons,
New York, New York.

15.1. Anxiety Disorders: Introduction and Overview

Irving I. Gottesman, Ph.D., F.R.C.Psych.(Hon)

Sherell J. Aston Professor, Departments of Psychology and Pediatrics (Medical
Genetics), University of Virginia School of Medicine, Charlottesville, Virginia.
1.17. Population Genetic Methods in Psychiatry

Gary L. Gottlieb, M.D., M.B.A.
Professor of Psychiatry, Harvard Medical School, Boston, Massachusetts.



51.5a. Geriatric Psychiatry: Financial Issues

Igor Grant, M.D., F.R.C.P.(C)

Professor of Psychiatry, University of California at San Diego School of Medicine, La
Jolla, California; Chief of Ambulatory Care for Psychiatry and Staff Psychiatrist, San
Diego Veterans Affairs Healthcare System, San Diego, California.

2.8. Neuropsychiatric Aspects of HIV Infection and AIDS;

5.2. Statistics and Experimental Design

Jack A. Grebb, M.D.

Clinical Professor of Psychiatry, New York University School of Medicine, New York,
New York.

1.1. Neural Sciences: Introduction and Overview;

31.1. General Principles of Psychopharmacology

Richard Green, M.D., J.D.

Visiting Professor of Psychiatry, Imperial College School of Medicine; Head of
Gender Identity Clinic, Charing Cross Hospital, London, England; Professor of
Psychiatry Emeritus, University of California at Los Angeles School of Medicine, Los
Angeles, California; Senior Research Fellow, Institute of Criminology, and Affiliated
Lecturer, Faculty of Law, University of Cambridge, Cambridge, England.

19.3. Gender Identity Disorders

Marcia Greenleaf, Ph.D.

Assistant Professor of Psychology, Department of Psychiatry, Albert Einstein College
of Medicine of Yeshiva University, Bronx, New York.

30.3. Hypnosis

Stanley I. Greenspan, M.D.

Clinical Professor of Psychiatry and Behavioral Sciences and Pediatrics, George
Washington University School of Medicine and Health Sciences; Supervising Child
Psychoanalyst, Washington Psychoanalytic Institute, Washington, D.C.

3.2. Extending Piaget’s Approach to Intellectual Functioning

John H. Greist, M.D.

Clinical Professor of Psychiatry, University of Wisconsin Medical School;
Distinguished Senior Scientist. Co-Director of Lithium Information Center, Madison
Institute of Medicine, Madison, Wisconsin.

31.18. Lithium

Roland R. Griffiths, Ph.D.

Professor of Psychiatry and Behavioral Sciences, Department of Neurosciences,
Johns Hopkins University School of Medicine, Baltimore, Maryland.

11.4. Caffeine-Related Disorders

Lawrence S. Gross, M.D.

Associate Professor of Clinical Psychiatry and Behavioral Sciences, University of
Southern California School of Medicine; Director of Outpatient Psychiatry,
Cedars-Sinai Medical Center, Los Angeles, California.



31.8. Antihistamines

George T. Grossberg, M.D.

Samuel W. Fordyce Professor of Psychiatry and Chairman, Department of
Psychiatry, Saint Louis University School of Medicine, Saint Louis, Missouri.
51.4q9. Geriatric Psychiatry: Electroconvulsive Therapy

Peter B. Gruenberg, M.D.

Associate Clinical Professor of Psychiatry and Biobehavioral Sciences, University of
California at Los Angeles School of Medicine, Los Angeles, California.

54.2. Ethics in Psychiatry

Frederick G. Guggenheim, M.D.

Marie Wilson Howells Professor of Psychiatry and Chair, Department of Psychiatry
and Behavioral Sciences, University of Arkansas for Medical Sciences, Little Rock,
Arkansas.

16. Somatoform Disorders

Raquel E. Gur, M.D., Ph.D.

Professor of Psychiatry and Director of Neurospsychiatry, Department of Psychiatry,
University of Pennsylvania School of Medicine, Philadelphia, Pennsylvania.

12.3. Schizophrenia: Brain Structure and Function

Ruben C. Gur, Ph.D.

Professor of Psychiatry and Director of Neuropsychology, Department of Psychiatry,
University of Pennsylvania School of Medicine, Philadelphia, Pennsylvania.

12.3. Schizophrenia: Brain Structure and Function

Alan S. Gurman, Ph.D.

Professor of Psychiatry, Director of Couple-Family Clinic, Chief Psychologist,
University of Wisconsin Medical School, Madison, Wisconsin.

30.5. Family Therapy and Couple Therapy

Kathleen Y. Haaland, Ph.D.

Professor of Psychiatry, University of New Mexico School of Medicine; Staff
Psychologist, Albuquerque Veterans Affairs Medical Center, Albuguerque, New
Mexico.

7.4. Clinical Neuropsychology and Intellectual Assessment of Adults

Katherine A. Halmi, M.D.

Professor of Psychiatry, The Joan and Sanford I. Weill Medical College of Cornell
University, New York, New York; Director of Eating Disorders Program, New York
Hospital-Cornell Medical Center, Westchester Division, White Plains, New York.
20. Eating Disorders

M. Jackuelyn Harris, M.D.

Associate Professor of Psychiatry, University of California at San Diego School of
Medicine, La Jolla, California; Co-Director of Geriatric Psychiatry Program, San
Diego Veterans Affairs Healthcare System, San Diego, California.



51.3f. Geriatric Psychiatry: Schizophrenia and Delusional Disorders

Jennifer F. Havens, M.D.

Assistant Professor of Clinical Psychiatry, Columbia University College of Physicians
and Surgeons; Director of Special Needs Clinic, Pediatric Psychiatry,
Columbia-Presbyterian Medical Center, New York, New York.

49.6. Child Psychiatry: Psychiatric Sequelae of HIV and AIDS

Donald P. Hay, M.D.

Associate Professor of Psychiatry, Director of Geriatric Pscychiatry Programs,
University of Colorado Health Sciences Center, Denver, Colorado.

51.4g. Geriatric Psychiatry: Electroconvulsive Therapy

Stephaine L. Heard, M.D.

Clinical Assistant Professor of Psychiatry, Michigan State University College of
Human Medicine, Kalamazoo Center for Medical Studies, Kalamazoo, Michigan.
49.15. Psychiatric Prevention in Children and Adolescents

A. Scott Henderson, M.D., D.Sc., F.R.A.C.P., F.R.A.N.Z.C.P., F.R.C.P,,
F.R.C.Psych.

Professor, Australian National University; Director of National Health and Medical
Research Council, Psychiatric Epidemiology Research Centre, Canberra, Capital
Territory, Australia.

51.1b. Geriatric Psychiatry: Epidemiology of Psychiatric Disorders

Victoria C. Hendrick, M.D.

Assistant Professor of Psychiatry and Biobehavioral Sciences, Director of Pregnancy
and Postpartum Mood Disorders Program, University of California at Los Angeles
School of Medicine, Los Angeles, California.

25.6. Endocrine and Metabolic Disorders

Hugh C. Hendrie, M.B., Ch.B.

Albert E. Sterne Professor of Psychiatry and Chairman, Department of Psychiatry,
Indiana University School of Medicine, Indianapolis, Indiana.

51.6d. Geriatric Psychiatry: Sociocultural Issues

Stephen P. Herman, M.D.

Associate Clinical Professor of Psychiatry, Mount Sinai School of Medicine, New
York, New York.

49.12. Forensic Child and Adolescent Psychiatry

Jerry D. Heston, M.D.

Associate Professor of Psychiatry, University of Tennessee at Memphis College of
Medicine; Medical Director of Child and Adolescent Day Treatment Services,
University of Tennessee Medical Center, Memphis, Tennessee.

48.7. Child Psychiatry: Partial Hospital and Ambulatory Behavioral Health
Services

Euthymia D. Hibbs, Ph.D.
Chief of Child and Adolescent Psychosocial Treatment Research, Child and



Adolescent Treatment and Preventive Intervention Research Branch, Division of
Services and Intervention Research, National Institute of Mental Health, National
Institutes of Health, Rockville, Maryland; Adjunct Associate Professor of Psychiatry;
George Washington University School of Medicine and Health Sciences,
Washington, D.C.

48.2. Child Psychiatry, Short-Term Psychotherapy

Robert M. A. Hirschfeld, M.D.

Titus H. Harris Distinguished Professor of Psychiatry and Chair, Department of
Psychiatry and Behavioral Sciences, University of Texas Medical School at
Galveston, Galveston, Texas.

14.9. Mood Disorders: Psychotherapy

Max Hirshkowitz, Ph.D.

Associate Professor of Psychiatry, Associate Director of Sleep Disorders Center,
Baylor College of Medicine; Director of Sleep Research Center, Houston Veterans
Affairs Medical Center, Houston, Texas.

21. Sleep Disorders

Robert M. Hodapp, Ph.D.

Associate Professor of Education and Psychological Studies in Education, University
of California at Los Angeles, Los Angeles, California.

34. Mental Retardation

Ralph E. Hoffman, M.D.

Associate Professor of Psychiatry, Yale University School of Medicine; Medical
Director, Yale Psychiatric Institute, New Haven, Connecticut.

12.6. Schizophrenia: Psychodynamic to Neurodynamic Theories

Jimmie C. Holland, M.D.

Professor of Psychiatry, The Joan and Sanford I. Weill Medical College of Cornell
University; Chief of Psychiatry Services and Wayne E. Chapman Chair in Psychiatric
Oncology, Memorial Sloan-Kettering Cancer Center, New York, New York.

25.11. Psycho-Oncology

Eric Hollander, M.D.

Professor of Psychiatry, Director of Psychopharmacology
Mount Sinai School of Medicine, New York, New York.
18.5. Dissociative Disorders Not Otherwise Specified

Nancy L. Hornstein, M.D.

Attending Staff, Condell Medical Center, Libertyville, lllinois; Attending Staff, Victory
Memorial Hospital, Waukegan, lllinois.

49.8. Dissociative Disorders in Children and Adolescents

Thomas B. Horvath, M.D., F.R.A.C.P.

Professor of Psychiatry, Baylor College of Medicine; Chief of Staff, Houston
Veterans Affairs Medical Center, Houston, Texas.

51.5c. Geriatric Psychiatry: Veterans Affairs Medical Centers and



Psychogeriatric Services

Ewald Horwath, M.D., M.Sc.

Associate Clinical Professor of Psychiatry, Columbia University College of
Physicians and Surgeons; Director of Intensive Care Unit, Washington Heights
Community Service, New York State Psychiatric Institute, New York, New York.
15.2. Anxiety Disorders: Epidemiology

Kenneth |. Howard, Ph.D.

Professor of Psychology, Northwestern University, Evanston, lllinois; Professor of
Psychiatry, Northwestern University Medical School, Chicago, lllinois.

30.11. Evaluation of Psychotherapy

Charles Campbell Hughes, Ph.D.*

Professor of Anthropology, University of Utah; Professor of Family and Preventative
Medicine, University of Utah School of Medicine, Salt Lake City, Utah.

13.3. Acute and Transient Psychotic Disorders and Culture-Bound Syndromes

John R. Hughes, M.D.

Professor of Psychiatry, Psychology, and Family Practice, University of Vermont
School of Medicine, Burlington, Vermont.

11.9. Nicotine-Related Disorders

Thomas M. Hyde, M.D., Ph.D.

Special Expert in Neurology, Neurology Consultation Service, Clinical Brain
Disorders Branch, National Institute of Mental Health Neuroscience Center at Saint
Elizabeth’'s Hospital, National Institutes of Health, Washington, D.C.

12.4. Schizophrenia: Neurobiology

Steven E. Hyman, M.D.

Director of National Institute of Mental Health, National Institutes of Health,
Bethesda, Maryland.

1.10. Basic Molecular Neurobiology

Robert B. Innis, M.D., Ph.D.

Professor of Psychiatry and Pharmacology, Director of Neurochemical Brain Imaging
Program, Yale University School of Medicine, New Haven, Connecticut.

1.15. Principles of Neuroimaging: Radiotracer Techniques

Keith E. Isenberg, M.D.

Associate Professor of Psychiatry, Washington University School of Medicine;
Research Associate Professor, Saint Louis College of Pharmacy; Director of
Electroconvulsive Therapy (ECT) Service, Barnes-Jewish Hospital, Saint Louis,
Missouri.

1.9. Basic Electrophysiology

31.31. Electroconvulsive Therapy

Rolf G. Jacob, M.D.
Associate Professor of Psychiatry and Otolaryngology, University of Pittsburgh
School of Medicine, Pittsburgh, Pennsylvania.



30.2. Behavior Therapy

Ari B. Jaffe, M.D.

Clinical Instructor of Psychiatry, New York University School of Medicine, New York,
New York.

11.10. Opioid-Related Disorders

Jerome H. Jaffe, M.D.

Clinical Professor of Psychiatry

University of Maryland School of Medicine, Baltimore, Maryland.
11.1. Substance-Related Disorders: Introduction and Overview;
11.3. Amphetamine (or Amphetamine-like)-Related Disorders;
11.6. Cocaine-Related Disorders;

11.10. Opioid-Related Disorders

Philip G. Janicak, M.D.

Professor of Psychiatry

Medical Director of the Psychiatric Clinical Research Center, University of lllinois at
Chicago College of Medicine, Chicago, lllinois.

31.2. Pharmacokinetics and Drug Interactions

Lissy F. Jarvik, M.D., Ph.D.

Professor Emeritus of Psychiatry and Biobehavioral Sciences, University of
California at Los Angeles School of Medicine; Distinguished Physician (Emeritus),
UCLA Neuropsychiatric Institute and Hospital, Staff Psychiatrist, West Los Angeles
Veterans Affairs Ambulatory Care Center, Los Angeles, California.

51.1a. Geriatric Psychiatry: Introduction;

51.2a. Psychiatric Examination of the Older Patient;

51.4a. Geriatric Psychiatry: Treatment of Psychiatric Disorders: Introduction
and Overview

James W. Jefferson, M.D.

Clinical Professor of Psychiatry, University of Wisconsin Medical School;
Distinguished Senior Scientist, Co-Director of Lithium Information Center, Madison
Institute of Medicine, Madison, Wisconsin.

31.18. Lithium

Dilip V. Jeste, M.D.

Professor of Psychiatry and Neuroscience, University of California at San Diego
School of Medicine, La Jolla, California; Director of Geriatric Psychiatry Clinical
Research Center, San Diego Veterans Affairs Healthcare System, San Diego,
California.

51.3f. Geriatric Psychiatry: Schizophrenia and Delusional Disorders

Russell T. Joffe, M.D.

Professor of Psychiatry and Chair, Department of Psychiatry, McMaster University
Faculty of Health Sciences; Psychiatrist-in-Chief, Hamilton Psychiatric Hospital,
Hamilton, Ontario, Canada.

31.28. Thyroid Hormones



Carla J. Johnson, Ph.D.

Associate Professor of Speech-Language Pathology, University of Toronto, Toronto,
Ontario, Canada.

37.1. Expressive Language Disorder;

37.2. Mixed Receptive-Expressive Language Disorder;

37.3. Phonological Disorder

Ricardo E. Jorge, M.D.

Associate Research Scientist, Department of Psychiatry, University of lowa College
of Medicine; Attending Psychiatrist, University of lowa Hospitals and Clinics, lowa
City, lowa.

2.5. Neuropsychiatric Aspects of Traumatic Brain Injury

Allan M. Josephson, M.D.

Professor of Psychiatry and Chief of Psychiatry and Health Behavior, Section of
Child, Adolescent, and Family Psychiatry, Medical College of Georgia; Director of
Clinical Services for Psychiatry, Medical College of Georgia Hospital and Clinics,
Augusta, Georgia.

48.5. Child Psychiatry: Family Therapy

Robert M. Kaplan, Ph.D.

Professor of Family and Preventive Medicine and Chief of Division of Health Care
Sciences, University of California at San Diego School of Medicine, La Jolla,
California.

5.2. Statistics and Experimental Design

Craig N. Karson, M.D.

Professor of Psychiatry and Pathology, University of Arkansas for Medical Sciences;
Chief of Staff, John L. McClellan Memorial Hospital, Little Rock, Arkansas.

1.16. Principles of Neuroimaging: Magnetic Resonance Techniques

Julia E. Kasl-Godley, Ph.D.

Research Associate, Department of Psychiatry, University of California at Los
Angeles School of Medicine, Los Angeles, California.

51.2c. Psychological Changes With Normal Aging

Ira R. Katz, M.D., Ph.D.

Professor of Psychiatry, University of Pennsylvania School of Medicine; Director of
Section of Geriatric Psychiatry, Philadelphia Veterans Affairs Medical Center,
Philadelphia, Pennsylvania.

51.6a. Geriatric Psychiatry: Psychiatric Aspects of Long-Term Care

Jeffrey William Katzman, M.D.

Assistant Clinical Professor of Psychiatry, University of New Mexico School of
Medicine; Acting Chief of Albuquerque Veterans Affairs Medical Center,
Albuquergue, New Mexico.

22. Impulse-Control Disorders Not Elsewhere Classified

Paul E. Keck, Jr., M.D.



Professor of Psychiatry, University of Cincinnati College of Medicine, Cincinnati,
Ohio.
31.7b. Valproate

Francis J. Keefe, Ph.D.

Adjunct Professor of Psychiatry and Biobehavioral Sciences, Duke University School
of Medicine, Durham, North Carolina.

25.9. Stress and Psychiatry

Samuel J. Keith, M.D.

Professor of Psychiatry and Chairman, Department of Psychiatry, University of New
Mexico School of Medicine, Albuquergue, New Mexico.

12.9. Schizophrenia: Psychosocial Treatment;

13.1. Schizoaffective Disorder, Schizophreniform Disorder, and Brief Psychotic
Disorder

Jeffrey E. Kelsey, M.D., Ph.D.

Assistant Professor of Psychiatry and Behavioral Sciences, Director of Mood and
Anxiety Disorders Clinical Trials Program, Emory University School of Medicine,
Atlanta, Georgia.

31.25a. Selective Serotonin Reuptake Inhibitors: Introduction and Overview;
31.25b. Citalopram;

31.25c. Fluoxetine;

31.25d. Fluvoxamine;

31.25e. Paroxetine;

31.25f. Sertraline

John R. Kelsoe, M.D.

Associate Professor of Psychiatry, University of California at San Diego School of
Medicine, La Jolla, California.

14.3. Mood Disorders: Genetics

Kenneth S. Kendler, M.D.

Professor of Psychiatry and Human Genetics, Virginia Institute for Psychiatric and
Behavioral Genetics, Medical College of Virginia at Virginia Commonwealth
University, Richmond, Virginia.

12.5. Schizophrenia: Genetics

Sidney H. Kennedy, M.D.

Professor of Psychiatry, University of Toronto Faculty of Medicine; Head of Mood
and Anxiety Disorders Program, Centre for Addiction and Mental Health, Toronto,
Ontario, Canada.

31.20. Monoamine Oxidase Inhibitors

Ronald C. Kessler, Ph.D.

Professor of Sociology, Department of Health Care Policy, Harvard Medical School,
Boston, Massachusetts.
4.2. Sociology and Psychiatry

Bryan H. King, M.D.



Professor of Psychiatry and Pediatrics, Dartmouth Medical School, Hanover, New
Hampshire; Director of Child and Adolescent Psychiatry, Children’s Hospital at
Dartmouth, Dartmouth Hitchock Medical Center, Lebanon, New Hampshire.

34. Mental Retardation

Deborah A. King, Ph.D.

Associate Professor of Psychiatry (Psychology), University of Rochester School of
Medicine and Dentistry; Staff Psychologist and Director of Geriatric Psychiatry
Services, Strong Memorial Hospital, Rochester, New York.

51.4k. Interventions and Consultation With Families of Older Adults

Robert A. King, M.D.

Professor of Child Psychiatry, Medical Director of Tic
Disorder/Obsessive-Compulsive Disorder Specialty Clinic, Yale Child Study Center,
Yale University School of Medicine; Associate Director of Child Psychiatry
Consultation-Liaison Service in Pediatrics, Yale-New Haven Hospital, New Haven,
Connecticut.

33. Psychiatric Examination of the Infant, Child, and Adolescent

Darrell G. Kirch, M.D.

Professor of Psychiatry and Health Behavior and Dean, Schools of Medicine and
Graduate Studies, Medical College of Georgia, Augusta, Georgia.

28.4. Genetic Counseling

Thomas J. Kiresuk, Ph.D.

Professor of Health Psychology, Department of Psychiatry, University of Minnesota
Medical School; Chief Clinical Psychologist, Hennepin County Medical Center;
Director of Center for Addiction and Alternative Medicine Research, Minneapolis
Medical Research Foundation, Minneapolis, Minnesota.

28.8. Alternative and Complimentary Health Practices

Laurel J. Kiser, Ph.D., M.B.A.

Professor of Psychiatry, University of Tennessee at Memphis College of Medicine;
Executive Director of Child and Adolescent Day Treatment Services, University of
Tennessee Medical Center, Memphis, Tennessee.

48.7. Child Psychiatry: Partial Hospital and Ambulatory Behavioral Health
Services

Herbert D. Kleber, M.D.

Professor of Psychiatry, Director of Division on Substance Abuse, Department of
Psychiatry, Columbia University College of Physicians and Surgeons; Executive Vice
President and Medical Director, National Center on Addiction and Substance Abuse
at Columbia University, New York, New York.

31.23. Opioid Agonists

Arthur Kleinman, M.D.

Presley Professor of Medical Anthropology and Psychiatry, Chairman, Department of
Social Medicine, Harvard Medical School, Boston, Massachusetts; Professor of
Social Anthropology, Harvard University, Cambridge, Massachusetts.



4.1. Anthropology and Psychiatry

Ami Klin, Ph.D.

Harris Associate Professor of Child Psychology and Psychiatry, Yale University
School of Medicine, New Haven, Connecticut.

38. Pervasive Developmental Disorders

Alex Kopelowicz, M.D.

Assistant Professor of Psychiatry and Biobehavioral Sciences, University of
California at Los Angeles School of Medicine, Los Angeles, California; Director of
San Fernando Mental Health Center, Mission Hills, California.

52.4. Psychiatric Rehabilitation

Kathryn J. Kotrla, M.D.

Assistant Professor of Psychiatry and Behavioral Sciences, Baylor College of
Medicine; Chief of Psychiatry, Ben Taub General Hospital, Houston, Texas.
1.3. Developmental Neurobiology

Peter D. Kramer, M.D.

Clinical Professor of Psychiatry, Brown University School of Medicine, Providence,
Rhode Island.

55.3. The Future of Psychiatry

Ronald F. Krasner, M.D.

Assistant Professor of Psychiatry, Director of Psychiatric Education, and Vice
Chairman, Department of Psychiatry and Behavioral Sciences, Northwestern
University Medical School, Chicago, lllinois.

30.11. Evaluation of Psychotherapy

Suchitra Krishnan-Sarin, Ph.D.

Assistant Professor of Psychiatry, Yale University School of Medicine, New Haven,
Connecticut.

31.21. Naltrexone

Robert Kroll, Ph.D.

Assistant Professor of Speech-Language Pathology, University of Toronto; Assistant
Professor of Psychiatry, University of Toronto Faculty of Medicine; Director of
Speech Foundation of Ontario Stuttering Centre; Toronto, Ontario, Canada.

37.4. Stuttering

Anand Kumar, M.D.

Associate Professor of Psychiatry and Biobehavioral Sciences, University of
California at Los Angeles School of Medicine; Attending Psychiatrist, Geriatric
Service, UCLA Neuropsychiatric Institute and Hospital, Los Angeles, California.
51.2f. Geriatric Psychiatry: Neuroimaging: Special Issues

Lawrence A. Labbate, M.D.

Associate Professor of Psychiatry and Behavioral Sciences, Medical University of
South Carolina; Director of Outpatient Mental Health Service, Ralph H. Johnson
Veterans Affairs Medical Center, Charleston, South Carolina; Associate Professor of



Clinical Psychiatry, Uniformed Services University of the Health Sciences F. Edward
Hébert School of Medicine, Bethesda, Maryland.

31.9. Barbiturates and Similarly Acting Substances

31.14. Chloral Hydrate

Asenath LaRue, Ph.D.

Professor of Psychiatry, University of New Mexico School of Medicine, Albuquerque,
New Mexico.

7.4. Clinical Neurology and Intellectual Assessment of Adults

John Lauriello, M.D.

Assistant Professor of Psychiatry, University of New Mexico School of Medicine,
Albuquerque, New Mexico.

12.9. Schizophrenia: Psychosocial Treatment;

13.1. Schizoaffective Disorder, Schizophreniform Disorder, and Brief Psychotic
Disorder

Eleanor P. Lavretsky, M.D., Ph.D.

Research Psychopharmacologist, UCLA Neuropsychiatric Institute and Hospital, Los
Angeles, California.

51.2a. Psychiatric Examination of the Older Patient

Helen Lavretsky, M.D.

Assistant Professor of Psychiatry, University of California at Los Angeles School of
Medicine, Los Angeles, California.

51.4e. Geriatric Psychiatry: Psychopharmacology: Antipsychotic Drugs

Lawrence W. Lazarus, M.D.

Assistant Professor of Psychiatry, Director of Geropsychiatry Fellowship Program,
Rush Medical College, Chicago, lllinois.

51.4i. Geriatric Psychiatry: Individual Psychotherapy

Paul Leber, M.D.

Associate Clinical Professor of Psychiatry and Behavioral Science, George
Washington University School of Medicine and Health Sciences, Washington, D.C.;
Former Director, Division of Neuropharmacological Drug Product, Center for Drug
Evaluation and Research, Food and Drug Administration, Rockville, Maryland.
31.3. Drug Development and Approval Process in the United States

Jay L. Lebow, Ph.D.

Senior Therapist and Research Consultant, Family Institute, Northwestern University,
Evanston, lllinois.

30.5. Family Therapy and Couple Therapy

Barry D. Lebowitz, Ph.D.

Chief of Adult and Geriatric Treatment and Preventive Intervention, National Institute
of Mental Health, National Institutes of Health, Rockville, Maryland; Adjunct Faculty,
Department of Psychiatry, Georgetown University School of Medicine and Health
Sciences, Washington, D.C.



51.5d. Community Services for the Elderly Psychiatric Patient

Marguerite S. Lederberg, M.D.

Clinical Professor of Psychiatry, The Joan and Sanford I. Weill Medical College of
Cornell University; Attending Psychiatrist, Memorial Sloan-Kettering Cancer Center,
New York, New York.

25.11. Psycho-Oncology

Sing Lee, M.D.

Associate Professor of Psychiatry, Chinese University of Hong Kong, Hong Kong,
China; Lecturer of Social Medicine, Harvard Medical School, Boston, Massachusetts.
9.2. International Psychiatric Diagnosis

Heinz E. Lehmann, M.D.*

Professor Emeritus of Psychiatry, McGill University Faculty of Medicine, Montreal,
Quebec, Canada; Deputy Commissioner for Research, Office of Mental Health,
Albany, New York.

12.7. Schizophrenia: Clinical Features

Fredda L. Leiter, M.D.

Clinical Instructor of Psychiatry and Biobehavioral Sciences, University of California
at Los Angeles School of Medicine; Attending Psychiatrist, UCLA Neuropsychiatric
Institute and Hospital, Los Angeles, California.

51.4a. Geriatric Psychiatry: Treatment of Psychiatric Disorders: Introduction
and Overview

Henrietta L. Leonard, M.D.

Professor of Psychiatry and Human Behavior, Brown University School of Medicine;
Director of Training, Child and Adolescent Psychiatry Residency Program and
Combined Pediatrics-Psychiatry-Child Psychiatry Residency Program, Rhode Island
Hospital, Providence, Rhode Island.

46.4. Selective Mutism

Ira M. Lesser, M.D.

Professor of Psychiatry and Biobehavioral Sciences, University of California at Los
Angeles School of Medicine, Los Angeles, California; Director of Residency Training,
Vice Chair for Academic Affairs, Department of Psychiatry, Harbor-UCLA Medical
Center, Torrance, California.

51.3c. Geriatric Psychiatry: Anxiety Disorders

Molyn Leszcz, M.D., F.R.C.P.(C)

Assistant Professor of Psychiatry, Head of Psychotherapy Program, University of
Toronto Faculty of Medicine, Toronto, Ontario, Canada.

51.41. Geriatric Psychiatry: Group Therapy

Eric S. Levine, Ph.D.

Assistant Professor of Pharmacology, University of Connecticut School of Medicine,
Farmington, Connecticut.

1.7. Neurotrophic Factors



Stephen B. Levine, M.D.

Clinical Professor of Psychiatry

Case Western Reserve University School of Medicine, Clinical Staff, University
Hospitals of Cleveland, Cleveland, Ohio; Co-Director of The Center for Marital and
Sexual Health, Beachwood, Ohio.

19.2. Paraphilias

David A. Lewis, M.D.

Professor of Psychiatry and Neuroscience, University of Pittsburgh School of
Medicine; Associate Director for Basic Research, Western Psychiatric Institute and
Clinic, Pittsburgh, Pennsylvania.

1.2. Functional Neuroanatomy

Owen Lewis, M.D.

Associate Clinical Professor of Psychiatry, Columbia University College of
Physicians and Surgeons; Director of Residency Education in Child Psychiatry, New
York State Psychiatric Institute, New York, New York.

48.1. Child Psychiatry: Individual Psychodynamic Psychotherapy

Robert Paul Liberman, M.D.

Professor of Psychiatry and Biobehavioral Sciences, University of California at Los
Angeles School of Medicine; Director of Clinical Research Center for Serious Mental
llinesses, Los Angeles, California.

52.4. Psychiatric Rehabilitation

Keh-Ming Lin, M.D., M.P.H.

Professor of Psychiatry and Biobehavioral Sciences, University of California at Los
Angeles School of Medicine, Los Angeles, California.

13.3. Acute and Transient Psychotic Disorders and Culture-Bound Syndromes

Mark S. Lipian, M.D., Ph.D.

Assistant Clinical Professor of Psychiatry and Biobehavioral Sciences, University of
California at Los Angeles School of Medicine, Los Angeles, California; Associate
Clinical Professor of Psychiatry and Human Behavior, University of California at
Irvine College of Medicine, Irvine, California; Medical Director of Conditional Release
Program of Orange County, Santa Ana, California.

27.2. Malingering

Mack Lipkin, Jr., M.D.

Professor of Clinical Medicine and Director of Division of Primary Care, New York
University School of Medicine, New York, New York.

28.1. Primary Care and Psychiatry

Richard J. Loewenstein, M.D.

Medical Director, Trauma Disorders, Sheppard Pratt Health System, Baltimore,
Maryland.

18.3. Dissociative Identity Disorder

Joan L. Luby, M.D.



Assistant Professor of Psychiatry (Child), Director of Preschool and Infant Clinic,
Department of Psychiatry, Washington University School of Medicine, Saint Louis,
Missouri.

44.2. Stereotypic Movement Disorder of Infancy and Disorders of Infancy and
Early Childhood Not Otherwise Specified

R. Bruce Lydiard, Ph.D., M.D.

Professor of Psychiatry and Behavioral Sciences, Director of Psychopharmacology
Unit and Clinical Psychopharmacology Research Division, Medical University of
South Carolina, Charleston, South Carolina.

31.12. Buspirone

Jeffrey M. Lyness, M.D.

Assistant Professor of Psychiatry, University of Rochester School of Medicine and
Dentistry, Rochester, New York.

10. Delirium, Dementia, and Amnestic and Other Cognitive Disorders

Wayne Macfadden, M.D.

Clinical Assistant Professor of Psychiatry, University of Pennsylvania School of
Medicine; Chief of Inpatient Dual Diagnosis Unit, Philadelphia Veterans Affairs
Medical Center, Philadelphia, Pennsylvania.

11.5. Cannabis-Related Disorders

Robert T. Malison, M.D.

Assistant Professor of Psychiatry, Yale University School of Medicine, New Haven,
Connecticut.

1.15. Principles of Neuroimaging: Radiotracer Technigues

Facundo F. Manes, M.D.

Research Fellow, Department of Psychiatry, University of lowa College of Medicine,
lowa City, lowa.

2.3. Neuropsychiatric Aspects of Brain Tumors

Myrl R. S. Manley, M.D.

Associate Professor of Clinical Psychiatry, Director of Medical Student Education in
Psychiatry

New York University School of Medicine, New York, New York.

7.1. Psychiatric Interview, History, and Mental Status Examination

Theo C. Manschreck, M.D., M.P.H.

Professor of Psychiatry and Human Behavior, Director of Laboratory for Clinical and
Experimental Psychopathology, Director of Division of Public Psychiatry, Director of
Schizophrenia and Related Psychosis Research, Brown University School of
Medicine, Providence, Rhode Island.

13.2. Delusional Disorder and Shared Psychotic Disorder

John S. March, M.D., M.P.H.

Associate Professor of Psychiatry and Director of Programs in Pediatric Anxiety
Disorders and Psychopharmacology, Division of Child and Adolescent Psychiatry,
Department of Psychiatry, Duke University School of Medicine; Associate Professor



of Psychology: Social and Health Sciences, Duke University, Durham, North
Carolina.
48.3. Child Psychiatry: Cognitive-Behavioral Psychotherapy

Stephen R. Marder, M.D.

Professor of Psychiatry and Biobehavioral Sciences, University of California at Los
Angeles School of Medicine; Director of Mental Health Services and Chief of
Psychiatry, West Los Angeles Veterans Affairs Ambulatory Care Center, Los
Angeles, California.

12.8. Schizophrenia: Somatic Treatment;

31.17. Dopamine Receptor Antagonists (Typical Antipsychotics);

31.26. Serotonin-Dopamine Antagonists

Deborah B. Marin, M.D.

Assistant Professor of Psychiatry and Geriatrics, Mount Sinai School of Medicine;
Director of Division of Geriatric Psychiatry, Mount Sinai Medical Center, New York,
New York.

51.6¢. Geriatric Psychiatry: Ethical Issues

John C. Markowitz, M.D.

Associate Professor of Psychiatry, The Joan and Sanford I. Weill Medical College of
Cornell University, New York, New York.

30.7. Interpersonal Psychotherapy

Carol A. Mathews, M.D.

Research Fellow, Department of Psychiatry, University of California at San Francisco
School of Medicine, San Francisco, California.

1.18. Genetic Linkage Analysis of the Psychiatric Disorders

Richard E. Mattison, M.D.

Clinical Professor of Psychiatry and Director of School Consultation, Department of
Psychiatry and Behavioral Science, State University of New York at Stony Brook
School of Medicine, Stony Brook, New York.

49.14. School Consultation

Jeffrey E. Max, M.B.B.Ch.

Associate Professor-In-Residence, University of California at San Diego School of
Medicine, La Jolla, California; Director of Neuropsychiatric Research, Children’s
Hospital and Health Center, San Diego, California.

2.5. Neuropsychiatric Aspects of Traumatic Brain Injury

Jon M. McClellan, M.D.

Assistant Professor of Psychiatry and Behavioral Sciences, University of Washington
School of Medicine, Seattle, Washington; Medical Director, Child Study and
Treatment Center, Lakewood, Washington.

47. Early-Onset Schizophrenia

James T. McCracken, M.D.
Professor-in-Residence of Psychiatry and Biobehavioral Sciences, University of
California at Los Angeles School of Medicine; Director of Division of Child and



Adolescent Psychiatry, UCLA Neuropsychiatric Institute and Hospital, Los Angeles,
California.

39.1. Attention-Deficit Disorders

42. Tic Disorders

Robert R. McCrae, Ph.D.

Research Psychologist, Personality, Stress and Coping Section, Gerontology
Research Center, National Institute on Aging, National Institutes of Health, Baltimore,
Maryland.

6.4. Approaches Derived From Philosophy and Psychology

John Stephen McDaniel, M.D.

Associate Professor of Psychiatry and Behavioral Sciences, Department of
Psychiatry and Behavioral Sciences, Emory University School of Medicine, Atlanta,
Georgia.

25.1. History, Classification, and Current Trends in Psychosomatic Medicine

Susan L. McElroy, M.D.

Professor of Psychiatry, University of Cincinnati College of Medicine, Cincinnati,
Ohio.

31.7b. Valproate

Thomas H. McGlashan, M.D.

Professor of Psychiatry, Yale University School of Medicine; Executive Director, Yale
Psychiatric Institute, New Haven, Connecticut.

12.6. Schizophrenia: Psychodynamic to Neurodynamic Theories;

12.10. Schizophrenia: Individual Psychotherapy

James J. McGough, M.D.

Associate Clinical Professor of Psychiatry and Biobehavioral Sciences, Division of
Child and Adolescent Psychiatry, University of California at Los Angeles School of
Medicine; Associate Director of Outpatient Service, UCLA Neuropsychiatric Institute
and Hospital, Los Angeles, California.

27.4. Borderline Intellectual Functioning and Academic Problem

Michael T. McGuire, M.D.

Professor of Psychiatry and Biobehavioral Sciences, University of California at Los
Angeles School of Medicine; Attending Psychiatrist, UCLA Neuropsychiatric Institute
and Hospital, Los Angeles, California.

4.3. Evolutionary Biology and Psychiatry

Kevin F. McKenna, M.D., Ph.D.

Clinical Associate Professor of Psychiatry, University of Alberta Faculty of Medicine
and Dentistry, Edmonton, Alberta, Canada.

31.20. Monoamine Oxidase Inhibitors

William T. McKinney, Jr., M.D.

Helen and Norman Asher Professor of Psychiatry and Behavioral Sciences,
Northwestern University Medical School; Director of The Asher Center for the Study
and Treatment of Depressive Disorders; Clinical Staff, Northwestern Memorial



Hospital, Chicago, lllinois.
5.4. Animal Research and Its Relevance to Psychiatry

Claude Mellins, Ph.D.

Assistant Professor of Clinical Psychology in Psychiatry, Columbia University
College of Physicians and Surgeons; Research Scientist, HIV Center for Clinical and
Behavioral Studies, New York State Psychiatric Institute; Co-Director of Speech
Needs Clinic, Pediatric Psychiatry, Columbia-Presbyterian Medical Center, New
York, New York.

49.6. Child Psychiatry: Psychiatric Sequelae of HIV and AIDS

Mario F. Mendez, M.D., Ph.D.

Associate Professor of Neurology, Psychiatry, and Biobehavioral Sciences,
University of California at Los Angeles School of Medicine; Director of
Neurobehavioral Unit, West Los Angeles Veterans Affairs Ambulatory Care Center,
Los Angeles, California.

2.4. Neuropsychiatric Aspects of Epilepsy

W. Walter Menninger, M.D.

J. Cotter Hirschberg Professor and Former Dean, Karl Menninger School of
Psychiatry and Mental Health Sciences, Chief Executive Officer of The Menninger
Foundation and Clinic; Clinical Professor of Psychiatry, University of Kansas School
of Medicine, Kansas City, Kansas; Instructor, Topeka Institute for Psychoanalysis,
Topeka, Kansas.

52.3. Role of the Psychiatric Hospital in the Treatment of Mental lliness

James R. Merikangas, M.D.

Lecturer of Psychiatry, Yale University School of Medicine; Attending in Neurology,
Yale-New Haven Hospital, New Haven, Connecticut.

2.10. Neuropsychiatric Aspects of Headache

Kathleen Ries Merikangas, Ph.D.

Professor of Epidemiology and Psychiatry and Director of Geriatric Epidemiology
Research Unit, Yale University School of Medicine, New Haven, Connecticut.
2.10. Neuropsychiatric Aspects of Headache

Jonathan M. Meyer, M.D.

Adjunct Assistant Professor of Psychiatry, Oregon Health Sciences University School
of Medicine, Portland, Oregon.
31.6. Anticholinergics and Amantadine

Juan E. Mezzich, M.D., Ph.D.

Professor of Psychiatry, Mount Sinai School of Medicine; Director of Division of
Psychiatric Epidemiology and International Center for Mental Health, Mount Sinai
Medical Center, New York, New York.

9.2. International Psychiatric Diagnosis;

13.3. Acute and Transient Psychotic Disorders and Culture-Bound Syndromes;
23. Adjustment Disorders

Edwin J. Mikkelson, M.D.



Associate Professor of Psychiatry, Harvard Medical School; Medical Director, Mentor
Clinical Care; Consultant, Massachusetts Department of Mental Retardation, Boston,
Massachusetts.

43. Elimination Disorders

Andrew H. Miller, M.D.

Associate Professor of Psychiatry and Behavioral Sciences and Emory University
School of Medicine, Atlanta, Georgia.

1.12. Immune System and Central Nervous System Interactions

Marvin J. Miller, M.D.

Assistant Professor of Psychiatry, Indiana University School of Medicine; Staff
Psychiatrist, Larue Carter Memorial Hospital, Indianapolis, Indiana.

7.9. Computer-Based Testing of the Psychiatric Patient

Mark J. Mills, J.D., M.D.

Clinical Professor of Psychiatry and Biobehavioral Sciences, University of California
at Los Angeles School of Medicine, Los Angeles, California.

27.2. Malingering

Klaus Minde, M.D., F.R.C.P.(C)

Professor of Psychiatry and Pediatrics and Chairman, Division of Child Psychiatry,
McGill University Faculty of Medicine; Director of Department of Psychiatry, Montreal
Children’s Hospital, Montreal, Quebec, Canada.

49.1. Psychiatric Aspects of Day Care

Paul C. Mohl, M.D.

Professor of Psychiatry, University of Texas Southwestern Medical School; Director
of Psychiatric Residency Training, University of Texas Southwestern Medical Center,
Dallas, Texas.

6.3. Other Psychodynamic Schools

Steven O. Moldin, Ph.D.

Chief of Genetics Research Branch, Division of Basic and Clinical Neuroscience
Research, National Institute of Mental Health, National Institutes of Health, Rockville,
Maryland.

1.17. Population Genetic Methods in Psychiatry

Constance A. Moore, M.D.

Associate Professor of Psychiatry and Director of Sleep Disorders Center, Baylor
College of Medicine; Director of Sleep Diagnostic Center, Houston Veterans Affairs
Medical Center, Houston, Texas.

21. Sleep Disorders

Michael G. Moran, M.D.

Associate Professor of Psychiatry, University of Colorado School of Medicine;
Director of Adult Psychosocial Medicine, National Jewish Medical and Research
Center, Denver, Colorado.

25.5. Respiratory Disorders



James Morrison, M.D.

Clinical Professor of Psychiatry, Temple University School of Medicine, Philadelphia,
Pennsylvania; Chief of Staff, Coatesville Veterans Affairs Medical Center,
Coatesville, Pennsylvania.

53.2. Examining Psychiatrists and Other Trainees

Rodrigo A. Mufioz, M.D.

Clinical Professor of Psychiatry, University of California at San Diego; Attending
Psychiatrist, UCSD Medical Center; Attending Psychiatrist, Scripps Memorial
Hospital, La Jolla, California; Attending Psychiatrist, Mercy Hospital and Medical
Center, San Diego, California.

53.2. Examining Psychiatrists and Other Trainees

William E. Narrow, M.D., M.P.H.

Senior Advisor for Epidemiology, National Institute of Mental Health, National
Institutes of Health, Bethesda, Maryland.

12.2. Schizophrenia: Epidemiology

J. Craig Nelson, M.D.

Professor of Psychiatry, Yale University School of Medicine; Director of Inpatient
Psychiatry Service and Geriatric Psychiatry Programs, Yale-New Haven Hospital,
New Haven, Connecticut.

31.30. Tricyclics and Tetracyclics

Charles B. Nemeroff, M.D., Ph.D.

Reunette W. Harris Professor of Psychiatry and Chairman, Department of Psychiatry
and Behavioral Sciences, Emory University School of Medicine, Atlanta, Georgia.
1.6. Neuropeptides: Biology and Regulation;

31.22. Nefazodone;

31.25a. Selective Serotonin Reuptake Inhibitors: Introduction and Overview;
31.25b. Citalopram;

31.25c. Fluoxetine;

31.25d. Fluvoxamine;

31.25e. Paroxetine;

31.25f. Sertraline;

31.29. Trazodone

John C. Nemiah, M.D.

Professor of Psychiatry, Dartmouth Medical School, Hanover, New Hampshire;
Clinical Staff, Mary Hitchcock Memorial Hospital, Lebanon, New Hampshire;
Professor of Psychiatry Emeritus, Harvard Medical School, Boston, Massachusetts.
Introduction

Eric J. Nestler, M.D., Ph.D.

Jameson Professor of Psychiatry, Yale University School of Medicine, New Haven,
Connecticut.

1.10. Basic Molecular Neurobiology

Jeffrey H. Newcorn, M.D.



Associate Professor of Psychiatry and Pediatrics, Mount Sinai School of Medicine;
Director of Child and Adolescent Psychiatry, Mount Sinai Medical Center, New York,
New York.

23. Adjustment Disorders

Dorian S. Newton, Ph.D.

Affiliate Member, San Francisco Psychoanalytic Institute, San Francisco, California;
Director of Mills College Counseling and Psychological Services, Oakland, California.
6.2. Erik H. Erikson

Peter M. Newton, Ph.D.
Professor of Psychology, Wright Institute, Berkeley, California.
6.2. Erik H. Erikson

Cynthia T. M. H. Nguyen, M.D.

Postdoctoral Research Fellow, Department of Psychiatry and Behavioral Sciences,
Stanford University School of Medicine, Stanford, California.

51.4d. Geriatric Psychiatry: Psychopharmacology: Antianxiety Drugs

Linda M. Nicholas, M.D.

Assistant Professor of Psychiatry, University of North Carolina School of Medicine,
Chapel Hill, North Carolina.

31.11. Bupropion

Steven L. Nickman, M.D.

Clinical Assistant Professor of Psychiatry, Harvard Medical School; Assistant in
Psychiatry, Massachusetts General Hospital, Boston, Massachusetts; Assistant in
Psychiatry, McLean Hospital, Belmont, Massachusetts.

49.2. Adoption

Ruta Nonacs, M.D., Ph.D.
Instructor of Psychiatry, Harvard Medical School, Boston, Massachusetts.
13.4. Postpartum Psychiatric Syndromes

Grayson S. Norquist, M.D., M.S.P.H.

Director of Division of Services and Intervention Research, National Institute of
Mental Health, National Institutes of Health, Rockville, Maryland.

12.2. Schizophrenia: Epidemiology

Ann E. Norwood, M.D.

Associate Professor of Psychiatry and Associate Chairman, Department of
Psychiatry, Uniformed Services University of the Health Sciences F. Herbert School
of Medicine, Bethesda, Maryland.

30.8. Brief Psychotherapy

H. George Nurnberg, M.D.

Professor of Psychiatry and Vice Chair for Clinical Programs, Department of
Psychiatry, University of New Mexico School of Medicine; Medical Director,
University of New Mexico Health Sciences Center, Albuquerque, New Mexico.



9.1. Classification of Mental Disorders

M. Kevin O’Connor, M.D.
Assistant Professor of Psychiatry, Mayo Foundation, Rochester, Minnesota.
25.8. Musculoskeletal Disorders

Stephanie S. O’'Malley, Ph.D.

Associate Professor of Psychiatry, Director of Division of Substance Abuse
Research, Yale University School of Medicine, New Haven, Connecticut.
31.21. Naltrexone

Mark Olfson, M.D., M.P.H.

Associate Professor of Clinical Psychiatry, College of Physicians and Surgeons of
Columbia University; Attending Psychiatrist, New York State Psychiatric Institute,
New York, New York.

5.3. Mental Health Services Research

Angel A. Otero-Ojeda, M.D.

Professor of Psychiatry, Havana University; Chairman, Executive Committee, Cuban
Glossary of Psychiatry, Havana, Cuba.

9.2. International Psychiatric Diagnosis

Michael J. Owens, Ph.D.

Associate Professor of Psychiatry and Behavioral Sciences, Emory University School
of Medicine, Atlanta, Georgia.

1.6. Neuropeptides: Biology and Regulation;

31.22. Nefazodone

Ken A. Paller, Ph.D.

Assistant Professor of Psychology, Northwestern University, Evanston, lllinois.
3.4. Biology of Memory

Laszlo A. Papp, M.D.

Associate Professor of Clinical Psychiatry, Columbia University College of
Physicians and Surgeons; Director of Biological Studies Unit, New York State
Psychiatric Institute, New York, New York; Director of Anxiety Disorders Program,
Long Island Jewish-Hillside Medical Center, Queens, New York.

15.7. Anxiety Disorders: Somatic Treatment

Carmine M. Pariante, M.D.

Medical Research Council Clinical Training Fellow, Section of Clinical
Neuropharmacology, Institute of Psychiatry, London, United Kingdom.
1.12. Immune System and Central Nervous System Interactions

Barbara L. Parry, M.D.

Professor of Psychiatry, University of California at San Diego School of Medicine, La
Jolla, California; Director of Psychiatric Emergency Room, UCSD Medical Center,
San Diego, California.



28.2. Psychiatry and Reproductive Medicine

Caroly S. Pataki, M.D.

Associate Clinical Professor of Psychiatry and Biobehavioral Sciences and Associate
Director of Training and Education for Child and Adolescent Psychiatry, University of
California at Los Angeles School of Medicine; Attending Psychiatrist, UCLA
Neuropsychiatric Institute and Hospital, Los Angeles, California.

32.1. Child Psychiatry: Introduction and Overview;

45, Mood Disorders and Suicide in Children and Adolescents

Robert H. Paul, Ph.D.

Fellow, Department of Psychiatry and Behavioral Sciences, University of Oklahoma
College of Medicine, Oklahoma City, Oklahoma.

2.7. Neuropsychiatric Aspects of Multiple Sclerosis and Other Demyelinating
Disorders

Bradley D. Pearce, Ph.D.

Assistant Professor of Psychiatry and Behavioral Sciences, Department of
Psychiatry and Behavioral Sciences, Emory University School of Medicine, Atlanta,
Georgia.

1.12. Immune System and Central Nervous System Interactions

David Pelcovitz, Ph.D.

Clinical Associate Professor of Psychology in Psychiatry, New York University
School of Medicine, New York, New York; Chief Psychologist, Division of Child and
Adolescent Psychiatry, North Shore University Hospital, Manhasset, New York.
49.10. Child Psychiatry: Identity Problem and Borderline Disorders

William H. Pelham, Ph.D.

Professor of Psychology and Director of Clinical Training, State University of New
York at Buffalo, Buffalo, New York.
30.2. Behavior Therapy

Bradley S. Peterson, M.D.

House Jameson Assistant Professor in Child Psychiatry, Yale University School of
Medicine, New Haven, Connecticut.

33. Psychiatric Examination of the Infant, Child, and Adolescent

John M. Petitto, M.D.

Associate Professor of Psychiatry, Neuroscience, and Pharmacology, University of
Florida College of Medicine, Gainesville, Florida.

25.10. Behavior and Immunity

Cynthia R. Pfeffer, M.D.

Professor of Psychiatry, The Joan and Sanford |. Weill Medical College of Cornell
University, New York, New York.

48.10. Psychiatric Treatment of Adolescents

Kemuel L. Philbrick, M.D.
Assistant Professor of Psychiatry, Mayo Foundation, Rochester, Minnesota.



25.8. Musculoskeletal Disorders

Edmond Hsin-tung Pi, M.D.

Executive Vice Chair, Department of Psychiatry, King/Drew University of Medicine
and Science, Los Angeles, California.

31.4. Medication-Induced Movement Disorders

John Piacentini, Ph.D.

Assistant Professor-in-Residence of Psychiatry and Biobehavioral Science,
University of California at Los Angeles School of Medicine; Director of Child and
Adolescent Obsessive-Compulsive Disorder and Anxiety Program, UCLA
Neuropsychiatric Institute and Hospital, Los Angeles, California.

46.1. Obsessive-Compulsive Disorder in Children

Daniel S. Pine, M.D.

Associate Professor of Clinical Psychiatry, Division of Child and Adolescent
Psychiatry, College of Physicians and Surgeons of Columbia University; Attending
Psychiatrist, New York State Psychiatric Institute, New York, New York.

15.6. Anxiety Disorders: Clinical Features

Bruce G. Pollock, M.D., Ph.D.

Professor of Psychiatry and Pharmacology, University of Pittsburgh School of
Medicine; Director of Geriatric Psychopharmacology Program, Western Psychiatric
Institute and Clinic, Pittsburgh, Pennsylvania.

51.4b. Geriatric Psychiatry: Psychopharmacology: General Principles

Harrison G. Pope, Jr., M.D.

Professor of Psychiatry, Harvard Medical School, Boston, Massachusetts; Chief of
Biological Psychiatry Laboratory, McLean Hospital, Belmont, Massachusetts.
11.13. Anabolic-Androgenic Steroid Abuse;

31.7b. Valproate

Robert M. Post, M.D.

Chief of Biological Psychiatry Branch, National Institute of Mental Health, National
Institutes of Health, Bethesda, Maryland.

14.8. Mood Disorders: Treatment of Bipolar Disorders;

31.13. Calcium Channel Inhibitors

Karl H. Pribram, M.D., Ph.D.

Director of Center for Brain Research and Informational Sciences, Radford
University, Radford, Virginia; Professor Emeritus, Stanford University, Stanford,
California.

3.5. Brain Models of Mind

Patricia N. Prinz, Ph.D.

Professor of Biobehavioral Nursing and Health Systems, University of Washington
School of Nursing; Adjunct Professor of Psychiatry, University of Washington School
of Medicine, Seattle, Washington.

51.3b. Geriatric Psychiatry: Sleep Disorders



David B. Pruitt, M.D.

Professor of Psychiatry and Vice Chairman, Department of Psychiatry, University of
Tennessee at Memphis College of Medicine, Memphis, Tennessee.

48.7. Child Psychiatry: Partial Hospital and Ambulatory Behavioral Health
Services

Andres J. Pumariega, M.D.

Professor of Psychiatry and Chair, Department of Psychiatry and Behavioral
Sciences, James H. Quillen College of Medicine, East Tennessee State University,
Johnson City, Tennessee.

48.9. Child Psychiatry: Community-Based Treatments

Frank W. Putnam, M.D.

Chief of Unit on Developmental Traumatology, National Institute of Mental Health,
National Institutes of Health, Bethesda, Maryland; Professor of Pediatrics, Ohio State
University College of Medicine and Public Health; Professor of Psychiatry, University
of Cincinnati College of Medicine, Cincinnati, Ohio.

18.3. Dissociative Identity Disorder

Denisa Radoi-Andraous, M.D.

Assistant Professor of Psychiatry, University of Montreal Faculty of Medicine,
Montreal, Quebec, Canada.

31.24. Selective Serotonin-Noradrenaline Reuptake Inhibitors

Scott L. Rauch, M.D.

Associate Professor of Psychiatry, Harvard Medical School; Associate Chief of
Psychiatry for Neuroscience Research, Massachusetts General Hospital, Boston,
Massachusetts.

31.32. Neurosurgical Treatments

Darrel A. Regier, M.D., M.P.H.

Associate Director for Epidemiology and Health Policy Research, National Institute of
Mental Health, National Institutes of Health, Bethesda, Maryland; Clinical Professor
of Psychiatry, Georgetown University School of Medicine and Health Sciences,
Washington, D.C.

5.1. Epidemiology

Edward L. Reilly, M.D.

Professor of Psychiatry and Director of Residency Training, University of Texas
Medical School at Houston; Director of Mental Sciences Institute, University of
Texas-Houston Health Science Center, Houston, Texas.

1.14. Applied Electrophysiology

Eric M. Reiman, M.D.

Professor, Associate Head of Psychiatry

University of Arizona College of Medicine, Tucson, Arizona; Scientific Director of
Positron Emission Tomography Center, Good Samaritan Regional Medical Center;
Director of Arizona Alzheimer’s Disease Research Center, Phoenix, Arizona.



51.2e. Geriatric Psychiatry: Neuroimaging: Overview

Perry F. Renshaw, M.D., Ph.D.
Research Director, Brain Imaging Center, McLean Hospital, Boston, Massachusetts.
1.16. Principles of Neuroimaging: Magnetic Resonance Techniques

Victor I. Reus, M.D.

Professor of Psychiatry, University of California at San Francisco School of Medicine;
Director of Psychiatry, Langley Porter Psychiatric Institute, San Francisco, California.
1.11. Psychoneuroendocrinology

Charles F. Reynolds, Ill, M.D.

Professor of Psychiatry, University of Pittsburgh School of Medicine; Director of
Mental Health Clinical Research Center for the Study of Late-Life Mood Disorders,
Western Psychiatric Institute and Clinic, Pittsburgh, Pennsylvania.

51.4c. Geriatric Psychiatry: Psychopharmacology: Antidepressants and Mood
Stabilizers

Robert G. Robinson, M.D.

The Paul W. Penningroth Professor of Psychiatry and Head, Department of
Psychiatry, University of lowa College of Medicine, lowa City, lowa.

2.2. Neuropsychiatric Aspects of Cerebrovascular Disorders;

2.3. Neuropsychiatric Aspects of Brain Tumors;

2.5. Neuropsychiatric Aspects of Traumatic Brain Injury

Robert M. Rohrbaugh, M.D.

Assistant Clinical Professor of Psychiatry, Yale University School of Medicine, New
Haven, Connecticut; Director of Education in Psychiatry, Connecticut Veterans
Affairs Healthcare System, West Haven, Connecticut.

51.3g. Geriatric Psychiatry: Personality Disorders

Richard B. Rosse, M.D.

Associate Professor of Psychiatry, Georgetown University School of Medicine and
Health Sciences; Chief of Georgetown University Teaching Unit, Veterans Affairs
Medical Center, Washington, D.C.

7.7. Medical Assessment and Laboratory Testing in Psychiatry

Bruce J. Rounsaville, M.D.

Professor of Psychiatry, Yale University School of Medicine, New Haven,
Connecticut.

31.21. Naltrexone

Alec Roy, M.D.

Professor of Psychiatry, New Jersey Medical School, University of Medicine and
Dentistry of New Jersey, Newark, New Jersey; Assistant Chief of Psychiatry for
Substance Abuse, East Orange Campus of the Veterans Affairs New Jersey Health
Care System, East Orange, New Jersey.

29.1. Suicide



Teresa A. Rummans, M.D.
Associate Professor of Psychiatry, Mayo Foundation, Rochester, Minnesota.
25.8. Musculoskeletal Disorders

A. John Rush, M.D.

Professor of Psychiatry, Betty Jo Hay Distinguished Chair in Mental Health, and
Rosewood Corporation Chair in Biomedical Science, University of Texas
Southwestern Medical School, Dallas, Texas.

14.7. Mood Disorders: Treatment of Depression;

30.6. Cognitive Therapy

Sheila Ryan, C.S.W.

Program Director of Special Needs Clinic, Pediatric Psychiatry,
Columbia-Presbyterian Medical Center, New York, New York.
49.6. Child Psychiatry: Psychiatric Sequelae of HIV and AIDS

Joel Sadavoy, M.D., F.R.C.P.(C)

Associate Professor of Psychiatry and Head, Division of General Psychiatry,
University of Toronto Faculty of Medicine; Psychiatrist-in-Chief, Mount Sinai Hospital;
Clinical Director, Joint General Psychiatry Program, Mount Sinai Hospital and Centre
for Addiction and Mental Health, Toronto, Ontario, Canada.

51.4h. Geriatric Psychiatry: Psychosocial Treatments: General Principles

51.4i. Geriatric Psychiatry: Individual Psychotherapy

Benjamin J. Sadock, M.D.

Menas S. Gregory Professor of Psychiatry and Vice Chairman, Department of
Psychiatry, New York University School of Medicine; Attending Psychiatrist, Tisch
Hospital; Attending Psychiatrist, Bellevue Hospital Center; Consultant Psychiatrist,
Lenox Hill Hospital, New York, New York.

7.2. Psychiatric Report and Medical Record,;

7.3. Signs and Symptoms in Psychiatry

Virginia A. Sadock, M.D.

Clinical Professor of Psychiatry and Director of Program in Human Sexuality and Sex
Therapy, New York University School of Medicine; Attending Psychiatrist, Tisch
Hospital; Attending Psychiatrist, Bellevue Hospital Center, New York, New York.
19.1a. Normal Human Sexuality and Sexual Dysfunctions

Rafael J. Salin-Pascual, M.D., Ph.D.

Professor of Psychiatry and Physiology, Department of Physiology, Universidad
Nacional Autonomona de Mexico, Mexico City, Mexico.

1.19. Basic Science of Sleep

Steven C. Samuels, M.D.

Assistant Professor of Psychiatry, Mount Sinai School of Medicine; Director of
Outpatient Geriatric Psychiatry Program, Department of Psychiatry, Mount Sinai
Medical Center, New York, New York.

31.15. Cholinesterase Inhibitors



Ofra Sarid-Segal, M.D.

Assistant Professor of Psychiatry, Boston University School of Medicine; Staff
Psychiatrist, Department of Veterans Affairs Outpatient Clinic, Boston,
Massachusetts.

11.12. Sedative-, Hypnotic-, or Anxiolytic-Related Abuse

Stephen M. Saunders, Ph.D.
Assistant Professor of Psychology, Marquette University, Milwaukee, Wisconsin.
30.11. Evaluation of Psychotherapy

S. Alan Savitz, M.D.

President and Chief Executive Officer, PacifiCare Behavioral Health, Laguna Hills,
California.

51.5b. Geriatric Psychiatry: Managed Care

Alan F. Schatzberg, M.D.

Kenneth T. Norris Jr., Professor of Psychiatry and Chairman, Department of
Psychiatry and Behavioral Sciences, Stanford University School of Medicine,
Stanford, California.

31.33. Other Pharmacological and Biological Therapies

Stephen C. Scheiber, M.D.

Adjunct Professor of Psychiatry, Northwestern University Medical School, Chicago,
lllinois; Adjunct Professor of Psychiatry, Medical College of Wisconsin, Milwaukee,
Wisconsin; Executive Vice President American Board of Psychiatry and Neurology,
Deerfield, lllinois; Senior Attending Physician, Evanston Hospital, Evanston, lllinois.
53.1. Graduate Psychiatric Education

Diane H. Schetky, M.D.

Associate Clinical Professor of Psychiatry, University of Vermont College of
Medicine, Burlington, Vermont; Attending Psychiatrist, Maine Medical Center,
Portland, Maine.

49.13. Ethical Issues in Child and Adolescent Psychiatry

Lon S. Schneider, M.D.

Professor of Psychiatry, Neurology, and Gerontology, University of Southern
California School of Medicine, Los Angeles, California.

51.4f. Geriatric Psychiatry: Psychophamacology: Antidementia Drugs

Richard S. Schottenfeld, M.D.

Professor of Psychiatry, Director of Substance Abuse Residency Training

Yale University School of Medicine; Director of Substance Abuse Treatment Unit and
Associate Clinical Director of Addiction Services, Connecticut Mental Health Center,
New Haven, Connecticut.

31.23. Opioid Agonists

Marc A. Schuckit, M.D.
Professor of Psychiatry, University of California at San Diego School of Medicine, La
Jolla, California; Director of Alcohol Research Center, San Diego Veterans Affairs



Healthcare System, San Diego, California.
11.2. Alcohol-Related Disorders

Mary E. Schwab-Stone, M.D.

Associate Professor of Child Psychiatry, Yale University School of Medicine, New
Haven, Connecticut.

33. Psychiatric Examination of the Infant, Child, and Adolescent

Erich Seifritz, M.D.
Professor of Psychiatry, Psychiatric University Hospital, Basel, Switzerland.
1.19. Basic Science of Sleep

Alberto C. Serrano, M.D.

Professor of Psychiatry, University of Hawaii John A. Burns School of Medicine;
Director of Consortium of Education and Training, Kapi'olani Medical Center for
Women and Children, Honolulu, Hawaii.

48.4. Child Psychiatry: Group Psychotherapy

Richard P. Shank, Ph.D.

Senior Research Fellow, CNS Drug Discovery, Robert Wood Johnson
Pharmaceutical Research Institute, Spring House, Pennsylvania.

1.5. Amino Acid Neurotransmitters

Edward R. Shapiro, M.D.

Medical Director and Chief Executive Officer, Austen Riggs Center, Stockbridge,
Massachusetts; Director of Erik H. Erikson Institute for Education and Research of
the Austen Riggs Center; Associate Clinical Professor of Psychiatry, Harvard
Medical School, Boston, Massachusetts.

30.9. Eriksonian Clinical Theory and Psychiatric Treatment

Peter A. Shapiro, M.D.

Associate Professor of Clinical Psychiatry, Columbia University College of
Physicians and Surgeons; Assistant Director, Consultation-Liaison Psychiatry
Service, Columbia-Presbyterian Medical Center, New York, New York.

25.4. Cardiovascular Disorders

M. Tracie Shea, Ph.D.

Associate Professor of Psychiatry and Human Behavior and Director of Clinical
Assessment and Training Unit, Brown University School of Medicine; Staff
Psychologist, Providence Veterans Affairs Medical Center, Providence, Rhode
Island.

14.9. Mood Disorders: Psychotherapy

Javaid I. Sheikh, M.D., M.B.A.

Associate Professor of Psychiatry, Stanford University School of Medicine, Stanford,
California; Chief of Psychiatry, Palo Alto Veterans Affairs Health Care System, Palo
Alto, California.

51.4d. Geriatric Psychiatry: Antianxiety Drugs

Cleveland G. Shields, Ph.D.



Associate Professor of Family Medicine and Psychiatry, University of Rochester
School of Medicine and Dentistry; Family Therapist, Highland Hospital; Family
Therapist, Strong Memorial Hospital, Rochester, New York.

51.4k. Interventions and Consultation With Families of Older Adults

Daniel J. Siegel, M.D.

Associate Professor of Clinical Psychiatry and Biobehavioral Sciences, University of
California at Los Angeles School of Medicine; Medical Director of Infant and
Preschool Service, UCLA Neuropsychiatric Institute and Hospital, Los Angeles,
California.

3.1. Perception and Cognition

Daphine Simeon, M.D.

Assistant Professor of Psychiatry and Director of Medical Student Education in
Psychiatry, Mount Sinai School of Medicine, New York, New York.

18.5. Dissociative Disorders Not Otherwise Specified

Robert I. Simon, M.D.

Clinical Professor of Psychiatry and Director of Program in Psychiatry and Law,
Georgetown University School of Medicine, Washington, D.C.

54.1. Legal Issues in Psychiatry

George M. Simpson, M.D.

Professor of Research Psychiatry and Director of Clinical Research, Department of
Psychiatry and the Behavioral Sciences, University of Southern California School of
Medicine, Los Angeles County and USC Medical Center, Los Angeles, California.
31.4. Medication-Induced Movement Disorders;

31.5. b-Adrenergic Receptor Antagonists;

31.6. Anticholinergics and Amantadine;

31.8. Antihistamines

Gary W. Small, M.D.

Professor of Psychiatry and Biobehavioral Sciences, Director of Geriatric Psychiatry
and Psychology Fellowship Program, Director of Center on Aging, University of
California at Los Angeles School of Medicine, Los Angeles, California.

51.1a. Geriatric Psychiatry: Introduction;

51.3e. Geriatric Psychiatry: Alzheimer’s Disease and Other Dementias

Buster D. Smith, M.D.

Clinical Associate in Psychiatry, University of Pennsylvania School of Medicine,
Philadelphia, Pennsylvania.

51.6a. Geriatric Psychiatry: Psychiatric Aspects of Long-Term Care

Gerard P. Smith, M.D.

Professor of Psychiatry, The Joan and Sanford I. Weill Medical College of Cornell
Univerity; Attending Psychiatrist (Behavioral Science), New York Hospital, New York,
New York.

1.20. Appetite

Thomas E. Smith, M.D.



Assistant Professor of Psychiatry, New York, New York.
52.4. Psychiatric Rehabilitation

Virginia L. Smith-Swintosky, Ph.D.

Senior Scientist, CNS Drug Discovery, Robert Wood Johnson Pharmaceutical
Research Institute, Spring House, Pennsylvania.

1.5. Amino Acid Neurotransmitters

Solomon H. Snyder, M.D.

Distinguished Service Professor of Neuroscience, Pharmacology, Molecular
Sciences, and Psychiatry, Johns Hopkins University School of Medicine, Baltimore,
Maryland.

1.21. Future Directions in Neuroscience and Psychiatry

Michael E. Spagna, Ph.D.

Associate Professor of Special Education, California State University at Northridge,
Northridge, California.

35.1. Reading Disorder;

35.2. Mathematics Disorder;

35.3. Disorder of Written Expression and Learning Disorder Not Otherwise
Specified;

36. Motor Skills Disorder: Developmental Coordination Disorder

David Spiegel, M.D.

Professor of Psychiatry and Behavioral Sciences, Stanford University School of
Medicine, Stanford, California.

30.3. Hypnosis

Herbert Spiegel, M.D.

Special Lecturer in Psychiatry, Columbia University College of Physicians and
Surgeons, New York, New York.

30.3. Hypnosis

Larry R. Squire, Ph.D.

Professor of Psychiatry and Neurosciences, University of California at San Diego
School of Medicine; Professor of Psychology, University of California at San Diego,
La Jolla, California; Research Career Scientist, San Diego Veterans Affairs
Healthcare System, San Diego, California.

3.4. Biology of Memory

Sergio E. Starkstein, M.D., Ph.D.
Director of Neuropsychiatry, FLENI, Buenos Aires, Argentina.
2.2. Neuropsychiatric Aspects of Cerebrovascular Disorders

Murray B. Stein, M.D.

Associate Professor of Psychiatry, University of California at San Diego School of
Medicine, La Jolla, California.

25.9. Stress and Psychiatry



Terry S. Stein, M.D.

Professor of Psychiatry, Michigan State University College of Human Medicine, East
Lansing, Michigan.

19.1b. Homosexuality and Homosexual Behavior

Marlene Steinberg, M.D.

Associate Professor of Psychiatry, University of Massachusetts Medical School,
Worcester, Massachusetts; Research Affiliate, Department of Psychiatry, Yale
University School of Medicine, New Haven, Connecticut.

18.1. Dissociate Amnesia;

18.4. Depersonalization Disorder

Hans Steiner, M.D.

Professor of Psychiatry and Behavioral Sciences, Stanford University School of
Medicine; Director of Training, Division of Child Psychiatry and Human Development,
Stanford, California.

40. Disruptive Behavior Disorders;

49.7. Childhood or Adolescent Antisocial Behavior

Alan Stoudemire, M.D.

Professor of Psychiatry and Behavioral Sciences, Emory University School of
Medicine, Atlanta, Georgia.

25.1. History, Classification, and Current Trends in Psychosomatic Medicine

Eric C. Strain, M.D.

Associate Professor of Psychiatry and Behavioral Science, Johns Hopkins School of
Medicine, Baltimore, Maryland.

11.4. Caffeine-Related Disorders

James J. Strain, M.D.

Professor of Psychiatry, Mount Sinai School of Medicine; Director of Division of
Behavioral Medicine and Consultation-Psychiatry, Mount Sinai Medical Center, New
York, New York.

23. Adjustment Disorders;

25.12. Consultation-Liaison Psychiatry

Joel E. Streim, M.D.

Associate Professor of Psychiatry, University of Pennsylvania School of Medicine;
Director of Geriatric Psychiatry Fellowship Program, Ralston-Penn Center,
Philadelphia, Pennsylvania.

51.6a. Geriatric Psychiatry: Psychiatric Aspects of Long-Term Care

Gregory M. Sullivan, M.D.

Postdoctoral Fellow, Department of Psychiatry, Columbia University College of
Physicians and Surgeons; Clinical Assistant in Psychiatry, Columbia-Presbyterian
Medical Center, New York, New York.

15.3. Anxiety Disorders: Biochemical Aspects

David L. Sultzer, M.D.



Associate Clinical Professor of Psychiatry and Biobehavioral Sciences, University of
California at Los Angeles School of Medicine; Director of Gero-Neuropsychiatry
Division, West Los Angeles Veterans Affairs Ambulatory Care Center, Los Angeles,
California.

51.4e. Geriatric Psychiatry: Psychopharmacology: Antipsychotic Drugs

Norman Sussman, M.D.

Clinical Professor of Psychiatry, New York University School of Medicine; Director of
Psychopharmacology Research and Consultation Service, Bellevue Hospital Center,
New York, New York.

31.7c. Other Anticonvulsants;

31.16. Clonidine

Dragan M. Svrakic, M.D., Ph.D.

Assistant Professor of Psychiatry, Washington University School of Medicine, Saint
Louis, Missouri.

24. Personality Disorders

Rex M. Swanda, Ph.D.

Adjunct Assistant Professor of Psychiatry, University of New Mexico School of
Medicine; Staff Psychologist, Veterans Affairs Medical Center, Albuquerque, New
Mexico.

7.4. Clinical Neuropsychology and Intellectual Assessment of Adults

Carrie Sylvester, M.D., M.P.H.

Associate Professor of Psychiatry, Behavioral Sciences, and Pediatrics and Director
of Education in Child and Adolescent Psychiatry, Northwestern University School of
Medicine; Attending Psychiatrist, Children’s Memorial Hospital; Attending
Psychiatrist, Northwestern Memorial Hospital, Chicago, lllinois.

46.3. Separation Anxiety Disorder and Other Anxiety Disorders

Kenneth Tardiff, M.D., M.P.H.

Professor of Psychiatry and Public Health, The Joan and Sanford |. Weill Medical
College of Cornell University; Attending Psychiatrist and Medical Director of Payne
Whitney Clinic, New York Hospital, New York, New York.

27.3. Adult Antisocial Behavior and Criminality

Laurence H. Tecott, M.D., Ph.D.

Assistant Professor of Psychiatry, University of California at San Francisco School of
Medicine, San Francisco, California.

1.4. Monoamine Neurotransmitters

Michael E. Thase, M.D.

Professor of Psychiatry, University of Pittsburgh School of Medicine; Research
Director of Division of General Adult Psychiatry, Western Psychiatric Institute and
Clinic, Pittsburgh, Pennsylvania.

14.4. Mood Disorders: Neurobiology

Armin Paul Thies, Ph.D.
Associate Clinical Professor of Psychology, Yale University School of Medicine, New



Haven, Connecticut.
33. Psychiatric Examination of the Infant, Child, and Adolescent
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PREFACE

This seventh edition of Kaplan and Sadock’s Comprehensive Textbook of Psychiatry
is being published on the threshold of the twenty-first century. For over 30 years it
has helped educate generations of psychiatrists, other physicians, and mental health
professionals from all fields—psychology, social work, and nursing, among others. Its
goal has always been to foster professional competence and ensure the highest
quality of care based upon humanistic and scientific principles. The textbook has
earned a reputation both in the United States and around the world, as a reliable,
consistent, and accurate compendium of psychiatric knowledge. We believe this
millennium edition meets the high standards set by its predecessors.

EDITORSHIP

The task of continuing the Comprehensive Textbook of Psychiatry without the
collaboration of Harold I. Kaplan, M.D. (1927-1998), was made possible with the
able assistance of Virginia A. Sadock, M.D., who was often referred to as the
“unsung heroine” of this and other Kaplan and Sadock books. Her role was
described in the preface of the last edition of the textbook as follows:

We especially want to thank Virginia Alcott Sadock. M.D., Clinical
Professor of Psychiatry and Director of Graduate Education in Human
Sexuality at New York University School of Medicine. As in all our
previous books, she has served as an assistant to the editors and
actively participated in every editorial decision. Her enthusiasm,
sensitivity, comprehension, and depth of psychiatric knowledge were of
immeasurable importance to the editors. She has ably represented not
only the viewpoint of women in medicine and psychiatry but has also
made many contributions to the content of this textbook. We are deeply
appreciative of her outstanding help and assistance.

She now joins as coeditor of the Comprehensive Textbook of Psychiatry for this
edition and those to follow.

TEACHING SYSTEM

This textbook forms one part of a comprehensive system developed to facilitate the
teaching of psychiatry and the behavioral sciences. At the head of the system is
Comprehensive Textbook of Psychiatry, which is global in depth and scope. It is
designed for and used by psychiatrists, behavioral scientists, and all workers in the
mental health field. Kaplan and Sadock’s Synopsis of Psychiatry is a relatively brief,
highly modified, original, and current version useful for medical students, psychiatric
residents, practicing psychiatrists, and mental health professionals. The Concise
Textbook of Clinical Psychiatry, derived from the Synopsis, emphasizes clinical
psychiatry and includes extensive case studies useful for students and clinical
practitioners from all fields. Another part of the system is Study Guide and
Self-Examination Review for Kaplan and Sadock’s Synopsis of Psychiatry, which
consists of over 1600 multiple-choice questions and answers including detailed case
histories. It is designed for students of psychiatry and for clinical psychiatrists who
require a review of the behavioral sciences and general psychiatry in preparation for



a variety of examinations. The questions are modeled after and consistent with the
format used by the United States Medical Licensing Examination. Other parts of the
system are the pocket handbooks: Pocket Handbook of Clinical Psychiatry, Pocket
Handbook of Psychiatric Drug Treatment, Pocket Handbook of Emergency
Psychiatric Medicine, and Pocket Handbook of Primary Care Psychiatry. These
books cover the diagnosis and treatment of psychiatric disorders,
psychopharmacology, psychiatric emergencies, and primary care psychiatry,
respectively, and are compactly designed and concisely written to be carried in the
pocket of clinical clerks and practicing physicians, whatever their specialty, to provide
a quick reference. Finally, Comprehensive Glossary of Psychiatry and Psychology
provides simply written definitions for psychiatrists and other physicians,
psychologists, students, other mental health professionals, and the general public.

Taken together, these books create a multiple approach to the teaching, study, and
learning of psychiatry.

CHANGES IN THIS EDITION

New Contributors A tradition of inviting a certain number of new authors to write
sections written by prior authors began with the second edition of the textbook. That
was done for the same reasons as in other great textbooks of medicine—to ensure a
fresh approach to each topic and to keep the Comprehensive Textbook of Psychiatry
vital and current. Over 60 percent of the contributors to this edition are new. The
editors are deeply grateful to the more than 1500 psychiatrists and behavioral
scientists who contributed to previous editions, all of whom maintained the highest
standards of scholarship. Many of their sections remain classics in the field and are
accessible to the interested reader. We especially wish to thank John Nemiah, M.D.,
editor emeritus of the American Journal of Psychiatry, for agreeing to write the
Introduction. He has contributed to every edition of this book since its beginning.

Major Changes in This Edition Almost every chapter in this edition has been
completely rewritten or revised, and many new sections have been added. Some of
the major additions to the text-book and other highlights are listed below.

Neural Science, Neuropsychiatry, and Behavioral Neurology A major expansion
in the chapters covering neural science, neuropsychiatry, and behavioral neurology
reflects the rapid advances in these fields. New sections include Developmental
Neurobiology, Neurotrophic Factors, Appetite, and expanded sections on
radiotracing imaging and magnetic resonance imaging. Also added to this edition are
sections on Neuropsychiatric Aspects of Neuromuscular Diseases, Neuropsychiatric
Aspects of Traumatic Brain Injury, Neuropsychiatric Aspects of Brain Tumors, and a
special section on Psychiatric Aspects of Child Neurology. Recent advances are
included in Genetic Linkage Analysis of Psychiatric Disorders, Neuropsychiatric
Aspects of HIV and AIDs, and Neuropsychiatric Aspects of Other Infectious
Diseases. These sections chapters were completely revised and updated.

Psychological, Sociocultural, and Experimental Sciences The sections
Perception and Cognition, Learning Theory, and Brain Models of Mind were
extensively revised. Recent advances are included in Biology of Memory and a new
section Emotional Intelligence has been added. Evolutionary Biology and Psychiatry
is included in a separate section for the first time. Health Services Research and



Outcomes Research in Psychiatry was added to the chapter on experimental
methods, and the section Epidemiology is thoroughly updated. The chapter Theories
of Personality and Psychopathology has been revised, and the section
Psychoanalysis is updated to reflect changing theories in the field.

Clinical Psychiatry A newly written version of Psychiatric Interview, History, and
Mental Status was prepared for this edition. The section Psychiatric Report was
expanded to include the medical record and third-party documentation requirements.
Signs and Symptoms in Psychiatry was revised to include a glossary of psychiatric
terms. A new section, Computer-Based Testing of the Psychiatric Patient, is included
in this edition.

Anxiety Disorders is greatly expanded with newly written sections that include
Introduction and Overview, Epidemiology, Biochemical Aspects, Genetics,
Psychodynamic Aspects, Clinical Features, Somatic Treatment, and Psychological
Treatments.

The chapter Substance-Related Disorders was expanded to include the separate
sections Caffeine-Related Disorders and Nicotine-Related Disorders and a new
section Anabolic-Androgenic Steroid Abuse. The treatment of depressive disorders
has been enlarged to include the separate sections Psychotherapy, Treatment of
Bipolar Disorders, and Treatment of Depressive Disorders. The dissociative
disorders are now covered in five new sections: Dissociative Amnesia, Dissociative
Fugue. Dissociative Identity Disorder (formerly called multiple personality disorder),
Depersonalization Disorder, and Dissociative Disorders Not Otherwise Specified.
The coverage of attention-deficit/hyperactivity disorder now includes a new section.
Adult Manifestations of Attention-Deficit/Hyperactivity Disorder. Other new sections
include Primary Care Psychiatry and Cults, Quacks, and Nonprofessional Therapies.
A new section, Alternative and Complementary Health Practices, is included for the
first time in a major psychiatric textbook.

All sections dealing with clinical disorders have been thoroughly updated and follow
a similar outline, which includes an introduction and definition of the disorder; a
history of the disorder including comparative nosology, epidemiology, and etiology;
diagnosis and clinical features; pathology and laboratory examination; differential
diagnosis; and course and prognosis. Treatment strategies for all clinical disorders
are presented eclectically to include biological, pharmacological, psychosocial, and
psychotherapeutic approaches. The area of psychiatric treatment has been
expanded with the addition of three new sections: Interpersonal Therapy. Eriksonian
Clinical Theory and Psychiatric Treatment, and Combined Psychotherapy and
Psychopharmacotherapy.

Because of the increased importance of certification and qualifications of physicians
generally, the editors included a new section. Examining Psychiatrists and Other
Trainees. The chapter Ethics and Forensic Psychiatry is completely updated and a
new section, World Aspects of Psychiatry, was written to reflect the fact that mental
illness is a worldwide problem that requires global solutions.

A new section on Chronic Pain and the Placebo Effect is included to reflect the
editors’ belief that psychiatrists be involved in the emerging clinical specialties of
palliative care and pain control. In the Spring of 1999, the American Board of
Psychiatry and Neurology (ABPN) and the American Board of Physical Medicine and



Rehabilitation (ABPMR) joined the American Board of Anesthesiology (ABA) in
recognition of pain management as an interdisciplinary subspecialty. The respective
Boards have agreed on a single standard of certification.

Geriatric Psychiatry The chapters on geriatric psychiatry continue to expand in
each edition, and we thank Lissy Jarvik, M.D., for her extraordinary help over the
years as contributing editor of this section. With the assistance of Gary Small, M.D.,
she helped coordinate the content of this important subspecialty. Both the editors
and the field of psychiatry owe her a debt of gratitude. We especially wish to thank
Dr. Small for integrating the many sections in this chapter into a coherent whole.
New sections written by new contributors in geriatric psychiatry for this edition
include Special Issues in Neuroimaging, Psychopharmacology: General Principles,
Antidepressants and Mood Stabilizers, Antianxiety Drugs, Antipsychotic Drugs, and
Antidementia Drugs. Other new sections include Psychosocial Treatment: General
Principles, Cognitive Behavior Therapy, Gender Issues, and the section Health Care
Delivery Systems, which includes the separate subsections Medicare and Medicaid
and Managed Care. All the geropsychiatry sections were revised and updated.

Child and Adolescent Psychiatry The editors owe a great debt to Dennis Cantwell,
M.D. (1939-1997), who served as contributing editor to the child and adolescent
psychiatry section. He was responsible for organizing and inviting the contributors to
this chapter—all of whom he valued as experts in their respective fields. The editors
wish to dedicate this area of the Comprehensive Textbook of Psychiatry to his
memory and as a testimonial to this outstanding and much admired child

psychiatrist. Dr. Cantwell had been assisted by Caroly Pataki, M.D., who was able to
step into the breach to complete the work he had begun. We thank her deeply for her
efforts.

Many new sections covering child and adolescent psychiatry were added to this
edition. New sections written by new contributors include Obsessive-Compulsive
Disorder in Children, Posttraumatic Stress Disorder in Children, Short-term
Psychotherapy, Cognitive and Behavioral Therapy, Family Therapy, Psychiatric
Sequela of HIV and AIDS, Dissociative Disorders, Gender Identity and Sexual
Issues, Adolescent Substance Abuse, Forensic Child and Adolescent Psychiatry,
Ethical Issues in Child and Adolescent Psychiatry, School Consultation,
Community-Based Treatments, and Psychiatric Prevention.

Psychopharmacology The editors continue to use the unique format of discussing
drugs used in the treatment of mental disorders on a pharmacological basis rather
than under the rubric of antidepressant, antipsychotic, and the like. Thus the clinician
can use a psychotherapeutic drug on the basis of its pharmacological activity, which
may make it equally effective in depression, anxiety, and other disorders as well as
being specific for a particular condition.

A thoroughly updated section General Principles of Psychopharmacology was written
for this edition, and two new sections, Drug Development and Approval and
Pharmacokinetics and Drug Interactions, were added. New sections on classes of
drugs with unique pharmacological properties were written, including Cholinesterase
Inhibitors and Other Anticonvulsants. The most recently developed drugs are
covered in detail, and all discussions of other drugs have been thoroughly updated.



New Format This seventh edition uses color for the first time to highlight figures,
tables, and case studies and to help differentiate the 10th revision of International
Statistical Classification of Diseases and Related Health Problems (ICD-10) and
fourth edition of Diagnostic and Statistical Manual of Mental Disorders (DSM-1V)
diagnostic criteria. Like all Kaplan and Sadock books, this edition includes color
plates of major psychiatric drugs and their various dosage forms including those
recently released. This edition is heavily illustrated; photographs enhance the
learning experience and keep the reader from being lost in a sea of type.

Following the style of other major medical textbooks, internal literature citations were
eliminated, and the number of references at the end of each section reduced.
Contributors were asked to limit themselves to 30 to 40 major books, monographs,
and review articles and to include current references where possible; thus some
citation lists are not as long as some of the authors would have wished. In addition,
1999 references were added by the editors to alert the reader to the most current
literature. Contributors were also asked to note the five most important references
with an asterisk.

Case histories are cited extensively to add clarity to the clinical disorders. They are
derived from the DSM-IV and ICD-10 casebooks and the clinical and research
experience of the contributors. We wish to thank the American Psychiatric
Association (APA) and the World Health Organization (WHO) for permission to use
some of their material.

DSM-1IV AND ICD-10

In 1994 DSM-IV was published by the APA. DSM-IV contains the official
nomenclature used by psychiatrists and other mental health professionals; thus
DSM-IV terminology is used throughout the Comprehensive Textbook. In the year
2000, according to treaties between the United States and WHO, DSM-IV
classifications must be identical with those used by ICD-10. Accordingly, this is the
first U.S. textbook to include the definitions and diagnostic criteria of mental
disorders used in ICD-10. Readers can find tables comparing the DSM-1V and
ICD-10 diagnostic criteria in Chapter 10.

The psychiatric disorders discussed in this textbook are consistent with the nosology
in DSM-1V; however, some of our contributors maintain reservations about the
changes introduced into the various editions of DSM. In several sections of the book
the reader will find these objections clearly stated. DSM-1V is a diagnostic and
statistical manual; it is not and never claimed to be a textbook. Unfortunately, it is
used as a text by some groups, including insurance companies who believe it to be a
comprehensive source of information about mental illness.

As future editions of DSM appear—and the editors believe they are in the offing—the
Comprehensive Textbook of Psychiatry will continue to allow room for dissent,
before and especially after every new edition of the manual appears. It will continue
to provide a forum for discussion, evaluation, criticism, and disagreement, while duly
acknowledging the official nomenclature.



THE CONTINUING CRISIS IN THE FUTURE OF PSYCHIATRY

The last edition of the Comprehensive Textbook of Psychiatry, published in 1995,
included the following commentary on the crisis of the future of psychiatry. This crisis
continues and is far from resolution.

The introduction of the American Health Security Bill (the Clinton plan) in
1993 served as a catalyst for dramatic change in the delivery of health
care in the United States even though the bill was not enacted into law. In
the vanguard of change were the insurance companies and the health
maintenance organizations (HMOs), which are, in the main, managed
care programs run by large profit-seeking corporations. Managed care
has had serious and adverse effects on the practice of psychiatry. For
example, most managed mental health care (MMHC) plans restrict the
number of outpatient visits for psychotherapy to a small and
unpredictable number of sessions, usually 5 to 20 a year. Although some
types of psychotherapy can be conducted within that framework, other
types (insight oriented) require frequent visits over an extended period.
Before a patient can be referred to a psychiatrist, many HMOSs require
that the patient see a primary care physician (the so-called gatekeeper),
sometimes for several weeks; during that time, the doctor may prescribe
pharmacotherapy about which he or she may have limited knowledge.
Drugs, rather than psychotherapy, become the treatment of choice even
though many studies have found the superior efficacy of psychotherapy
used in conjunction with drugs in the treatment of most mental disorders,
particularly depressive disorders and schizophrenia. Persons who are
emotionally well make fewer general medical visits than do persons with
emotional disorders. Providing timely psychotherapy results in savings in
the overall cost of general medical care.

Many HMOs require preauthorization by a panel of so-called behavioral
health experts. This panel requires information about the intimate and
private details of a person’s life to authorize therapy. If the patient or
doctor refuses to comply, permission for psychiatric treatment is usually
denied. And even if the patient is permitted to enter therapy, the
psychiatrist must send frequent written reports to the HMO about the
treatment, which breaches the confidentiality and trust of the
doctor-patient relationship. Patients usually must be treated by
psychiatrists who are enrolled in their particular HMO. They forfeit the
right to see a doctor of their own choosing. In the traditional
fee-for-service system patients can seek treatment from any psychiatrist
they choose and can seek a second or even a third opinion if they so
desire. In an HMO the patient does not have these options. Capitation,
another method of payment used by HMOs, is untested in psychiatry and
may mean “de-capitation” of the field.

HMOs use from 15 to 30 percent of their revenues to pay for marketing,
administration, and the distribution of profits to owners and
investors—money that would otherwise be available for clinical care,
research, and medical education. Health care in America is being
“corporatized,” and HMOs reap profits by often eliminating laboratory



tests, referrals to specialists, and reducing length of hospital stay to
questionable and dangerous proportions. For example, patients with
major psychiatric disorders are being forced out of the hospital, often
against their will and against the recommendation of their psychiatrists.
HMOs also increase their profit margin by paying lower fees to doctors,
and since the HMOs control the supply of patients, price control rules the
system.

The issue of financial liability is another area of danger to doctors who
work for HMOs. Psychiatrists (and other physicians) who sign contracts
with HMOs must agree to accept complete liability if any adverse effects
to the patient occur during the course of treatment. Consider this
example: A psychiatrist wants to hospitalize a potentially suicidal patient,
but the HMO refuses to pay for hospitalization or limits the number of
days allowed in the hospital to fewer than the psychiatrist deems
necessary. The psychiatrist can be sued for malpractice if the patient
ultimately commits suicide because of premature hospital discharge
mandated by the HMO. The HMO accepts no liability for any adverse
outcome based on their decisions. The only alternative is for the
psychiatrist to treat the patient for no fee or for the patient to pay for
treatment out-of-pocket. Neither option is satisfactory.

Currently, the future of psychiatric treatment is of concern. Unfortunately,
prejudice toward mental illness still exists in many quarters—political
policy makers, insurance companies, the general public, and, sadly, the
medical profession itself. Psychiatry and medicine are at a crossroad. It
would be tragic to take the path that discards and negates the humanism
that psychiatry has brought to medicine and the great advances that have
been made over the past hundred years by Sigmund Freud and other
great psychiatric clinicians and researchers.

A new concept of medical services as market driven now dominates the health care
industry and will do so for the foreseeable future. Paradoxically, the role of
government must increase to regulate this new industry whose preoccupation is the
cost of health care. For example, some states recently passed legislation allowing
patients to sue health maintenance organizations (HMOs). Ultimately the U.S.
Congress will become the arbiter between the consumers of health care (patients),
the providers (physicians and other health professionals), and the payers (insurance
companies and HMQOSs). In this sense, society and the body politic will determine the
nature and quality of health care in the United States.

Physicians, especially psychiatrists, have a special obligation to be informed about
sociopolitical issues affecting the physical and psychological well-being of their
patients. The spirit of the Hippocratic oath written over 2000 years ago continues to
inspire the ethics of the medical profession: To act for the good of my patients
according to my ability and my judgment. As medicine changes, physicians (and
other health care professionals) are the last stronghold for humanitarian and
compassionate care that stresses the inherent dignity and worth of each person.

CONTRIBUTING AND SECTION EDITORS

In the preparation of this textbook we have been helped immensely by our



distinguished section and contributing editors.

The section editors worked closely with the authors and suggested modifications
when necessary. We are deeply appreciative of their efforts. They include Hagop S.
Akiskal, M.D., who covered the area of mood disorders; Jack M. Gorman, M.D., who
covered anxiety disorders; Katherine A. Haaland, Ph.D., who covered
neuropsychological assessment; Jerome Jaffe, M.D., who covered
substance-related disorders; Samuel Keith, M.D., who covered schizophrenia and
other psychotic disorders; Caroly Pataki, M.D., who covered child and adolescent
disorders; Gary W. Small, M.D., who covered geriatric psychiatry; and Alan
Stoudemire, M.D., who covered psychosomatic medicine.

The contributing editors kept us apprised of new advances in the field and helped
obtain contributors with expertise in their respective areas. We thank them for their
help and cooperation. They include Glen Gabbard, M.D., who contributed to the
areas of psychodynamics and psychoanalysis; Lissy Jarvik, M.D., who contributed to
geriatric psychiatry; Joel Yager, M.D., who contributed to clinical psychiatric
disorders; and the late Dennis Cantwell, M.D., who contributed to child and
adolescent psychiatry. Our special thanks are extended to Jack Grebb, M.D., a past
coauthor of Kaplan and Sadock’s Synopsis of Psychiatry who, as contributing editor,
assisted us in many editorial decisions, particularly in the area of biological
psychiatry.
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an immense amount of material into a balanced and consistently styled work. The
editors and the field of psychiatry owe them a debt of gratitude for their outstanding
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INTRODUCTION: TWO FACES OF PSYCHIATRY

JOHN C. NEMIAH, M.D.

Over 30 years have elapsed since the publication of the first edition of
Comprehensive Textbook of Psychiatry (CTP-I). In comparison with its successors, it
was a modest work of only some 1600 pages contained within the covers of a single
volume. Equally striking is the difference in its contents from what the modern reader
will find in this seventh edition of this now classic text. CTP-I, in line with the standard
diagnostic manual of its day, referred to “psychiatric reactions” rather than to
“disorders” and construed their causes and treatment in psychological terms. Twelve
pages, for example, ere devoted to the “psychological treatment” of schizophrenia in
contrast to a mere two-and-a-half to its “organic treatment.” “Serotonin” had but a
single entry in the index, “dopamine” was not listed at all, and only a handful of
pages were allotted to the budding clinical experience with the use of
chloropromazine and the antidepressants. It needs only the most cursory glance at
the pages of the latest edition to discover what dramatic changes 30 years have
wrought. “Psychiatric reactions” are now full-fledged illnesses, their cause and
treatment are seen as being primarily biological in nature, and psychological factors
are minor actors on the clinical stage.

A shift of outlook of such magnitude occurs, of course, for many reasons. It is
notable, however, that similar shifts have happened before in the development of
psychiatric theory and practice, and the brief account that follows of a curious
chapter of psychiatric history may, therefore, give us useful insights into the nature
and implications of the changes that have taken place in our own era.

“The 11th of August,” wrote Frank Podmore in From Mesmer to Christian Science,

should be observed as a day of humiliation in the civilised world, for on
that date in 1784 a Commission, consisting of the most distinguished
representatives of Science in the most distinguished capital in Europe,
pronounced the rejection of a pregnant scientific discovery—a discovery
possibly rivaling in permanent significance all the contributions to the
physical sciences made by the two most famous members of the
Commission—Lavoisier and Benjamin Franklin.

The oft-told events to which Podmore alludes may be quickly recounted. In the early
1770s the Viennese physician Franz-Anton Mesmer had developed a remarkable
treatment for human illness that became a highly popular therapeutic procedure
among the citizens of Paris after he established a clinical practice in that ity in 1778.
Indeed, so thronged was Mesmer's clinic with patients from all levels of society that a
commission of inquiry was established by the authorities to examine his procedures
and their results.

Mesmer's explanation of the pathogenesis of human discases was based on his
concept of the nature and function of what be called “animal magnetism.” There



exists, he proposed, an invisble fluid spread throughout the universe with properties
similar to mineral magnetism whose steady flow through the bodies of living beings
sustains their healthy physiological functioning. However, as the result of a
pathological blockage of that flow, a localized organ dysfunction occurs that is
manifested in the symptoms of a specific bodily disease. Treatment was aimed at
restoring the normal flow of the fluid by overcoming the blockage. That was
accomplished by the production of a powerful surge of fluid in the patient's body by a
magnetic therapist, who induced the flow of magnetic fluid by repetitious passes of
his hands over the patient's thorax and abdomen. The same therapeutic effect could
be produced in several patients at once by placing them in contact with the baquet, a
large, circular wooden tub filled with “magnetized” water. The high drama of such a
group treatment is evident in the commissioners' description of a typical clinical
session in their final report.

The patients are arranged in large numbers in several rows around the
baquet and are exposed to the therapeutic flow of the magnetic fluid over
several channels at once—Dby its transmission over the iron rods
protruding from the baquet, by a long cord entwined around their bodies
connecting the patients to one another, through the fluid's transmission to
their neighbors by the mutual contact of their thumbs, and by the sounds
of a piano or a pleasing voice that spreads it through the atmosphere.
Patients are also magnetized directly when the magnetist passes his
fingers or an iron wand over their faces, over the back or top of their
heads, or over the diseased parts of their bodies. It is particularly to be
noted that magnetization is produced by contact with the magnetist's
hands as be applies pressure to the upper and lower abdomen for a long
stretch of time, often several hours in duration.

The patients present a spectacle of wide-ranging conditions and
behavior. Some are calm and tranquil and have no untoward sensations.
Other are coughing and spitting, or suffer from mild pains and complain of
localized or generalized burning accompanied by bouts of sweating. Yet
others are agitated and wracked by convulsions that are notable for their
frequency, duration, and violence. Moreover, when one patient has a
convulsion, many others follow suit. The Commissioners have witnessed
some seizures that lasted more than three hours and were accompanied
by the violent expectoration of a foul, viscous fluid, sometimes flecked
with blood. The convulsions are further characterized by precipitous
involuntary movements of all the limbs and the entire body, by a
construction of the throat, by spasmodic jerks in the hypochondrium and
the epigastric region, by a dimming and clouding of vision, by piercing
shrieks, tears and hiccoughs, and by immoderate laughter. All of these
events are preceded or followed by a state of languor, dreaminess, and
prostration, and even by drowsiness.

After extensive observations of these remarkable phenomena the commissioners
proceeded to investigate the nature of the animal magnetism alleged to be their
cause. In a series of clever experiments, whose design might well be admired by
modern investigators, they determined conclusively that there was no evidence
whatsoever for the existence of a magnetic fluid, and that the dramatic, often wildly
violent behavior attributed to it was entirely due to the effect of imagination and



imitation on suggestible patients in a group setting.
The commissioners in the concluding paragraph of their report wrote.

We have determined that the magnetic fluid cannot be detected by any of
the five senses and that it has no effect whatsoever either on the
Commissioners themselves or on the patients they exposed to it. They
have ascertained that the practice of compressing or touching the body
brings about changes that are rarely favorable and arouses excitations of
the imagination that are invariably vexatious. Finally, they have
demonstrated by definitive experiments that imagination without
magnetism produces convulsions and that magnetism without
imagination produces nothing. Therefore, the Commissioners have
unanimously concluded regarding the question of the existence and the
effectiveness of animal magnetism that there is no evidence whatsoever
of a magnetic fluid and that such a non-existent fluid is consequently
without useful effect. They have further determined that the observable
violent results of public treatment are the product of touching, of an
aroused imagination, and of an instinctive tendency automatically to
imitate whatever strongly impresses the senses. At the same time, the
Commissioners feel obliged to add the important observation that the
practice of touching and the repetitious arousal of the imagination
designed to bring on the magnetic crisis can be injurious. Furthermore,
the public spectacle of these crises is equally dangerous because of that
element of imitativeness that nature appears to have designed as a basic
law. As a consequence, public treatment employing magnetism can in the
long run have only disastrous effects.

Such, then, were the commissioners' conclusions and recommendations to which
Podmore took such vigorous objection. It was not so much their denial of the
existence of Mesmer's magnetic fluid that troubled him as the fact that having
recognized the central importance of imagination and suggestion in producing the
therapeutic convulsions (and the cures that frequently followed them), the
commissioners then proceeded to dismiss magnetic phenomena as being the result
of mere imagination and to condemn treatment as harmful. Mesmer's magnetic fluid,
Podmore agreed,

was a chimera and Mesmer . . . perhaps three parts a charlatan, [but] his
claim to our remembrance lies in this—that he wrested the privilege of
healing from the Churches and gave it to mankind as a universal
possession. In rejecting that gift for themselves and their successors to
the third and fourth generation, Bailly and his colleagues rejected more
than they knew.

If Podmore's charges against the commissioners are perhaps a bit overblown, he
does point to an arresting fact: Having skillfully demonstrated the fallacy of Mesmer's
hypothesis of a physical magnetic fluid, the commissioners perceptively recognized
the psychological basis for the patients' dramatic response to magnetic procedures
and for the significant number of genuine cures that resulted from their application.
But having made that discovery, far from being intrigued by such a remarkable
finding and advising its further exploration, they dismissed it as not only being



nugatory but as resulting in dangerous clinical practices that should be curtailed.

The conclusions of the commissioners' report seem to have had little or no effect on
the continued development of animal magnetism. Indeed, although the French
Revolution temporarily slowed its progress, it became a vigorous movement
throughout France in the early decades of the nineteenth century, spread beyond
French borders to the rest of the Continent, crossed the Channel to England, and
ultimately reached the United States.

The large number of individuals engaged in the clinical application of animal
magnetism (or “mesmerism,” as it came to be called) ignored the commissioners'
evidence against the existence of a magnetic fluid and held fast to Mesmer's
mechanistic view that it was the active agent in the response to magnetic treatment.
The discovery in 1785 by the Marquis de Puységur of the phenomenon of
somnambulistic trance (which thereafter replaced seizures as the primary response
to magnetic passes) did not alter adherence to the fluidic hypothesis. Nor was it in
any way modified by the proposal of Alexandre Bertrand in the 1820s that the
magnetic fluid was indeed nonexistent and that the effects of mesmeric treatment
were entirely due to the psychological agency of suggestion. Not until the 1840s did
the first serious challenge to the fluidic hypothesis arise.

In the late autumn of 1841 James Braid, an English surgeon in Manchester, attended
a public demonstration of magnetism by the traveling French mesmerist, Charles
Lafontaine. Impressed, despite his initial skepticism, by what he observed, Braid
embarked upon a series of mesmeric experiments of his own. In the course of these
he ultimately discovered that he could produce all the phenomena of mesmeric
trance by merely arousing the idea of them in his subjects' minds. Hypnosis (as Braid
termed it) was, he proposed, a process arising entirely within the hypnotic subject
and set in motion by the hypnotist's verbal instructions. Braid's procedures made it
clear that neither a magnetic fluid nor any other external physical agency was
responsible for the observed phenomena, but that they resulted from those very
psychological agencies of suggestion and imagination that had been so vigorously
belittled and rejected by the French commission a half-century earlier.

Although Braid's studies made no immediate impact on his English colleagues, by a
curious turn of fate his ideas returned across the Channel to France where they
caught the attention of the French physician Eugene Azam. Azam is perhaps best
remembered for his description of the phenomenon of “double consciousness” in his
famous patient, Félida X, but he was also notable for the fact that, as Charcot wrote,
“he was the first person in France to verify Braid's findings by his own experiments.”
Indeed, Azam's publication in 1860 of a description of Braid's hypnotic experiments
helped set the stage for three important developments in France during the ensuing
decade.

1. Charcot's major interest in the nature and clinical application of hypnosis, which
led to its extensive use at the Salpétriare in Paris, gave the subject a legitimacy
it had not had before. From being a phenomenon viewed by most of the
orthodox scientific and medical world as mere quackery, if not outrightly
fraudulent, with the blessing of a person of Charcot's academic and scientific
reputation it became for the first time in its history a sanctioned procedure
worthy of clinical application and serious study. The major thrust of Charcot's
research was aimed at the clinical application of hypnosis to patients with major



hysterical disorders. In this context, he came to the conclusion that hypnosis
and hysteria were closely related phenomena whose manifestations were the
result of poorly defined pathological processes in the central nervous system.
Charcot, that is, held to a physical rather than a psychological view of the
hypnotic process.

2. At the same time that Charcot's studies were under way in Paris, Hippolyte
Bernheim in Nancy had joined with Ambroise Liabeault, a general practitioner
in the neighboring countryside, in a study of the medical uses of therapeutic
hypnotism. Influence by their reading of Bertrand and Braid. Liabeault and
Bernheim advanced the hypothesis that the basic factor in the production of
hypnotic phenomena was the subject's psychological state of suggestibility.
Suggestibility, they held, was an entirely normal trait that was to be found to a
greater or lesser degree in the vast majority of human beings; and it was,
furthermore, the primary agency in affecting cures by hypnotic therapy. It is
evident from the nature of their views that Liabeault and Bernheim, and the
so-called Nancy School that gathered around them, were completely at odds
with Charcot and the “Salpétriare School” with regard to every aspect of
therapeutic hypnosis. Nor is it surprising that a protracted controversy raged
between them, ultimately to be settled in favor of Bernheim and his colleagues.

3. Although Pierre Janet came from a background of philosophical rather than
medical studies, it is evident that he was thoroughly familiar with the literature
of clinical hypnosis. “M. Despine,” he wrote in 1889 in his first major
publication. L'Automatisma Psychologioue,

has maintained that psychology has no application whatsoever to
somnambulism and that it can be explained only by physiology. In fact,
far from explaining it, it cannot even be defined in physiological terms.
Many authors, such as Bertrand and Braid, and more recently Gurney
and Bernheim, have distinguished themselves by having recognized that
somnambulism is a psychological phenomenon and can be defined only
by its uniquely psychological characteristics.

It was with this intellectual background and predilection for psychological concepts
that in the early 1880s Janet embarked on the hypnotic investigation of hysterical
patients that led to his important discovery of psychological dissociation and
psychological automatism—a discovery that led him to formulate the psychological
explanation of hysterical symptoms as originating from dissociated traumatic
memories and to his use of hypnotic suggestion in their treatment.

Almost simultaneously with Janet, Sigmund Freud, stimulated by his observations of
Charcot's work at the Salpétriare and Bernheim's practice in Nancy, began his own
investigation of hysterical patients in conjunction with Josef Breuer. Like Janet (with
whose early studies he was familiar) Freud focused his attention on the role of
unconscious traumatic memories in the production of hysterical symptoms. He went
beyond Janet, however, in pointing to the important psychogenic role of the
unconscious painful feelings associated with the traumatic memories and the
necessity for their conscious expression in the course of therapy. With these original
formulations Freud laid the groundwork for the concepts of psychological conflict and
psychic structure that became the hallmark of psychoanalytic theory and practice.

While Janet and Freud were thus pursuing the medical aspects of dissociation and
hypnosis, a less well known group of lay investigators, working in London under the



aeqis of the recently created Society for Psychical Research, were studying the
nature and extent of hypnotic and dissociative phenomena in normal subjects.
Particularly prominent among these investigators was Frederic W. H. Myers, one of
the first of their contemporaries to recognize and publicize the significance of Freud's
and Janet's early findings. Myers's own investigations led him to a demonstration of
the presence of dissociative elements in a variety of unusual but not necessarily
pathological phenomena, such as artistic creation, nonpsychotic hallucinations,
automatic writing, medium trance-states, and spirit possession. His postulate of a
“subliminal mind” expanded the scope and meaning of the process of dissociation far
beyond the narrower pathological concept of clinical investigators. So impressed was
William James by Myers's contributions that (as he wrote in a eulogy published after
Myers's death in 1901) he “was disposed to think it a probability that Frederic Myers
will always be remembered in psychology as the pioneer who staked out a vast tract
of mental wilderness and planted the flag of genuine science upon it.”

James himself, of course, was a major player in the explorations of the reaches of
the mind, and his The Varieties of Religious Experience remains a classic
contribution to the psychology of religion. His profound interest in and commitment to
the development of depth-psychology is evident throughout his writings. As he
commented in the volume just mentioned,

| cannot but think that the most important step forward that has occurred
in psychology since | have been a student of that science is the discovery
. .. that, in certain subjects at least, there is not only the consciousness
of the ordinary field . . . but an addition thereto in the shape of a set of
memories, thoughts, and feelings which are extra-marginal and outside of
the primary consciousness altogether. . . . | call this the most important
step forward because, unlike the other advances which psychology has
made, this discovery has revealed to us an entirely unsuspected
peculiarity in the constitution of human nature.

It is evident that as it evolved 100 years ago the study of psychology, both normal
and abnormal, was satisfying, rewarding, and stimulating for those engaged in it.
Moreover, they were optimistic about its future and looked forward confidently to
further explorations and major discoveries in the still uncharted land of the
unconscious. As the philosopher Henri Bergson wrote at the dawn of the twentieth
century,

To explore the most sacred depths of the unconscious, to labor in . . . the
subsoil of consciousness, that will be the principal task of psychology in
the century which is opening. | do not doubt that wonderful discoveries
await it, as important perhaps as have been in the preceding centuries
the discoveries of the physical and natural sciences.

Brave words! Bold predictions! And yet how widely off the mark they appear in the
face of modern developments in psychiatry, especially on the North American
continent as it approaches the new millennium. Our current major emphasis on the
biological, neurological, and phenomenological aspects of psychiatric disorders is a
far cry from the prominent concern with their psychological attributes among
investigators 100 years ago. The briefest perusal of our contemporary psychiatric
literature will readily indicate the extent of that difference. The space current major
psychiatric publications allot to the elucidation of the unconscious, of psychological



conflict, and of psychodynamic processes is miniscule compared with that devoted to
the description of psychiatric syndromes and their neurobiological underpinnings. It is
clear that there have been major changes in the conception of psychiatric illness
over the course of the century now ending—changes whose details are within the
memory of many living psychiatrists and need be only briefly reviewed.

From the earlist years of the twentieth century. American psychiatry was significantly
guided by two major influences—the psychobiological concepts of Adolf Meyer and
the psychoanalytic theories of Freud. Both strongly underscored the vital importance
of including psychosocial factors in the clinical understanding and treatment of
psychiatric illnesses. The intellectual stimulation and the therapeutic optimism
aroused by that humanistic approach brought psychiatrists away from their isolation
in asylums for the insane back into the mainstream of medicine. By midcentury, the
number of physicians choosing the practice of psychiatry was beginning to swell;
general hospitals throughout the country were opening psychiatric inpatient units and
outpatient clinics, and under the banners of “psychosomatic medicine” and
“consultation-liaison psychiatry,” psychiatric clinicians and investigators were
applying their psychological knowledge and procedures beyond the realm of
psychiatric disorders to an exploration of the psychosocial aspects of the
conventional medical and surgical illnesses as well.

At the height of this movement. Carl Binger, for many years the editor-in-chief of the
journal Psychosomatic Medicine, wrote in The Two Face of Medicine,

The principal contribution of psychiatry to medicine lies in its humanizing
influence. It has kept man himself as the center of its concern rather than
his enzymes or the chains of proteins of which he is composed. It has
thus far managed to escape the automation that threatens to swallow up
clinical medicine. . . . Our view is the holistic view. . . . We are less
preoccupied with machine processed data than are those in other
medical disciplines. The unprocessed reality of our world is . . . the
human animal in his [inner] environment . . . which we approach through
a study of personality. This latter has become of paramount importance
not only for psychiatry but in the management of all sick people.

Binger's comments should make starkly clear the magnitude of the revolution that
has occurred in the three decades since their utterance. The scientific advances in
the knowledge of brain structure and function that have been achieved since that
time, the development of effective psychopharmacotherapeutic agents, and the
radical revision of the concept of psychiatric disorders and their diagnosis have now
to a large degree supplanted attention to the clinical applications of psychodynamic
understanding. However, no matter how strongly the biological view of psychiatric
disease dominates the current scene, it constitutes only a cross-sectional view of a
more extended historical process.

A look backward over the past 200 years reveals an interesting pattern in the
evolution of ideas about mind and body and their role in the production of illness.
Mesmer, of course, was not aware that his animal magnetism and the conditions he
treated with it would evolve into the modern discipline of psychiatry. Indeed, he
viewed his procedure as a contribution to the general practice of medicine and
ascribed the therapeutic effect of his magnetic treatment to the direct mechanical
action of a physical magnetic fluid on the patient's bodily organs. His materialistic



hypothesis persisted as the accepted view for some 70 years until it was at last
superseded by the psychological hypothesis of suggestion that emerged from the
experiments and writings of James Braid. As the discipline of psychiatry gradually
crystallized from those early clinical studies, it was dominated by psychological
theories in one form or another for nearly a century until they were replaced by the
biological hypotheses now in the ascendancy.

A historical perspective, in other words, reveals a curious alternation between
psychological and biological explanations of illness. History, moreover, makes
evident the fact that although one outlook may be dominant, it is not necessarily
exclusive. On the contrary, its obverse is always to be found in a small but devoted
minority. Indeed, throughout the two centuries that began with Mesmer, whatever the
prevailing theoretical view of psychiatric illness, there has been, as Stanley Jackson
has demonstrated, a constant demand for psychological understanding and
treatment, while at the same time the quest for biological knowledge has continued
at a steady pace.

History shows as well that there has always been a degree of antagonism between
the proponents of the psychological and the biological view of psychiatric
phenomena. The reasons for this seeming incompatibility are not entirely clear, but
perhaps it has something to do with differences in human temperament. As Samuel
Taylor Coleridge long ago suggested, each of us is born either an Aristotelian or a
Platonist—each of us, that is, inherently prefers either to limit knowledge to what is
ascertainable by the five senses alone or to include within its compass the
psychological insights derived from introspection, intuition, and inspiration. Thus,
among psychiatrists, there are those who would restrict the understanding of
psychiatric disease to their biological aspects alone and those who would include
their intangible, but no less real, psychological components as well.

The inherent tendency toward misunderstanding and antagonism between the
proponents of these separate views hardly gives logical grounds for concluding that
the concepts and practical clinical procedures associated with each are mutually
exclusive, or even incompatible. On the contrary, biological and psychological
knowledge each have vital contributions to make to the understanding and treatment
of psychiatric disease. To borrow Binger's metaphor, they are the two faces of
psychiatry, and both are essential for the fullest development of psychiatry as a
discipline.

That is not to say, however, that any one individual can become completely familiar
with both of these basic pathways to knowledge. A mere glance at the overwhelming
wealth of information contained in this new edition of CTP demonstrates the
impossibility of that feat. Instead of straining after the unattainable, each of us must
choose that portion of the whole that is of most interest and master that more limited
domain. At the same time, we must move outside our own parochial perceptions and
predilections to a genuine understanding and appreciation of the pursuits of those
who are following different pathways from our own. It is a major virtue of the volumes
in hand that they greatly facilitate that task. The various contributors to their pages
have delineated aspects of one or the other of the two faces of psychiatry with a
clarity and precision that will enable their readers to achieve a broader vision of the
nature and treatment of psychiatric disorders. Therein lies the basis for the ultimate
integration of our knowledge of body and mind.



SUGGESTED CROSS-REFERENCES

The neural sciences are discussed in Chapter 1, neuropsychiatry in Chapter 2, and
biological therapies in Chapter 3. Psychoanalytic theories and other psychological
theories are covered in Chapter 6, and psychological therapies are covered in
Chapter 30. The history and future of psychiatry is discussed in Chapter 55.
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DRUGS USED IN PSYCHIATRY

This guide contains color reproductions of some commonly prescribed major
psychotherapeutic drugs. This guide mainly illustrates tablets and capsules. A T
symbol preceding the name of the drug indicates that other doses are available.
Check directly with the manufacturer. (Although the photos are intended as accurate
reproductions of the drug, this guide should be used only as a quick identification
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COLOR PLATES

FIGURE 1.15-4 SPECT images of the distribution of [*?*|]b-CIT
(cocaine-iodo-tropane) in a healthy subject and a patient with Parkinson's disease.
[*231]b-CIT is a radiolabeled cocaine analogue and is a probe of dopamine
transporters in the striatum. These transporters are located presynaptically on
terminals of dopamine neurons projecting from the substantia nigra to the striatum.
These transverse images show a high density of dopamine transporters in striatum
and a marked reduction of these sites in an age- and sex-matched patient with
idiopathic Parkinson's disease. The transporters are lost because the entire
dopaminergic neuron, including its terminal projections in the striatum, degenerate in
this disorder. (Courtesy of John Seibyl, Yale University.)

FIGURE 1.16-6 fMRI studies of photic stimulation. A, Change in image signal
intensity in a single pixel during four alternating, 30-second epochs of flash photic
stimulation. B, Activation maps demonstrating statistically significant increases in
image signal intensity in primary visual cortex. Image data is acquired with a surface
coil placed at the back of the head, thus explaining the decrease in image intensity
with increasing distance from the occipital pole of the head. (Courtesy of Jonathan



M. Levin, M.D., and Luis C. Maas.)

rCBF AND DOPAMINE-Z RECEPTORS IN
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FIGURE 2.6-2 Regional cerebral blood flow, visualized with Technetium-99m
HMPAO (left panel), and dopamine D,-receptor binding, visualized with
123]-jodobenzamide (I-123 BZM) (right panel), in a patient with hemiparkinsonism.
Individuals with Parkinson's disease may present with markedly asymmetric
symptoms. In this case, 1-123 BZM uptake is markedly increased in the basal ganglia
contralateral to the affected limb, whereas blood flow is unaffected. The increased
uptake reflects increased D,-receptor availability, either because of receptor
upregulation or depletion of competing dopamine for the D, sites. (Courtesy of
Michael Knable, D.O., and Daniel R. Weinberger, M.D.)

FIGURE 2.9-1 Transverse views obtained with Technetium-99m HMPAO SPECT.
The two views on the left are of the brain of an adolescent with Lyme
encephalopathy and demonstrate moderate heterogeneous hypoperfusion. The
views on the right are of the brain of an adolescent without encephalopathy and
demonstrate a normally perfused scan. The color spectrum scale, from purple to
white, represents low to normal perfusion.
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FIGURE 2.13-2 Three-dimensional PET FDG images demonstrate markedly lower

glucose metabolism in temporoparietal region in patient with Alzheimer's disease
than in normal control.
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FIGURE 2.13-3 Transaxial section of PET FDG demonstrates hypermetabolism in

striatum in patient with Parkinson's disease compared with normal control average
image.

FIGURE 2.13—4 Stroke. Left side surface view shows marked decreased left frontal,



temporal, and parietal lobe. (Note: SPECT cortical surface images are rendered by
setting the threshold at 55%, looking at most active 45% of brain activity; SPECT
active images are rendered by setting blue color threshold set at 55%, looking at
average brain activity in the brain compared to red [or white] threshold set at 85%,
looking at the most active 15% of brain activity.)

FIGURE 2.13-5 Two right hemisphere strokes with depression as presenting

symptom. Top-down surface view shows marked decreased right frontal, temporal,
and parietal lobe.

FIGURE 2.13-6 Three-dimensional PET FDG images demonstrate lower
orbitofrontal metabolism in orbital frontal lobe syndrome in patient secondary to
traumatic brain injury than in normal control.
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FIGURE 2.13-7 Three-dimensional PET FDG image demonstrate hypermetabolism
in region of brain tumor in frontal cortex and decreased metabolism in parietal cortex
secondary to postradiation injury.
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FIGURE 3.4-2 A schematic diagram of the circuitry of the mammalian cerebellum
(top). In the classically conditioned blink response, input from the air-puff
unconditioned stimulus and input from the auditory conditioned stimulus comes in
through parallel pathways to the cerebellar cortex and to the deep cerebellar
nucleus, and plasticity occurs in both pathways (bottom). (Reprinted with permission
from Raymond JL, Lisberger SG, Mauk MD: The cerebellum: A neuronal learning
machine? Science 272:1126, 1996. ©1996 American Association for the
Advancement of Science.)



FIGURE 3.4-5 PET and MRI scans in a patient with Korsakoff's syndrome. Neural
dysfunction was evident as reduced glucose utilization in multiple cortical regions in
the frontal and parietal lobes, and in the cingulate. Functional neuroimaging can
reveal brain dysfunction that might otherwise not be evident if limited to structural
neuroimaging results. In Korsakoff's syndrome, the memory impairment probably
reflects a disruption of thalamocortical circuitry. (Reprinted with permission from
Paller KA, Acharya A, Richardson BC, Plaisant O, Shimamura AP, Reed BR, Jagust
WJ: Functional neuroimaging of cortical dysfunction in alcoholic Korsakoff's
syndrome. J Cogn Neurosci 9:277, 1997.)
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FIGURE 3.4-9 PET activations superimposed over averaged transverse MRI scans
with the distance shown representing the distance from the line connecting the
anterior and posterior commissure. Words were studied under strong or weak
learning conditions (high recall or low recall) and then both declarative memory (cued
recall) and nondeclarative memory (priming) were tested. The Baseline minus
Priming subtraction showed an area of decreased blood flow (green) in right visual
association cortex thought to be related to the greater ease of processing primed
words. The Low Recall minus Baseline subtraction showed an area of increased
blood flow (yellow) in secondary visual cortex and left prefrontal cortex thought to be
related to the effort involved in deliberate, effortful retrieval. The High Recall minus
Baseline subtraction showed a region of increased blood flow (red) in bilateral
hippocampal regions thought to be related to successful retrieval of recently acquired
information. (Reprinted with permission from Schacter DL, Alpert NM, Savage CR,
Rauch SL, Albert MS: Conscious recollection and the human hippocampal formation:
Evidence from positron emission tomography. Proc Natl Acad Sci USA 93:321,



1996. ©1996 National Academy of Sciences, U.S.A.)
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FIGURE 3.4-10 Brain potentials showing a differential response based on the extent
to which subjects engaged in recollection following word presentations. Potentials
shown at the left were recorded from a frontal scalp electrode. Measurements from
multiple electrodes over the 400- to 800-ms latency range were used to generate the
topographical map at the right, showing that the neural correlate of recollection was
broadly distributed across the scalp, with largest responses over frontal cortex.
(Adapted with permission from Paller KA, Kutas M: Brain potentials during memory
retrieval provide neurophysiological support for the distinction between conscious
recollection and priming. J Cogn Neurosci 4:375, 1992.)

FIGURE 11.7-3 lllustrative cases of quantitative EEG abnormalities in hallucinogen
persisting perception disorder (flashback). Patient 1: A 26-year-old computer
programmer used LSD at the age of 18 on 15 occasions; 31 months later the patient
experienced the abrupt onset of intense, LSD-like set of visual and affective
disturbances lasting all night. At 25 he suffered the spontaneous onset of hourly
flashing white lights centrally and black dots in his peripheral fields, which have
continued for the past 10 years. Topographic brain maps are shown during the
380—-420 msec epoch of the visually evoked potential in row A. The upper left map
represents the subject's data. The upper middle map shows control subjects for the
same poststimulus latency epoch. The right upper image is a significance probability



map (SPM) showing Z-scores resulting from a comparison of the data from the left
and middle upper maps. The patient shows an enhancement in the visually evoked
signal involving both temporal regions of the cerebrum. Patient 2: A 23-year-old
musician used LSD on 16 occasions over a 4-month period at the age of 20. Within 2
months he began to notice a progressive, continuous visual disorder characterized
by flashes of color, persisting afterimages, haloes around objects, a grainy texture to
the sky, and the lingering trails of objects as they passed through his visual field. The
graininess in the visual field interfered with night vision. Topographic brain mapping
is illustrated during the 260—300 msec epoch of auditory evoked potentials in row B.
Note the region of reduced electrical activity in the left posterior temporal region in
the lower right map. (Reprinted with permission from Abraham HD, Duffy FH: Stable
guantitative EEG difference in post-LSD visual disorder by split-half analysis:
Evidence for disinhibition. Psychiatry Res 67:173, 1996.)

FIGURE 12.1-1 Axial sections demonstrating brain areas with significantly increased
activity during auditory verbal hallucinations in the group study. Functional PET
results (threshold at Z > 3.09, P < 0.001, by reference to the unit normal distribution)
are displayed in color, superimposed upon a single structural T1-weighted magnetic
resonance imaging (MRI) scan that has been transformed into the Talairach space
for anatomical reference. Section numbers refer to the distance from the anterior
commissure-posterior commissure line, with positive numbers being superior to the
line. The areas of activation extend into the amygdala bilaterally, and into the right
orbitofrontal cortex. Although these regions of extension are consistent with the
limbic paralimbic component of activity during hallucinations, and may contribute to
drive and affect in this context, definitive statements cannot be made in the absence
of discrete maxima. (Reprinted with permission from Silbersweig DA, Stern E, Frith
C, Cahill C, Holmes A, Grootoonk S, Seaward J, McKenna P, Chua SE, Schnorr L,
et al: A functional neuroanatomy of hallucinations in schizophrenia. Nature 378:1769,
1995.)



FIGURE 12.1-2 There is a significant difference in O,5 activity in the prefrontal and

parietal cortex during the performance of an auditory discrimination task in deficit and
nondeficit patients, with deficit patients having decreased activity in these regions.
(Courtesy of A. Lahti, Maryland Psychiatric Research Center, Baltimore, MD.)

FIGURE 12.3-6 lllustration of functional imaging data obtained in healthy people: A,
sex differences in local glucose metabolism; B, activation with verbal and spatial
tasks as seen by functional MRI.

FIGURE 12.4-2 PET scans using H,O,; of two monozygotic twins, one with (right)



and one without (left) schizophrenia. Top and bottom scans show two levels through
the dorsolateral prefrontal cortex. At the time of scanning, subjects are performing a
cognitive task that typically requires prefrontal cortical function. The affected twin
blood flow to the dorsolateral prefrontal cortex is markedly reduced compared to the
unaffected twin. (Courtesy of R. Berman and D. Weinberger.)

FIGURE 25.8-2 Woman with lupus erythematosus malar rash. (Courtesy of M. Kevin
O'Connor, M.D.)

HYPHOTIZABILITY AND PEYCHIATRIC DISORDERS

FIGURE 30.3-1 Model of the shift from normal to hypnotic attention. Hypnosis
involves narrowing the focus of attention, with concomitant increases in dissociation
of thoughts, perceptions, and feelings at the periphery and increased suggestibility.



FIGURE 30.3-2 Brain electrical activity mapping of visual event-related potentials
comparing the effects of selective inattention to a visual stimulus (attending to the
other visual hemifield) and hypnotically hallucinating an obstruction to that stimulus.
Selective inattention involves increased amplitude anteriorly, while hypnotic
hallucination produces decreased amplitude in the occipital cortex.

FIGURE 49.4-1 Child maltreatment is frequently manifested by bruises, burns, and
other skin lesions. The diagnostic problem is that abusive injuries may be mistaken
for medical conditions and vice versa. A, Physical abuse, a cigarette burn on the sole
of the foot of a 5-month-old infant. B, A swimming pool granuloma overlying an
interphalangeal joint. C, Tinea corporis. D, Clark's nevus, a benign, common
acquired nevus. [Reprinted with permission from Reece RM: Child Abuse: Medical
Diagnosis and Management. Lea & Febiger, Philadelphia, 1994 (A); Caputo R:
Pediatric Dermatology and Dermatopathology, vol 4. Williams & Wilkins, Baltimore,
1996 (B); Caputo R: Pediatric Dermatology and Dermatopathology, vol 2. Lea &
Febiger, Philadelphia, 1993 (C); Caputo R: Pediatric Dermatology and
Dermatopathology, Lea & Febiger, Philadelphia, 1990 (D).]
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FIGURE 49.4-2 These linear skin lesions illustrate both child maltreatment and other
conditions not related to abuse. A, Physical abuse, superficial ulcers caused by
applying sandpaper to a child's skin. B, A series of insect bites distributed in a linear
fashion, indicating that a single insect took bites in sequence. C, Common warts that
are linear because lesions are induced when old lesions are scratched. [Reprinted
with permission from Caputo R: Pediatric Dermatology and Dermatopathology, vol 2.
Lea & Febiger, Philadelphia, 1993 (A); Caputo R: Pediatric Dermatology and
Dermatopathology, vol 4. Williams & Wilkins, Baltimore, 1996 (B and C).]
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CHAPTER 1. NEURAL SCIENCES

1.1 NEURAL SCIENCES: INTRODUCTION AND
OVERVIEW

JACK A. GREBB, M.D.

Neuroanatomy

Neurotransmitters

Signal Transduction and Molecular Genetics
Integration and Time

Imaging Brain Function

Applied Genetics

Sleep and Appetite

Suggested Cross-References

The first two chapters of this textbook—Neural Sciences and Neuropsychiatry and
Behavioral Neurology—provide the reader a very complete primer and reference
resource on the biological basis of normal behaviors and mental illnesses. Both
chapters focus on the human brain, which is the biological substrate for all of our
emotions, cognitive abilities, and behaviors—that is, everything we feel, think, and
do. This chapter describes the basic biology of the brain and presents information on
the interactive systems within the brain, the imaging of brain function, and the
genetics of mental illnesses. Chapter 2, Neuropsychiatry and Behavioral Neurology,
focuses on the neuropsychiatric aspects of the more classical neurological diseases,
the study of which provides valuable information regarding how identified lesions in
the nervous system are associated with disorders of affect, cognition, and behavior.

NEUROANATOMY

Functional neuroanatomy (discussed in Section 1.2) is the study of interacting and
interdependent neurons, groups of neurons (e.g., nuclei), and brain regions. The
three neural systems of most interest in psychiatry are the thalamocortical system,
the basal ganglia, and the limbic system. In the 1970s, the thalamus was a focus of
psychiatric research; however, the thalamus and its interactions with the cerebral
cortex have primary importance in the sensory, motor, and associative functions of
the brain. Moreover, the thalamus and its interactions with the cerebellar cortex are
now known to be involved in cognition. The basal ganglia, once thought of only as
part of the motor system, is now known to be a complex system within itself, and
plays a key role in the cognitive functions of the brain. In contrast to the thalamus
and basal ganglia, the limbic system has long been associated with psychiatric
symptoms because of its clear involvement in the experience and expression of
emotions.

The rapidly expanding understanding of the adult human brain in recent years has
allowed more questions to be asked about the developing human brain (Section 1.3).
Because psychiatric disorders that become symptomatic only in adulthood may be
caused by genetic or environmental events that occur during conception or early in



development, the study of human brain development has the potential to provide
neurobehavioral scientists with a breakthrough in understanding mental illnesses.

NEUROTRANSMITTERS

There are four broad classes of neurotransmitter and neuromodulator substances in
the brain: monoamines, amino acids, peptide neurotransmitters, and the much more
recently discovered neurotrophins (also known as neurotrophic factors). Two
additional neurotransmitters that do not fit into these four major classes are the gas
nitric oxide and the purine-related neurotransmitters adenosine and adenosine
triphosphate (ATP). Any single neuron can release multiple different types of
neurotransmitters or neuromodulators, and also have receptors for multiple different
receptor types and subtypes, thus making each individual neuron capable of
exquisite integration and modulation of incoming and outgoing signals. There are five
classic monoamine neurotransmitters, which are serotonin, the three catecholamines
(epinephrine, norepinephrine, and dopamine), acetylcholine, and histamine (Section
1.4). The monoamine neurotransmitters, although present in only a small percentage
of neurons localized in small nuclei of the brain, have enormous impact on total brain
functioning because the diffuse projections of axons from these monoaminergic
neurons can affect virtually every brain region. In contrast to the monoamine
neurotransmitters, the amino acid neurotransmitters are widely distributed in the
brain, and it is possible to conceptualize the brain as reflecting the balance between
the excitatory amino acid glutamate, and the inhibitory amino acid g-aminobutyric
acid (GABA) (Section 1.5). In contrast to the relatively small number of different
monoamine and amino acid neurotransmitters, over one hundred different
neuropeptide neurotransmitters have already been identified (Section 1.6). Because
virtually all existing drugs for psychiatric conditions act through monoamine or amino
acid neurotransmitter systems, the development of drugs that would have specific
agonist or antagonist properties on neuropeptide systems offers great hopes for the
development of new pharmacological treatments.

The first neurotrophic factor, nerve growth factor (NGF), was discovered by the
Nobel Prize laureate, Rita Levi-Montalcini. The neurotrophic factors are polypeptides
(i.e., proteins), and thus have the same basic structure as the neuropeptide
neurotransmitters. Less is known about neurotrophic factors than about the more
classic neurotransmitter substances, but neurotrophic factors can be conceptualized
as differing from neuropeptide neurotransmitters in having longer-term regulatory
functions (Section 1.7). The identification of additional neurotrophic factors and
neurotrophic factor receptors provides researchers with many new hypotheses for
disease etiologies and new hopes for disease interventions. Clinical trials of specific
neurotrophic factors (e.g., brain-derived neurotrophic factor [BDNF], ciliary
neurotrophic factor [CNTF]) in neurological diseases have already been conducted
on neurodegenerative diseases such as amyotrophic lateral sclerosis.

Nitric Oxide Nitric oxide (NO) acts in the brain as both an intraneuronal second
messenger and as a neurotransmitter. NO is formed from the amino acid arginine by
the actions of NO synthase. NO and NOS synthase have been described in the
brain. NO synthase is present in discrete regions of the brain, particularly the
striatum, hypothalamus, basal forebrain, and cerebellum. The best understood
pathway resulting in the generation of NO begins with activation of the N-methyl-D
aspartate (NMDA) subtype of the glutamate receptor. Activation of the NMDA
receptor results in the influx of calcium into the neuron, and the calcium-mediated



activation of NO synthase, which generates NO from arginine. Intraneuronal NO then
acts on the iron molecule contained in guanylyl cyclase and results in the formation
of cyclic guanylyl monophosphate (cGMP), a potent second-messenger molecule.
Because of its gaseous properties, NO can also diffuse to adjacent neurons, in which
it can also result in the formation of cGMP. Unlike other neurotransmitters, NO is not
stored in synaptic vesicles and is not necessarily released only on depolarization. Its
receptors are iron and possibly other reactive metals, and not the conventional
protein neurotransmitter receptors. Currently available data suggest that NO may be
involved in some aspects of learning and memory. In addition, inhibitors of NO
synthase may be effective in reducing ischemic damage after cerebrovascular
events.

Adenosine and ATP Adenosine is a purine and ATP is synthesized from adenosine.
P, receptors, which have a high affinity for adenosine, and P, receptors, which have

a high affinity for ATP, have been found in the brain. The P, receptors are blocked by
xanthines, such as caffeine and theophylline. Three subtypes of the P, receptor are
the adenosine A;, A, and A; receptors, all of which are G protein-linked receptors.

Adenosine is concentrated in discrete regions of the brain and appears to have the
general effect of inhibiting the release of most other neurotransmitters. This property
has led to research activities to study adenosine analogues for use as
anticonvulsants or sedatives. ATP is stored along with catecholamines in synaptic
vesicles, and is released when the catecholamines are released. ATP preferentially
acts on P, receptors, and data show that at least one function of ATP is the

excitatory activation of sodium-potassium and calcium ion channels. A small body of
evidence suggests that nucleotides and nucleosides may have trophic actions on
glial and neuronal cells.

s-Receptors Another molecule that does not fit easily into the general scheme is the
s-receptor, for which a natural ligand has not been identified, although in the past the
sigma receptor was erroneously thought to be the primary receptor for phencyclidine
(PCP, also known as “angel dust”). The previous association between s-receptors
and PCP and the discovery that a number of antipsychotic drugs bind with high
affinities to the s-receptors have caused researchers and pharmaceutical companies
to develop sigma antagonists as potential antipsychotic compounds. So far,
however, clinical trials with these compounds have not been successful.

SIGNAL TRANSDUCTION AND MOLECULAR GENETICS

The process of chemical neurotransmission refers strictly to the release of a
neurotransmitter by a presynaptic neuron, the travel of that neurotransmitter across
some space (e.g., the synaptic cleft), and the binding of that neurotransmitter to its
specific receptor on a postsynaptic neuron (or an autoreceptor on a presynaptic
neuron). The process of signal transduction, however, refers to the process by which
an electrical signal (e.g., the action potential) in the presynaptic neuron is translated
into a chemical signal (e.g., the release of a neurotransmitter), and the process by
which the chemical signal (e.g., the interaction of a neurotransmitter and its receptor)
is translated back into an electrical signal in the postsynaptic neuron. The study of
intraneuronal signaling pathways and the regulation of neuronal ion channels
provides the basics for understanding signal transduction.



The initial step in intraneuronal signaling is most often the generation of
second-messenger molecules (e.qg., ATP) following the activation of a
neurotransmitter receptor by its specific neurotransmitter (Section 1.8). In this
schema, the first messenger is considered to be the neurotransmitter, peptide, or
hormone that activated the receptor. The generation of the second messenger,
however, can lead to a cascade of intraneuronal third, fourth, and more messenger
molecules. One example of this cascade is the process of protein phosphorylation,
which is a reversible, posttranslational modification of a protein. The deletion or the
addition of one or more phosphate groups to a protein results in a change in the
function of that protein. Thus, protein phosphorylation can serve as a type of
molecular on-off switch for protein function. Protein phosphorylation more often
modulates the function of a protein than it turns a specific function completely on or
off. The identification of multiple biochemical steps, such as protein phosphorylation,
offers researchers novel opportunities to identify pathophysiological processes as
well as to develop therapeutic approaches.

Although psychiatrists and other mental health professionals may be more familiar
with neurotransmitters and intraneuronal messengers than with ion channels, it is the
balance between external and internal concentrations of ions that actually fuels the
activities of the brain (Section 1.9). This balance is achieved by a wide array of ion
channels, some of which are regulated by neurotransmitters and others by voltage
gradients directly. Many of the drugs of interest in psychiatry act directly on ion
channels. The benzodiazepines act on GABA type A (GABA,) receptors that are

chloride ion channels. Phencyclidine acts on the NMDA subtype of glutamate
receptors that are calcium ion channels. Nicotine, the active ingredient in tobacco,
acts on nicotinic acetylcholine receptors that are sodium and potassium ion
channels. As with the neurotransmitter receptors, the delineation of ion channel
subtypes and the modulation of ion channel function by processes such as protein
phosphorylation are among the most active areas of neuropsychiatric and
neuropharmacological research.

Driving the development of the brain as well as the daily maintenance and regulation
of brain function is the process of genetic expression (Section 1.10). The basic
process of genetics involves the transcription of deoxyribonucleic acid (DNA) into
ribonucleic acid (RNA) and the translation of RNA into a protein. A complex system
of regulation exists for transcription and translation, and the newly discovered
molecules and pathways for this regulation are sites of investigation for discoveries
in the etiology, pathophysiology, and treatment of mental disorders. Alterations in
gene expression occur both during development and in adulthood and may be the
bases for abnormal and normal development, and for abnormal and normal
adaptation to stress. Psychiatric research in the twenty-first century is likely to
investigate neurotrophic factors and molecular genetics.

INTEGRATION AND TIME

In addition to the central nervous system, the human body contains two other
systems that have complex, internal communicative networks—the endocrine system
and the immune system. Mostly because of the discoveries of the involved molecular
signals, it is now known that these three systems are integrated with each other,
which has given birth to the sciences of psychoneuroendocrinology (Section 1.11)
and psychoneuroimmunology (Section 1.12). The interactions between the



neuroendocrine and central nervous systems can most easily be seen in the
psychiatric symptoms that can accompany some hormonal disorders (e.g.,
depression in Cushing's syndrome), and also in the identification of disorders of
neuroendocrine regulation as potential markers for state or trait variables in
psychiatric conditions.

In addition to the property of internal communication, another property shared by the
neuroendocrine, immune, and central nervous systems is that they undergo regular
changes with time. The study of these changes with time and disorders of time
regulation are encompassed in the field of chronobiology (Section 1.13).

IMAGING BRAIN FUNCTION

Although X-rays and computed tomography (CT) can provide images of the skull,
these are often of more interest to neurologists and neurosurgeons than to
psychiatrists because psychiatry is more focused on the function of the brain itself.
The first approach to be developed for measuring and imaging brain function was the
field of applied electrophysiology, using the tools of electroencephalography (EEG)
and evoked potentials (EPs) (Section 1.14). More recently, computerized
approaches to these data have yielded more sophisticated analyses and
presentations of information. The recent development of magnetoencephalography
may expand the ability of this field to measure the activity of deeper brain structures.

Of most value in psychiatric research today for the visualization of brain function are
the modalities of positron emission tomography (PET) and single photon emission
computed tomography (SPECT), utilizing either radiotracer techniques (Section 1.15)
or the differing magnetic resonance properties of the molecules in the brain (Section
1.16). These techniques can measure and visualize brain function during
increasingly shorter time periods, allowing researchers to ask increasingly specific
guestions about specific brain regions and neural networks and their relationship to
specific emotional, cognitive, and behavioral states and activities.

APPLIED GENETICS

The application of the techniques of population genetics to the study of mental illness
provided some of the first objective data that mental illnesses were biological
illnesses, thereby helping to destigmatize these human conditions. The use of
population genetic methods in psychiatric research continues to yield important data
and insights into mental illnesses (Section 1.17). The tools of population genetics
have been more recently supplemented by the application of molecular
neurobiological tools to this discipline, and the ability to study specific genetic
linkages among individuals and groups of individuals (Section 1.18). The application
of these techniques can lead to the identification of a specific gene or genes as
causative agents for specific mental disorders. The example of the discovery of the
gene for Huntington's disease is described in a subsequent chapter (Section 1.21).

SLEEP AND APPETITE

Sleep and appetite are just two examples of complex behaviors that are the
observable results of the summations of neural processes. Sleep (Section 1.19) and
appetite (Section 1.20) are regulated by specific brain regions and specific



neurotransmitters, modulated by intraneuronal signals and ion channels, affected by
the immune and neuroendocrine systems, altered with time, visualizable through
brain-imaging techniques, subject to genetic regulation, and often affected by
neurological or psychiatric disorders. Other complex brain activities such as
perception, cognition, and memory are described elsewhere in this textbook.

SUGGESTED CROSS-REFERENCES

Neuropsychiatry and behavioral neurology are discussed in Chapter 2; the
neuropsychological and psychiatric aspect of AIDS are discussed in Section 2.8; the
neurochemical, viral, and immunological studies of schizophrenia are discussed in
Section 12.4; the biochemical aspects of mood disorders are discussed in Section
14.3; biological therapies are discussed in Chapter 31; and Alzheimer's disease is
discussed in Section 51.3. The future of psychiatry is discussed in Section 55.3.
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CHAPTER 1. NEURAL SCIENCES

1.2 FUNCTIONAL NEUROANATOMY
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The normal affective, cognitive, and behavioral processes that are disturbed in
different psychiatric disorders arise because of specific patterns of activation in
networks of neurons that are distributed through the central nervous system. These
patterns of activation are mediated by the connections among specific brain
structures. Consequently, understanding the neurobiological bases for psychiatric
disorders requires an appreciation of the major principles governing the functional
organization of these structures and connections in the human brain. The
thalamocortical, basal ganglia, and limbic systems are of particular relevance to
neuropsychiatric disorders.

Those systems are formed by extensive and highly specific connections among
certain anatomical structures, and the activation of those multiple connections gives
rise to distinct behaviors, cognitive abilities, and emotional states. Thus, knowledge
of the anatomical organization of the functional systems is crucial for the
development and testing of hypotheses regarding the biological bases of the signs
and symptoms of neuropsychiatric disorders.

PRINCIPLES OF BRAIN ORGANIZATION

Cells The human brain contains approximately 10'* nerve cells or neurons. In
general, neurons are composed of four morphologically identified regions (Fig.
1.2-1): (1) the cell body or soma, which contains the nucleus and can be considered
the metabolic center of the neuron; (2) the dendrites, processes that arise from the
cell body, branch extensively, and serve as the major recipient zones of input from
other neurons; (3) the axon, a single process that arises from a specialized portion of
the cell body (the axon hillock) and conveys information to other neurons; and (4) the
axon terminals, fine branches near the end of the axon that form contacts (synapses)
generally with the dendrites or the cell bodies of other neurons, release
neurotransmitters, and thereby provide a mechanism for interneuronal
communication.



FIGURE 1.2-1 Drawing of the major features of a typical neuron. (Adapted from
Kandel ER: Nerve cells and behavior. In Principles of Neural Science, ed 3, E
Kandel, J Schwartz, T Jessell, editors. Elsevier, New York, 1991.)

The majority of neurons in the human brain are considered to be multipolar in that
they give rise to a single axon and several dendritic processes. Although there are a
number of classification schemes for neurons in different brain regions, almost all
neurons can be considered either projection or local circuit neurons. Projection
neurons have long axons and convey information from the periphery to the brain
(sensory neurons), from one brain region to another, or from the brain to effector
organs (motor neurons). In contrast, local circuit neurons or interneurons have short
axons and process information within distinct regions of the brain.

Neurons can also be classified according to the neurotransmitters they contain (e.g.,
the dopamine neurons of the substantia nigra). ldentification of neurons by their
neurotransmitter content in anatomical studies provides a means for correlating the
structure of a neuron with certain aspects of its function. However, neurotransmitters
have defined effects on the activity of neurons, whereas complex brain functions,
such as those disturbed in psychiatric disorders, are mediated by the coordinated
activity of ensembles of neurons. Thus, the effects of neurotransmitters (or of
pharmacological agents that mimic or antagonize the action of neurotransmitters) on
behavioral, emotional, or cognitive states must be viewed within the context of the
neural circuits that they influence.

In addition to neurons, the brain also contains several types of glial cells, which are
at least ten times more numerous than the neurons. Although glial cells are not
directly involved in information processing, they play several important roles in the
nervous system. Oligodendrocytes and Schwann cells, found in the central and
peripheral nervous systems, respectively, are relatively small cells that wrap their
membranous processes around axons in a tight spiral. The resulting myelin sheath
facilitates the conduction of action potentials along the axon. Astrocytes, the most
numerous class of glial cells, appear to serve a number of functions, including
participation in the formation of the blood-brain barrier, removal of certain
neurotransmitters from the synaptic cleft, buffering of the extracellular potassium (K*)
concentration, and, given their close contact with both neurons and blood vessels,
possibly a nutritive function as well. The third class of glial cells, the microglia, are
actually derived from macrophages and function as scavengers, eliminating the



debris resulting from neuronal death and injury.

Architecture Neurons and their processes form groupings in a number of different
ways, and those patterns of organization can be evaluated by several approaches.
The pattern of distribution of the neurons, called cytoarchitecture, is revealed by
aniline dyes that stain ribonucleotides, Nissl substance, in the nucleus and the
cytoplasm of neuronal cell bodies. The Nissl stains demonstrate the relative size and
packing density of the neurons and consequently reveal, for example, the
organization of the neurons into the different layers of the cerebral cortex. In certain
pathological states, such as Alzheimer's disease, neuronal degeneration and loss
results in striking changes in the cytoarchitecture of some brain regions (Fig. 1.2-2).

o —

FIGURE 1.2-2 Nissl-stained sections of the superficial layers of the intermediate
region of human entorhinal cortex. In the control brain (A), layer Il contains clusters
or islands of large, intensely stained neurons. In Alzheimer's disease (B), these layer
[l neurons are particularly vulnerable to degeneration, and their loss produces a
marked change in the cytoarchitecture of the region. Roman numerals indicate the
location of the cortical layers. Calibration bar (200 pm) applies to A and B.

Other types of histological technigues, such as silver stains, selectively label the
myelin coating of axons and, consequently, reveal the myeloarchitecture of the brain.
For example, certain regions of the cerebral cortex—such as area MT, a portion of
the temporal cortex involved in processing visual information—can be identified by a
characteristic pattern of heavy myelination in the deep cortical layers. The
progression of myelination is highly region-specific, may not be complete for years
after birth, and may be a useful anatomical indicator of the functional maturation of
brain regions.

Immunohistochemical and other related techniques—which identify the location of
neurotransmitters, their synthetic enzymes, or other molecules within neurons—can
be used to determine the chemoarchitecture of the brain (Fig. 1.2-3B). In some
cases, these techniques reveal striking regional differences in the chemoarchitecture
of the brain that are difficult to detect in cytoarchitecture.



FIGURE 1.2-3 Adjacent sagittal sections through the medial temporal lobe of the
human brain labeled to reveal the cytoarchitecture (A—Nissl stain) and
chemoarchitecture (B—nonphosphorylated neurofilament protein immunoreactivity)
of the entorhinal cortex. Arrows indicate the rostral (left) and caudal (right) borders of
the entorhinal cortex, and letters indicate some of its subdivisions. Calibration bar (2
mm) applies to both panels. (Reprinted with permission from Beall MJ, Lewis DA:
Heterogeneity of layer Il neurons in human entorhinal cortex. J Comp Neurol
321:241, 1992))

Connections Every function of the human brain is a consequence of the activity of
specific neural circuits. The circuits form as a result of several developmental
processes. First, each neuron extends an axon, either after it has migrated to its final
location or, in some cases, before. The growth of an axon along distinct pathways is
guided by molecular cues from its environment and eventually leads to the formation
of synapses with specific target neurons. Although the projection of axons is quite
precise, some axons initially produce an excessive number of axon branches or
collaterals and thus contact a broader set of targets than are present in the adult
brain. During later development the connections of particular neurons are focused by
the pruning or elimination of axonal projections to inappropriate targets.

Within the adult brain the connections among neurons or neural circuits follow
several important principles of organization. First, many but not all connections
between brain regions are reciprocal; that is, each region tends to receive input from
those regions to which it sends axonal projections. In some cases the axons arising
from one region may directly innervate the reciprocating projection neurons in
another region; in other cases local circuit interneurons are interposed between the
incoming axons and the projection neurons that furnish the reciprocal connections.
For some projections the reciprocating connection is indirect, passing through one or
more additional brain regions and synapses before innervating the initial brain
region.

Second, many neuronal connections are either divergent or convergent in nature. A
divergent system involves the conduction of information from one neuron or a
discrete group of neurons to a much larger number of neurons that may be located in
diverse portions of the brain. The locus ceruleus, a small group of
norepinephrine-containing neurons in the brainstem that sends axonal projections to
the entire cerebral cortex and other brain regions, is an example of a divergent



system. In contrast, the output of multiple brain regions may be directed toward a
single area, forming a convergent system.

Third, the connections among regions may be organized in a hierarchical or parallel
fashion or both. For example, visual input is conveyed in a serial or hierarchical
fashion through several populations of neurons in the retina to the lateral geniculate
nucleus, to the primary visual cortex, and then progressively to the multiple visual
association areas of the cerebral cortex. Within the hierarchical scheme, different
types of visual information (e.g., motion, form) may be processed in a parallel
fashion through different portions of the visual system.

Finally, regions of the brain are specialized for different functions. For example,
lesions of the left inferior frontal gyrus (Broca's area, Fig. 1.2-4A) produce a
characteristic impairment in speech production. However, speech is a complex
faculty that depends not only on the integrity of Broca's area but also on the
distributed processing of information across a number of brain regions through
divergent and convergent, serial and parallel interconnections. Thus, the role of any
particular brain region or group of neurons in the production of specific behaviors or
in the pathophysiology of a given neuropsychiatric disorder cannot be viewed in
isolation but must be considered within the context of the neural circuits connecting
those neurons with other brain regions.

FIGURE 1.2-4 Photographs of the lateral (top) and medial (bottom) of the left
hemisphere of a human brain indicating the location of major surface landmarks. F
indicates frontal lobe, O indicates occipital lobe, P indicates parietal lobe, T indicates
temporal lobe, Th indicates thalamus, ccg indicates the genu of the corpus callosum,

CCg indicates the splenium of the corpus callosum.

Distinctiveness of the Human Brain The human brain is substantially larger than
the brains of other primate species and certain areas of the human brain have
expanded disproportionately. For example, the prefrontal cortex has been estimated
to occupy only 3.5 percent of the total cortical volume in cats and 11.5 percent in
monkeys but close to 30 percent of the much larger cortical volume of the human
brain. Conversely, the relative representation of other regions is decreased in the
human brain; for example, the primary visual cortex accounts for only 1.5 percent of



the total area of the cerebral cortex in humans, but in monkeys a much greater
proportion (17 percent) of the cerebral cortex is devoted to that region. Thus, the
distinctiveness of the human brain is attributable both to its size and to the
differential expansion of certain regions, particularly those areas of the cerebral
cortex devoted to higher cognitive functions.

The expansion and the differentiation of the human brain is associated with
substantial differences in the organization of certain elements of neural circuitry. For
example, when compared with rodents, the dopaminergic innervation of the human
cerebral cortex is much more widespread and regionally specific. The primary motor
cortex and certain posterior parietal regions receive a dense dopamine innervation in
both monkeys and humans, but those areas receive little dopamine input in rats.
These types of species differences indicate that there are limits to the accuracy of
the generalizations made about human brain function when studies on rodents or
even nonhuman primates are used as the basis for the inference. However, direct
investigation of the organization of the human brain is obviously restricted and
complicated by a number of factors. As indicated above, the expansion of the human
brain is associated with the appearance of additional regions of the cerebral cortex.
For example, the entorhinal cortex of the medial temporal lobe is sometimes
considered to be a single cortical region, yet in the human brain the cytoarchitecture
and the chemoarchitecture of that cortex differs substantially along its rostral-caudal
extent (Fig. 1.2-3). It is tempting to identify those regions by their location relative to
other structures, but sufficient interindividual variability exists in the human brain to
make such a topological definition unreliable. In the case of the entorhinal cortex, the
location of its different subdivisions relative to adjacent structures, such as the
amygdala and the hippocampus, varies somewhat across human brains. Therefore
in all studies, particularly those using the human brain, areas of interest must be
defined such that investigators can accurately identify the same region in all cases.

An additional limitation to the study of the human brain concerns the changes in
morphology and biochemistry that can occur during the interval between the time of
death and the freezing or fixation of brain specimens. In addition to the influence of
the known postmortem interval, such changes may begin to occur during the agonal
state preceding death. When comparing aspects of the organization of the human
brain with that of other species, the researcher must try to account for changes that
may have occurred in the human brain as a result of postmortem delay or agonal
state. Furthermore, in the study of disease states appropriate controls must be used
because differences in neurotransmitter content or other characteristics among
cases could be a result of factors other than the disease state. Studies of the human
brain in vivo—using such imaging techniques as positron emission tomography,
magnetic resonance imaging, and magnetic resonance spectroscopy—circumvent
many of those problems but are limited by a level of resolution that is insufficient for
the study of many aspects of human brain organization.

STRUCTURAL COMPONENTS

Major Brain Structures In the early stages of the development of the human brain,
three primary vesicles can be identified in the neural tube: the prosencephalon, the
mesencephalon, and the rhombencephalon (Table 1.2-1). Subsequently, the
prosencephalon divides to become the telencephalon and the diencephalon. The
telencephalon gives rise to the cerebral cortex, the hippocampal formation, the
amygdala, and some components of the basal ganglia. The diencephalon becomes



the thalamus, the hypothalamus, and several other related structures. The
mesencephalon gives rise to the midbrain structures of the adult brain. The
rhombencephalon divides into the metencephalon and the myelencephalon. The
metencephalon gives rise to the pons and the cerebellum; the medulla is the
derivative of the myelencephalon.
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Table 1.2-1 Derivatives of the Neural Tube

The cerebral cortex of each hemisphere is divided into four major regions; the
frontal, parietal, temporal, and occipital lobes (Fig. 1.2-4). The frontal lobe is located
anterior to the central sulcus and consists of the primary motor, premotor, and
prefrontal regions. The primary somatosensory cortex is located in the anterior
parietal lobe; in addition, other cortical regions that are related to complex visual and
somatosensory functions are located in the posterior parietal lobe. The superior
portion of the temporal lobe contains the primary auditory cortex and other auditory
regions; the inferior portion contains regions devoted to complex visual functions. In
addition, some regions of the superior temporal sulcus receive a convergence of
input from the visual, somatosensory, and auditory sensory areas. The occipital lobe
consists of the primary visual cortex and other visual association areas.

Beneath the outer mantle of the cerebral cortex are a number of other major brain
structures, such as the caudate nucleus, the putamen, and the globus pallidus (Fig.
1.2-5 and Fig. 1.2-6). Those structures are components of the basal ganglia, a
system involved in the control of movement. The hippocampus and the amygdala,
which are components of the limbic system, are located deep in the medial temporal
lobe (Fig. 1.2-6 and Fig. 1.2-7). In addition, the derivatives of the diencephalon, such
as the thalamus and the hypothalamus, are prominent internal structures; the
thalamus is a relatively large structure composed of a number of nuclei that have
distinct patterns of connectivity with the cerebral cortex (Fig. 1.2-6 and Fig. 1.2-7). In
contrast, the hypothalamus is a much smaller structure that is involved in autonomic
and endocrine functions.



FIGURE 1.2-5 Drawing of a coronal section through the optic chasm of a human
brain. The inset below indicates the level of the section. (Adapted from Nieuwenhuys
R, Voogd J, van Huijzen C: The Human Central Nervous System: A Synopsis and

Atlas, ed 3. Springer, New York, 1988.)
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FIGURE 1.2-6 Drawing of a coronal section at the level of the mamillary bodies. The
inset below indicates the level of the section. (Adapted from Nieuwenhuys R, Voogd
J, van Huijzen C: The Human Central Nervous System: A Synopsis and Atlas, ed 3.

Springer, New York, 1988.)




FIGURE 1.2-7 Drawing of a coronal section through the posterior thalamus. The
inset below indicates the level of the section. (Adapted from Nieuwenhuys R, Voogd
J, van Huijzen C: The Human Central Nervous System: A Synopsis and Atlas, ed 3.
Springer, New York, 1988.)

Ventricular System As the neural tube fuses during development, the cavity of the
neural tube becomes the ventricular system of the brain. It is composed of two
C-shaped lateral ventricles in the cerebral hemispheres that can be further divided
into five parts: the anterior horn (which is located in the frontal lobe), the body of the
ventricle, the inferior or temporal horn in the temporal lobe, the posterior or occipital
horn in the occipital lobe, and the atrium (Fig. 1.2-8). The foramina of Monro
(interventricular foramina) are the two apertures that connect the two lateral
ventricles with the third ventricle, which is found on the midline of the diencephalon.
The cerebral agueduct connects the third ventricle with the fourth ventricle in the
pons and the medulla.

FIGURE 1.2-8 Drawing of a cast of the ventricular system of the human brain. The C
shape of the lateral ventricles within the cerebral hemispheres is shown. (Adapted
from Nieuwenhuys R, Voogd J, van Huijzen C: The Human Central Nervous System:
A Synopsis and Atlas, ed 3. Springer, New York, 1988.)

The ventricular system is filled with cerebrospinal fluid (CSF), a colorless liquid
containing low concentrations of protein, glucose, and potassium and relatively high
concentrations of sodium and chloride. The majority (70 percent) of the CSF is
produced at the choroid plexus located in the walls of the lateral ventricles and in the
roof of both the third and fourth ventricles. The choroid plexus is a complex of
ependyma, pia, and capillaries that invaginate the ventricle. In contrast to other parts
of the brain, the capillaries in the choroid plexus are fenestrated, which allows
substances to pass out of the capillaries and through the pia mater. The ependymal
or choroid epithelial cells, however, have tight junctions between cells to prevent the
leakage of substances into the CSF; that provides what is sometimes referred to as



the blood-CSF barrier. In other parts of the brain, the endothelial cells of the
capillaries exhibit tight junctions that prevent the movement of substances from the
blood to the brain; that is referred to as the blood-brain barrier.

The CSF is produced constantly and circulates through the lateral ventricles to the
third ventricle and then to the fourth ventricle. The CSF then flows through the
medial and lateral apertures to the cisterna magna and pontine cistern and finally
travels over the cerebral hemispheres to be absorbed by the arachnoid villi and
released into the superior sagittal sinus. Disruptions in the flow of the CSF usually
cause some form of hydrocephalus; for example, if an intraventricular foramen is
occluded, the associated lateral ventricle becomes enlarged, but the remaining
components of the ventricular system remain normal.

Several functions are attributed to the CSF: it serves to cushion the brain against
trauma, to maintain and control the extracellular environment, and to spread
endocrine hormones. Since the CSF bathes the brain and is in direct communication
with extracellular fluid, it is possible to measure the amount of certain compounds in
the CSF as a correlate of the amount of that substance in the brain. For example,
concentrations of homovanillic acid (HVA), a metabolite of the neurotransmitter
dopamine, are thought to reflect functional activity of that neurotransmitter. Thus, the
concentration of HVA in samples of the CSF taken in a lumbar puncture may provide
a picture of brain dopaminergic function. However, because the CSF bathes the
entire brain, the concentrations of HVA in CSF may not be a valid indicator of the
activity of dopamine neurons in any particular brain area. Consequently, caution
must be exercised in interpreting the findings of investigations that rely on CSF
measurements as indicators of neurotransmitter activity.

FUNCTIONAL BRAIN SYSTEMS

The relation between the organizational principles and the structural components of
the human brain are illustrated in three functional systems—the thalamocortical,
basal ganglia, and limbic systems.

Thalamocortical Systems

Thalamus The largest portion of the diencephalon consists of the thalamus, a group
of nuclei that serve as the major synaptic relay station for the information reaching
the cerebral cortex. On an anatomical basis the thalamic nuclei can be divided into
Six groups: anterior, medial, lateral, reticular, intralaminar, and midline nuclei. A thin
Y-shaped sheet of myelinated fibers, the internal medullary lamina, delimits the
anterior, medial, and lateral groups of nuclei (Fig. 1.2-9). In the human thalamus the
anterior and medial groups each contain a single large nucleus, the anterior and
medial dorsal nuclei. The lateral group of nuclei can be further subdivided into dorsal
and ventral tiers. The dorsal tier is composed of the lateral dorsal, the lateral
posterior, and the pulvinar nuclei; the ventral tier consists of the ventral anterior, the
ventral lateral, the ventral posterior lateral, and the ventral posterior medial nuclei.
The lateral group of nuclei are covered by the external medullary lamina, another
sheet of myelinated fibers. Interposed between those fibers and the internal capsule
is a thin group of neurons forming the reticular nucleus of the thalamus. The
intralaminar nuclei, the largest of which is the central median nucleus, are located
within the internal medullary lamina. The final group of thalamic nuclei, the midline



nuclei, cover portions of the medial surface of the thalamus. The midline nuclei of
each hemisphere may fuse to form the interthalamic adhesion, which is variably
present.

FIGURE 1.2-9 Drawing of the nuclei of the thalamus as seen on the left side of the
brain. (Adapted with permission from Kelly JP: The neural basis of perception and
movement. In Principles of Neural Science, ed 3, ER Kandel, JH Schwartz, TM
Jessell, editors. Elsevier, New York, 1991.)

Thalamic nuclei can also be classified into several groups based on the pattern and
information content of their connections (Table 1.2-2). For example, relay nuclei
project to and receive input from specific regions of the cerebral cortex. Those
reciprocal connections apparently allow the cerebral cortex to modulate the thalamic
input it receives. Specific relay nuclei process input either from a single sensory
modality or from a distinct part of the motor system. For example, the lateral
geniculate nucleus receives visual input from the optic tract and projects to the
primary visual area of the occipital cortex. As summarized in Figure 1.2-10, neurons
of the thalamic relay nuclei furnish topographically organized projections to specific
regions of the cerebral cortex, although some cortical regions receive input from
more than one nucleus.
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Table 1.2-2 Connections of Thalamic Nuclei*



FIGURE 1.2-10 Schematic drawings of the lateral (A) and medial (B) surfaces of the
right cerebral hemisphere and the right thalamus (C). Shading patterns depict the
cortical projection zones of some thalamic relay nuclei. (Adapted from Burt AM:
Textbook of Neuroanatomy. Saunders, Philadelphia, 1993.)

In contrast, association relay nuclei receive highly processed input from more than
one source and project to larger areas of the association cortex. or example, the
medial dorsal thalamic nucleus receives input from the hypothalamus and the
amygdala and is reciprocally interconnected with the prefrontal cortex and certain
premotor and temporal cortical regions. In contrast to relay nuclei, diffuse-projection
nuclei receive input from diverse sources and project to widespread areas of the
cerebral cortex and to the thalamus. The divergent nature of the cortical connections
of those nuclei indicates that they may be involved in regulating the level of cortical
excitability and arousal. Finally, the reticular nucleus is somewhat unique in that it
receives input from collaterals of the axons that reciprocally connect other thalamic
nuclei and the cerebral cortex. Each portion of the reticular nucleus then projects to
that thalamic nucleus from which it receives input. The pattern of connectivity may
indicate that the reticular nucleus samples both cortical afferent and efferent activity
and then uses that information to regulate thalamic function.

Cerebral Cortex The cerebral cortex is a laminated sheet of neurons, several
millimeters thick, that covers the cerebral hemispheres. More that 90 percent of the
total cortical area consists of the neocortex, which has a six-layered structure (at
least at some point during development). The remainder of the cerebral cortex is
referred to as the allocortex and consists of the paleocortex and the archicortex,
regions that are restricted to the base of the telencephalon and the hippocampal
formation, respectively.

Within the neocortex, the two major neuronal cell types are the pyramidal and
stellate or nonpyramidal neurons. Pyramidal neurons, which account for
approximately 60 percent of all neocortical neurons, usually have a characteristically
shaped cell body that gives rise to a single apical dendrite that ascends vertically
toward the cortical surface. In addition, the neurons have an array of short dendrites
that spread laterally from the base of the cell. The dendrites of pyramidal neurons



are coated with short protrusions, called spines, that are the sites of most of the
excitatory inputs to these neurons. Most pyramidal cells are projection neurons that
are thought to use excitatory amino acids as neurotransmitters. In contrast,
nonpyramidal cells are generally small, local-circuit neurons, many of which use the
inhibitory neurotransmitter g-aminobutyric acid (GABA). These neurons can be
divided into distinct functional subclasses based on their biochemical and
morphological features (Fig. 1.2-11). For example, the chandelier class of GABA
neurons contains the calcium-binding protein parvalbumin, and exerts powerful
inhibitory control over pyramidal neurons through synaptic inputs to the axon initial
segment of pyramidal cells. In contrast, double bouquet cells contain the
calcium-binding protein calbindin and provide inhibitory synapses to the dendritic
shafts of pyramidal neurons, as well as to other local circuit neurons.

FIGURE 1.2-11 Schematic drawings of different morphological subclasses of
GABA-containing local circuit neurons in the primate prefrontal cortex. As illustrated,
the axons of some subclasses of GABA neurons selectively target different portions
of pyramidal neurons (P). C indicates chandelier neuron, CRC indicates
Cajal-Retzius cell, DB indicates double-bouquet cell, M indicates Martinotti cell, N
indicates neurogliaform neuron. (Adapted with permission from Condé F, Lund JS,
Jacobowitz DM, Baimbridge KG, Lewis DA: Local circuit neurons immunoreactive for
calretinin, calbindin D-28k or parvalbumin in monkey prefrontal cortex: Distribution
and morphology. J Comp Neurol 341:95, 1994.)

Neocortical neurons are distributed across six layers of the neocortex; those layers
are distinguished by the relative size and packing density of their neurons (Fig.
1.2-12 and Fig. 1.2-13). Each cortical layer tends to receive particular types of inputs
and to furnish characteristic projections. For example, afferents from thalamic relay
nuclei terminate primarily in deep layer Ill and layer IV, whereas corticothalamic
projections originate mainly from layer VI pyramidal neurons. These laminar
distinctions provide important clues for dissecting possible pathophysiological
mechanisms in psychiatric disorders. For example, reports of decreased somal size
and diminished spine density on deep-layer pyramidal neurons in the prefrontal
cortex of schizophrenic subjects suggests that these changes may be related to
abnormalities in afferent projections from the medial dorsal thalamic nucleus.
Consistent with this interpretation, the number of neurons in the medial dorsal



nucleus has been reported to be decreased in schizophrenia.
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FIGURE 1.2-12 Nissl-stained sections of (A) Brodmann's area 4 (primary motor
cortex) and (B) area 41 (primary auditory cortex) from a control human brain. Roman
numerals indicate the cortical layers. Marked differences in neuronal size and
packing density across the layers of the two regions are evident. Calibration bar (200
pm) applies to A and B.

FIGURE 1.2-13 Nissl-stained sections of (A) Brodmann's area 46 (dorsolateral
prefrontal cortex), (B) area 9 (dorsomedial prefrontal cortex) and (C) area 17
(primary visual cortex) from a control human brain. Roman numerals indicate the
cortical layers. Note the marked differences in laminar organization between the
prefrontal and visual areas, but the more subtle differences between the two
prefrontal regions. Calibration bar (200 pum) applies to A-C.

In addition to the horizontal laminar structure, many aspects of cortical organization
have a vertical or columnar characteristic. For example, the apical dendrites of
pyramidal neurons and the axons of some local-circuit neurons have a prominent
vertical orientation, indicating that those neural elements may sample the input to or
regulate the function of neurons in multiple layers, respectively. Afferent inputs to the
neocortex from other cortical regions also tend to be distributed across cortical layers



in a columnar fashion. Finally, physiological studies in the somatosensory and visual
cortices have shown that neurons in a given column respond to stimuli with particular
characteristics, whereas those in adjacent columns respond to stimuli with different
features.

The neocortex can be divided into two general types of regions. Regions with a
readily identifiable six-layer appearance are known as the homotypical cortex and
are found in association regions of the frontal, temporal, and parietal lobes. In
contrast, some regions of the neocortex do not retain a six-layer appearance. Those
regions, called the heterotypical cortex, include the primary motor cortex, which lacks
a defined layer IV, and primary sensory regions, which exhibit an expanded layer IV.
The neocortex can be further divided into discrete areas, each area having a
distinctive architecture, a certain set of connections, and a role in particular brain
functions. Most subdivisions of the human neocortex have been based on
cytoarchitectural features; that is, subdivisions differ in the size, packing density, and
arrangement of neurons across layers (Fig. 1.2-12 and Fig. 1.2-13). The most widely
used system is that of Korbinian Brodmann (Fig. 1.2-14), who divided the cortex of
each hemisphere into 44 numbered areas. Some of these numbered regions
correspond closely to functionally distinct areas, such as area 4 (primary motor
cortex in the precentral gyrus) and area 17 (primary visual cortex in the occipital
lobe). In contrast, other Brodmann's areas appear to encompass several cortical
zones that differ in their functional attributes. Although Brodmann's brain map has
been extensively used in postmortem studies of psychiatric disorders, many of the
distinctions among regions are quite subtle (Fig. 1.2-13A and Fig. 1.2-13B), and the
locations of the boundaries between regions may vary among persons.

FIGURE 1.2-14 Drawing of the cytoarchitectonic subdivisions of the human brain as
determined by Brodmann. Top, lateral view; bottom, medial view.

Although a given cortical area may receive other inputs, it is heavily innervated by
projections from particular thalamic nuclei and from certain other cortical regions
either in the same hemisphere (association fibers) or the opposite hemisphere
(commissural fibers). The patterns of connectivity make it possible to classify cortical
regions into different types. Primary sensory areas are dominated by inputs from
specific thalamic relay nuclei and are characterized by a topographic representation
of visual space, the body surface, or the range of audible frequencies on the cortical



surface of the primary visual, primary somatosensory, and primary auditory cortices,
respectively. Those regions project in turn to nearby unimodal association regions,
which are also devoted to processing information from a particular sensory modality.
Output from those regions converges in multimodal association areas, such as the
prefrontal cortex or the temporoparietal cortical regions. Neurons in those regions
respond to complex stimuli and are thought to be mediators of higher cognitive
functions. Finally, those regions influence the activity of the motor areas of the
cerebral cortex that control behavioral responses.

Although this classification scheme of cortical regions is accurate in many respects, it
fails to account for some of the known complexities of cortical information
processing. For example, somatosensory input from the thalamus projects to several
distinct, topographically organized maps in the cerebral cortex. In addition,
information flow within the cortex is not confined to the serial processing route
implied in the classification scheme but also involves parallel processing streams,
such as sensory input from the thalamus to both the primary and association areas.

Although this discussion has not distinguished between the cerebral hemispheres,
certain brain functions, such as language, are localized to one hemisphere (Fiq.
1.2-15). The structural bases for the lateralization of function have not been
determined, but some anatomical differences between the cerebral hemispheres
have been observed. For example, a portion of the superior temporal cortex, called
the planum temporale, is generally larger in the left hemisphere than in the right
hemisphere. That cortical area, which is located close to the primary auditory cortex
and includes the region called Wernicke's area (Fig. 1.2-4A), appears to be involved
in receptive language functions that are localized to the left hemisphere. In addition,
Brodmann's area 44, in the left inferior frontal cortex contains larger pyramidal
neurons than the homotopic region of the right hemisphere, a difference that may
contribute to the specialization of Broca's area for motor speech function.

FIGURE 1.2-15 Drawing of the dorsal surface of the human brain showing the
tendency for certain functions to be preferentially localized to one hemisphere.
However, it is important to note that the intact brain may not be as lateralized as
some studies (e.g., of patients with commissurotomies) suggest, that the degree of
lateralization differs across individuals, and that in the intact brain it is rare that one
hemisphere can mediate a function that the other hemisphere is completely unable
to perform. (Reprinted with permission from Fuchs AF, Phillips JO: Association
cortex. In Textbook of Physiology, HD Patton, AF Fuchs, B Hillie, AM Scher, R



Steiner, editors, vol 1, ed 21. Saunders, Philadelphia, 1989.)

Functional Circuitry The connections between the thalamus, the cortex, and certain
related brain structures comprise three thalamocortical systems, each with different
patterns of functional circuitry. Those three systems—sensory, motor, and
association systems—are described separately here but are heavily interconnected.

THALAMOCORTICAL SENSORY SYSTEMS Several general principles govern the
organization of the thalamocortical sensory systems. First, sensory receptors
transduce certain stimuli in the external environment to neural impulses. The
impulses ascend, often through intermediate nuclei in the spinal cord and the
medulla, and ultimately synapse in specific relay nuclei of the thalamus.

Second, projections from peripheral sensory receptors to the thalamus and the
cortex exhibit topography; that is, a particular portion of the external world is mapped
onto a particular region of the brain. For example, in the somatosensory system,
axons carrying information regarding a distinct part of the body synapse in a discrete
part of the ventral posterior nucleus of the thalamus. Specifically, the ventral
posterior medial nucleus receives inputs regarding the head, and the ventral
posterior lateral nucleus receives inputs regarding the remainder of the body. The
nuclei then project topographically to the primary somatosensory cortex, where
several representations of the contralateral half of the body can be found. Those
representations are distorted; regions heavily innervated by sensory receptors, such
as the fingers, are disproportionately represented in the primary somatosensory
cortex.

Third, in some cases, sensory inputs travel to the thalamus in a segregated manner
according to the submodality of the information conveyed. The inputs are then
processed in a parallel fashion; particular pathways may be exclusively devoted to
processing a submodality. An example of such segregation is evident in the
somatosensory system, where most fibers carrying tactile and proprioceptive
information travel in the medial lemniscus, but pain and temperature information is
conveyed to the ventral posterior thalamic nuclei through the spinothalamic tract.
Although some tactile information is carried in the spinothalamic tract, the
submodalities of pain and temperature are largely segregated from tactile and
proprioceptive inputs as they ascend to the thalamus.

Finally, sensory pathways exhibit convergence; that is, primary sensory areas
process sensory information and then project to unimodal association areas.
Subsequently, the unimodal areas project to and converge in multimodal association
areas. An illustration of convergence in sensory pathways is found in the
somatosensory system. The primary somatosensory cortex, located in the anterior
parietal lobe (Fig. 1.2-16), has been divided into four regions on the basis of
cytoarchitecture. Each of the cytoarchitectonic regions—numbered 1, 2, 3a, and 3b
by Brodmann—contains a topographical representation of the body. The regions are
heavily interconnected, and all project to the next level of somatosensory processing
in area S-Il. That type of projection, from one level of processing to a more advanced
level, is termed a feedforward projection. The reciprocal connection, from the more
advanced processing level back to the simpler level, is called a feedback projection.



Both projections have distinct patterns of laminar termination: feedforward
projections originate in the superficial layers of cortex (layer IlI) and terminate in
layer 1V; feedback projections originate in layers lll, V, and VI and terminate outside
layer IV. Further processing of somatosensory information occurs in higher-order
somatosensory areas, such as area 7b of the posterior parietal cortex, which receive
feedforward projections from S-II. Lesions of the posterior parietal cortex reflect the
complexity of the information processed there; after a person has sustained a
posterior parietal lesion, the ability to understand the significance of sensory stimuli
is impaired, and extreme cases result in contralateral sensory neglect and
inattention. However, the processing of somatosensory information within the cortex
is clearly much more complex than what has been described here (Fig. 1.2-17).

FIGURE 1.2-16 Drawing of the location of the somatosensory cortices in the human
brain. A: Somatosensory cortices are located in the anterior and posterior parietal
cortex. B: Primary somatosensory cortex (S-I) is divided into four cytoarchitectonic
regions, as shown on the drawing of the section taken at the level depicted in (A).
(Reprinted with permission from Martin JH, Jessell TM: Anatomy of the somatic
sensory system. In Principles of Neural Science, ed 3, ER Kandel, JH Schwartz, TM
Jessell, editors. Elsevier, New York, 1991.)

FIGURE 1.2-17 A proposed organizational scheme of the connectivity among
cortical areas involved in somatosensory information processing. Hierarchical
assignments were made on the basis of feedforward and feedback patterns of
connections, as described in the text. (Reprinted with permission from Felleman DJ,



Van Essen DC: Distributed hierarchical processing in the primate cerebral cortex.
Cereb Cortex 1:36, 1991.)

THALAMOCORTICAL MOTOR SYSTEMS The thalamocortical motor systems
exhibit some unique organizational principles but also share many of the features
present in the sensory systems. First, in contrast to sensory systems, which primarily
ascend from sensory receptor to cortical association areas, motor systems descend
from association and motor regions of the cortex to the brainstem and the spinal
cord. For example, the corticospinal tract originates in layer V neurons of the
premotor and primary motor cortices of the frontal lobe and terminates in the spinal
cord to influence motor behavior.

Second, motor systems exhibit strong topography at both the thalamic and the
cortical levels. For example, the corticospinal tract is organized so that a
topographical representation of the contralateral half of the body is evident in the
primary motor and premotor cortices. The representation of the body is
disproportionate, with large regions of the motor cortex devoted to areas of the body
involved in fine movement, such as the face and the hands.

Finally, there is a convergence of projections from several sensory association
regions to the motor regions of the frontal cortex. For example, the premotor cortex
receives a convergence of afferents from higher-order somatosensory and visual
areas of the posterior parietal cortex, whereas afferents from the primary
somatosensory cortex converge on the primary motor cortex. In addition to cortical
input, the primary motor cortex receives afferents from the ventral lateral nucleus of
the thalamus; that nucleus receives afferents predominantly from the cerebellum.
The premotor cortex receives input from the ventral anterior thalamic nucleus, which
receives much of its input from the globus pallidus.

THALAMOCORTICAL ASSOCIATION SYSTEMS The multimodal association areas
of the cortex are organized according to several general principles. First, association
regions receive a convergence of input from a variety of sources, including unimodal
and multimodal association regions of the cortex, the association nuclei of the
thalamus, and other structures. For example, the prefrontal cortex receives afferents
from higher-order sensory cortices of the parietal and temporal lobes, the
contralateral prefrontal cortex, the cingulate cortex of the limbic system, the medial
dorsal nucleus of the thalamus, an association relay nucleus, and portions of the
amygdala. The medial dorsal nucleus receives highly processed inputs from many
sources, including some regions, such as the amygdala, that project directly to the
prefrontal cortex. The redundant (direct and indirect) projections may serve to attach
additional significance to certain inputs received by the prefrontal cortex. The
significance of these inputs may also be influenced by their temporal and spatial
coincidence with modulatory inputs from brainstem nuclei that utilize the monoamine
neurotransmitters dopamine, norepinephrine, or serotonin. Interestingly, the density
of the monoamine afferent systems differs substantially across cortical regions of the
human brain (Fig. 1.2-18), suggesting that the relative influence of these systems
differs with the functional characteristics of the cortical region.



FIGURE 1.2-18 Photomicrographs illustrating the differential distribution of
dopamine-containing axons in different regions of the human prefrontal (A, B, D) and
anterior cingulate (C) cortices. The center panel represents a coronal section
through the human prefrontal cortex at the level of the genu of the corpus callosum
(cc), and the surrounding panels show the density of dopamine axons (white lines) at
the indicated locations. Roman numerals indicate the cortical layers, and WM
indicates white matter. Calibration bars equal 200 pm. (Reprinted with permission
from Lewis DA: The catecholaminergic innervation of primate prefrontal cortex. J
Neural Transm 36:179, 1992.)

Second, the projections that terminate in multimodal association regions exhibit a
topographical organization. Since the information conveyed in those projections is
highly processed, it does not appear that the topographical organization of the
afferents is a representation of the external world. Nonetheless, a distinct pattern is
present in the afferents received by association areas. For example, different
cytoarchitectonic regions of the medial dorsal nucleus project to discrete regions of
the prefrontal cortex. In addition, some of the cortical afferents received by the
prefrontal cortex are topographically organized; certain regions of the prefrontal
cortex predominantly receive highly processed information from one modality.

The patterns of connectivity are clearly related to some of the functional
characteristics attributed to the prefrontal cortex. For example, in monkeys, lesions
of the dorsolateral prefrontal cortex consistently produce an impairment in the
monkey's ability to perform spatial delayed-response tasks. Those tasks require the
monkey to maintain a spatial representation of the location of an object during a
delay period in which the object is out of sight; it has been suggested that the
prefrontal cortex plays a role in maintaining the spatial representation of the object.
Such a function would require that the prefrontal cortex receive information regarding
the location of objects in space; indeed, the dorsolateral prefrontal cortex is
innervated by afferents from association regions of the parietal cortex that convey
such information. Although the dorsolateral prefrontal cortex is necessary for the
performance of delayed-response tasks in the monkey, it is not sufficient for the
performance of the task. For example, lesions of the medial dorsal nucleus in the
monkey result in similar impairments on the performance of spatial delayed-response
tasks. Thus, the functions attributed to the prefrontal cortex are a result of the neural
circuitry involving the region.



Knowledge of the integration of afferent inputs into the neural circuitry of certain
prefrontal regions may also be important for understanding the nature of prefrontal
cortical dysfunction in schizophrenia. Schizophrenic patients perform poorly on tasks
that are known to be mediated by the prefrontal cortex. Those findings have been
correlated with other measures to suggest, albeit indirectly, that the dopamine
projections to the prefrontal cortex are impaired in schizophrenia. For example,
studies in nonhuman primates have shown that performance of delayed-response
tasks, the same type of behaviors that are impaired in schizophrenic subjects,
requires an appropriate level of dopamine input to the dorsolateral prefrontal cortex.

CEREBELLO-THALAMOCORTICAL SYSTEMS The cerebellum has traditionally
been considered to be involved solely with motor control, regulating posture, gait,
and voluntary movements. However, recent studies indicate that the cerebellum may
also play an important role in the mediation of certain cognitive abilities through
inputs to portions of the thalamus that project to association regions of the cerebral
cortex.

The cerebellum is located in the posterior cranial fossa, inferior to the occipital lobes
(Fig. 1.2-4). The external surface of the cerebellum, the cerebellar cortex, is
composed of small folds, termed folia, separated by sulci. Viewed from the dorsal
surface, the cerebellum contains a raised central portion, called the vermis, and
lateral portions called the cerebellar hemispheres (Fig. 1.2-19). Located within the
cerebellum are the deep cerebellar nuclei that are arranged as follows: the fastigial
nucleus is located next to the midline; located slightly more lateral are the globose
and emboliform nuclei; and the largest nucleus, the dentate, occupies the most
lateral position. In general, the cerebellar cortex can be considered to process the
inputs to the cerebellum, and the deep nuclei to process the outputs.

FIGURE 1.2-19 Schematic drawing of the dorsal view of the cerebellum showing the
relative location and size of the cerebellar nuclei situated deep within the cerebellum.
(Adapted from Hendelman WJ: Student's Atlas of Neuroanatomy. Saunders,
Philadelphia, 1994.)

Although many portions of the cerebellum are interconnected with brain regions that
regulate motor actions, from the standpoint of psychiatric iliness the circuitry of the



cerebellum involved in cognitive functions is of greatest interest. For example, the
lateral cerebellar cortex and the dentate nucleus are markedly expanded in the
primate brain. It has been suggested that these changes are associated with an
increase in the size of cortical areas (especially the prefrontal regions) influenced by
cerebellar output and an expanded role of the cerebellum in cognitive functions.
Recent studies in nonhuman primates have shown that the dorsolateral prefrontal
cortex receives inputs from two ipsilateral thalamic nuclei (medial dorsal and ventral
lateral), which in turn receive inputs from the contralateral cerebellar dentate
nucleus. The cells of the dentate nucleus involved in these connections are distinct
from those that influence the motor and premotor regions of the cerebral cortex.
Interestingly, functional imaging studies in schizophrenic subjects have revealed
abnormal patterns of activation in the cerebellum, thalamus, and prefrontal cortex,
suggesting that dysfunction of this circuitry might be associated with the
disturbances in cognitive processes exhibited by these patients.

Basal Ganglia System The basal ganglia are a collection of nuclei that have been
grouped together on the basis of their interconnections. These nuclei play an
important role in regulating movement and in certain disorders of movement
(dyskinesias), which include jerky movements (chorea), writhing movements
(athetosis), and rhythmic movements (tremors). In addition, recent studies have
shown that certain components of the basal ganglia play an important role in many
cognitive functions.

Major Structures The basal ganglia are generally considered to include the caudate
nucleus, the putamen, the globus pallidus (referred to as the paleostriatum or
pallidum), the subthalamic nucleus, and the substantia nigra (Fig. 1.2-20). The term
striatum refers to the caudate nucleus and the putamen together; the term corpus
striatum refers to the caudate nucleus, the putamen, and the globus pallidus; and the
term lentiform nucleus refers to the putamen and the globus pallidus together.

FIGURE 1.2-20 Schematic drawing of the isolated basal ganglia as seen from the
dorsolateral perspective, so that the caudate nucleus is apparent bilaterally. In the
bottom panel, the basal ganglia from the left hemisphere has been removed,
exposing the medial surface of the right putamen and globus pallidus, as well as the
subthalamic nucleus and substantia nigra. (Adapted from Hendelman WJ: Student's
Atlas of Neuroanatomy. Saunders, Philadelphia, 1994.)



Although these nuclei are generally agreed to belong to the basal ganglia, some
controversy exists concerning whether other nuclei should be included in the
definition of the basal ganglia. Some investigators believe that additional regions of
the brain have anatomical connections that are similar to other components of the
basal ganglia and should, therefore, be included in the definition. Those additional
regions are usually termed the ventral striatum and the ventral pallidum. The ventral
striatum includes the nucleus accumbens (Fig. 1.2-20), which is the region where the
putamen and the head of the caudate nucleus fuse, and the olfactory tubercle. The
ventral pallidum is a region that receives afferents from the ventral striatum and
includes but is not limited to a group of neurons termed the substantia innominata
(Fig. 1.2-5). This section focuses on the structures generally accepted as belonging
to the basal ganglia but also discusses additional structures when relevant to the
functional anatomy of the system.

CAUDATE NUCLEUS The caudate nucleus is a C-shaped structure that is divided
into three general regions. The anterior portion of the structure is referred to as the
head, the posterior region is the tail, and the intervening region is the body (Fig.
1.2-20). The caudate nucleus is associated with the contour of the lateral ventricles:
the head lies against the frontal horn of the lateral ventricle, and the tail lies against
the temporal horn (Fig. 1.2-5, Fig. 1.2-6, and Fig. 1.2-7). The head of the caudate
nucleus is continuous with the putamen; the tail terminates in the amygdala of the
temporal lobe.

PUTAMEN The putamen lies in the brain medial to the insula and is bounded
laterally by the fibers of the external capsule and medially by the globus pallidus (Fig.
1.2-5 and Fig. 1.2-6); the putamen is continuous with the head of the caudate
nucleus (Fig. 1.2-20). Although bridges of neurons between the caudate nucleus and
the putamen show the continuity of the nuclei, the two structures are separated by
fibers of the anterior limb of the internal capsule.

GLOBUS PALLIDUS In contrast to the caudate nucleus and the putamen, which are
telencephalic in origin, the globus pallidus is derived from the diencephalon. The
globus pallidus constitutes the inner component of the lentiform nucleus (Fig. 1.2-20,
bottom panel); with the putamen it forms a conelike structure, with its tip directed
medially (Fig. 1.2-5 and Fig. 1.2-6). The posterior limb of the internal capsule bounds
the globus pallidus medially and separates it from the thalamus; the putamen
borders the globus pallidus laterally. In the human the medial medullary lamina
divides the globus pallidus into external (lateral) and internal (medial) segments (Fiq.
1.2-5 and Fig. 1.2-6).

SUBTHALAMIC NUCLEUS The subthalamic nucleus (of Luys) is also derived from
the diencephalon. The large-celled nucleus lies dorsomedial to the posterior limb of
the internal capsule and dorsal to the substantia nigra (Fig. 1.2-6 and Fig. 1.2-20).
Discrete lesions of the subthalamic nucleus in humans lead to hemiballism, a
syndrome characterized by violent, forceful choreiform movements that occur on the
side contralateral to the lesion.

SUBSTANTIA NIGRA The substantia nigra is present in the midbrain between the
tegmentum and the basis pedunculi and is mesencephalic in origin (Fig. 1.2-6). The
substantia nigra consists of two components: a dorsal cell-rich portion referred to as



the pars compacta and a ventral cell-sparse portion called the pars reticulata. Most
of the neurons in the pars compacta of the substantia nigra in humans are
pigmented because of the presence of nheuromelanin; those cells contain the
neurotransmitter dopamine. The dendrites of the pars compacta neurons frequently
extend into the pars reticulata, where they receive synapses from the neurons of the
pars reticulata that use the inhibitory neurotransmitter GABA.

In rodents, the dopamine-containing neurons of the substantia nigra (A9 region)
have been distinguished from those located in the ventral tegmental area (A10
region) and the retrorubral field (A8 region), but recent studies in monkey and human
brains suggest that dopamine neurons can be more meaningfully parcellated at a
functional level into dorsal and ventral tiers (Fig. 1.2-21). The dorsal tier is formed by
a medially and laterally oriented band of neurons that includes the
dopamine-containing cells that are (1) located in the medial ventral mesencephalon,
(2) scattered dorsal to the dense cell clusters in the substantia nigra, and (3)
distributed lateral and caudal to the red nucleus. The ventral tier is composed of the
dopamine neurons that are densely packed in the substantia nigra and the cell
columns that penetrate into the substantia nigra pars reticulata. Dorsal-tier dopamine
neurons express relatively low concentrations of the messenger ribonucleic acids
(mRNAs) for the dopamine transporter and the dopamine type 2 (D,) receptor,

contain the calcium-binding protein calbindin, and send axonal projections to the
regions of the striatum that are dominated by input from limbic-related structures and
association regions of the cerebral cortex. In contrast, ventral-tier neurons contain
high concentrations of the mRNAs for the dopamine transporter and the D, receptor,

typically lack calbindin, and send axonal projections to the sensorimotor regions of
the striatum. Each of these features may contribute to the greater vulnerability of
ventral-tier neurons to the pathology of Parkinson's disease, whereas dorsal tier
neurons may be more likely to be involved in the pathophysiology of schizophrenia.

FIGURE 1.2-21 Schematic drawing of the topographic organization of
dopamine-containing neurons in the mesencephalon and their projections to the
ventral striatum and the sensorimotor-related dorsal striatum. All areas of the ventral
striatum receive inputs from the dorsal tier neurons, with the shell region of the
nucleus accumbens innervated almost exclusively by dorsal tier neurons (filled
circles). In contrast, the ventral columns of cells (open circles) in the ventral tier send
projections selectively to the sensorimotor-related striatum. The neurons of the
densocellular zone (stars) of the ventral tier are unique in that they project to both
the ventral and sensorimotor-related striatum. AC, anterior commissure; C, caudate
nucleus; NA, nucleus accumbens; P, putamen. (Adapted from Lynda-Balta E, Haber



SN: The organization of midbrain projections to the ventral striatum in the primate.
Neuroscience 59:625, 1994.)

Internal Organization The caudate nucleus and the putamen are frequently referred
to together because of their common characteristics. For example, in the rodent
these nuclei are a continuous structure, and in all mammals, they are composed of
histologically identical cells. The majority of neurons in the striatum are
medium-sized cells (10-20 pm in diameter) that possess spines on their dendrites;
these so-called medium spiny neurons are known to send their axons out of the
striatum. In addition to medium spiny neurons, medium-sized cells without spines
(medium aspiny neurons) are present, as are large cells with and without spines
(large spiny neurons and large aspiny neurons). With the exception of the medium
and large spiny cells, most other striatal neurons are local circuit neurons.

Immunohistochemical and receptor-binding studies have shown a discontinuity in the
distribution of certain neurotransmitter-related substances that form the functional
circuitry of the basal ganglia. For example, in the striatum, zones that contain a low
density of acetylcholinesterase enzymatic activity are surrounded by regions rich in
acetylcholinesterase activity. The acetylcholinesterase-rich regions are referred to as
the matrix, and the acetylcholinesterase-poor zones are termed either striosomes in
the primate or patches in the rodent. The organization of several neuropeptide
systems follows this system. For example, the distributions of enkephalin, substance
P, and somatostatin immunoreactivity show the compartmentalization of the striatum.
In addition, in the rodent certain subtypes of dopamine receptors are present
predominantly in one compartment as compared with the other. In addition, the
distribution of some afferent systems terminating in the striatum follows the
striosome-matrix organization. For example, afferents from the thalamus terminate
preferentially in the matrix rather than in the striosome.

Functional Circuitry Projections into, within, and out of the basal ganglia are
topographically organized and maintain that topography throughout he processing
circuits of the basal ganglia. The existence of such patterns of connectivity has
resulted in the hypothesis that parallel, independent circuits in the basal ganglia
process information from different regions of the brain and subserve separate
complex functions.

INPUTS TO THE BASAL GANGLIA The striatum is the major recipient of the inputs
to the basal ganglia. Three major afferent systems are known to terminate in the
striatum: the corticostriatal, the nigrostriatal, and the thalamostriatal afferents (Fig.
1.2-22). The corticostriatal projection originates from all regions of the neocortex,
arising primarily from the pyramidal cells of layers V and VI, which utilize the
excitatory neurotransmitter glutamate. A topography governing corticostriatal
projections has been found in the monkey. Afferents from the sensorimotor cortex
terminate predominantly in the putamen; association regions of the cortex terminate
preferentially in the caudate nucleus. The prefrontal regions, in particular, provide a
heavy input to the head of the caudate nucleus. In addition, afferents from the limbic
cortical areas and from the hippocampus and the amygdala terminate in the ventral
striatum. The second major class of afferents utilize the neurotransmitter dopamine.
In Figure 1.2-22, these projections are shown arising from the substantia nigra pars



compacta, but as noted previously (Fig. 1.2-21), different portions of the striatum
receive input from either the dorsal- or ventral-tier dopamine-containing neurons of
the ventral mesencephalon. Electron microscopy studies have shown that many of
the synapses formed by dopamine axon terminals on medium spiny neuron
dendrites are immediately adjacent to the synapses provided by corticostriatal axons,
suggesting that dopamine may play an important role in modulating the excitatory
influence of cortical projections on striatal neurons. The third afferent system
originates in the thalamus. The thalamic nuclei providing the projections are the
intralaminar nuclei, particularly the central median nucleus.
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FIGURE 1.2-22 Diagram of the inputs to the basal ganglia system. Three major
afferent systems have been identified: the corticostriatal, thalamostriatal, and
nigrostriatal pathways.

Disruption of the input pathways of the basal ganglia has been associated with some
movement disorders, such as Parkinson's disease, which is characterized by
muscular rigidity, fine tremor, shuffling gait, and bradykinesia. The most consistent
neuropathological feature of Parkinson's disease is a degeneration of the dopamine
neurons in the substantia nigra pars compacta, accompanied by a loss of dopamine
terminals in the striatum. Levodopa (Larodopa, Dopar), a precursor in the
biosynthesis of dopamine, is used as a treatment for Parkinson's disease because of
its ability to augment the release of dopamine from the remaining terminals.
Conversely, the administration of dopamine receptor antagonists (so-called typical
antipsychotics) agents in the treatment of schizophrenia is frequently associated with
Parkinsonian features and other motor-system abnormalities; the fact that these
agents are D,-receptor antagonists is thought to explain their movement-related

adverse effects.

INTERNAL PROCESSING The major processing pathways within the basal ganglia
are summarized in Figure 1.2-23. Within the striatum, the subclass of medium spiny
neurons that contain the neuropeptide substance P send inhibitory projections to the
internal segment of the globus pallidus in what is termed the direct pathway. In
contrast, the subpopulation of medium spiny neurons that contain the neuropeptide
enkephalin provides inhibitory projections to the external segment of the globus
pallidus, which in turn sends inhibitory afferents to the internal segment of the globus
pallidus in what is termed the indirect pathway. The globus pallidus external also



projects to the pars reticulata of the substantia nigra. The topography found in the
afferent projections to the striatum appears to be maintained in that processing
pathway. For example, the sensorimotor territories of the striatum project most
heavily to the ventral portion of the globus pallidus, whereas association territories
project to the dorsal regions of the globus pallidus.
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FIGURE 1.2-23 Diagram of the intrinsic circuitry of the basal ganglia. Substance P
(SP)-containing striatal neurons send an inhibitory projection directly to the internal
segment of the globus pallidus, whereas those containing enkephalin provide an
inhibitory projection to GABA neurons in the external segment of the globus pallidus,
which in turn project to the internal segment of the globus pallidus. The subthalamic
nucleus receives a projection from the external segment of the globus pallidus and
projects back to both segments. Finally, the subthalamic nucleus and globus pallidus
external project to the substantia nigra pars reticulata.

The external segment of the globus pallidus also gives rise to an inhibitory projection
that terminates in the subthalamic nucleus. In contrast, neurons in the subthalamic
nucleus provide excitatory projections that terminate in both segments of the globus
pallidus and in the pars reticulata. Although most connections within the basal
ganglia are unidirectional, a reciprocal projection is found between the external
segment of the globus pallidus and the subthalamic nucleus.

The intrinsic circuitry of the basal ganglia is disrupted by a severe loss of neurons in
the striatum in Huntington's disease. This autosomal-dominant disorder is
characterized by progressive chorea and dementia. Although the gene for
Huntington's disease has been identified, how the excessive number of trinucleotide
repeats in this gene leads to the selective degeneration of striatal cells is currently a
matter of intense investigation. Interestingly, recent studies indicate that cortical
neurons are also subject to degeneration in Huntington's disease.

OUTPUT OF BASAL GANGLIA The internal segment of the globus pallidus is the
source of much of the output of the basal ganglia (Fig. 1.2-24). That segment of the
globus pallidus provides a projection to the ventral lateral and ventral anterior nuclei
of the thalamus and to the intralaminar thalamic nuclei—in particular, the central
median nucleus. The pars reticulata of the substantia nigra also provides a projection
to the ventral anterior and ventral lateral thalamic nuclei. Those portions of the



ventral lateral and ventral anterior thalamic nuclei then project to the premotor and
prefrontal cortices. As a result of the projections of the premotor and prefrontal
cortices to the primary motor cortex, the basal ganglia are able to indirectly influence
the output of the primary motor cortex. In addition, the cortical output of the basal
ganglia exhibits marked convergence, that is, although the striatum receives
afferents from all regions of the neocortex, the eventual output of the globus pallidus
and the pars reticulata is largely conveyed through the thalamus to a much smaller
portion of the neocortex, the premotor and prefrontal regions.
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FIGURE 1.2-24 Diagram of the output of the basal ganglia system. The internal
segment of the globus pallidus projects to the central median (CM), ventral lateral
(VL), and ventral anterior (VA) nuclei of the thalamus. Those nuclei then project to
sensorimotor, prefrontal, and premotor cortices. The substantia nigra pars reticulata
also projects to the VL and VA nuclei.

The functional consequences of the neural circuitry of the basal ganglia can also be
considered in the context of some of the neurotransmitters used (Fig. 1.2-23 and Fig.
1.2-24). Since the afferents from the cortex are thought to use glutamate, which is an
excitatory neurotransmitter, cortical afferents presumably excite the structures of the
basal ganglia in which they terminate. Many of the processing pathways within the
basal ganglia use the inhibitory neurotransmitter GABA. Finally, the output pathways
of the basal ganglia—namely, the globus pallidus and the substantia nigra pars
reticulata—use GABA as well. Thus, excitation from cortical afferents eventually
disinhibits the target structures of the basal ganglia because of the back-to-back
inhibitory pathways of the basal ganglia.

Historically, motor systems have been divided into pyramidal (corticospinal) and
extrapyramidal (basal ganglia) components; that division is based on clinical findings
suggesting that lesions of each system result in distinct motor syndromes. For
example, lesions of the extrapyramidal system result in involuntary movements,
changes in muscle tone, and slowness of movement; lesions of the pyramidal
system lead to spasticity and paralysis. Because of these findings the pyramidal and
extrapyramidal systems were thought to independently control voluntary and
involuntary movement, respectively. However, for several reasons that division is no
longer accurate. First, other structures of the brain outside the traditional pyramidal
and extrapyramidal systems, such as the cerebellum, are involved in the control of



movement. Second, the pyramidal and extrapyramidal systems are not
independent—their neural circuits are interconnected. For example, the basal
ganglia influence motor behavior through certain regions of the cerebral cortex,
which then directly (through the corticospinal tract) or indirectly (through specific
brainstem nuclei) produce motor activity.

Finally, although the basal ganglia are important in the control of movement, they
also appear to be involved in other functions of the brain. For example, recent
studies of the connections of the basal ganglia in nonhuman primates also support a
role for these structures in cognitive functions. The dorsolateral prefrontal cortex has
been shown to receive inputs from portions of the thalamus that are the targets of
projections from specific locations within the internal segment of the globus pallidus,
providing evidence for a distinct pallido-thalamo-cortical pathway. Thus, in addition to
linking association regions of the cerebral cortex, such as the prefrontal and posterior
parietal areas, with the control of motor activity in the primary motor cortex, some of
the output of the basal ganglia appears to be directed back to regions of the
prefrontal cortex. These findings suggest that “closed” loops exist between the
prefrontal cortex and basal ganglia, which presumably have a cognitive rather than a
motor function.

Limbic System The concept of the limbic system as a neural substrate for emotional
experience and expression has a rich but controversial history. More than 100 years
ago Pierre Broca applied the term “limbic” (from the Latin limbus for border) to the
curved rim of the cortex, including the cingulate and the parahippocampal gyri,
located at the junction of the diencephalon and the cerebral hemispheres (Fig.
1.2-25). In 1937, primarily on the basis of anatomical data James Papez postulated
that these cortical regions were linked to the hippocampus, the mammillary body,
and the anterior thalamus in a circuit that mediated emotional behavior (Fig. 1.2-26).
That concept was supported by the work of Heinrich Kliver and Paul Bucy, who
demonstrated that temporal lobe lesions, which disrupt components of the circuit,
alter affective responses in nonhuman primates. In 1952, Paul MacLean coined the
term limbic system to describe Broca's limbic lobe and related subcortical nuclei as
the neural substrate for emotion.

FIGURE 1.2-25 Schematic drawing of the major anatomical structures of the limbic
system. Note that the cingulate and parahippocampal gyri form the “limbic lobe,” a
rim of tissue located along the junction of the diencephalon and the cerebral
hemispheres. (Adapted from Hendelman WJ: Student's Atlas of Neuroanatomy.



Saunders, Philadelphia, 1994.)
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FIGURE 1.2-26 Diagram of the neural circuit for emotion as originally proposed by
James Papez.

However, over the last 45 years it has become clear that some limbic structures
(e.g., the hippocampus) are also involved in other complex brain processes such as
memory. In addition, expanding knowledge of the connectivity of traditional limbic
structures has made it increasingly difficult to define the boundaries of the limbic
system. Despite those limitations, the concept of a limbic system may still be a useful
way to describe the circuitry that relates certain telencephalic structures and their
cognitive processes with the hypothalamus and its output pathways that control
autonomic, somatic, and endocrine functions.

Major Structures There is no unanimity on which brain structures constitute the
limbic system. This section includes the brain regions that are most commonly listed
as components of the limbic system: the cingulate and parahippocampal gyri (limbic
cortex), the hippocampal formation, the amygdala, the septal area, the
hypothalamus, and related thalamic and cortical areas.

LIMBIC CORTEX The limbic cortex is composed of two general regions, the
cingulate gyrus and the parahippocampal gyrus (Fig. 1.2-25). The cingulate gyrus,
located dorsal to the corpus callosum, includes several cortical regions that are
heavily interconnected with the association areas of the cerebral cortex. As the
cingulate gyrus travels posteriorly, it becomes continuous (via the cingulum bundle of
fibers in the white matter) with the parahippocampal gyrus, located in the medial
temporal lobe, which contains several distinct cytoarchitectonic regions. One of the
most important of those regions is the entorhinal cortex, which not only funnels
highly processed cortical information to the hippocampal formation but is also a
major output pathway from the hippocampal formation.

HIPPOCAMPAL FORMATION Three distinct zones—the dentate gyrus, the
hippocampus, and the subicular complex—constitute the hippocampal formation,



which is located in the floor of the temporal horn of the lateral ventricle (see Fiqg.
1.2-7). Those zones are composed of adjacent strips of cortical tissue that run in a
rostral-caudal direction but fold over each other mediolaterally in a spiral fashion,
resulting in a C-shaped appearance. The dentate gyrus is composed of three layers:
an outer, acellular molecular layer, which faces the subarachnoid space of the
hippocampal fissure; a middle layer composed of granule cells; and an inner
polymorphic layer (Fig. 1.2-27). The granule cells extend their dendritic trees into the
molecular layer and give rise to axons that form the mossy fiber projection to the
hippocampus.

FIGURE 1.2-27 Nissl-stained coronal section through the dentate gyrus of the
human hippocampal formation. Medial is to the left. M, molecular layer; G, granular
layer; P, polymorphic layer. Calibration bar equals 1.0 mm.

The hippocampus is also a trilaminate structure composed of molecular and
polymorphic layers and a middle layer that contains pyramidal neurons. On the basis
of differences in cytoarchitecture and connectivity, the hippocampus can be divided
into three distinct fields, which have been labeled CA3, CA2, and CAl. (CA is
derived from the term cornu ammonis after the Egyptian deity Ammon, who was
depicted with ram's horns, which some early investigators thought described the
shape of the hippocampus.) The white matter adjacent to the polymorphic layer of
the hippocampus is known as the alveus. The axons in that structure contribute to
the fimbria, which at the caudal end of the hippocampus becomes the crus of the
fornix. Those bilateral structures converge to form the body of the fornix, which
travels anteriorly and then turns inferiorly to form the columns of the fornix, which
pass through the hypothalamus into the mammillary bodies (Fig. 1.2-28). The
subicular complex is generally considered to have three components—the
presubiculum, the parasubiculum, and the subiculum—which together serve as
transition regions between the hippocampus and the parahippocampal gyrus.



FIGURE 1.2-28 Schematic drawing of a cross-sectional view of the hippocampal
formation and the path of the fornix running between that structure and the
mammillary bodies. (Adapted from Hendelman WJ: Student's Atlas of
Neuroanatomy. Saunders, Philadelphia, 1994.)

The components of the hippocampal formation have a distinct pattern of intrinsic
connectivity that is largely unidirectional and provides for a specific flow of
information (Fig. 1.2-29). The major input to the hippocampal formation arises from
neurons in layers Il and Il of the entorhinal cortex that project through the perforant
path (i.e., through the subiculum and the hippocampus) to the outer two thirds of the
molecular layer of the dentate gyrus, where they synapse on the dendrites of granule
cells. The mossy fiber axons of the granule cells then provide a projection to the
pyramidal neurons of the CA3 field of the hippocampus. Axon collaterals from CA3
pyramidal neurons project within CA3 and, through the so-called Schéaffer collaterals,
to the CAL1 field of the hippocampus. That region in turn projects to the subicular
complex, which provides output to the entorhinal cortex, completing the circuit.
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FIGURE 1.2-29 Diagram of the intrinsic neural circuitry of the hippocampal
formation.

AMYGDALA Located in the medial temporal lobe just anterior to the hippocampal



formation are a group of nuclei referred to as the amygdala (see Fig. 1.2-6). Those
nuclei form several distinct clusters: the basolateral complex, the centromedial
amygdaloid group, and the olfactory group, including the cortical amygdaloid nuclei.
The basolateral complex, the largest of the three groups, differs from the remaining
amygdaloid nuclei in a number of respects. Although the basolateral complex is not a
laminated structure, its connectivity and some other anatomical characteristics are
more similar to cortical regions than to the remaining amygdaloid nuclei. For
example, the basolateral nuclei are directly and reciprocally connected with the
temporal, insular, and prefrontal cortices. In addition, like some cortical regions, the
basolateral complex shares bidirectional connections with the medial dorsal thalamic
nucleus, and it receives projections from the midline and intralaminar thalamic nuclei.
Finally, neurons of the basolateral complex with a pyramidal-like morphology appear
to furnish projections to the striatum that use excitatory amino acids as
neurotransmitters. Thus, on the basis of those anatomical characteristics, the
basolateral complex can be said to function like a multimodal cortical region.

In contrast, the centromedial amygdala appears to be part of a larger structure that is
continuous through the sublenticular substantia innominata with the bed nucleus of
the stria terminalis. That larger structure, which has been termed the extended
amygdala, consists of two major subdivisions. The central subdivision of the
extended amygdala includes the central amygdaloid nucleus and the lateral portion
of the bed nucleus of the stria terminalis. That subdivision is reciprocally connected
with brainstem viscerosensory and visceromotor regions and with the lateral
hypothalamus. In addition, it receives afferents from cortical limbic regions and the
basolateral amygdaloid complex. In contrast, the medial subdivision of the extended
amygdala, composed of the medial amygdaloid nucleus and its extension into the
medial part of the bed nucleus of the stria terminalis, is distinguished by reciprocal
connections with the medial or endocrine portions of the hypothalamus.

SEPTAL AREA The septal area is a gray matter structure located immediately
above the anterior commissure (Fig. 1.2-30). The septal nuclei are reciprocally
connected with the hippocampus, the amygdala, and the hypothalamus and project
to a number of structures in the brainstem.

FIGURE 1.2-30 Schematic drawing of some components of the limbic system
showing the major output pathways of the amygdala, the stria terminalis and the
ventral amygdalofugal pathway. (Adapted from Hendelman WJ: Student's Atlas of
Neuroanatomy. Saunders, Philadelphia, 1994.)



HYPOTHALAMUS The hypothalamus, a relatively small structure within the
diencephalon, is a crucial component of the neural circuitry regulating not only
emotions but also autonomic, endocrine, and some somatic functions. In addition to
its relations with other components of the limbic system, it is interconnected with
various visceral and somatic nuclei of the brainstem and the spinal cord, and it
provides an output that regulates the function of the pituitary gland. On its inferior
surface the hypothalamus is bounded rostrally by the optic chiasm and caudally by
the posterior edge of the mammillary bodies. The area of the hypothalamus between
those two structures, called the tuber cinereum, gives rise to the median eminence,
which is continuous with the infundibular stalk and then the posterior lobe of the
pituitary gland (Fig. 1.2-31). On the basis of these features the hypothalamus is
subdivided from anterior to posterior into three zones: the supraoptic region, the
tuberal region, and the mammillary region. (In addition, the preoptic area, a
telencephalic structure located immediately anterior to the supraoptic region is
usually considered part of the hypothalamus.) These three zones are also divided on
each side into medial and lateral areas by the fornix as it travels through the body of
the hypothalamus to the mammillary bodies. As shown in Table 1.2-3, the six parts
of the hypothalamus contain different nuclei.

FIGURE 1.2-31 Schematic drawing of the nuclei in the medial hypothalamus.
(Adapted from Burt AM: Textbook of Neuroanatomy. Saunders, Philadelphia, 1993.)
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Table 1.2-3 Hypothalamic Nuclei

Those different nuclei subserve the diverse functions of the hypothalamus. For
example, the suprachiasmatic nucleus receives both direct and indirect projections
from the retina and appears to be important in the regulation of diurnal rhythms. The
supraoptic and paraventricular nuclei contain large cells (magnocellular neurons) that
send oxytocin and vasopressin-containing fibers to the posterior neural lobe of the
pituitary. In addition, some neurons of the paraventricular nucleus project to the
median eminence, where they release neuropeptides, such as corticotropin-releasing
factor, into the portal blood system. These neuropeptides then control the synthesis
and the release of anterior pituitary hormones. The paraventricular nucleus also
gives rise to descending projections that regulate the sympathetic and
parasympathetic autonomic areas of the medulla and the spinal cord.

Within the medial tuberal region of the hypothalamus, the ventromedial and arcuate
nuclei also participate in the regulation of the anterior pituitary function. In addition,
the ventromedial nucleus may play an important role in reproductive and ingestive
behavior. The medial posterior section of the hypothalamus contains the posterior
nucleus and the mammillary bodies. Within the mammillary bodies, the lateral and
medial mammillary nuclei receive hippocampal input through the fornix (Fig. 1.2-28)
and project to the anterior nuclei of the thalamus. The posterior nucleus shares
reciprocal connections with the extended amygdala. That nucleus appears to be
more developed in primates than in rodents, suggesting that it plays an important
role in the human brain, one that has still to be clarified.

The lateral portions of the hypothalamus contain a relatively low density of neurons
scattered among longitudinally running fibers of the medial forebrain bundle, which is
interconnected with multiple regions of the forebrain, the brainstem, and the spinal
cord.

Functional Circuitry The major structures of the limbic system are interconnected
with each other and with other components of the nervous system in a variety of
ways. However, several major output pathways of the limbic system are clearly
defined. In one pathway (Fig. 1.2-32) highly processed sensory information from the
cingulate, the orbital and temporal cortices, and the amygdala is transmitted to the
entorhinal cortex of the parahippocampal gyrus and from there to the hippocampal
formation. After traversing the intrinsic circuitry of the hippocampal formation,
information is projected through the fornix either to the anterior thalamus, which in
turn projects to the limbic cortex or to the septal area and the hypothalamus. Those
latter two regions provide feedback to the hippocampal formation through the fornix.
In addition, the mammillary bodies of the hypothalamus project to the anterior
thalamus. Finally, the hypothalamus and the septal area project to the brainstem and
the spinal cord.
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FIGURE 1.2-32 Functional neural circuitry of the limbic system. This diagram
illustrates the manner in which the hippocampal formation and the anterior thalamus
provide a mechanism for the integration of information between the cerebral cortex
and the hypothalamus. F, fornix; MTT, mammillothalamic tract. (Adapted from Nolte
J: The Human Brain: An Introduction to Its Functional Anatomy, ed 3. Mosby, St.
Louis, 1993.)

Another major pathway within the limbic system centers on output from the
amygdala (Fig. 1.2-33). Highly processed sensory information, primarily from the
association regions of the prefrontal and temporal cortices, projects to the amygdala.
Output from the amygdala is conducted through two main pathways (Fig. 1.2-30). A
dorsal route, the stria terminalis, accompanies the caudate nucleus in an arch
around the temporal lobe and contains axons that project primarily to the septal area
and the hypothalamus. The second major output route, the ventral amygdalofugal
pathway passes below the lenticular nucleus and contains fibers that terminate in a
number of regions, including the septal area, the hypothalamus, and the medial
dorsal thalamic nucleus. The medial dorsal nucleus in turn projects heavily to
prefrontal and some temporal cortical regions.
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FIGURE 1.2-33 Functional neural circuitry of the limbic system. This diagram
illustrates how the amygdala and the medial dorsal thalamus serve to integrate
information processing between prefrontal and temporal association cortices and the
hypothalamus. V, ventral amygdalofugal pathway; ST, stria terminalis. (Adapted from
Nolte J: The Human Brain: An Introduction to Its Functional Anatomy, ed 3. Mosby,



St. Louis, 1993.)

Both these pathways reveal how the limbic system is able to integrate the highly
processed sensory and cognitive information content of the cerebral cortical circuitry
with the hypothalamic pathways that control autonomic and endocrine systems. In
addition, the limbic system interacts with components of the basal ganglia system
(Fia. 1.2-34). For example, the ventral amygdalofugal pathway also projects to the
nucleus accumbens (ventral striatum), the area where the head of the caudate
nucleus fuses with the putamen (Fig. 1.2-20). That region sends efferents to the
ventral palladium, an extension of the globus pallidus, which in turn projects to the
medial dorsal thalamic nucleus. The pathway indicates that the functions of the basal
ganglia extend beyond the regulation of motor activities and shows the necessity of
considering the function or dysfunction of particular brain regions in the context of all
aspects of their circuitry.
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FIGURE 1.2-34 Functional neural circuitry of the limbic system. This drawing
illustrates the interaction between the limbic system and certain components of the
basal ganglia. (Adapted from Nolte J: The Human Brain: An Introduction to Its
Functional Anatomy, ed 3. Mosby, St. Louis, 1993.)

SUGGESTED CROSS-REFERENCES

Section 1.4 discusses monoamine neurotransmitters, Section 1.5 discusses amino
acid neurotransmitters, Section 1.8 discusses intraneural signaling pathways,
Section 2.5 discusses movement disorders, Section 3.5 discusses the brain circuitry
that subserves memory, Section 12.3 discusses brain structure and function in
schizophrenia, Chapter 37 discusses communication disorders, Section 51.2b
discusses central nervous system changes in normal aging, Section 51.2e and
Section 51.2f discuss neuroimaging, and Section 51.3e discusses Alzheimer's
disease and other dementing disorders.



SECTION REFERENCES

Alexander GE, Crutcher MD: Functional architecture of basal ganglia circuits: Neural substrates of
parallel processing. Trends Neurosci 13:266, 1990.

Beall MJ, Lewis DA: Heterogeneity of layer Il neurons in human entorhinal cortex. J Comp Neurol
321:241, 1992.

Bloom FE, Bjorklund A, Hokfelt T, editors: Handbook of Chemical Neuroanatomy, vol 13. New York,
Elsevier, 1997.

Burt AM: Textbook of Neuroanatomy. Saunders, Philadelphia, 1993.

Calabresi P, De Murtas M, Bernard G: The neostriatum beyond the motor function: Experimental and
clinical evidence. Neuroscience 78:39, 1997.

Castro-Alamancos MA, Connors BW: Thalamocortical synapses. Prog Neurobiol 51:581, 1997.

Chesselet M-F, Delfs JM: Basal ganglia and movement disorders: An update. Trends Neurosci
19:417, 1996.

Condé F, Lund JS, Jocobowitz DM, Baimbridge KG, Lewis DA: Local circuit neurons immunoreactive
for calretinin, calbindin D-28k or parvalbumin in monkey prefrontal cortex: Distribution and
morphology. J Comp Neurol 341:95, 1994.

Felleman DJ, Van Essen DC: Distributed hierarchical processing in the primate cerebral cortex.
Cereb Cortex 1:36, 1991.

Gloor P: The Temporal Lobe and Limbic System. Oxford, New York, 1997.

Guillery RW, Feig SL, Lozsadi DA: Paying attention to the thalamic reticular nucleus. Trends Neurosci
21:28, 1998.

*Heimer L, Harlan RE, Alheid GF, Garcia MM, De Olmos J: Substantia innominata: A notion which
impedes clinical-anatomical correlations in neuropsychiatric disorders. Neuroscience 76:957, 1997.

Hendelman WJ: Student's Atlas of Neuroanatomy. Saunders, Philadelphia, 1994.

Kandel ER, Schwartz JH, Jessel TM, editors: Principles of Neural Science, ed 3. Elsevier, New York,
1991.

Lewis DA: Development of the prefrontal cortex during adolescence: Insights into vulnerable neural
circuits in schizophrenia. Neuropsychopharmacology 16:385, 1997.

Lewis DA: The catecholaminergic innervation of primate prefrontal cortex. J Neural Transm 36:179,
1992.

*Lewis DA, Sesack SR: Dopamine systems in the primate brain. In Handbook of Chemical
Neuroanatomy, FE Bloom, A Bjérklund, T Hokfelt, editors, vol 13. Elsevier, New York, 1997.

Lynda-Balta E, Haber SN: The organization of midbrain projections to the ventral striatum in the
primate. Neuroscience 59:625, 1994.

Nieuwenhuys R, Voogd J, Van Huijzen C: The Human Central Nervous System: A Synopsis and
Atlas, ed 3. Springer, New York, 1988.



*Nolte J: The Human Brain: An Introduction to its Functional Anatomy. Mosby, St. Louis, 1993.

O'Donnell P, Grace AA: Dysfunctions in multiple interrelated systems as the neurobiological bases of
schizophrenic symptom clusters. Schizophr Bull, in press.

Parent A, Hazrati L-N: Functional anatomy of the basal ganglia. I. The cortico-basal
ganglia-thalamo-cortical loop. Brain Res Rev 20:91, 1995.

Parent A, Hazrati L-N: Functional anatomy of the basal ganglia. Il. The place of subthalamic nucleus
and external pallidum in basal ganglia circuitry. Brain Res Rev 20:128, 1995.

Raymond JL, Lisberger SG, Mauk MD: The cerebellum: A neuronal learning machine? Science
272:1126, 1996.

*Ricci PT, Zelkowitz BJ, Nebes RD, Meltzer CC, Mintun MA, Becker JT: Functional neuroanatomy of
semantic memory: Recognition of semantic associations. Neuroimage 9:88, 1999.

Risold PY, Thompson RH, Swanson LW: The structural organization of connections between
hypothalamus and cerebral cortex. Brain Res Rev 24:197, 1997.

*Salloway S, Cummings J: Subcortical structures and neuropsychiatric iliness. Neuroscientist 2:66,
1996.

Shink E, Bevan MD, Bolam JP, Smith Y: The subthalamic nucleus and the external pallidum: Two
tightly interconnected structures that control the output of the basal ganglia in the monkey.
Neuroscience 73:335, 1996.

*Stahl SM: Substance P and the neurokinins: Novel peptide neurotransmitters in
psychopharmacology. J Clin Psychiatry 60:77, 1999.

*Young PA, Young PH: Basic Clinical Neuroanatomy. William & Wilkins, Baltimore, 1997.

Textbook of Psychiatry



CHAPTER 1. NEURAL SCIENCES

1.3 DEVELOPMENTAL NEUROBIOLOGY

KATHRYN J. KOTRLA, M.D. AND DANIEL R. WEINBERGER, M.D.

Prenatal Development

Early Postnatal Development
Neuronal Plasticity
Suggested Cross-References

Human behaviors, thoughts, and emotions reside in the interface between the mind
and the brain. The mind is experienced; the brain is the substrate on which mind
depends. Basic neuroscience research provides an impressive array of information
about the brain. The genes and molecules required for normal brain formation and
functioning are being discovered, as are the many neural networks that subserve
different aspects of cognition, memory, and mood. The practicing psychiatrist does
not need to know the details of neuronal connectivity and functioning. However,
moving from a knowledge of the concepts of basic neuroscience to an understanding
of the mind is within the domain of psychiatry and will impact psychiatric care
substantially.

Three threads of basic neuroscience research are particularly important.
Developmental neurobiology explores the mechanisms underlying prenatal and
postnatal brain development. Psychiatric conditions like schizophrenia and autistic
disorder are likely to have their origins in utero. Understanding development will
illuminate the etiology of such disorders, and may suggest novel treatment and
prevention strategies. During posthatal development there are critical periods in
which the fine-tuning of cortical connections occurs. Understanding critical periods
during early childhood may help to explain the lifelong difficulties of individuals who
suffer trauma, abuse, or neglect in early life. Lastly, neuroscience is investigating the
continued plasticity of the adult brain. Understanding how the adult brain changes
with time and experience has implications for how psychiatric disorders change in
their expression and treatment responsiveness over a lifetime.

PRENATAL DEVELOPMENT

The wonder of development is that a structure as complex as the human brain
originates from a flat sheet of embryologic ectoderm. The final, formed brain shows
remarkable order in its predictable cortical layering, its diversity of cortical areas, and
the numerous networks linking specific cortical areas and subcortical structures. To
have cells choosing to become a certain neuronal type, attaining the correct laminar
position, finding the correct target, and expressing the correct neurotransmitters at
first seems overwhelmingly difficult. However, the final, breathtakingly complex set of
connections in the human brain depends on a series of much simpler decisions as
neurons become progressively more restricted in the choices they make. These
decisions require the subtle interplay of genetic and environmental factors; much has
been learned at a molecular level about these processes. At first glance this



information seems most relevant to mental retardation or autistic disorder, in which
abnormal brain development results in lifelong disability. However, even
schizophrenia is believed to originate in subtle aberrant brain development, and
understanding it requires an understanding of its etiology.

Neurogenesis and Neural Identity The cerebral cortex possesses an orderly
six-layered array of neuronal and glial cell types; layer | is the most superficial layer
closest to the meninges, layer VI lies deeper, closest to white matter. Each layer has
characteristic interconnections, with the superficial layers connecting with other
cortical areas, and the deeper layers connecting to subcortical structures. Across the
cortex there are microscopic variations in the appearance of the array,
corresponding to areas of cortex with distinct functions, connections, receptors, and
neurotransmitters (Fig. 1.3-1). Such complexity arises via a series of progressive
restrictions in cell fate.

FIGURE 1.3-1 The cerebral cortex contains discrete areas with differing
cytoarchitecture. This drawing shows the six layers of the cortex (I-VI). The five
different panels illustrate marked differences in cortical structure in different brain
areas. Note the variations in neuronal size and morphology. (Reprinted with
permission from Carpenter MB, Sutin J: Human Neuroanatomy, ed 8. Williams &
Wilkins, Baltimore, 1983.)

The initial decision to form a brain depends on the embryonic mesoderm inducing
the overlying ectoderm to become nervous system. This sheet of ectoderm, the
neural plate, invaginates to form the neural tube as cells are progressively
determined to form forebrain, midbrain, and hindbrain even before any neurons have
been generated.

On the inner surface of the neural tube there is a rapidly dividing pseudostratified
epithelium that forms a ventricular zone. From the neural ectoderm arise

neuroblasts, which are precursor cells located in the ventricular zone. Neuroblasts
divide and produce a lineage of daughter cells that migrate into the developing cortex
to form cortical neurons. In humans, cortical neurons are born from around
gestational day 40 until day 125.

The first postmitotic neurons leave the neuroepithelium and accumulate beneath the



pial surface to form the preplate. This is split by later-generated neurons, the cortical
plate, into a superficial, marginal zone (future layer 1) and a deep subplate zone. As

cortical plate neurons are born, they populate layers VI through Il of the adult cortex,
between the marginal and subplate zones.

Normally, the six cortical layers are generated in an orderly sequence, with first-born
neurons residing in the deeper cortical layers, and later-born neurons residing in
more superficial layers. One early decision a neuron faces is to which cortical layer
to belong. This decision is reached before the final cell division producing the
daughter neuron, and is based on cues in the neuron's microenvironment, including
previously generated cells. This was shown experimentally by transplanting younger
cortex making deep-layer neurons into older cortex making superficial-layer neurons.
If neuroblasts are transplanted before daughter neurons are born, the daughter
neurons become superficial-layer neurons, consistent with the local environment.
However, if the progenitor neuroblasts are transplanted closer to the daughter
neurons' birth, the daughter neurons migrate to deep cortical layers, true to their
original laminar fate. Laminar identity is probably marked molecularly, and this
marker may be used during later neuronal migration and target finding.

The microenvironment may also provide other information about a neuron's fate,
such as what kind of cortex to become. For example, limbic cortex is marked by a
protein that distinguishes it from other cortical areas. Very soon after neurogenesis,
the cells destined to form the prefrontal, cingulate, perirhinal, and hippocampal
cortices are marked on their surfaces by a specific molecule, called limbic
system-associated membrane protein (LAMP). The neocortex as a whole is also
distinct from other forebrain regions in its expression of specific regulatory genes.
Later differences in neocortical areas, like whether to become visual cortex or
sensory cortex, are likely to be determined by epigenetic factors and afferent inputs.

Other localizing information, which may guide afferent ingrowth, seems to be
provided around neurogenesis. Positional information in the neuroepithelium is
probably imparted to preplate cells around the time they are generated; this
information is used in the subplate to control the targeting of ingrowing
thalamocortical axons, at least in the neocortex. Abnormalities in the assignment of
laminar identity or cortical area markers could result in disordered cortical layers or in
the formation of incorrect afferent and efferent connections.

Neuronal Migration Once neurons are born in the ventricular zone, they migrate
past earlier born neurons to assume their final laminar position. The formation of the
six cortical layers is complete between gestational age 26 and 29 weeks. To reach
their laminar location, neurons migrate along radial glial fibers that stretch from the
ventricular to superficial surface, a journey that may take place over tens of
millimeters. Neurons must travel through a complex, rapidly expanding zone
containing afferents from the thalamus and other cortical areas (Fig. 1.3-2).
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FIGURE 1.3-2 To form the cortex, neurons are born in the ventricular zone and
migrate along radial glial cells to assume their position in the correct cortical layer.
The upper figure clarifies the relationship between the ventricular surface, where
neurons are born, and their final destination in the cortical plate. More detall is
provided in the lower left drawing. This figure labels the ventricular zone, the large
expanse of the intermediate zone through which the neuron migrates, and the final
developing cortical layers in the cortical plate. The drawing on the lower right
demonstrates the morphology of a migration neuron as it climbs along a radial glial
cell through the intermediate zone. (Reprinted with permission from Maxwell Cowan
W: The development of the brain. Sci Am 241:124, 1979.)

During migration, there appear to be transient synapses and expression of
neurotransmitters and neuromodulators, suggesting a chemical interaction between
the migrating neurons and the embryonic environment, which influences the rate of
neuronal migration. Also, contact interaction between migrating neurons and the
surfaces of neighboring cells plays a crucial role in selecting migratory pathways,
and in choosing to detach from the radial glial fiber and stop migrating. Stopping
migration is probably an active process, and may depend on cell surface markers
conferring laminar identity. The vast majority of neurons find the correct position; the
small percentage of neurons that migrate to the wrong location mostly degenerate
during the later phase of naturally occurring cell death.

Establishing Connections After finding the correct layer comes the intricate
decision to establish connections between different brain regions. This process
occurs between subcortical and cortical areas, within cortical areas, and between
cortical areas. The final fate and functioning of neocortex are very dependent on the
connections it establishes. How does a neuron extend its axon through the complex
embryonic environment to find its correct target?

The leading edge of the axon, the growth cone, has an array of molecules on its
surface. It interacts with molecules on other cells, axons, and the extracellular matrix
in the embryonic environment. The molecules in the growth cone's environment are
differentially adhesive or repellent. They cause the growth cone to grow where there
are adhesive molecules and to avoid repulsive molecules that cause the growth cone
to collapse. To choose among the number of possible pathways in the embryonic
environment, the growth cone samples among the choices by means of its filopodia,
and grows along specific pathways to which it is adherent or does not encounter



repulsive molecules. There also appear to be diffusible gradients towards which
some growth cones grow.

To illustrate the complexity of pathfinding, axons from the lateral geniculate nucleus,
the visual thalamus, must navigate long distances to find the visual cortex, and then

grow specifically into layer 1V to synapse. Thalamic afferents presumably select their
cortical targets based on molecular information on target cells or in the extracellular

matrix. The subplate plays a crucial role during development, allowing afferents from
thalamic neurons to wait under the developing cortex until layer IV neurons are born
and migrate to their final location. In the absence of the subplate, ingrowing thalamic
afferents grow past the visual cortex and fail to find their appropriate target.

Finding the appropriate cortical layer is likely to depend on laminar addresses
conferred when neurons are born. For example, just as thalamic afferents to the
visual cortex find layer 1V, axons of layer Il cortical neurons bypass layer IV to make
specific connections with layer V. Even if layer V neurons are transplanted to foreign
locations, they still send their axons to appropriate targets.

The molecules guiding pathway selection are being identified and characterized
rapidly. One of the first discovered was the neural cell adhesion molecule (NCAM).
NCAM is one of a family of molecules that mediates cell-cell or cell-substrate
adhesion, and is found in many parts of the developing nervous system. Deficits in
NCAM expression result in subtle cytoarchitectural abnormalities in specific brain
areas. Similarly, growth-associated protein (GAP-43) is a molecule that plays a key
role in guiding axon growth and modulating new connections. If GAP-43 is
overexpressed, aberrant extra connections are formed in the hippocampus and other
areas of the central nervous system and the peripheral nervous system. Conversely,
in the absence of GAP-43, grossly abnormal connections are established.

However, there are molecules that provide more specific pathway selection
information. The LAMP molecule, which marks the identity of limbic and prefrontal
cortices, is needed for the formation of axon pathways between neurons in the
prefrontal, cingulate, and limbic areas. It is also required for the thalamus to send
correct inputs into these cortical areas, completing a network linking cortical and
subcortical structures.

Cell Death Once cortical neurons are created and assume their connections, there
is a period of naturally occurring cell death (apoptosis) in widespread areas.
Apoptosis is a complex cellular process, including the expression of specific gene
seqguences, that ultimately leads to deoxyribonucleic acid (DNA) fragmentation and
nuclear dissolution. It is distinctly different from necrosis in that cells are not
damaged by external agents but die after the activation of an internal program. Also,
apoptosis does not produce an inflammatory response like necrosis does. Neurons
that make an adequate number of appropriate connections do not express the genes
leading to apoptosis, presumably because of the trophic factors they receive from
their connections, which prevent expression of the apoptotic program.

Apoptosis occurs mostly during the second half of gestation, and may result in the
loss of 25 to 40 percent of the neurons in different cortical layers. The extent of cell
death is controlled by influences from the neuron's synaptic targets, afferent input to
the neurons, and local glial-derived and extracellular matrix molecules. If the amount
of target or afferent input is diminished, more cell death results; similarly, if target or



afferents are increased, the number of surviving neurons increases. Notably, even in
adults neurons continue to depend on their efferent and afferent connections both for
their survival and the maintenance of normal morphology and biosynthetic events.

Neuronal Differentiation and Neurotransmitter Selection The cues governing
final neuronal phenotype and neurotransmitter selection also arise from multiple
sources. These include previously generated neurons, glia, the extracellular matrix,
various trophic factors, growth factors, and local neurotransmitters. One critical factor
in neuronal differentiation appears to be cortical afferents. The differentiation of
neurons in layers VI, V, and IV coincides with the ingrowth of thalamocortical fibers,
that of layer Il with the arrival of interhemispheric fibers, and that of layer Il with the
arrival of cortico-cortical fibers. Postsynaptic targets also produce differentiation
factors, which alter gene expression in the presynaptic neuron and influence the
choice of neurotransmitter and neuropeptides synthesized. A neuron's target can
even influence which other cells connect with the neuron's dendrites. Because
differentiation factors can be communicated through efferent and afferent
connections, these factors regulate neuronal phenotype very precisely. They can
influence the functioning of a limited number of neurons linked together in a network,
without causing changes in the large numbers of nearby cells. Even in
postembryonic, functional neurons, normal fluctuations in neuronal activity or
hormone levels or an insult to the system can alter transmitter and neuropeptide
expression.

Implications for Psychiatry What happens when the developmental plan goes
awry? Aberrations in the formation of neural ectoderm or in the formation of
neuroblasts are likely to result in gross abnormalities like anencephaly. A generalized
failure of the migration of daughter neurons into cortical layers is seen in a
lissencephalic brain, characterized by an agyric (smooth) cerebral surface. Mutations
in certain cell adhesion molecules affect neural migration or axonal outgrowth, and
are associated with inherited hydrocephalus. Such gross pathology is unlikely to
result in an illness appreciated as psychiatric because children with these disorders
have severe mental retardation and neurological syndromes. Abnormalities of neural
migration have been implicated in radiation exposure, fetal alcohol syndrome,
epilepsy, reading disorder, autistic disorder, and schizophrenia. A relatively
well-researched example is the radiation exposure during Hiroshima and Nagasaki,
which caused a disruption of neural migration in fetuses exposed during
midgestation (weeks 10 to 17). Postmortem examination showed massive
heterotopia, attenuation of superficial cortical layers, and a reduction in
cortico-cortical connections; epilepsy and mental retardation were frequent medical
sequelae. However, given the intricate interplay of molecules and cells during
development, the potential for even more subtle aberrations in cortical development
and connections abounds.

Localized Abnormalities If abnormalities develop within certain neural networks,
specific behavioral, cognitive, or mood symptoms recognized as a psychiatric
disorder could conceivably result. Examples of localized abnormalities abound in
developmental neurobiology. If monkeys are enucleated in utero, developing visual
cortex diminishes in size, and surrounding cortical areas show abnormal
cytoarchitecture; even localized neuronal morphologies and neurotransmitter
receptor patterns show changes. Efferent connections can also be altered by
abnormal afferent connections. If somatosensory input from the thalamus is routed to
and synapses with visual cortex, primary visual cortical neurons retain a projection to



the spinal cord, acting like somatosensory cortex.

Such subtle developmental anomalies are being discovered in many animal species.
In the fruitfly, when a cell surface adhesion molecule is deleted genetically, the fly
develops a characteristic set of behavioral dysfunction. The fly can walk and jump,
but not fly; it has abnormal visual orientation and drinking behavior. This suggests
that the molecule is crucial for the development of neural circuits controlling a subset
of behavior.

There are mutant mice strains characterized by abnormal neural migration localized
to the hippocampus. The hippocampus is divided into areas such as CA1, CA2, and
CA3. The neurons of the hippocampus are generated during characteristic prenatal
intervals in the ventricular zone lining the lateral ventricle. As in other cortical areas,
the neurons migrate along primarily radial glial fibers to reach their final location. The
migratory path followed by neurons destined for areas CA1 and CAZ2 is fairly direct.
The path followed by neurons destined for area CA3, in contrast, is tortuous and
lengthens during the migratory process because of hippocampal growth. One
autosomal-dominant mutation, the hippocampal lamination defect mutation, affects
only late-generated pyramidal cells destined for area CA3. In this mutation, this very
discrete population of pyramidal cells stops in its migration and resides in an ectopic
position below earlier-generated cells. This mutant demonstrates that heterotypic
neuronal lamination can be limited to certain cell types in specific cortical areas.

Kallman's syndrome, an inherited human disorder characterized by hypogonadism
and anosmia, is thought to result from the lack of a substrate adhesion molecule.
During normal development, olfactory and gonadotropin-releasing hormone neurons
migrate along a common pathway. In Kallman's syndrome this migration appears to
be arrested, possibly because of a failure in neuronal interaction or synaptogenesis
of olfactory neurons and their target in the olfactory bulb. Neuroanatomical findings
include aplasia of the olfactory gyri and absent olfactory tracts and bulbs, which
implies that an abnormality of a specific molecule causes dysfunction in discrete
neuronal areas.

Neurodevelopmental Hypothesis of Schizophrenia Although future investigations
may suggest that the seeds of other psychiatric illnesses are sown during
development, the implications that abnormal brain development has for psychiatry
are best illustrated in schizophrenia. The etiology of schizophrenia has been
explored using in vivo neuroimaging, and postmortem neuropathological
examinations. The neurodevelopmental hypothesis states that schizophrenia results
from abnormal brain development, which manifests characteristic symptoms during
early adulthood.

One dysfunctional neural network in schizophrenia links the association cortices of
the frontal, parietal, and temporal lobes and the limbic cortex and subcortical
structures. This network contains cortices that are the most evolutionarily advanced,
and are critical to executive functioning, memory, and attention (Fig. 1.3-3) functions
that are particularly impaired in persons with schizophrenia. Because these cerebral
areas are well defined, it is possible to investigate their integrity, both with in vivo
neuroimaging techniques and via postmortem neuropathological examinations.
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FIGURE 1.3-3 Cortical and subcortical areas are physically connected into discrete
neural networks that subserve distinct aspects of cognition, affect, and behavior. A
crucial goal of development is the establishment of the correct neural connections to
form these networks. This drawing is a simplification of the multiple pathways
connecting the frontal, parietal, and temporal cortices, areas involved in attention
and memory, and implicated in schizophrenia. The hatched areas reveal inputs from
one thalamic nucleus. (Reprinted with permission from Goldman-Rakic PS: Parallel
distributed networks in primate association cortex. Annu Rev Neurosci 11:143,
1988.)

NEUROIMAGING Imaging the brain with magnetic resonance imaging (MRI) allows
for volumetric measurements of brain structures. In schizophrenia, reductions on the
order of 10 to 15 percent are reported in overall temporal lobe size, in temporal lobe
gray matter, and in specific mesial and lateral temporal lobe structures. Recent MRI

studies suggest subtle volumetric reductions in widespread cortical areas, including

the frontal and parietal secondary association areas, and in the thalamus.

Neuroimaging with single photon emission computed tomography (SPECT) and
positron emission tomography (PET) can investigate the functioning of these brain
regions in vivo. By imaging subjects during tasks, cerebral activity patterns reflect the
functioning of neural networks necessary to perform the tasks. In numerous studies
individuals with schizophrenia show dysfunction within frontal-parietal-temporal
networks, even during different tasks that utilize these cerebral areas. An example is
the Wisconsin Card Sorting Test, an abstract problem-solving test requiring attention
and working memory. Monozygotic twins discordant for schizophrenia underwent
PET blood flow scans while performing this test. In all but one pair the ill twin had
relatively decreased prefrontal cerebral blood flow; the mesial temporal lobe limbic
region in the ill twin was invariably hyperactive. In vivo studies do not speak to when
or how the functional abnormality arose. However, finding functional consequences
in cerebral areas defined as abnormal in neuropathological investigations is essential
to correlate neurodevelopmental abnormalities with the clinical symptoms of
schizophrenia.

NEUROPATHOLOGY Postmortem morphometric studies of brains from patients
with schizophrenia are consistent with in vivo imaging studies. Schizophrenia is
associated with enlarged ventricles and apparently focal decreases in the size of
mesial temporal lobe structures, including the amygdala, hippocampus,



parahippocampal gyrus, and entorhinal cortex. Similarly, reduced neuronal counts
and decreased neuropil have been reported in selected cortical and periventricular
regions. One crucial observation is the lack of gliosis in schizophrenia. A proliferation
of glial cells is seen in most degenerative brain conditions and encephalopathies that
arise after birth. This suggests that whatever causes the brain abnormalities in
schizophrenia does so before the third trimester of gestation, when glial cells
become responsive to injury.

Of considerable interest in understanding the developmental neurobiology of
schizophrenia are studies exploring cortical cytoarchitecture, particularly in the
networks showing in vivo dysfunction. In the entorhinal cortex of individuals with
schizophrenia, heterotopic groups of neurons belonging to layer Il are found
displaced into layer Ill. This may indicate abnormal neuronal migration that results in
heterotopic neuronal islands, and abnormal cytoarchitecture; unfortunately, not all
studies replicate this finding. However, other investigators report reduced numbers of
small neurons and abnormal neuronal aggregates in the anterior cingulate. Layer Il
of the prefrontal cortex of persons with schizophrenia shows reduced numbers of
small neurons and higher densities of pyramidal neurons in layer V.

A neuron-specific stain for nicotinamide-adenine dinucleotide phosphate-diaphorase
(NADPH-d) has been used to study brains from patients with schizophrenia.
NADPH-d-staining cells are seen in cortex and in subcortical white matter and are
likely to be the remnants of subplate neurons. In the prefrontal and lateral temporal
lobe cortex of some patients with schizophrenia these neurons are decreased in the
cortex and its subjacent white matter, but are present in abnormally high numbers in
deeper white matter. This is consistent with the hypothesis of aberrant neuronal
migration in schizophrenia.

CONSEQUENCES OF ABNORMAL CYTOARCHITECTURE The number of studies
exploring the extent, type, and location of cytoarchitectural abnormalities in
schizophrenia is limited. Nevertheless, each positive finding implicates a failure of
neurons assuming the correct laminar location, a process that occurs during the
second trimester of intrauterine brain development. This could reflect a defect not
only in migration, but in the ability to attract the correct afferents or make normal
efferent connections.

If one area of cortex is abnormal, there will be ramifications in the organization and
function of cortical and subcortical areas from which it receives afferents and to
which it sends efferents. Because cortical areas depend on their afferent and
efferent connections to survive cell death, the reports of reduced cell numbers in
schizophrenia could be due to the effects of disordered cortex elsewhere. This is
consistent with the subtle cortical volume reductions found in MRI studies of
schizophrenia.

Not surprisingly, multiple postmortem biochemical and molecular abnormalities are
also associated with schizophrenia. These include mesial temporal lobe
abnormalities of choline acetyltransferase, glutamate decarboxylase, glutamate,
aspartate, serotonin, neurotensin, and substance P. Abnormalities in receptor
subtypes include k-opioid, b-adrenergic, serotonin (5-hydroxytryptamine [5-HT]) type
1A [HT,,], 5-HT,, g-aminobutyric acid (GABA), as well as alterations in glutamate

reuptake sites and adenylate cyclase. In the prefrontal cortex, reported abnormalities



include serotonin reuptake sites and met-enkephalin, 5-HT;, and 5-HT, muscarinic
cholinergic, glutamate and GABA, receptors.

Molecules crucial to normal brain development and postnatal plasticity are being
investigated in schizophrenia. In brains of persons with schizophrenia abnormalities
of NCAM have been reported. GAP-43 is essential for the initial establishment and
reorganization of synaptic connections, and remains high throughout life in the limbic
system and neocortex, areas involved in the processing and storage of information.
In frontal cortex and visual association areas of persons with schizophrenia, levels of
GAP-43 protein are increased, which is perhaps a reflection of the plasticity of inputs
to prefrontal cortex. GAP-43 messenger ribonucleic acid (mRNA), a measure of
intrinsic prefrontal efferent plasticity, is reduced. Levels of synaptophysin also are
reduced; synaptophysin is a synaptic—vesicle-associated protein involved in
neurotransmitter release that is used as a marker of presynaptic terminal density.
Reduced synaptophysin mRNA concentrations are also found in specific regions of
the mesial temporal lobe. Although the precise mechanisms controlling these
molecular changes remain unknown, the results suggest abnormal synaptic
connectivity.

If abnormal brain development causes schizophrenia, why does onset of symptoms
occur in late adolescence or early adulthood? Frontal-lobe-linked networks, which
appear to be dysfunctional in schizophrenia, undergo substantial postnatal
maturation. Schizophrenic symptoms may not appear until a critical network is tested
at a particular time in postnatal maturation. However, it should be noted that
individuals destined to develop schizophrenia showed subtle but significant delays in
early-childhood milestones like walking and speech development. This suggests that
abnormalities are present virtually from birth, but that their clinical manifestations
may vary over time.

EARLY POSTNATAL DEVELOPMENT

The early postnatal years are marked by a rapid maturation of cognitive, social, and
behavioral abilities as infants progress from helplessness to autonomy, and children
and adolescents develop more sophisticated ways of thinking. The information and
abilities acquired by infants, children, and adolescents are staggering. The impact
that these early years have on personality development and behavior is profound,
longlasting, and at times, refractory to treatment interventions. The consequences of
physical or emotional childhood trauma are seen in every psychiatric practice. For
such dramatic cognitive, behavioral, and emotional changes, there must be an
underlying neurobiological substrate. Neuroscience is exploring the structural and
functional foundations of normal postnatal maturation and how it is impacted by the
environment.

Postnatal Cortical Maturation The number of cortical synapses changes
dramatically in early postnatal life. Newborn monkeys have approximately the same
number of synapses as adult monkeys do. Synaptic density increases in the first few
months of life until it is about 40 percent higher than adult values. Synaptic density
remains high until adolescence when it decreases to adult levels, and then remains
fairly constant throughout life. The pruning of cortical synapses appears to involve
primarily excitatory connections. Local circuit interneurons, which are GABAergic,
appear to maintain stable synapses from childhood into adulthood. This suggests



that exuberant excitatory synaptic connections are selectively remodeled into
adultlike connectivity by experience.

The maturation of neuronal structure was investigated by a postmortem examination
of prefrontal cortex from 10 weeks' gestational age through adulthood. Neurons were
stained, and their location and morphology was studied. Distinct cortical areas and
layers assume adult morphology at different rates. The subplate has disappeared by
birth in the visual and somatosensory cortices, but is present in the prefrontal cortex
of the newborn and gradually declines during the first 6 months of life. It may
continue to serve a role in the development of postnatal prefrontal cortico-cortical
projections.

Many neuronal types alter their shape postnatally, corresponding to altered synaptic
connections. In several cortical layers in the prefrontal cortex and other association
cortices, pyramidal neurons continue dendritic outgrowth and spine formation
throughout the first 2 postnatal years. Pyramidal neurons in layers Ill and V of the
prefrontal cortex may not develop adultlike dendritic fields until adolescence. The
pyramidal neurons of layer Il are a major source of cortico-cortical connections, and
they show intensive spine growth during early childhood, possibly as targets of
thalamocortical and cortico-cortical fibers. Similarly, the interneurons that modulate
pyramidal neurons show postnatal changes.

Implications for Psychiatry The continued maturation of prefrontal cortex in early
life offers ample opportunities for childhood experience to permanently shape the
cortex that controls thought, behavior, and mood. At a gross level, if the processes
governing synaptic remodeling and maturation go awry, severe conditions can occur.
Fragile X syndrome, the second most common inherited form of mental retardation,
is associated with abnormal synapses. Individuals with fragile X show thin, elongated
dendritic spines with smaller synaptic contacts, much like the appearance of
immature synapses during normal neocortical development. However, environmental
input to otherwise normal cortex can also produce dramatic changes in cortical
structure and function.

Environmental Effects on Cortical Connections During early life the cortex is
fine-tuning its connections dependent on patterns of neural activity caused by
environmental input. An example is human infants with congenital cataracts. The
cataracts must be removed before 4 to 6 months of age, or permanent visual
impairment results. Also, if strabismus is not corrected by about 7 years of age, the
squinting eye is permanently visually handicapped. The timing of these critical
periods corresponds with the normal timing of exuberant synapse elimination. In the
human visual cortex, synapse elimination begins at about 6 months and is complete
by age 6 or 7 years.

The impact of left-hemisphere damage on language development reveals an
analogous process. If the brain damage occurs before 8 years of age, language
development may recover and seem normal; after 8 years of age, aphasia results.
These clinical examples illustrate that the availability of exuberant synapses
facilitates functional plasticity. Similarly, normal cortical language representation can
be visualized using functional MRI. Individuals who learned two languages during
infancy show similar cortical activity when exposed to either language. In contrast,
individuals who learned a second language in early adulthood show distinct Broca's
area representations of the native and second languages. This illustrates how



cortical organization and plasticity is dependent on the time of the environmental
influence. However, to more fully understand the mechanisms underlying this
plasticity requires experimental animal models.

David Hubel and Torsten Wiesel described the impact of environmental
manipulations on the visual system in cats and monkeys. Analogous to humans,
there is a critical period during visual cortical development during which the cortex is
exquisitely sensitive to changes in environmental input. Once the critical period
passes, cortical abnormalities are irreversible. In contrast, adult visual cortex is much
less sensitive to environmental input; a year of monocular lid closure in an adult cat
leads to no detectable cortical effects. If one eyelid is sutured during the critical
period, there is little visual input from that eye; if the eye is opened later, vision
remains permanently impaired. This is reflected cortically by reduced representation
from the sutured eye and expanded representation from the open eye (Fig. 1.3-4). In
the lateral geniculate nucleus, the synaptic waystation between the retina and visual
cortex, there is profound atrophy in the geniculate layers receiving input from the
covered eye. In the visual cortex, the terminals from visually deprived afferents are
smaller, have fewer mitochondria, and make immature-appearing synapses.
GAP-43, a molecule implicated in axonal connectivity, has its highest expression in
primary visual cortex during the critical period as synapses are remodeled.

FIGURE 1.3-4 Early postnatal environmental inputs dramatically alter cortical
structure. The top picture (A) shows an autoradiograph from layer IV of the primary
visual cortex of a normal monkey. The light areas reveal inputs from one eye; the
dark bands are inputs from the other eye. Equal cortical representation from both
eyes is evident. Picture B, an autoradiograph from a monkey whose right eye was
closed during infancy, illustrates what happens after monocular deprivation. Note the
marked expansion of the light areas, and the shrinkage of the dark bands. The light
areas are the inputs from the eye that was open during the experiment. (Reprinted
with permission from LeVay S, Wiesel TN, Hubel DH: The development of ocular
dominance columns in normal and visually deprived monkeys. J Comp Neurol
191:11, 1980.)

If kittens are deprived of visual input altogether, compensatory changes are seen in
the visual areas; there are now neurons that respond to auditory and somatosensory
stimulation. Within altered cortex there are alterations in the concentration of



serotonin, dopamine, norepinephrine, glutamate, and acetylcholinesterase. This
demonstrates that the morphological synaptic, and molecular plasticity of the critical
period is crucial for normal cortical connectivity and functioning.

Strabismus has also been experimentally induced in cats and monkeys by unilateral
ablation of one extraocular muscle. Although these animals are born with a normal
CNS, the abnormal visual input and neural activity induced by strabismus causes
structural CNS changes. The morphology of retinogeniculate axons is altered, with
smaller arbors and fewer boutons compared to normal. The lateral geniculate
nucleus contains smaller neuronal cell bodies. The anatomical organization of the
visual cortex is also altered with a reduction in the proportion of cells that respond to
binocular input and a loss of the normal orientation selectivity.

Early environmental manipulations may also impact higher cognitive functioning. This
has been elegantly explored in a series of experiments investigating monkey visual
recognition memory. Visual recognition memory is the ability to see an object and to
consciously remember having seen it before. This capacity requires the interaction of
visual pathways and the limbic system. In adult monkeys, area TE is critical for this
interaction. Area TE is a cortical region on the lateral temporal lobe that receives
projections from multiple visual areas in prestriate cortex, and sends direct and
indirect projections to the amygdala, perirhinal cortex, and hippocampus. Adult
lesions in area TE significantly impair visual recognition memory.

In contrast, infant lesions in area TE leave visual recognition memory intact. This
sparing of function is explained by the enhanced plasticity of the immature brain that
results from the redundancy of connections. In infants, normally transient projections
distribute memory functions throughout several visual association areas. During
normal maturation, visual memory becomes more localized to area TE as projections
to other areas retract. In animals with TE lesions during infancy, these immature
projections are maintained. Moreover, visual areas not normally involved in
recognition memory take over that function after early TE lesions. These findings
offer evidence for substantial remodeling of cognitive neural networks in response to
early environmental manipulations. Additionally, the observation that a specific set of
neural connections involved in memory processing normally regresses after infancy
has potentially fascinating implications for understanding phenomena such as
infantile amnesia.

Critical Periods for Cognition and Emotion The importance of critical periods
does not apply solely to visual and language cortices. It has stunning implications for
how early childhood experiences can leave brain traces that affect brain function and
behavior throughout adult life. Just as visual cortex is shaped by experience, neural
systems subserving cognition and affect may be equally impacted. For example,
animals reared in complex environments have a greater width of the cortical mantle
with increased dendritic arborizations, increased numbers of synapses per neuron,
and longer postsynaptic densities compared to animals reared in standard cages.
Early postnatal environmental manipulations result in long-lasting changes in
hippocampal and prefrontal cortical glucocorticoid receptors, which may permanently
alter an animal's stress response.

Early brain manipulations can also have delayed effects on the regulation of
neurochemical systems implicated in adult-onset psychiatric illness. For example,
scientists have recently shown that neonatal rat pups who undergo a hippocampal



lesion during the first week of life appear relatively normal during their equivalent of
childhood. However, during early adulthood they manifest dramatically abnormal
behavioral responses to environmental and pharmacological stresses. Antipsychotic
medications ameliorate some of these abnormal responses. The abnormalities
appear to be modiated by rewiring of the connections involved in the regulation of
mesolimbic dopaminergic function. Rats with this developmental lesion have been
studied as a potential animal model of a number of phenomena associated with
schizophrenia.

Behavioral studies in monkeys have shown that early childhood experience can have
a profound impact on adult adaptation, especially in the context of social stress.
When infant monkeys are removed from their mothers, even for relatively brief
periods, their tolerance for stress during adulthood may be reduced. Moreover, the
genetic tendency of an animal to be stress sensitive interacts with maternal
separations. If a monkey is innately hyperresponsive to environmental stress,
childhood maternal separation leads to exaggerated stress responses as an adult.
Recently, the molecular consequences of early stress are being identified. In rats,
variations in maternal behavior predict alterations in the expression of synaptic
markers in the brain of adult animals. Thus, animal studies suggest that early
environmental influences have a permanent impact on underlying cerebral structure
and function.

In humans, there is evidence that early environmental stimulation, even before
preschool, improves learning with an effect that lasts for years. Preliminary work
suggests that children who have survived global environmental neglect may have
underdevelopment of cerebral structures. Similarly, children exposed to chronic
trauma have behavioral impulsivity, cognitive distortions, and difficulties with
cognitive organization. These children also evidence an array of physiological
abnormalities, including hyperarousal, an increased startle response, sleep
difficulties, and affect-regulation problems. The plasticity of postnatal cerebral
systems provides a neurobiological explanation for the major impact that childhood
experiences have on adult functioning. It also offers a substantial opportunity for
early childhood therapeutic interventions in vulnerable populations.

NEURONAL PLASTICITY

Synaptic plasticity is a property of adult as well as developing or young cortex, and
reflects how synaptic strength changes with experience. Its relevance to psychiatry is
seen in the course of the illnesses psychiatrists treat. Clinical research supports the
notion that psychiatric illnesses progress and become more refractory to treatment
over time. This has been demonstrated most clearly in bipolar disorders and
schizophrenia. The expression or severity of an illness changing over time implies an
underlying change in the neurobiology of the illness. Neuroscience studies of
learning and memory have helped to illuminate the plasticity of adult cortex, which
can be used as a blueprint for brain changes associated with psychiatric illnesses.
What evidence is there for structural brain changes with learning?

Cortical Remodeling Human functional neuroimaging studies demonstrate changes
in neural activity patterns as a behavior or a response is learned. In nonhuman
primates, this can be investigated by recording the firing pattern of cortical neurons.
When an adult monkey learns a task, its behavior reflects alterations of neuronal
firing patterns distributed in the cortical regions involved in the task. An altered



neuronal firing pattern can lead to cortical remodeling; for example, if an adult
monkey attends to a tactile stimulus to its finger, the cortical representations from
that digit increase.

How can neuronal firing patterns lead to a remodeled cortex? Short-term changes, or
memory, result from the strengthening of existing synapses. This occurs via the
covalent modification of existing proteins after the activation of second-messenger
systems. Long-term memory requires neuronal gene expression and protein
synthesis, resulting in the growth of new synaptic connections (Fig. 1.3-5).
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FIGURE 1.3-5 Neurons show plasticity associated with learning and experience. This
drawing is of identified neurons from the sea slug Aplysia. The sensory neuron and
motor neuron are responsible for a behavior that can be observed. The control panel
(A) represents the synaptic connections in an untrained animal. After learning trials
the number of synaptic connections increases, as demonstrated in B. (Reprinted
with permission from Kandel ER: Genes, nerve cells, and the remembrance of things
past. J Neuropsychiatry Clin Neurosci 1:118, 1989.)

Long-Term Potentiation (LTP) Learning is being actively explored in mammals,
using a model called long-term potentiation in which a prolonged excitatory stimulus
delivered to presynaptic hippocampal neurons leads to a long-lasting increased
response in postsynaptic neurons. Somehow, the postsynaptic neuron senses the
coincidence between its own and presynaptic activity and sends a signal back to
concurrently active presynaptic inputs to selectively increase their strength.

Neurotransmitters modulate the changes associated with learning and synaptic
strengthening. Dopamine is a good candidate as a neuromodulator in the
hippocampus, because late LTP can be blocked by dopamine type 1 receptor (D,)

antagonists. Acetylcholine and norepinephrine probably play major roles in
facilitating cortical plasticity, and serotonin plays a role in invertebrate systems.

LTP involves several phases. Initially, presynaptic stimulation leads to a transient
increase in postsynaptic calcium. The increase in intracellular calcium leads to a brief
presynaptic increase in neurotransmitter release. However, calcium returns to resting
levels within minutes; therefore long-lasting changes in synaptic strength involve



additional processes in the presynaptic and postsynaptic neurons.

The signal that goes from the postsynaptic to the presynaptic neuron is still being
explored, although it may involve nitric oxide. The signal activates second
messengers presynaptically, which induce autonomous protein kinase activation.
Protein kinases are enzymes that phosphorylate multiple substrates, altering their
functioning, altering neuronal physiology, and increasing synaptic strength. When
protein kinases become autonomously activated, they are independent of the second
messenger. This explains how a short-lived increase in second messengers results
in longer-lasting changes in synaptic strength.

Protein kinases involved in LTP include protein kinase C (PKC),
calcium/calmodulin-dependent kinase Il (CaMKII), the cyclic adenosine
monophosphate (CAMP) dependent protein kinase (PKA), and protein tyrosine
kinase (PTK). Substrates for phosphorylation implicated in long-term potentiation
include GAP-43 for PKC, the glutamate receptor by CaMKIl, and synaptophysin, the
nicotinic acetylcholine receptor, and the glutamate receptor by PTKs.
Phosphorylating GAP-43 may increase presynaptic neurotransmitter release; it also
is associated with inducing a neuronal state of growth and synaptic sprouting.

Following activation of protein kinases, LTP depends on RNA transcription and
protein synthesis and cAMP plays a central role in this process. cCAMP
concentrations increase in LTP due to calcium and calmodulin stimulation of adenylyl
cyclase, the enzyme that produces cAMP. Additionally, D, and D; receptors are

coupled to a G protein that increases cAMP concentration when activated.

cAMP concentration is crucial to LTP because of its effect on gene transcription.
There is a cAMP response element (CRE), which when phosphorylated activates
gene transcription. The mRNAs of several CRE-linked genes, including the
immediate early gene c-fos, increase during long-term potentiation. The synaptic
remodeling underlying learning depends on gene expression.

Learning and Gene Expression Immediate early genes (IEG) encode nuclear
regulatory proteins that cause stable alterations in the transcription of late genes.
Triggering IEG expression can lead to a cascade of gene transcription and synaptic
remodeling. In addition to LTP IEGs are implicated in more behaviorally relevant
learning paradigms. One-day-old chicks learn to avoid a bitter-tasting bead after a
single training exposure. Training induces the IEGs c-fos and c-jun in certain brain
regions. After c-fos and c-jun induction, there is enhanced synthesis of a variety of
proteins, and increased fucosylation of membrane glycoproteins, including NCAM.
Structurally, training results in a 60 percent increase in the density of dendritic
spines, increases in synaptic number, and a 60 percent increase in the numbers of
synaptic vesicles per synapse. The net result is synaptic remodeling, with active
synapses showing increased numbers of boutons.

GAP-43 is another molecule important in adult cortical plasticity. In the neocortex of
adult humans and nonhuman primates, GAP-43 remains present in limbic and
associative areas, suggesting that these areas continue to undergo structural
changes associated with learning and memory. Even when networks are formed, the
precise connections within them remain responsive to environmental input. The
guiding principle, both in final synaptic selections in development and in adult cortical



plasticity is summed up in the adage “neurons that fire together wire together.”

Implications for Psychiatry Because psychiatric illnesses are thought to be
associated with a pattern of neuronal activity, this activity may result in a type of
learning that strengthens activity patterns representing the ill state. If the principle
“neurons that fire together wire together” operates in psychiatric illnesses, this
predicts that, if untreated, psychiatric illnesses would somehow become more
entrenched neurobiologically and perhaps become more refractory to treatment.
Alternatively, episodes of illness could become more frequent or more severe.

Progression of lliness In schizophrenia, the longer a person goes without seeking
treatment, the more refractory the illness becomes, requiring more time on and
higher doses of medication before symptoms remit. Similar observations are true of
mood disorders. Most patients who have one episode of a mood disorder will have
repeat episodes, and, especially in bipolar disorder, the intervals between episodes
may become shorter. Although the initial episodes of mood disorders are often
associated with stressors, later episodes can arise spontaneously. These
observations support the hypothesis that the neurobiological underpinnings of these
disorders are dynamic, changing with time and as a result of cortical remodeling.

Two experimental models have been used to explain the progression of bipolar
disorder. One is kindling, in which electrical current in the amygdala induces seizures
in rats. After a number of current-induced seizures, spontaneous epilepsy develops
in the absence of stimulation. The second is stimulant-induced sensitization, where
an animal shows greater behavioral changes to a consistent amount of stimulant
after repeated exposures. In both these models, the environmental manipulations
rapidly activate neurotransmitter pathways, and over the long term, also activate
gene expression, including of c-fos. The abnormal neural activity induced by
seizures results in axonal growth and synaptic reorganization in limbic structures,
analogous to the changes seen in memory.

Treatment Implications The clinical implications of these models are critical.
Neuroscience predicts that preventing subsequent episodes of a major psychiatric
illness will positively alter the course of the disorder. This argues that
pharmacological prophylaxis is essential. There is supporting evidence in this regard
for schizophrenia, major depression, and bipolar disorder. However, there is ample
room to speculate about parallel neurobiological processes in posttraumatic stress
disorder, obsessive-compulsive disorder, panic disorder, and substance-related
disorders.

Additionally, if abnormal cellular processes contribute to the etiology of major
psychiatric disorders, how do pharmacological interventions normalize these
processes? Are medications effective only because of their neurotransmitter receptor
profiles? Or do they influence second-messenger systems, gene transcription, and
protein translation, as in learning? The time course of pharmacological efficacy
suggests that medications do not merely affect neurotransmitters, but also alter
underlying cellular functioning. Dopamine, norepinephrine, acetylcholine, glutamate,
and opiates have all been associated with changing gene expression.

Not surprisingly, antipsychotic medications induce the expression of c-fos and c-jun.
In rats, the short-term administration of clinical doses of antipsychotic agents, such
as haloperidol (Haldol), clozapine (Clozaril), and olanzapine (Zyprexa) induce c-fos



in the nucleus accumbens. Antipsychotic agents that clinically cause extrapyramidal
symptoms (e.qg., haloperidol) also induce c-fos in the dorsal striatum. Clozapine,
which clinically does not cause extrapyramidal adverse effects, does not induce c-fos
in this region. This suggests that extrapyramidal and antipsychotic effects can be
dissociated in terms of their respective molecular neuroanatomies. Antidepressant
treatments increase intracellular phosphorylation of cAMP-responsive proteins (e.g.,
CRE) that lead to transcription of specific genes. One of these genes, brain-derived
neurotrophic factor, has also been implicated in neuronal plasticity and may play a
role in the potential restitutive effects of treatment with antidepressant medications.

These recent observations on the intracellular effects of psychiatric medications have
potentially far-reaching implications for the understanding of mental illness and
approaches to their treatments. The traditional view that psychiatric medications can
be characterized by their actions at synapses where they bind to cell surface
proteins (e.g., receptors) is yielding to a more enlightened vision that the synapse is
only the tip of the iceberg of cellular function and plasticity that is of relevance to
psychiatry.

SUGGESTED CROSS-REFERENCES

Functional neuroanatomy is discussed in Section 1.2, perception and cognition in
Section 3.1, and psychopharmacology in Chapter 31.
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CHAPTER 1. NEURAL SCIENCES

1.4 MONOAMINE NEUROTRANSMITTERS

LAURENCE H. TECOTT M.D., PH.D.

Anatomy of Monoamine Systems

Monoamine Synthesis, Storage, and Degradation
Receptors

Suggested Cross-References

Historically the monoamine neurotransmitters and acetylcholine have been strongly
implicated in the etiology and treatment of a wide variety of neuropsychiatric
disorders. The monoamines serotonin, norepinephrine, dopamine, and histamine are
widely distributed throughout the central nervous system (CNS). The activity of each
monoamine neurotransmitter system modulates multiple neuronal pathways that
mediate diverse behavioral and physiological processes. Conversely, each CNS
function is regulated by multiple interactive neurotransmitter systems. In light of this
complexity, determining the mechanisms through which monoamine systems impact
the etiology and treatment of psychiatric disorders poses a major challenge.
Advances in molecular neurobiology provide powerful new tools to aid in this
endeavor. Molecular cloning studies have led to the identification and functional
characterization of gene products that contribute to monoaminergic transmission,
such as monoamine receptors, transporters, and synthetic and degradative
enzymes. More recently, these genes have provided targets for powerful techniques
that enable the precise introduction of mutations into the mouse genome. Thus, the
functional consequences of perturbing gene function may be examined in the context
of the intact, behaving organism. The molecular cloning of genes involved in
monoaminergic transmission has also led to the identification of allelic variants of
human genes, which raises the intriguing prospect that the inheritance of particular
variants may contribute to disease susceptibility and to the efficacy of therapeutic
agents.

ANATOMY OF MONOAMINE SYSTEMS

The anatomical organization of monoaminergic systems shares a number of
common features. Monoaminergic systems are strikingly divergent: monoaminergic
cell bodies are generally found in aggregates located in a few restricted subcortical
brain regions. Individual monoaminergic neurons typically possess long and
extensively branched axonal processes, innervating a large number of postsynaptic
cells. This organization may permit monoaminergic systems to exert control in a
coordinated manner over diverse brain regions. The actions of monoamines in
particular brain areas are determined not only by the extent of monoamine
innervation, but also by the receptor subtypes expressed in these regions.
Monoaminergic receptors are diverse with regard to their regional and synaptic
localization within the brain, and to the intracellular signaling systems to which they
couple. This receptor diversity provides a means through which a single signaling



molecule may produce effects that vary in different postsynaptic neurons.

Serotonin Although approximately one in a million brain neurons are serotonergic,
serotonin systems influence CNS activity at all levels of the neuraxis. Serotonergic
neurons are clustered in midline raphe nuclei of the midbrain, pons, and medulla.
These neurons project extensively throughout the brain and descend to the spinal
cord (Fig. 1.4-1). The majority of the serotonergic innervation of the forebrain arises
from the dorsal and median raphe nuclei of the midbrain. Ascending projections from
these nuclei course through the medial forebrain bundle before diverging to many
target regions. Whereas the median raphe nucleus provides the majority of the
serotonergic innervation of the limbic system, the dorsal raphe nucleus provides the
primary innervation of the striatum and thalamus. In addition to the differences in
target areas innervated by the median raphe and dorsal raphe, structural differences
in the axonal projections from these nuclei have been observed. Whereas fibers from
the dorsal raphe are fine, with small vesicle-containing swellings called varicosities,
median raphe axons are beaded, with large spherical varicosities. These axons show
differential sensitivity to the neurotoxic effects of the amphetamine analog
3,4-methylene-dioxymethamphetamine (MDMA, “ecstasy”). This agent produces a
selective loss of fine axons while sparing the larger beaded projections derived from
the median raphe. The significance of the morphological differences in these
projection fibers remains to be determined. Both types of fibers are found in the
neocortex, which receives a rich serotonergic innervation derived from both nuclei.
The divergent nature of serotonergic projections is illustrated by this innervation; it
has been estimated that each serotonergic neuron may influence 500,000 target
neurons. Furthermore, each cortical neuron may be associated with over 200
serotonergic varicosities, which provides a means through which serotonin could
affect widespread and coordinated modulation of cortical function. The caudal raphe
serotonergic neurons project to the medulla, cerebellum, and spinal cord.

FIGURE 1.4-1 Brain serotonergic pathways (in rats). Serotonergic neurons are
located in brainstem midline raphe nuclei and project throughout the neuraxis. (There
is an approximate similarity between monoamine pathways in rats and in humans.)
Abbreviations: AMG, amygdala; BFC, basal forebrain complex; CBM, cerebellum; cc,
corpus callosum; CP, caudate putamen; CRN, caudal raphe nuclei; CTX, neocortex;
DR, dorsal raphe nucleus; HI, hippocampus; HY, hypothalamus; LC, locus ceruleus;
LTN, lateral tegmental noradrenergic nuclei; MPC, mesopontine complex; MR,
median raphe nucleus; NAc, nucleus accumbens; OB, olfactory bulb; PFC, prefrontal
cortex; PI, pituitary; SNC, substantial nigra pars compacta; TE, tectum; TH,
thalamus; TM, tuberomammillary nucleus of hypothalamus; VTA, ventral tegmental



area.

Dopamine Dopamine neurons are more widely distributed than those of other
monoamines, residing in the midbrain substantia nigra and ventral tegmental area,
and in the periaqueductal gray, hypothalamus, olfactory bulb, and retina. Of
particular relevance are three dopamine containing systems: (1) the nigrostriatal, (2)
mesocorticolimbic, and (3) tuberohypophyseal system (Fig. 1.4-2). The nigrostriatal
dopamine system has been the most extensively studied of the dopaminergic
pathways. Dopamine cell bodies located in the pars compacta division of the
substantia nigra send ascending projections to the dorsal striatum, particularly the
caudate and putamen. This projection modulates motor function, as highlighted by
the motor disturbances of Parkinson's disease, a disorder characterized by
degeneration of the nigrostriatal system. In addition, the extrapyramidal adverse
effects of antipsychotic drugs are believed to result from the blockade of striatal
dopamine receptors.

O

FIGURE 1.4-2 Brain dopaminergic pathways (in rats). The three principal
dopaminergic pathways: (1) nigrostriatal pathway, (2) mesocorticolimbic pathway,
and (3) tuberohypophyseal pathway.

The midbrain ventral tegmental area lies medial to the substantia nigra and contains
dopaminergic neurons that give rise to the mesocorticolimbic dopamine system.
These neurons send ascending projections that innervate limbic structures, such as
the nucleus accumbens and amygdala, as well as associated cortical structures,
particularly the prefrontal cortex. The mesoaccumbens projection is believed to
regulate the rewarding properties of a wide variety of stimuli, including drugs of
abuse. The mesocortical projection is believed to be a major target for the
antipsychotic properties of dopamine receptor antagonist drugs. In this regard, the
decreased predisposition of clozapine (Clozaril) to produce extrapyramidal adverse
effects has been attributed to relatively selective actions on the mesocortical system.
The tuberohypophyseal system consists of dopaminergic neurons in the
hypothalamic arcuate and periventricular nuclei, and their projections to the pituitary
gland. These projections provide inhibitory regulation of prolactin release. The



administration of dopamine receptor antagonist antipsychotic drugs may lead to a
disinhibition of release, resulting in galactorrhea.

Norepinephrine and Epinephrine Norepinephrine-producing neurons are found in
the pons and medulla, in two major clusterings: the locus ceruleus and the lateral
tegmental noradrenergic nuclei (Fig. 1.4-3). Noradrenergic projections from both
these regions ramify extensively as they project throughout the neuraxis. In humans
the locus ceruleus is found in the dorsal portion of the caudal pons, and contains
approximately 12,000 tightly packed neurons on each side of the brain. These cells
provide the major noradrenergic projections to the neocortex, hippocampus,
thalamus, and midbrain tectum. The activity of locus ceruleus neurons varies with
the sleep/wake cycle and is responsive to sensory stimuli, indicating a role for this
structure in arousal state and vigilance. The projections from lateral tegmental
noradrenergic nuclei neurons, which are loosely scattered throughout the ventral
pons and medulla, partially overlap with those of the locus ceruleus. Fibers from both
cell groups innervate the amygdala, septum, and spinal cord. Other regions, such as
the hypothalamus and lower brainstem, receive adrenergic inputs predominantly
from the lateral tegmental noradrenergic nuclei. The relatively few neurons that
utilize epinephrine as a neurotransmitter are located in the caudal pons and medulla,
intermingled with noradrenergic neurons. Projections from these groups ascend to
innervate the hypothalamus, locus ceruleus, and visceral efferent and afferent nuclei
of the midbrain.

FIGURE 1.4-3 Brain noradrenergic pathways (in rats). Projections of noradrenergic
neurons located in the locus ceruleus and lateral tegmental noradrenergic nuclei.

Histamine Central histaminergic neural pathways have only recently been
characterized by immunocytochemistry using antibodies to the synthetic enzyme
histidine decarboxylase and to histamine. Histaminergic cell bodies are located
within the tuberomammillary nucleus of the posterior hypothalamus. As with other
monoaminergic systems, histaminergic fibers project diffusely throughout the brain
and spinal cord (Fig. 1.4-4). Ascending projections course with other monoaminergic
fibers in the medial forebrain bundle, and descending projections travel through the
midbrain central gray to the dorsal hindbrain and spinal cord. The fibers have
varicosities that are seldom associated with classical synapses. The hypothalamus
receives the densest histaminergic innervation, consistent with a role for this



transmitter in the regulation of autonomic and neuroendocrine processes.

FIGURE 1.4-4 Brain histaminergic pathways (in rats). Histaminergic neurons are
located in the tuberomammillary nucleus of the caudal hypothalamus and project to
the hypothalamus and more distant brain regions.

Acetylcholine The axonal processes of cholinergic neurons may either project to
distant brain regions (projection neurons) or contact local cells within the same
structure (interneurons). Two large clusters of cholinergic projection neurons are
found within the brain: the basal forebrain complex and the mesopontine complex
(Fig. 1.4-5). The basal forebrain complex provides the vast majority of the cholinergic
innervation to the nonstriatal telencephalon. It consists of cholinergic neurons within
the medial septal nucleus, the nucleus of the diagonal band, the substantia
innominata, the preoptic field, and the nucleus basalis of Meynert. In Alzheimer's
disease the majority of nucleus basalis neurons are lost, leading to substantial
impairments in the cortical cholinergic innervation. These impairments are believed
to contribute to the symptoms of the disease and to correlate with the severity of
dementia. The mesopontine complex consists of cholinergic neurons within the
pedunculopontine and laterodorsal tegmental nuclei of the midbrain and pons.
Regions innervated by these projections include the lateral hypothalamus, thalamus,
tectum, substantia nigra, raphe nuclei, locus ceruleus, and cranial nerve nuclei.
Acetylcholine is also found within interneurons of several brain regions, including the
striatum. The modulation of striatal cholinergic transmission has been implicated in
the antiparkinsonian actions of anticholinergic agents. Within the periphery,
acetylcholine is a prominent neurotransmitter, located in preganglionic autonomic
neurons, postganglionic parasympathetic neurons, and motoneurons innervating
skeletal muscle.



FIGURE 1.4-5 Brain cholinergic projection pathways (in rats). The majority of
cholinergic projection neurons are located in the basal forebrain complex and the
mesopontine complex.

MONOAMINE SYNTHESIS, STORAGE, AND DEGRADATION

In addition to similarities in neuronal organization, monoaminergic systems are
similar with regard to their synthesis, storage, and degradation (Fig. 1.4-6).
Monoamines are synthesized within neurons from common amino acid precursors
(Fig. 1.4-6, Step 1) and taken up into synaptic vesicles via a vesicular monoamine
transporter (Fig. 1.4-6, Step 2). Upon stimulation, vesicles within nerve terminals
release neurotransmitter into the synaptic cleft (Fig. 1.4-6, Step 3). Once released,
the monoamines interact with postsynaptic receptors to alter the excitability of
postsynaptic cells (Fig. 1.4-6, Step 4). Monoamines may also interact with
presynaptic autoreceptors located on the nerve terminal to suppress further release
(Fig. 1.4-6, Step 5). In addition, released monoamines may be taken back up from
the synaptic cleft into the nerve terminal by plasma membrane transporter proteins
(Fig. 1.4-6, Step 6). Reuptake plays an important role in limiting the magnitude and
duration of action of synaptically released monoamines. Once monoamines are
taken up, they may be subject to enzymatic degradation (Fig. 1.4-6, Step 7) or they
may be protected from degradation by uptake into vesicles. The processing of
acetylcholine differs from this scheme, and is described below.
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FIGURE 1.4-6 Schematic diagram of monoaminergic synapse. Steps involved in



synaptic transmission are described in the text.

Serotonin The CNS contains less than 2 percent of the serotonin in the body;
peripheral serotonin is located in platelets, mast cells, and enterochromaffin cells of
the gastrointestinal system. Despite the abundance of peripheral serotonin, its
inability to cross the blood-brain barrier necessitates the synthesis of serotonin within
the brain. Serotonin is synthesized from the amino acid tryptophan, which is derived
from the diet. The rate-limiting step in serotonin synthesis is the hydroxylation of
tryptophan by the enzyme tryptophan hydroxylase to form 5-hydroxytryptophan (Fig.
1.4-7). Under normal circumstances this enzyme is not saturated by substrate, so
tryptophan concentration can impact the rate of serotonin synthesis; therefore much
attention has focused on the factors that determine tryptophan availability. Unlike
serotonin, tryptophan is taken up into the brain via a saturable active carrier
mechanism. Because tryptophan competes with other large neutral amino acids for
transport, brain uptake of this amino acid is determined both by the amount of
circulating tryptophan and by the ratio of tryptophan to other large neutral amino
acids. This ratio may be elevated by carbohydrate intake, which induces insulin
release and the uptake of many large neutral amino acids into peripheral tissues.
Conversely, high-protein foods tend to be relatively low in tryptophan, thus lowering
this ratio. The administration of specialized low-tryptophan diets has been found to
produce significant declines in brain serotonin levels. Following tryptophan
hydroxylation, 5-hydroxytryptophan is rapidly decarboxylated by aromatic amino acid
decarboxylase to form serotonin.

FIGURE 1.4-7 Synthesis and catabolism of serotonin.

The first step in the degradation of serotonin is mediated by monoamine oxidase
(MAO) type A. A (MAO,), which oxidizes the amino group to form an aldehyde.
MAOQ, is located in mitochondrial membranes and is nonspecific in its substrate
specificity; in addition to serotonin, it oxidizes norepinephrine. The elevation of
serotonin levels by MAO inhibitors (MAOIS) is believed to underlie the antidepressant
efficacy of these drugs. Following oxidation by MAG,, the resulting aldehyde is



further oxidized to 5-hydroxyindoleacetic acid (5-HIAA).

Catecholamines The catecholamines are synthesized from the amino acid tyrosine,
which is taken up into the brain via an active transport mechanism (Fig. 1.4-8).
Within catecholaminergic neurons, tyrosine hydroxylase catalyzes the addition of a
hydroxyl group to the meta position of tyrosine, yielding dopa. This rate-limiting step
in catecholamine synthesis is subject to inhibition by high levels of catecholamines
(end-product inhibition). Because tyrosine hydroxylase is normally saturated with
substrate, manipulation of tyrosine levels does not readily impact the rate of
catecholamine synthesis. Once formed, dopa is rapidly converted to dopamine by
dopa decarboxylase, which is located in the cytoplasm. It is now recognized that this
enzyme acts not only on dopa, but on all naturally occurring aromatic I-amino acids,
including tryptophan. Thus, this enzyme is more accurately termed aromatic amino
acid decarboxylase. In noradrenergic and adrenergic neurons, dopamine is oxidized
in catecholaminergic vesicles by dopamine b-hydroxylase to form norepinephrine.
This promiscuous enzyme will oxidize most phenylethylamines, producing
metabolites that may replace norepinephrine at nerve terminals. These metabolites
may act as false neurotransmitter, producing minimal postsynaptic effects. In
adrenergic neurons, norepinephrine is converted to epinephrine by
phenylethanolamine N-methyltransferase (PNMT), which is located within the
cytoplasmic compartment.

FIGURE 1.4-8 Synthesis of catecholamines.

Two enzymes that play major roles in the degradation of catecholamines are
monoamine oxidase and catechol O-methyltransferase (COMT). Monoamine oxidase
is located on the outer membrane of mitochondria and oxidatively deaminates
catecholamines to their corresponding aldehydes. Two MAO isozymes with differing
substrate specificities have been identified: MAO,, which preferentially deaminates

serotonin and norepinephrine, and MAO type B (MAGg), which deaminates

dopamine, histamine, and a broad spectrum of phenylethylamines. The blockade of
monoamine catabolism by MAOQOIs produces elevations in brain monoamine levels.
MAO is also found in peripheral tissues such as the gastrointestinal tract and liver,
where it prevents the accumulation of toxic amines. MAO inhibitors may produce
adverse effects by elevating the levels of these peripheral amines. For example,
peripheral MAO degrades dietary tyramine, an amine that can displace



norepinephrine from sympathetic postganglionic nerve endings, producing
hypertension. Thus, patients treated with MAOIs are cautioned to avoid pickled and
fermented foods that typically have high levels of this amine. COMT is widely
distributed throughout the brain and peripheral tissues. It has a wide substrate
specificity, catalyzing the transfer of methyl groups from S-adenosyl methionine to
the m-hydroxyl group of most catechol compounds. The catecholamine metabolites
produced by these and other degradative enzymes are frequently measured as
indicators of the activity of catecholaminergic systems. In humans the predominant
metabolites of dopamine and norepinephrine are homovanillic acid (HVA) and
3-methoxy-4-hydroxyphenylglycol (MHPG), respectively.

Histamine As is the case for serotonin, the brain contains only a small portion of the
histamine found in the body. Histamine is distributed throughout most tissues of the
body, predominantly in mast cells. Because it does not readily cross the blood-brain
barrier, histamine is believed to be synthesized within the brain where it is formed by
the decarboxylation of the amino acid histidine by a specific histidine decarboxylase.
As this enzyme is not normally saturated with substrate, histamine synthesis is
sensitive to histidine levels, which is consistent with the observation that the
peripheral administration of histidine elevates brain histamine levels. Histamine is
metabolized in the brain by histamine methyltransferase, producing methylhistamine;
in turn, methylhistamine undergoes oxidative deamination by MAOg.

Acetylcholine Acetylcholine is synthesized by the transfer of a methyl group from
acetyl coenzyme A to choline in a reaction mediated by choline acetyltransferase
(CAT). Choline availability is the rate-limiting factor in acetylcholine synthesis. The
majority of choline within the brain is transported from the blood, and a high-affinity
transport mechanism exists within cholinergic nerve terminals, where CAT is also
found. The rate of choline transport is regulated such that increased cholinergic
neural activity is associated with enhanced choline uptake. Following synthesis,
acetylcholine is stored in synaptic vesicles through the action of a vesicular
acetylcholine transporter. Following vesicular release into the synaptic cleft,
acetylcholine is rapidly hydrolyzed to choline by acetylcholinesterase located in the
synaptic cleft. Choline is then taken back into the presynaptic terminal via the choline
transporter. One strategy in the treatment of dementia due to Alzheimer's disease is
the augmentation of cholinergic transmission using cholinesterase inhibitors, such as
tacrine (Cognex).

Plasma Membrane Transporters A great deal of progress has been made in the
molecular characterization of the monoamine plasma membrane transporter
proteins. These membrane proteins mediate the reuptake of synaptically released
monoamines into the presynaptic terminal. The reuptake of monoamines across the
presynaptic membrane into the nerve terminal is an energy-requiring process
dependent upon the activity of a Na*, K*-activated adenosine triphosophatase
(ATPase). Monoamine reuptake is an important mechanism for limiting the extent
and duration of activation of monoaminergic receptors; also, transporters serve as
molecular targets for a number of antidepressant drugs, psychostimulants, and
monoaminergic neurotoxins. Whereas transporter molecules for serotonin,
dopamine, and norepinephrine have been well characterized, transporters selective
for histamine and epinephrine have not been demonstrated.

The molecular cloning of serotonin, dopamine, and norepinephrine transporter
molecules has confirmed that all belong to a common gene family of transporter



molecules that also includes those for g-aminobutyric acid (GABA), glycine, and
choline. These proteins share strong sequence homologies and are believed to be
integral membrane proteins that span the plasma membrane twelve times. In
contrast to monoaminergic receptors, there is evidence for only a single type of
transporter molecule for serotonin, dopamine, and norepinephrine. The expression of
these proteins appears to be restricted to the corresponding class of monoaminergic
neurons. For example, the messenger ribonucleic acid (MRNA) encoding the
serotonin transporter molecule is restricted to serotonergic neurons, the one coding
the dopamine transporter molecule is restricted to dopaminergic neurons, and the
one coding the norepinephrine transporter molecule is restricted to noradrenergic
neurons.

Monoaminergic transporters are molecular targets for psychotherapeutic drugs as
well as substances of abuse. The therapeutic effects of tricyclic drugs, such as
amitriptyline and imipramine, have been associated with their blockade of the
serotonin transporter molecule and the norepinephrine transporter molecule although
these drugs also interact directly with several monoaminergic receptor subtypes.
More blockers of serotonin transporter molecules, such as the selective serotonin
receptor inhibitors (SSRIs) (e.g., citalopram [Celexa], fluoxetine [Prozac],
fluvoxamine [Luvox], paroxetine [Paxil], and sertraline [Zoloft]), are used in the
treatment of depressive, anxiety, and a variety of other disorders. Conversely,
compounds with relative selectivity for the norepinephrine transporter molecules,
such as nortriptyline (Pamelor) and desipramine (Norpramin), also have
antidepressant efficacy. Among drugs of abuse, cocaine binds with high affinity to all
three known monoamine transporters, although the rewarding and stimulant
properties of the drug have been attributed primarily to its blockade of the dopamine
transporter molecule. This view has been recently supported by the absence of
cocaine-induced locomotor stimulation in a strain of mutant mice engineered to lack
this molecule. In fact, psychostimulants produce a paradoxical locomotor
suppression in these animals that has been attributed to the serotonin molecule
transporter-blocking properties of these compounds. Transporters may also provide
routes that allow neurotoxins to enter and damage monoaminergic neurons;
examples include the dopaminergic neurotoxin
1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine (MPTP) and the serotonergic
neurotoxin MDMA.

Vesicular Monoamine Transporter In addition to the reuptake of monoamines into
the presynaptic nerve terminal, a second transport process serves to concentrate
and store monoamines within synaptic vesicles. The transport and storage of
monoamines in vesicles may serve several purposes: (1) to enable the regulated
release of transmitter under appropriate physiological stimulation, (2) to protect
monoamines from degradation by MAO, and (3) to protect neurons from the toxic
effects of free radicals produced by the oxidation of cytoplasmic monoamines. In
contrast with the plasma membrane transporters, a single type of vesicular
monoamine transporter is believed to mediate the uptake of monoamines into
synaptic vesicles within the brain. Consistent with this, blockade of this vesicular
monoamine transporter by the antihypertensive drug reserpine (Serpasil) has been
found to deplete brain levels of serotonin, norepinephrine, and dopamine. The
molecular cloning of this transporter has revealed it to have 12 putative
membrane-spanning domains; however, it does not display sequence homology to
the plasma membrane transporters. Moreover, it utilizes a H" gradient rather than
Na*/Cl~ gradients. Vesicular transport requires a H" pumping ATPase, which



establishes a concentration gradient of H" across the vesicle membrane. In the
presence of this gradient, the vesicular monoamine transmitter takes up
neurotransmitter in a manner that is coupled to the release of luminal protons; the
activity of the transporter is altered by amphetamine-like agents. These compounds
are taken up via plasma membrane transporters into monoaminergic terminals,
where they act as weak bases to disrupt pH gradients. This produces a reversal of
vesicular monoamine transmitter activity, leading to monoamine release from
vesicles and reversal of plasma membrane transporter activity. The resulting release
of monoamines from presynaptic terminals contributes to the stimulant properties of
these compounds. The anorectic agent fenfluramine is believed to stimulate
serotonin release in an analogous manner. Recently a separate vesicular transporter
for acetylcholine has been molecularly cloned; its structure is homologous to that of
the vesicular monoamine transmitter, and both are believed to have a common
bioenergetic mechanism.

RECEPTORS

Ultimately the effects of monoamines on CNS function and behavior depend upon
their interactions with receptor molecules. The binding of monoamines to these
plasma membrane proteins initiates a series of intracellular events that modulate
neuronal excitability. Unlike the transporters, multiple receptor subtypes exist for
each monoamine transmitter (Table 1.4-1). The initial classification of many receptor
subtypes was based on radioligand binding studies. Receptor binding sites were
identified on the basis of the rank order of binding affinities for a number of agonist
and antagonist compounds. More recently, the molecular cloning of monoamine
receptors has confirmed that many of the sites initially defined by these binding
studies did indeed correspond to distinct receptor proteins encoded by unigue genes.
Molecular cloning has also led to the identification of previously unknown receptors,
and to the introduction of powerful tools to characterize receptor structure and
function.

Table 1.4-1 Monoamine Receptors: Overview

Neurotransmitter receptors produce intracellular effects by one of two basic
mechanisms: (1) via interactions with G proteins that couple receptors to intracellular
effector systems, and (2) by providing channels through which ions flow when



transmitters bind (ligand-gated ion channels). With the exception of the serotonin
type 3 (5-HT,) receptor subtype (a ligand-gated ion channel), all known

monoaminergic receptors belong to the superfamily of G-protein—coupled receptors.
However, within each monoaminergic receptor family, the subtypes are
heterogeneous with regard to the G proteins with which they interact, and to the
second-messenger effects that they produce. Monoaminergic receptors are also
diverse in their regional patterns of expression within the brain, their neurotransmitter
binding affinities, and in their synaptic localization. Whereas many receptor subtypes
are located exclusively in postsynaptic membranes, others are located
presynaptically in axon terminal membranes. Some receptors on the presynaptic
terminal respond to monoamines that are released by that neuron and these
presynaptic autoreceptors often act to inhibit neurotransmitter release. Several
monoaminergic receptor subtypes are located presynaptically in some brain regions
and postsynaptically in others.

In the wake of the recent proliferation of known receptors subtypes, much work
needs to be done to determine the functional roles of individual receptors. In many
instances this effort is hampered by the paucity of selective agonist and antagonist
drugs. Recently, a molecular genetic approach to examining receptor function has
been applied to complement pharmacological studies. Gene targeting procedures
have enabled the generation of mouse strains with disruptions in genes that encode
individual receptor subtypes; the resulting mutant mice have a complete and specific
absence of the targeted receptor. Studies in these animals are providing clues to
receptor function and to the contributions of the targeted receptors to the actions of
nonspecific drugs. Molecular and pharmacological approaches will guide the
generation of subtype-selective compounds and facilitate the development of
therapeutic agents that will alter monoaminergic transmission in a more refined
manner.

Serotonin Receptors Brain serotonin receptors were initially characterized on the
basis of radioligand binding studies into two classes: serotonin type 1 (5-HT),)

receptors, to which [;H]5-HT bound with high affinity, and 5-HT, which were labeled

with high affinity by [*H]spiperone. Subsequent binding studies revealed that each of
these classes consisted of multiple subtypes. The application of molecular cloning
techniques has produced a proliferation in the number of known subtypes. The great
diversity of serotonin receptors provides a means whereby a single neurotransmitter
may produce a wide variety of cellular effects in multiple neuronal systems. At
present, at least 14 distinct serotonin receptor subtypes have been identified and
molecularly cloned, which has led to rapid advances in determining the structure,
pharmacology, brain distribution, and effector mechanisms of these receptors and to
a more precise classification of serotonin receptor subfamilies on the basis of their
structural homologies and primary effector mechanisms.

The 5-HT, receptors comprise the largest serotonin receptor subfamily, with human
subtypes designated: 5-HT, 5, 5-HT,p,, 5HT;p,, 5-HT,g, and 5-HT . All five 5-HT,
receptor subtypes display intronless gene structures and high affinities for serotonin
and adenylate cyclase inhibition. The most intensively studied of these has been the
5-HT, , receptor, a subtype that is found on postsynaptic membranes and
serotonergic neurons, where it functions as a somatodendritic autoreceptor. The

stimulation of these autoreceptors suppresses the activity of serotonergic neurons.
The desensitization of 5-HT, , autoreceptors by the chronic administration of SSRIs



has been implicated in their antidepressant effects. An additional role for this
receptor subtype in the regulation of anxiety is suggested by the anxiolytic properties
of partial 5-HT, , receptor agonists such as buspirone (Buspar) and by the

enhancement of anxiety-related behaviors in a strain of mutant mice lacking 5-HT, ,
receptors. The 5-HT,p, and 5-HT,, receptors resemble each other in structure and
brain localization. 5-HT,, receptors are found on axon terminals of serotonergic and
nonserotonergic neurons, where they act to reduce neurotransmitter release. The
study of these receptors has been hindered by a lack of selective pharmacological
tools. This is also true for the 5-HT,¢ and 5-HT, receptor subtypes. The highest
levels of 5-HT ¢ receptor expression are found in the striatum and entorhinal cortex
whereas 5-HT, . receptor expression is highest in the dorsal raphe nucleus,
hippocampus, cortex, and striatum. In addition, 5-HT,, and 5-HT, receptors are
expressed in cerebral vessels, and are stimulated by the antimigraine drug

sumatriptan (Imitrex). The relative importance of these receptors in the therapeutic
efficacy of this drug remains to be determined.

At least three receptor subtypes mediate the effects previously attributed to a single
5HT, receptor subtype. The classic 5-HT, receptor has thus been renamed 5-HT,, to

indicate that it is a member of a serotonin receptor subfamily. A second receptor
initially termed 5-HT, has been renamed 5-HT, to indicate that it belongs within

this subfamily. The third known 5HT, receptor, termed 5-HT,g, contributes to the

contractile effects of serotonin in the stomach fundus. All three subtypes exhibit high
sequence homology, similar pharmacological binding profiles, and stimulation of
phosphoinositide turnover. High levels of 5-HT,, receptors are found in the

neocortex and in peripheral locations such as platelets and smooth muscle. Much
recent attention has focused on the contributions of 5-HT,, and 5-HT,. receptors to

the actions of serotonin-dopamine antagonists, such as clozapine (Clozaril),
risperidone (Risperdal), and olanzapine (Zyprexa). Analysis of the receptor-binding
properties of these drugs has led to the hypothesis that 5-HT,, receptor blockade

correlates with the therapeutic effectiveness of these antipsychotic agents. The
relative importance of related serotonin receptors to the efficacy of these agents
remains to be determined. The 5-HT,. receptor is expressed at high levels in many

CNS regions including the hippocampal formation, prefrontal cortex, amygdala,
striatum, hypothalamus, and choroid plexus. Stimulation of 5-HT, receptors has

been proposed to produce anxiogenic and anorectic effects. Accordingly, a
transgenic mouse strain lacking this receptor subtype exhibits an obesity syndrome
associated with overeating; these animals also display an enhanced susceptibility to
seizures, implicating this receptor in the regulation of neuronal network excitability. A
variety of antidepressant and antipsychotic drugs antagonize 5-HT,. receptors with

high affinity. Conversely, hallucinogens such as lysergic acid diethylamide (LSD)
display agonist activity at 5-HT, serotonin receptor subtypes, among others.

The 5-HT receptor is unique among monoaminergic receptors in its membership

within the ligand-gated ion channel superfamily. Rather than activating G proteins,
the binding of serotonin to this receptor permits passage of Na* and K* ions through
an ion channel located within the 5-HT; receptor complex. This produces rapid
excitatory effects in postsynaptic neurons. The receptor is expressed within the
hippocampus, neocortex, amygdala, hypothalamus, and brainstem motor nuclei.



Outside the brain, it is found in the pituitary gland, enteric nervous system
sympathetic ganglia, and in sensory ganglia. 5-HT; receptor antagonists such as

ondansetron (Zofran) have been used as antiemetic agents and are under evaluation
as potential antianxiety and cognitive-enhancing agents.

Investigations into the functions of recently identified 5-HT,; 5-HT;, including
subtypes 5-HT;, and 5-HTsg; 5-HT, and 5-HT, receptors are hindered by a lack of

selective agonist and antagonists. Studies of the cloned receptors reveal that all but
the 5-HT; receptor are linked to the stimulation of adenylate cyclase. The primary

effector mechanisms of the 5-HT receptors remain to be determined. The 5-HT,

receptors are expressed in the hippocampus, striatum, substantia nigra, and superior
colliculus, and have been implicated in the serotonergic regulation of cognition and
anxiety. The two 5-HT; receptor subtypes are highly homologous, and are expressed

in the neocortex, hippocampus, raphe nuclei, and cerebellum. 5-HT, receptors may

contribute to the actions of the several antidepressant, antipsychotic, and
hallucinogenic drugs that bind with high affinity. These receptors are expressed in
the neocortex, hippocampus, striatum, and amygdala; highest concentrations of
5-HT, receptor expression are found in the hypothalamus and thalamus. These
receptors have been proposed to contribute to the serotonergic modulation of
circadian rhythms. Although it is premature to assign functional roles to these new
receptor subtypes with confidence, it is likely that these receptors will ultimately
provide targets for the development of useful therapeutic compounds.

Dopamine Receptors In 1979 it was clearly recognized that the actions of dopamine
are mediated by more than one receptor subtype. Two dopamine receptors, termed
type 1 (D,) and type 2 (D,) were distinguished on the basis of differential binding

affinities of a series of agonists and antagonists, distinct effector mechanisms, and
distinct distribution patterns within the CNS. It was subsequently found that the
therapeutic efficacy of antipsychotic drugs correlated strongly with their affinities for
the D, receptor, implicating this subtype as an important site for the action of

antipsychotic drugs. Until recently, these were the only two identified dopamine
receptors; however, molecular cloning studies have revealed additional receptor
heterogeneity. Three additional dopamine receptor genes have been identified,
encoding the D5, D,, and D dopamine receptors. Based on their regional brain

distributions and primary effector mechanisms, the D; and D, receptors are
considered to be D,-like, and the D; receptor is considered to be D,-like. The

functional roles of these subtypes remain to be determined, although several
intriguing possibilities are under investigation.

The D, receptor was initially distinguished from the D, subtype by its high affinity for

the antagonist SCH 23390 and its relatively low affinity for butyrophenones such as
haloperidol (Haldol). Whereas D, receptor activation stimulates cAMP formation, D,

receptor stimulation produces the opposite effect on cAMP formation. In addition to
the stimulation of adenylate cyclase, D, receptors may also stimulate

phosphoinositide turnover. D, receptor mRNA is expressed in the terminal fields of

the nigrostriatal and mesocorticolimbic pathways, with high levels in the dorsal
striatum, nucleus accumbens, and amygdala. In contrast, little D, MRNA expression

is found in dopamine cell body regions such as the substantia nigra pars compacta



and the ventral tegmental area. This finding, and the persistence of D, receptor

binding following lesions of dopaminergic neurons, suggests that this receptor
subtype is not found on dopaminergic neurons and is therefore not an autoreceptor.
Electrophysiological studies have indicated that D, receptor activation is required for

striatal D, receptor activation to produce its maximal effect. The proposed synergistic
effects of striatal D, and D, receptor activation have recently received support from
studies in a mouse strain with a targeted elimination of D, receptors. The effects of
both D, and D, receptor activation were attenuated in these animals; moreover,
these mice were resistant to the hyperlocomotor effects of cocaine, indicating that D,
receptors contribute significantly to the effects of cocaine on the CNS.

The Dy receptor was molecularly cloned on the basis of its sequence homology with
the D, receptor. The two receptors have a higher degree of homology with each
other than with the D, and D, subtypes. This structural similarity is reflected in the

similar affinities of a wide variety of dopaminergic drugs for these two receptors. The
main distinguishing feature of their binding profiles is that the binding affinity of
dopamine is higher for D¢ than for D, receptors. Not surprisingly, these two receptors

are also similar in that they both stimulate adenylate cyclase activity. However, these
receptors differ in their regional distributions within the CNS: the expression of D

receptors appears to be highly restricted to limbic system structures such as the
hippocampus and hypothalamus. The lack of selective drugs hinders attempts to
distinguish the functional roles of D, and D; receptors.

The dopamine D, receptor was initially distinguished from the D, receptor on the
basis of its high affinity for butyrophenones. Moreover, D, receptor stimulation was

observed to inhibit rather than to stimulate adenylate cyclase activity. Subsequently,
the D, receptor subtype was found to display interactions with a variety of G proteins,

leading to diverse second-messenger effects such as modulation of Ca™ and K*
channel function and the alteration of phosphoinositide production. The intracellular
consequences of D, receptor activation appear to depend upon the cell type in which

the receptor is expressed. In addition to D, receptor mRNA expression in brain
regions that receive dopaminergic innervation, D, transcripts are found in
dopaminergic neurons of the ventral tegmental area and substantia nigra. The D,
receptor may have either a postsynaptic function or an autoreceptor function. D,

autoreceptors may be found on dopaminergic terminals or on the cell bodies and
dendrites of dopaminergic neurons. D, receptors are also expressed in the anterior

pituitary and mediate the dopaminergic inhibition of prolactin and
melanocyte-stimulating hormone release. Molecular cloning has revealed a long and
short form of the D, receptor that differ in length by 29 amino acids, products of

alternative splicing of a single gene; differences in the functional roles of the long and
short forms remain to be determined.

A great deal of attention has focused on the clinical correlates of D, receptor

function. It has been proposed that the brains of untreated schizophrenia patients
have elevations in D, receptor density. Furthermore, radioligand binding studies have

revealed a correlation between the clinical efficacy of antipsychotic drugs and their
antagonist affinities for this receptor subtype. This finding has contributed



significantly to the “dopamine hypothesis” of schizophrenia. The extrapyramidal
adverse effects of antipsychotic drugs, such as dystonia and parkinson-like
symptoms, have been attributed to the blockade of striatal D, receptors. A significant

contribution of D, receptors to the dopaminergic regulation of motor function is

further highlighted by a parkinson-like movement disorder observed in a mutant
mouse strain that lacks this receptor subtype.

The D5 and D, receptors are considered to be D.-like on the basis of similarities in

their gene structures, sequence homologies, and pharmacology. These receptors
are expressed in lower abundance than the D, receptor and their regional

distributions are distinct. Whereas D, receptor expression is high in the nucleus
accumbens, highest levels of D, receptors are expressed in the frontal cortex,
midbrain, amygdala, and medulla. Whereas little D; receptor expression has been
detected outside the nervous system, D, receptors are more abundant in the heart

than in the brain. The primary effector mechanisms associated with the stimulation of
brain D; and D, receptors remain to be determined. Particular attention has been
paid to a potential role of D, receptors in schizophrenia. On postmortem, elevated D,
receptor levels have been found in the brains of patients with schizophrenia.

Moreover, the atypical antipsychotic drug clozapine (Clozaril) has a high affinity for
the D, receptor; this receptor is highly polymorphic in humans and at least 25 distinct

alleles have been identified. Studies are therefore under way to determine whether
particular D, alleles are associated with psychotic disorders or with responsiveness

to antipsychotic drugs.

Adrenergic Receptors Adrenergic receptor heterogeneity was first discovered in the
1940s, when a and b subtypes were identified in pharmacological studies of isolated
peripheral tissues. Subsequently, radioligand binding and molecular cloning studies
have identified three main adrenergic receptor subfamilies; a;, a,, and b. Each

subfamily consists of at least three distinct receptor subtypes. Receptors within each
subfamily share similar sequence homologies, pharmacological binding profiles, and
effector mechanisms. The activation of a, receptors (subtypes designated a; », a;g,

and a,¢) stimulates phosphoinositide turnover. These receptors are believed to play

a significant role in regulating smooth muscle contraction and have been implicated
in the control of blood pressure, nasal congestion, and prostate function. Although all
three subtypes are expressed in the brain, their contributions to the central actions of
norepinephrine remain to be determined.

The a, receptors (designated including subtypes a,,, a,5, and a,.) have been

implicated in the regulation of cardiovascular function, autonomic nervous system
activity, and arousal. The functions of a, receptor subtypes have been difficult to

determine because of a lack of selective agonists and antagonists; a, receptors

display both presynaptic autoreceptor and postsynaptic actions, and all appear to
inhibit cCAMP formation. The stimulation of a, autoreceptors inhibits firing of the

noradrenergic neurons of the locus ceruleus, which have been implicated in arousal
states. This mechanism has been proposed to underlie the sedative effects of the a,

receptor agonist clonidine (Catapres). In addition, the stimulation of brainstem a,

receptors has been proposed to reduce sympathetic nervous system activity and to
augment parasympathetic nervous system activity, which may relate to the utility of



clonidine in lowering blood pressure and in suppressing the sympathetic
hyperactivity associated with opiate withdrawal. The a, receptor antagonist

yohimbine (Yocon) is used in the treatment of erectile disorder (impotence); the
neural mechanisms that underlie this effect remain to be determined.

Like the a-adrenergic receptors described, b-adrenergic receptors (designated
including subtypes b,, b,, and b;) are found both in the brain and in many peripheral

tissues. The functional roles of the peripheral b-adrenergic receptors are better
understood than are its central functions. Cardiac b, receptors play a major role in

the regulation of heart function, and b, receptors regulate bronchial muscle
contraction. b, receptors are found in adipose tissue, where they stimulate fat
catabolism. Although b, and b, receptors are widely distributed in the CNS, their

contributions to catecholamine function are not well understood. Propranolol (Inderal)
is a widely used nonspecific antagonist of both b, and b, receptors. In addition to its
utility for the treatment of hypertension and arrhythmias, its effectiveness in blunting
autonomic symptoms underlies its utility in the management of social phobia; also,
through mechanisms that are currently unknown, it is also effective in the treatment
of akathisia.

Histamine Receptors Histaminergic systems have been proposed to modulate
arousal, wakefulness, feeding behavior, and neuroendocrine responsiveness. Three
histaminergic receptor subtypes have been identified. Histamine type 1 (H,)

receptors are expressed throughout the body, particularly in smooth muscle of the
gastrointestinal tract and blood vessel walls. H, receptors are widely distributed

throughout the CNS, with particularly high levels in the forebrain and cerebellum. H,;

receptor activation stimulates phosphoinositide turnover, and tends to increase
excitatory neuronal responses. These receptors are the targets of antihistaminergic
agents used in the treatment of allergic rhinitis and conjunctivitis. The well-known
sedative effects of these compounds have been attributed to their actions in the
CNS. In addition, the sedation and weight gain produced by a number of
antipsychotic and antidepressant drugs have been attributed to H, receptor

antagonism; conversely, H; receptor agonists stimulate arousal and suppress food
intake in animal models.

H, receptors are also widely distributed throughout the body, and are found in gastric

mucosa, smooth muscle, cardiac muscle, and cells of the immune system. Within the
CNS, H, receptors are abundantly expressed in the neocortex, hippocampus,

amygdala, and striatum. Activation of these receptors stimulates adenylate cyclase
and produces excitatory effects in neurons of the hippocampal formation and
thalamus. H, receptor antagonists are widely used in the treatment of peptic ulcer

disease. The functional significance of central H, receptors is unclear, although

several studies indicate that stimulation of these receptors produces antinociceptive
effects.

Unlike H, and H, histamine receptors, H; receptors are located presynaptically on

axon terminals. Those located on histaminergic terminals act as autoreceptors to
inhibit histamine release. H; receptors are also located on nonhistaminergic nerve

terminals, where they inhibit the release of a variety of neurotransmitters. Particularly



high levels of H; receptor binding are found in the frontal cortex, striatum,

amygdaloid complex, and substantia nigra. Lower levels are found in peripheral
tissues such as the gastrointestinal tract, pancreas, and lung. Antagonists of H,

receptors have been proposed to have appetite suppressant, arousing, and
cognitive-enhancing properties.

Cholinergic Receptors Two major classes of cholinergic receptors exist: G
protein—coupled muscarinic receptors and nicotinic ligand-gated ion channels.
Muscarinic receptors have been implicated in learning and memory, sleep regulation,
pain perception, and the regulation of seizure susceptibility. The five known subtypes
of muscarinic receptors are heterogeneous with regard to regional brain distribution
and primary effector mechanisms. The muscarinic type 1 (M,), M3, and M; receptors

stimulate phosphatidylinositol (PI) turnover, and the M, and M, receptors inhibit

adenylate cyclase. The functional roles of the individual subtypes within the CNS are
not well understood because highly subtype-selective agonists and antagonists have
been unavailable. Based on brain distribution and the actions of nonspecific drugs,

M, receptors have been implicated in learning and memory processes. Striatal M,

receptors have been implicated as putative targets for anticholinergics used as
antiparkinson agents. Recently, a line of mice lacking functional M, receptors has

been generated and found to be resistant to the convulsant effects of muscarinic
agonists. In the periphery, M, receptors regulate heart rate and contractility and M,

receptors mediate smooth muscle contraction and glandular secretion.

Nicotinic acetylcholine receptors, like 5-HT, receptors, are members of the

ligand-gated ion channel superfamily. They are composed of a pentameric complex
of membrane protein subunits radially arranged around a central ion pore. The
binding of acetylcholine to this receptor permits passage of Na“ and K* ions through
the ion channel, depolarizing the postsynaptic cell. Nicotinic acetylcholine subunits
are heterogeneous and associate in varied combinations. Thus, the properties of an
individual complex will depend upon its particular subunit composition. The relative
frequencies of various subunit combinations in discrete brain regions and their
functional significance remain to be fully clarified.

Within the human brain, nicotinic acetylcholine receptors are found at highest
densities within the hippocampal formation, neocortex, substantia nigra, ventral
tegmental area, dorsal raphe nucleus, periaqueductal gray, and the basal forebrain
cholinergic complex. Consistent with this distribution, these receptors have been
implicated in cognitive function. Cortical acetylcholine receptors are diminished in
Alzheimer's disease, and nicotine administration improves attention defects in some
patients. In some schizophrenia patients nicotine administration improves measures
of sensory gating. This and other data have led to the proposal that the high
incidence of cigarette smoking in this population represents a form of
self-medication. Recently, some rare familial epilepsy syndromes have been
associated with mutations of nicotinic acetylcholine receptors. Finally, the reinforcing
properties of tobacco use are proposed to involve the stimulation of nicotinic
acetylcholine receptors located in mesolimbic reward pathways.

SUGGESTED CROSS-REFERENCES

The intracellular consequences of receptor activation are discussed in Section 1.8.



The electrophysiological effects of brain monoamines are described in Section 1.9.
The basic concepts of molecular biology that are relevant to current monoamine
research are presented in Section 1.18. Alzheimer's disease and seizure disorders
are covered in Chapter 10. Section 31.5 presents b-adrenergic receptor antagonists,
Section 31.6 presents anticholinergics, Section 31.7 presents antihistamines,
Section 31.15 presents cholinesterase inhibitors, Section 31.17 presents dopamine
receptor antagonists, 31.26 presents serotonin-dopamine antagonists, and Section
31.25 presents selective serotonin reuptake inhibitors.
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CHAPTER 1. NEURAL SCIENCES

1.5 AMINO ACID NEUROTRANSMITTERS

RICHARD P. SHANK, PH.D., VIRGINIA L. SMITH-SWINTOSKY, PH.D. AND ROY E. TWYMAN, M.D.

Neurophysiological Significance of Excitatory Amino Acids
Neurophysiological Significance of Inhibitory Amino Acids
Amino Acids as Cotransmitters

Biochemical Processes that Mediate Transmitter Function
Amino Acid Neurotransmitter Receptors

Gaba Receptors

GABA

Clinical Considerations

Suggested Cross-References

Throughout the first half of the twentieth century there was a prevailing view that
neurons within the vertebrate central nervous system (CNS) are electrically coupled
at their synapses and that synaptic transmission therefore could only be mediated
electrically. About 1950 John Eccles and his colleagues realized that this could not
be not true, and they were forced to conclude that synaptic transmission must be
primarily a chemically mediated process. This realization stimulated research to
identify the chemical messengers (neurotransmitters or transmitters).
Electrophysiological experiments revealed that several amino acids either increased
or decreased the excitability of neurons when applied to the extracellular surface.
The amino acids that increased neuronal excitability include glutamate, aspartate,
cysteate, and homocysteate, which are all similar structurally. Those that decreased
neuronal excitability include g-aminobutyric acid (GABA), glycine, b-alanine and
taurine, which also exhibit structural similarity.

After the neuronal effects of these amino acids were reported, a debate arose as to
whether these amino acids were really neurotransmitters or served some other
undefined function in regulating or modulating the excitability of neurons. This debate
is still not fully resolved, in part because there is not yet a precise understanding of
all the chemical events that regulate neuronal excitability and their physiological
significance. Nevertheless, rigorous criteria have been developed that can be used
to determine whether an amino acid is actually a neurotransmitter. Currently, three
amino acids (glutamate, GABA, and glycine) meet the criteria sufficiently to allow a
consensus conclusion that they are true neurotransmitters. Furthermore, there is
now little doubt that glutamate is the major excitatory neurotransmitter and that
GABA and glycine are the major inhibitory neurotransmitters in the brain and spinal
cord, respectively. Two more, aspartate and taurine, are likely to serve a significant,
but as yet undefined, role in modulating the excitability of neurons. A role for
cysteate, homocysteate, and b-alanine is less certain.

NEUROPHYSIOLOGICAL SIGNIFICANCE OF EXCITATORY AMINO
ACIDS

Nontransmitter Functions of Glutamate and Aspartate Glutamate and aspartate



serve several functions in neural tissues unrelated to their role as neurotransmitters.
Both are major constituents in proteins and several peptides, including
N-acetylaspartylglutamate, a putative transmitter or cotransmitter. Aspartate is a
precursor of N-acetylaspartate, a primary organic anion in the CNS. Glutamate and
aspartate also have a role in energy metabolism; they are intermediates in the
malate-aspartate shuttle, a metabolic pathway that reoxidizes cytosolic nicotine
adenine dinucleotide (NADH) formed by aerobic glycolysis and captures the energy
within mitochondria for adenosine triphosphate (ATP) formation (Fig. 1.5-1). Because
glucose is rapidly consumed via aerobic metabolism in neural tissues, this pathway
IS quite active.
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FIGURE 1.5-1 The metabolic components of the malate-aspartate shuttle. Although
it is not evident from the diagram, the flux of aspartate (ASP) across the
mitochondrial membrane is coupled to the flux of glutamate (GLUT) in the reverse
direction. The fluxes of malate (MAL) and a-ketoglutarate (a-KG) may be similarly
coupled. OAA, oxaloacetate.

Glutamate is also the immediate metabolic precursor of nearly all GABA synthesized
in neural tissues, which presumably occurs only in neurons that use GABA as a
neurotransmitter (i.e., GABAergic neurons). Glutamate also can serve as an
intermediate in the detoxification of ammonia.

Glutamate as a Neurotransmitter Glutamate is the principal excitatory
neurotransmitter in the mammalian central nervous system (CNS). Most neurons
that use glutamate as a neurotransmitter (termed either glutamatergic or
glutaminergic) are projection neurons—exemplified by the pyramidal neurons that
arise in the cerebral cortex and project to various subcortical regions or other cortical
areas—somatic primary afferent sensory neurons, and ganglion neurons that arise in
the retina and project to the lateral geniculate (Table 1.5-1). Glutamatergic
interneurons include cerebellar granule cells, bipolar cells in the retina, and granule
cells in the hippocampus. Glutamatergic neurons are particularly prevalent in the
hippocampus, where they appear to have a significant role in memory formation.



Table 1.5-1 Principal Glutamatergic Pathways, Neuron Types and Behavioral Roles*

Aspartate as a Neurotransmitter Although aspartate has been shown to be a
potent stimulatory factor in the CNS, its role in the brain is unclear. No specific
receptors for aspartate have been identified, but it may be a physiologically relevant
agonist (ligand) at some types of glutamate receptors. Compelling evidence indicates
that some interneurons within the hippocampus and spinal cord concentrate
aspartate within their synaptic terminals and release this amino acid during
membrane depolarization. However, it has not been established that aspartate is
concentrated in specific types of synaptic vesicles released via exocytosis.

NEUROPHYSIOLOGICAL SIGNIFICANCE OF INHIBITORY AMINO
ACIDS

GABA as a Neurotransmitter GABA is prevalent throughout the CNS but at
comparatively low concentrations brainstem and spinal cord, where glycine
concentration is high. GABA is generally not found in peripheral neurons, but it is
detected in some endocrine tissues, including b islets in the pancreas and in ovaries.
GABA is not an essential amino acid and is not used as a building block for protein,
but it is a constituent of some peptides, such as homocarnosine, a dipeptide of
GABA and histidine. GABA is now recognized as the major inhibitory
neurotransmitter within the CNS, but actual proof of this awaited identification of
specific receptors for GABA in the postsynaptic membranes adjacent to presynaptic
terminals and a demonstration that vesicles within the synaptic terminals of neurons
that synthesize GABA (GABAergic neurons) selectively accumulate and concentrate
GABA. The latter criterion was essential because the release of neurotransmitter
molecules from synaptic terminals is quantal, which implies that transmitter
molecules are released from synaptic vesicles into the synaptic cleft by an exocytotic
process.

Within the CNS GABA is synthesized only in select types of neurons, which are likely
to GABAergic neurons. These are usually small interneurons with short axons, but
some projection neurons, such as the Purkinje cells in the cerebellum and the
striatonigral and pallidonigral neurons in the basal ganglia are GABAergic (Table
1.5-2). Physiologically, the most common function of inhibitory GABAergic neurons
appears to be to focus and refine the firing pattern (nerve-impulse generation) of the



projection neurons that transfer neural information from one functional unit to
another. An example of this is surround inhibition, which occurs when excitatory
projection neurons activate inhibitory interneurons via collateral axons; which in turn
inhibit surrounding projection neurons via synaptic contacts on the cell soma near
the axon hillock. GABAergic neurons can also facilitate the output of excitatory
projection neurons by a process of disinhibition, which occurs when two GABAergic
neurons are linked synaptically in series. The first inhibits the ability of the second to
depress the activity of an excitatory neuron, thereby increasing the excitatory output.
GABA also mediates presynaptic inhibition, which occurs when a small presynaptic
terminal impinges on a larger one and inhibits the release of transmitter molecules
from it.
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Table 1.5-2 Principal GABAergic Neuron Anatomical Locations, Neuron Types, and
Neural Pathway Influenced

Glycine as a Neurotransmitter Glycine is present throughout the CNS but is more
prevalent in the brainstem and spinal cord, which are the primary areas where it
appears to serve a transmitter function. In all tissues, glycine is a major constituent
of protein and several peptides such as glutathione. Virtually all criteria required to
establish glycine as a neurotransmitter have been met. These include the
identification of specific receptors in the postsynaptic membrane adjacent to
presynaptic terminals and a demonstration that vesicles within the synaptic terminals
of presumptive glycinergic neurons selectively accumulate and concentrate glycine.
Anatomically, glycinergic neurons are usually small interneurons, predominantly
located in the brainstem and spinal cord, and often functionally associated with
a-motoneurons.

Taurine Taurine, a sulfonated amino acid, is prevalent throughout the CNS and
many other tissues. Taurine is highly concentrated (10 to 20 mmol/L) in the immature
brain and declines during synaptogenesis. It is also abundant in white matter and
therefore does not have a tissue distribution expected of a neurotransmitter. There is
no compelling evidence that taurine activates specific receptors localized to synaptic
terminals or that it accumulates into synaptic vesicles. Therefore, although the
inhibitory effects of taurine on neuronal excitability suggest that this amino acid does
function to depress neuronal excitability, it is not likely to be involved in synaptic



signaling.
AMINO ACIDS AS COTRANSMITTERS

Some glutamatergic and GABAergic neurons also use another agent, usually a
peptide, as a neurotransmitter. For example, glutamatergic primary afferent neurons
also release substance P. In addition, enkephalin and cholecystokinin have been
colocalized with glutamate in the perforant path fibers of the hippocampus. Some
glutamatergic neurons may also use aspartate or N-acetylaspartylglutamate as a
cotransmitter. Cholecystokinin-8 (CCK-8), neuropeptide Y, and galanin are each
colocalized with GABA in some cortical, limbic, and spinal neurons, respectively.
Enkephalin and thyrotropin-releasing hormone (TRH) are also localized in some
spinal GABAergic neurons. Some studies suggest that the peptide neurotransmitters
are released from synaptic terminals primarily during periods of high-frequency
neuronal firing.

BIOCHEMICAL PROCESSES THAT MEDIATE TRANSMITTER
FUNCTION

Synthesis and Regulation of the Neurotransmitter Pool of Glutamate Glutamate
is rapidly synthesized from glucose in neural tissues, including synaptic terminals,
but this reflects the role of glutamate in energy metabolism. The biochemical process
used to replenish the neurotransmitter pool appears to involve a net synthesis of
glutamate precursors in astrocytes, which are released and subsequently taken up
into glutamatergic synaptic terminals and converted to glutamate. Glutamine is the
most firmly established precursor serving this function, but a-ketoglutarate and
malate may also be used in this capacity (Fig. 1.5-2).
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FIGURE 1.5-2 Some biochemical events associated with the neurotransmitter
functions of glutamate and GABA. Many of the molecules of glutamate and GABA
released from presynaptic terminals are transported into astrocytes and therein
converted to glutamine and possible an intermediate of the tricarboxylic acid cycle,
which are released and transported into the nerve terminals for subsequent
conversion back into glutamate or GABA. MAL, malate, aKG, a-ketoglutarate.



The transmitter pool of glutamate may be defined as the molecules stored within
synaptic vesicles. Glutamate is concentrated within vesicles by an ATP-dependent
transporter specific for glutamate and present only in the membrane of vesicles in
glutamatergic terminals. The vesicle transporter can concentrate glutamate
approximately tenfold above the cytosolic level (~10 mmol/L). By comparison, the
concentration of glutamate in the synaptic cleft when the synaptic terminal is inactive
(resting state) is approximately 1 pmol/L. Sodium ion (Na*)-Dependent transporters
with high affinity for both glutamate and aspartate present in the cytoplasmic
membrane also contribute to the regulation of the transmitter function of glutamate
and aspartate. Specific types of transporters are expressed in neurons and
astrocytes. Transporters in astrocytes and in neuronal synaptic membranes
contribute to neurotransmitter inactivation by maintaining low extracellular
concentrations around synapses, whereas neuronal transporters in honsynaptic
regions may contribute to regulating the excitability of neurons by controlling the ratio
of the intracellular to extracellular concentration within neurons. In this regard,
although the transporters generally function as uptake systems (sometimes termed
reuptake), they can also serve an export function during membrane depolarization.

Regulation of the neurotransmitter pool of aspartate is presumed to be similar to that
for glutamate. A major difference is that relatively few neurons appear to contain
synaptic vesicles with ATP-dependent transporters specific for aspartate. Therefore
aspartate may function as a neurotransmitter in comparatively few neurons.

Synthesis and Regulation of the Neurotransmitter Pool of GABA Glutamate is
the major metabolic precursor of GABA, although a small amount of GABA is derived
from polyamines. Glutamate decarboxylase (GAD) catalyses the reaction, and two
distinct forms of this enzyme exist—GAD | and GAD Il. The enzyme requires
pyridoxal phosphate (vitamin B;) as a coenzyme, which also serves a regulatory

function. GABA is synthesized from a pool of glutamate that is rapidly formed from
a-ketoglutarate, a tricarboxylic acid cycle intermediate. Much of the GABA
synthesized via this pathway is probably not in synaptic terminals and therefore is
not within the transmitter pool. Although some of the GABA molecules formed via
this pathway may be released into extracellular fluid via a transport process, most is
likely converted immediately to succinate by the enzyme GABA transaminase. The
primary metabolic pathway by which the transmitter pool of GABA is replenished
appears to be one in which glutamine and possibly a-ketoglutarate are supplied by
astrocytes to GABAergic synaptic terminals. These are transported into the synaptic
terminals and metabolized to glutamate, which is then converted to GABA, and
transported into the synaptic vesicles (Fig. 1.5-2).

Release of Transmitter Molecules From Synaptic Terminals Amino acid
neurotransmitters are released from synaptic terminals by a process similar to that
for acetylcholine and the monoamine neurotransmitters. Glutamate, GABA, glycine,
and aspartate are each accumulated in their own specific type of synaptic vesicle via
a Na'-independent vesicular ATP-dependent transporter (pump). Neurotransmitters
are concentrated within synaptic vesicles at concentrations about tenfold that the
cytoplasmic concentration, resulting in an intravesicular concentration of nearly 100
mmol/L. Because the diameter of synaptic vesicles is about 10~" meter, one vesicle
can contain approximately 5000 molecules.



Transmitter release is triggered by depolarization of the presynaptic membrane by
an action potential. This results in the opening of voltage-dependent calcium ion
(Ca?*) channels, allowing calcium to flow into the presynaptic terminal. The rise in
intracellular Ca?* concentration initiates a cascade of events involving at least eight
proteins (mostly protein kinases) that enable the vesicles to dock at specific sites
within the presynaptic membrane, whereupon the vesicles fuse with the membrane
and release their contents into the synaptic cleft. Although the presynaptic terminal
of neurons within the CNS may contain numerous vesicles, a single action potential
typically induces transmitter release from only a few (1 to 3). This suffices to raise
the concentration of neurotransmitter molecules within the synaptic cleft to nearly 1
millimeter for a few milliseconds, which will effectively saturates adjacent
postsynaptic receptors.

Removal of Transmitter Molecules From the Synaptic Cleft (Transmitter
Inactivation) Transmitter molecules within the cleft can readily diffuse into
extracellular fluid adjacent to the synapse, where the concentration of transmitter
molecules is at least 1000-fold lower. As long as the 1000-fold gradient is
maintained, diffusion can restore the resting concentration within the cleft to
micromolar concentrations within a few milliseconds. Uptake of transmitter molecules
back into the presynaptic terminal or into the postsynaptic neuron also contributes to
the inactivation process. A key element in the inactivation of the transmitter function
of glutamate, GABA, and aspartate is the vigorous uptake of the amino acids by
transporters in the cytoplasmic membrane of astrocytes. This is primarily how a low
(Epmol/L) extracellular concentration (Epmol/L) of these amino acids is maintained,
thereby allowing diffusion to remove molecules from the synaptic cleft rapidly. The
molecules of glutamate, GABA, and aspartate taken up by astrocytes are
metabolized to glutamine and intermediates of the tricarboxylic acid cycle (Fig.
1.5-2).

AMINO ACID NEUROTRANSMITTER RECEPTORS

Glutamate Receptors Glutamate receptors are found throughout the brain and are
expressed on both neurons and glia, although not all glutamate receptor subtypes
are found on both cell types. Glutamate receptors, sometimes referred to as
excitatory amino acid receptors, were initially classified into N-methyl-D-aspartate
(NMDA), quisqualate, and kainate receptors on the basis of their preferential
activation by these exogenous agonists. More recently, five categories of glutamate
receptors (NMDA, kainate, a-amino-3-hydroxy-5-methylisoxazole-4-propionic acid
[AMPA], L-2-amino-4-phosphonobutyrate (L-AP4), and
trans-1-aminocyclopentane-1,3-dicarboxylic acid [ACPD] receptors) have been
established on the basis of pharmacological, electrophysiological, and molecular
biological criteria. The L-AP4 receptor type is defined by its agonist and acts as an
inhibitory autoreceptor, while the quisqualate receptors of the previous classification
have been subdivided by means of more-specific agonists into AMPA and ACPD
receptors. AMPA and Kainate receptors are sometimes collectively referred to as
non-NMDA receptors. NMDA, kainate and AMPA receptors are ionotropic glutamate
receptors; the L-AP4 and ACPD receptors are grouped as metabotropic receptors.
lonotropic receptors are ligand-gated cation-specific channels that are activated
rapidly (milliseconds), whereas metabotropic receptors coupled to G proteins and
second-messenger systems function more slowly on a scale of several hundred
milliseconds to seconds. Representative agonists and antagonists for each of these



glutamate receptor classes are shown in Table 1.5-3.
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Table 1.5-3 Common Glutamate Receptor Agonists and Antagonists

AMPA Receptors Recent cloning efforts have clearly demonstrated that AMPA and
kainate receptors are distinct receptor complexes, although they can be activated by
the same agonists. Four genes encode the AMPA receptor (GIuR1 through GluR4
[GIuR-A through GIluR-D]) and five genes encode the kainate receptor (GIuR5
through GIuR7 and KA1 and KA2). The four AMPA receptor subunits are similar in
size and amino acid sequence. Each subunit exists in two different forms, “flip” and
“flop,” created by alternative splicing. AMPA receptor subunits are expressed
predominantly in the flip form in embryonic brains and gradually change over to the
flop form, which dominates in the adult brain. The AMPA receptor channels are
permeable to Na™ and potassium (K*) predominantly but will allow permeability to
Ca*? in the absence of the GIuR2 (GluR-B) subunit. This however is only known to
occur in a small population of hippocampal and neocortical nonpyramidal neurons in
the brain. The AMPA receptor has at least three binding sites at which agonists or
antagonists can interact: glutamate binding, desensitization and intra-ion-channel
binding sites. Recently, a family of drugs called ampakines have been shown to
selectively increase AMPA receptor-gated currents and improve cognitive
performance in a series of behavioral tasks.

Kainate Receptors Although kainate is an effective agonist of AMPA receptors, it
also activates its own distinct class of ionotropic receptors, the kainate-preferring
receptors. The five subunits are divided into two groups; GIuR5 through GIuR7
represent the low-affinity kainate-binding site (K, = 50 nmol/L), whereas KA1 and

KA2 correspond to the high-affinity kainate-binding site (K, = 5 nmol/L). Each group

is of similar size and amino acid sequence identity, with the KA1 and KA2 subunits
being slightly larger than the GIuR5 through GIuR7 subunits. Despite their wide
distribution throughout the CNS, the physiological significance of kainate receptors
remains largely unknown, although they have been implicated in fast glutamatergic
transmission in hippocampal neurons. In addition to postsynaptic functions, kainate
receptors act presynaptically on mossy fiber terminals within the hippocampus to
generate epileptiform activity.



NMDA Receptors NMDA receptors mediate excitatory neurotransmission in the
CNS in different ways from AMPA and kainate receptors. They are characterized by
voltage-dependent block by magnesium ions (Mg?*), a high permeability to Ca*, and
slow gating kinetics. The NMDA receptor is a ligand-gated ion channel composed of
two different subunits: NMDAR1 and NMDAR2. NMDAR1 can exist in seven splice
variants, and there are four different genes encoding variants of NMDAR2 (2A, B, C,
D). At present it is not clear how many R1 and R2 subunits are present in each
functional NMDA receptor or if additional subunits exist, although the receptor is
thought to be pentameric. However, it is known that NMDAR1 serves as the core
subunit of a functional NMDA receptor, with the NMDAR2 subunits acting as
modulatory components of the receptor. Both NMDAR1 and NMDAR?2 are required
for receptor function.

NMDA receptors have a number of distinct recognition sites for endogenous and
exogenous ligands, each with discrete binding domains. At present there are at least
seven pharmacologically distinct sites through which compounds can alter the
activity of this receptor (Fig. 1.5-3). Drugs that affect NMDA receptor function are
divided into four groups, those acting at (1) the glutamate and NMDA recognition
site, which is highly conserved on the NMDA NR2 subunits; (2) the
strychnine-insensitive glycine binding site, where glycine is required as a coagonist
for channel opening; (3) the intraion-channel binding site, where Mg?" sits blocking
ionic currents through the receptor at resting potentials; and (4) modulatory sites
such as the redox modulatory site, the proton sensitive site, the zinc (Zn?*) site, and
the polyamine site.

FIGURE 1.5-3 Diagrammatic illustration of the NMDA receptor—ion-channel complex
and its modulatory sites. PCP, phencyclidine.

The NMDA receptor has three characteristic features: (1) at resting potentials it
remains blocked by Mg?*, and ionic currents flow through the receptor only if the
neuronal membrane is partially depolarized; (2) significant amounts of extracellular
Ca®* enter the cell interior during activation of the receptor; and (3) NMDA
receptor—mediated neurotransmission occurs slowly and lasts for a prolonged period.
Because of these properties, it has been shown that the NMDA receptor serves a



critical role in synapse development and plasticity, including the phenomena of
long-term potentiation and long-term depression. Abnormal functioning of the NMDA
receptor can lead to a variety of neurological disorders. Overactivation of the NMDA
receptor has been indicated in ischemic insults, head trauma, and epileptic seizures,
triggering a cascade of cellular events that culminate in neuronal cell death. On the
other hand, hypofunction of the NMDA receptor elicits a psychomimetic state that
closely resembles schizophrenia.

Metabotropic Receptors Not as much is known about the last group of glutamate
receptors, the metabotropic receptors. The metabotropic receptor proteins belong to
the superfamily of G-protein—coupled receptors, all of which contains
seven-transmembrane domains. So far, the metabotropic receptor gene (MGIuR)
family has been shown to contain eight members, which are closely related in
primary structure and can be divided into three groups on the basis of amino acid
sequence homology, agonist sensitivity, and associated signal-transduction
mechanisms. Group | receptors (mGlul and mGlu5) are coupled to the inositol
(1,4,5) triphosphate-Ca?* cascade, while group Il (mGlu2 and mGlu3) and group IlI
(mGlu4 and mGlu6 through mGlu8) lead to the inhibition of adenylate cyclase. Some
members of the mGIuR families exist in alternatively spliced variants. Several lines of
evidence suggest that the N-terminal large extracellular domain of the receptors
contains glutamate binding sites, while the C-terminal domain plays a role in
determining the potency of agonists regulating the transduction mechanisms of the
metabotropic receptors. Glutamate, quisqualate, and ibotenate activate both mGIluRs
and ionotropic receptors. Some glutamate analogues, such as ACPD and L-AP4, are
specific for metabotropic receptors, while their potencies differ for each mGIuR
subtype (Table 1.5-3). Generally, metabotropic receptor agonists induce a slow
membrane depolarization (a rise time of around 5 seconds and lasting up to 60
seconds, which is about 1000-fold slower than ionotropic receptors) accompanied by
an increase in firing rate in many neurons. These effects are attributed to direct
inhibitory effects on K* channels. In addition to direct excitatory postsynaptic effects,
metabotropic receptor activation suppresses both excitatory and inhibitor
transmission at synapses by presynaptic mechanisms via an autoreceptor-type
mechanism, thereby modulating presynaptic activity. Several metabotropic receptors
have been implicated in synaptic plasticity that occurs in learning and memory.

GABA RECEPTORS

GABA, Receptor The GABA, receptor is a member of the superfamily of
ligand-activated ion channels in the cell membrane. GABA type A (GABA,) receptors

are most closely related to strychnine-sensitive glycine receptors, more distantly
related to acetylcholine nicotonic receptors and serotonin 5-hydroxytryptamine
(5-HT) [5-HT] type receptors, and even more distantly related to glutamate ionotropic
receptors (AMPA and kainate receptors and NMDA receptors). GABA, receptors are
heteropentameric protein complexes, which when activated undergo a series of
conformational changes that form an open channel (pore) selectively permeable to
anions, specifically chlorine anion (Cl) and to a lesser degree (HCO™%). Receptor
activation normally results in an influx of CI” which rapidly and transiently
hyperpolarizes the membrane, a process generally referred to as the generation of
an inhibitory postsynaptic potential. The increase in CI” flux also decreases the
resistance of the membrane, which acts as a shunt to impede the ability of
depolarizing excitatory postsynaptic potentials to elicit action potentials (nerve



impulses). For this reason, inhibitory synapses are most effective when located near
the point at which action potentials are initiated, usually the axon hillock. Therefore, it
is not surprising that GABAergic inhibitory synapses are often concentrated on
neuronal cell bodies near the axon hillock.

GABA, receptors are heteromeric in that the receptor can comprise at least four

types of subunit proteins, termed a, b, g, and d. It is pentameric in that each receptor
has a total of five proteins; therefore all GABA, receptors have more than one copy

of at least one type of subunit protein. There are multiple subtypes of three of the
subunit proteins, at least six subtypes of a, three of b, and two of g. Although
theoretically there could be many thousands of GABA, receptor subtypes, it is likely

that fewer than 20 exist naturally. Most often the receptors contain two a, two b, and
one g, or one a, two b, and two g subunits. The different subunits and the different
subtypes of each subunit from which a particular type of receptor is formed can
influence the physiological properties of the receptor (e.g., channel open time and
rate of desensitization) as well as susceptibility to pharmacological agents as
discussed below.

GABA, receptors are regulated by phosphorylation of some serine hydroxyl residues

in the inner loop of the b subunits. Phosphorylation can be mediated by protein
kinase A or protein kinase C. Depending on the type of b subunit, phosphorylation
can affect the channel gating properties (e.g., channel open time and rate of receptor
desensitization) either positively or negatively.

A variety of pharmacological agents can influence the activity of GABA, receptors. At

least five separate drug binding sites have been identified (Fig. 1.5-4 and Fig. 1.5-5).
Many clinically useful drugs are known to bind to benzodiazepine or barbiturate sites.
These sites are allosteric to the GABA binding site. Drugs that bind to them influence
the ability of GABA to activate the receptor by either altering the affinity between
GABA and its binding sites (GABA, receptors probably possess two GABA binding

sites) or by altering the channel open time and rate of receptor desensitization. It
now seems unlikely that either of these sites serves a physiological purpose. An
unusual characteristic of the benzodiazepine site is that drugs binding to it can exert
either a positive modulatory (an agonist) or negative modulatory (an inverse agonist)
effect, or no effect at all (an antagonist). The steroid site may have some
yet-undetermined physiological relevance. Several of the pharmacological effects of
ethanol are mediated through effects on GABA, receptors, but it may not act at a

specific and unique site.
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FIGURE 1.5-4 Diagrammatic illustration of the GABA,, receptor—ion-channel
complex and its modulatory sites.

FIGURE 1.5-5 Structure of the prototypical GABA, and benzodiazepine receptor

agonists and antagonists. (Courtesy of Daniel C. Javitt, M.D., Ph.D., and Stephen R.
Zukin, M.D.)

GABA; Receptors The metabotropic GABAg receptors are a member of the

superfamily of G-protein-coupled receptors expressed in the cell membrane. These
receptors generally exert an inhibitory effect on neuronal excitability by generating
hyperpolarizing potentials that are much slower in onset and longer in duration than
those mediated by GABA, receptors. Because GABA; receptors are G-protein

coupled, receptor activation initiates guanosine triphosphate (GTP) hydrolysis and
thereby causes dissociation of the G-protein subunits (a, b, g) from the receptor.
GABA; receptors are coupled to a G, subtype of G protein, and the dissociated a

subunit activates a type of K* channel, thereby hyperpolarizing the membrane.
GABAg receptors are often located on presynaptic terminals where they serve to

inhibit transmitter release by reducing the efficacy of action potentials to activate
Ca?" influx.

CLINICAL CONSIDERATIONS

Glutamate and Aspartate Glutamate and aspartate function effectively as excitatory
neurotransmitters because their extracellular and intracellular concentrations are
tightly regulated by several biochemical processes, most of which require a constant
source of energy (e.g., ATP). These include the vigorous transport systems in the
membrane of astrocytes and neurons that rapidly remove glutamate from
extracellular fluid (e.g., synaptic cleft) and transport systems within the synaptic
vesicles from which the transmitter molecules are released into the synaptic cleft.
Glutamate and aspartate can be rapidly metabolized, but only intracellularly.
Therefore any condition that impairs the ability of the membrane transport systems to



maintain these amino acids at very low extracellular levels can have a severe impact
on the physiological activity of neurons.

Ischemia-Induced Neurodegeneration The events that cause neuronal cell death
as a result of stroke, head trauma, or any condition involving a dramatic loss of
oxygen or glucose supply to the brain are complex and not clearly elucidated.
However, it is likely that a breakdown in the regulation of glutamate is a major factor.
Early metabolic consequences of ischemia or hypoxia include accumulation of lactic
acid, a concomitant decrease in pH, and a decrease in energy storage molecules
(phosphocreatine and ATP). This has an immediate deleterious effect on the activity
of the sodium-potassium ion pump, which accounts for more than 50 percent of
ATP-supplied energy use in the CNS. This in turn results in a dissipation of
transmembrane gradients for K" and Na* and a concomitant depolarization of the cell
membrane. Dissipation of the Na" gradient inhibits the removal of glutamate from
extracellular fluid, and membrane depolarization activates voltage-sensitive Ca?*
channels in synaptic terminals, thereby promoting excessive glutamate release.
Consequently, high levels of glutamate accumulate in the synapse, causing
excessive activation of NMDA and AMPA receptors. Because of the prevalence of
these receptors, the intracellular accumulation of Ca?* is greatly exacerbated. This
pathological accumulation of Ca?" promotes a cascade of events that can result in
neuronal cell death. Neurological disorders in which this pathological cascade may
be involved include global and focal ischemia (stroke) but also hypoglycemia, head
trauma, spinal injury, status epilepticus, drug abuse, and certain food toxicities (e.g.,
monosodium glutamate, and mussel poisoning).

Chronic Neurodegenerative Disorders Dysregulation of glutamate and aspartate
and overactivation of their receptors may contribute neuronal cell loss in chronic
disorders such as acquired immune deficiency syndrome (AIDS) dementia,
Parkinson's disease, motor neuron disease (including amyotrophic lateral sclerosis),
Huntington's disease, and Alzheimer's disease. Tissue-specific defects in glial
transporter genes resulting in impaired glutamate uptake have been identified in
several cases of the sporadic form of amyotrophic lateral sclerosis. Lathyrism, which
is clinically similar to amyotrophic lateral sclerosis, has been linked to the ingestion of
cycad beans, which contain an excitotoxin b-N-methylamino-L-alanine. Abnormal
activation of excitatory pathways within the basal ganglia appears to play a part in
the symptom expression of parkinsonism in animal models. In primates, NMDA and
non-NMDA antagonists increase the therapeutic efficacy of the dopaminergic drug,
levodope (Larodopa).

Epilepsy Epilepsy is a group of neurological disorders characterized by spontaneous
recurrent seizures. A seizure is an abnormal paroxysmal firing of cerebral neurons in
synchronous fashion and is often associated with motor signs and sensory,
autonomic, or psychic symptoms. Loss or impairment of consciousness often occurs.
Epileptic syndromes are defined on the basis of clusters of signs and symptoms that
generally occur together in a patient with recurrent seizures. They are classified on
the basis of the seizures: localization related, generalized, undetermined, or a
special syndrome (1989 International League Against Epilepsy classification). The
epileptic syndromes are further divided by etiology: idiopathic, cryptogenic, or
symptomatic. Epilepsy occurs in 1 to 2 percent of the population worldwide, and
epileptic patients account for a major proportion of the return visits in neurological
clinics. Although compounds that antagonize the action of glutamate at NMDA
receptors or AMPA and kainate receptors are generally effective in blocking



seizures, the only marketed antiepileptic drug in which glutamate antagonism is
thought to be a prominent component of its antiseizure activity is topiramate
(Topamax). Topiramate selectively antagonizes AMPA and kainate receptors.

Although many neurobiological factors may contribute to seizure formation, a
prominent feature of most seizures is an abnormal and excessive firing of
glutamatergic neural pathways. Therefore, abnormalities in the regulation of
glutamate may be a factor in the initiation, spread and maintenance of seizure
activity in some types of epilepsy. The involvement of glutamatergic receptors in
seizures and epilepsy is widely accepted on the basis of evidence that injections or
focal applications of glutamatergic agonists at NMDA receptor or AMPA and kainate
receptors seem to produce seizures or epileptic-like activity in numerous in vitro and
animal models of epilepsy. Furthermore, selective antagonists to these receptors
reduce epileptic activity or are potent anticonvulsants in several models. Elevated
plasma concentrations of glutamate have been observed in a epileptic-like mouse
strain and in probands with generalized epilepsy. Some studies using in vitro or ex
vivo techniques and studies in animal models indicate that glutamate or aspartate
release increases during seizure activity. A study using chronically implanted
microdialysis probes in bilateral hippocampi of epileptic humans showed marked
increases in extracellular glutamate concentrations immediately prior to the onset of
seizures on the side of seizure origin.

Many patients with temporal lobe or complex partial epilepsy have neuronal loss and
sclerosis, particularly in mesial hippocampus. Mesial temporal sclerosis is a common
finding in surgical specimens removed from patients suffering from chronic refractory
complex partial seizures. Neuronal loss is prominent in CA1, CA3 and dentate hilus.

Interestingly, the pathology closely resembles the findings seen in model systems of
prolonged seizure activity or in those induced by application of excitotoxins.

Kindling, which is a gradual induction of a hyperexcitable neuronal state, can occur
by focal repetitive subconvulsive stimulation of the hippocampus, amygdala, or some
other brain areas. Kindling results in increased susceptibility toward seizures and has
been studied extensively in animals, particularly rodents. The basis for the persistent
hyperexcitable state remains controversial, and the actual involvement of excitatory
amino acid receptors in this hyperexcitable state remains unclear. However, there is
good evidence that glutamatergic receptors, particularly NMDA types, play a role in
the development and enhancement of the kindled or seizure-prone state. NMDA
receptor antagonists can prevent the kindling phenomenon despite the expression of
seizurelike discharges in in vitro models such as hippocampal slices. A variety of
NMDA antagonists, including those that act as channel inhibitors or compete with the
glutamate recognition or glycine recognition sites, appear to be highly effective in
blocking the development of kindling. They do not appear to be as effective as
anticonvulsants in fully expressed seizures unless they are used at dosages that
produce significant toxic effects, such as neurological or behavioral impairment. In
contrast, AMPA receptor antagonists are highly effective in blocking the expression
of seizures, but they seem to have little effect on the induction of the kindled state.
Further research is needed to define the role of excitatory amino acids in kindling
and hippocampal injury. Much of the research has focused on ionotropic glutamate
receptors. With the recent discovery of more-selective metabotropic glutamate
receptor agonists and antagonists, along with the cloning of metabotropic receptor
genes, the role of metabotropic receptors is now being explored.



Schizophrenia The cause of schizophrenia remains elusive, although several
observations suggest that it may involve abnormalities in glutamatergic transmission.
This hypothesis has been spurred on by the knowledge that phencyclidine (PCP,
“angel dust”), a noncompetitive NMDA receptor antagonist, generates
psychomimetic behaviors similar to those seen in schizophrenia. Clinical data
supporting a role for glutamate in the etiology of schizophrenia are sparse but
interesting. In the 1980s it was observed that glutamate concentration was lower in
the cerebrospinal fluid (CSF) of schizophrenic patients than in that of control
patients. These results have not been replicated successfully. Postmortem studies of
schizophrenics have shown a consistent increased density of glutamate receptors
(NMDA and non-NMDA) within the frontal and temporal cortex, together with some
evidence for decreased production or release of glutamate, or both. Such results
suggest that schizophrenia involves decreased glutamatergic transmission.

Neuropathic Pain Activation of afferent C fibers with nociceptive stimuli produces
pain sensations that are enhanced during pathological conditions. Activity-dependent
increases in excitability are induced in the spinal dorsal horn neurons by repetitive
stimulation of C fibers. This is thought to contribute to the development and
maintenance of chronic pain symptoms. NMDA antagonists, ketamine (Ketalar) and
D-amino-propyl-valeric acid, have consistently reduced this activity in the rat dorsal
horn nociceptive neurons, suggesting that the NMDA receptor contributes to this
phenomenon. AMPA and kainate receptors may also play a role in modulating pain.
In situ hybridization studies have revealed that expression of kainate receptor gene
GIuRS is particularly prominent in dorsal root ganglion neurons. Animal studies have
indicated that kainate receptor antagonists significantly reduce nociception, and early
human trials with some of these agents show them to be promising for analgesia.

Substance Abuse Several lines of evidence indicate that one of the acute effects of
ethanol is to inhibit glutamate receptor function, particularly NMDA and kainate
receptors. Such inhibition leads to depressed synaptic transmission and may result
in ethanol-induced cognitive deficits. Indeed, low concentrations of ethanol are
known to inhibit long-term potentiation in the hippocampus.

GABA

Epilepsy Like the glutamatergic system, GABA and GABA receptor subtypes play a
central role in the expression of seizures. GABA, as the major inhibitory
neurotransmitter in the CNS, can be found in up to 30 percent of CNS synapses. In
general, for the mature brain, loss or blockade of GABA inhibition can result in
increased hyperexcitability and expression of seizures. Unlike with the glutamatergic
system, several GABAergic drugs are widely used in the treatment of epilepsy.
Clinically effective benzodiazepines and barbiturates likely act at GABA, receptors to

enhance inhibition. Both have been shown to be effective in the control of partial,
complex partial, and generalized tonic-clonic seizures. Benzodiazepines are also
effective in the short-term treatment of generalized absence, but a functional
tolerance tends to develop, thereby reducing their efficacy. Barbiturates may
exacerbate generalized absence seizures. Benzodiazepines are also effective in the
treatment of atypical absence and myoclonic seizures. Anticonvulsant
benzodiazepines and barbiturates are highly sedating, which limits their use.
Phenobarbital (Solfoton) an anticonvulsant barbiturate, has been used for the



treatment of epilepsy since the early 1900s, and it is still the most widely used
anticonvulsant in the world, primarily because of its low cost.

Other evidence that the GABAergic system is important in the expression of seizures
is that manipulation of GABA, receptor function can cause, exacerbate, or reduce

seizure activity. The mushroom poisons picrotoxin and bicucculine antagonize
GABA, receptors noncompetitively and competitively, respectively, and can elicit

seizures. Penicillin given at high doses (especially in renal failure patients or
intrathecally) can result in partial or generalized seizures. Penicillin reduces
GABA-induced chloride current flow by blocking the ion channel pore. The GABA,

receptor has numerous modulatory sites that can allosterically increase or decrease
the chloride ion channel current flow. For example, negative modulators that act at
the benzodiazepine site (e.g., b-carbolines) or the steroid site (e.g., pregnenolone
sulfate) can lower seizure thresholds.

In the mature or adult brain, enhancement of GABA, receptor function generally

raises the seizure threshold. Certain naturally occurring and synthetic
pregnane-derived steroids are potent positive modulators, now called neuroactive
steroids, or neurosteroids. Some data support the role of the endogenous
neurosteroids in cyclical changes in behavior and in catamenial or menstrually
related epilepsy. A pregnane-derived synthetic neurosteroid is in clinical trials for
treatment of epilepsy.

Not only does positive modulation of these allosteric sites result in anticonvulsant
activity, increases in GABA availability also seem to be of clinical benefit. Reduction
of GABA clearance by inhibition of GABA uptake or reduction of GABA degradation
by poisoning GABA transaminase are both effective. A GABA uptake inhibitor has
been recently approved for treatment of partial seizures, but it may exacerbate
generalized absence seizures. An irreversible inhibitor of GABA transaminase also
effective in the treatment of partial seizures is in the late stages of development.
Finally, some evidence in animal models suggests that modulation of GABAg

receptors may play a role in the treatment of generalized absence seizures.

Anesthesia Pentobarbital (Nembutal) has been a popular drug for induction of
anesthesia. Like phenobarbital, pentobarbital allosterically enhances GABA, receptor
function, but over a narrow concentration range it also can directly activate GABA,
receptors. Pentobarbital also has activity in blocking glutamate receptors and
voltage-gated calcium channels. The potent benzodiazepines midazolam (Versed)

and lorazepam (Ativan) have replaced diazepam (Valium) as a drug of choice for
induction of anesthesia.

In the 1990s pentobarbital was replaced by propofol (Diprivan), which is more easily
titrated and is especially useful in the neurosurgical setting. Propofol, which has a
short duration of action, allosterically enhances GABA, function and directly

activates these receptors. Several neurosteroids also can directly activate GABA,

receptors, and it has been proposed that this direct effect is in part responsible for
the anesthetic qualities of these agents.

In the 1940s, parenteral administration of cholesterol was shown to induce sedation



in animals, and this subsequently led to the development of synthetically derived
steroids for sedation. Although its mechanism of action was unknown at the time,
one derivative, alfaxalone (Alfathesin) was a popular agent during the early 1970s for
the induction of anesthesia. It has been subsequently discovered that alfaxalone's
pregnane-based structure is similar to that for the neurosteroids and that it is a
potent enhancer of GABA, receptor function.

Anxiety- and Sleep-Related Disorders Benzodiazepines and barbiturates have a
long history in the treatment of anxiety and insomnia. Diazepam was once the most
prescribed medication in the United States. With the cloning of GABA receptor
genes, it is now recognized that the hints of subtypes of GABA, receptors from

previous pharmacological experiments are true. This is especially true for subclasses
of benzodiazepine-sensitive receptors. Benzodiazepines with greater anxiolytic than

sedative-hypnotic properties are in use clinically, and their efficacy may be related to
preferential binding to particular subtypes of GABA, receptors.

Spasticity Loss of spinal and supraspinal inhibition may result in spasticity or
hyperreflexic states. One particular disorder, stiff person syndrome, is associated
with increased reflexivity and muscle spasms and occasionally with seizures,
diabetes or both in some patients. The disorder is frequently associated with
circulating antibodies to GAD, the GABA synthesis enzyme. Interestingly, antibodies
to GAD are associated with type | diabetes (autoimmune-associated juvenile form).
Benzodiazepines, especially diazepam, and baclofen are mainstays in the treatment
of spasticity. However, these agents are often only moderately effective, especially in
supraspinal forms of spasticity.

Substance Abuse Ethanol enhances GABA receptor function in some in vitro
preparations potentially via a protein-binding site. Although studies have been
controversial, many accept that ethanol may selectively alter function of some
subtypes of GABA receptors. GABA,-active benzodiazepines and barbiturates are

known for their development of tolerance and potential addictive activity during
long-term administration.

Glycine Glycinergic neurotransmission is important in the circuits for local inhibitory
control in the spinal cord. Genetic defects in glycine subunit genes have been
identified as causes of hypersensitive reflexes and spasticity in both humans and
animals. Opportunities for pharmacotherapeutic modulation of glycine receptors have
been rather limited by the lack of readily identifiable allosteric regulatory sites.
Strychnine, a potent antagonist, has long been used as a poison for rodents and in
humans, where it has been used as an instrument of malicious intent. Clinically
relevant positive modulators of the glycine receptor include ethanol and the
anesthetic propofol.

SUGGESTED CROSS-REFERENCES

Further information about the neuroanatomy of specific excitatory and inhibitory
projections can be found in Section 1.2 on neuroanatomy. Further information on the
receptor transduction mechanisms can be found in Section 1.9 on electrophysiology.
Information regarding the contributions of specific cortical regions and pathways in
schizophrenia can be found in Section 12.3 on brain structure and function and



Section 12.4 on neurochemical, vital, and immunological studies in schizophrenia.
The role of GABA benzodiazepine receptors in mood disorders is discussed in
Chapter 14, and their role in anxiety disorders is discussed in Chapter 15. The
clinical use of benzodiazepines is discussed in Section 31.10. Epilepsy is covered in
Section 2.4.
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CHAPTER 1. NEURAL SCIENCES

1.6 NEUROPEPTIDES: BIOLOGY AND REGULATION

MICHAEL J. OWENS, PH.D., CHARLES B. NEMEROFF, M.D., PH.D. AND GARTH BISSETTE, PH.D.
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The past several decades have witnessed a veritable explosion of knowledge about
the central nervous system (CNS), and in no area has this been as impressive as in
peptide neurobiology. Numerous peptide neurotransmitter candidates have been
identified and characterized, their CNS distributions mapped, and their genes cloned.
The tenet “one neuron-one transmitter” erroneously attributed to Dale has been
convincingly refuted with numerous demonstrations of neurons containing multiple
peptides or combinations of peptide and nonpeptide neurotransmitters. Additionally,
since the early 1980s there has been an embarrassment of riches in the form of
knowledge about neurotransmitter receptor diversity, diversity of receptor-effector
coupling, and neurotransmitter transporters. These discoveries have not yet been
fully integrated into what is known about normal or aberrant CNS function, although
dysfunction at virtually any level could conceivably lead to neuropsychiatric deficits.
This chapter summarizes, with several examples, the general principles governing
neuropeptide biology and includes a review of several neuropeptides that have been
unequivocably demonstrated to be involved in the pathophysiology of one or another
neuropsychiatric disorders.

By definition, a neuropeptide is a chain of two or more amino acids linked by peptide
bonds, and differs from other proteins only in the length of the amino acid chain.
Over 100 unique biologically active peptide sequences have been purified from
biological sources; their sizes range from two (carnosine and anserine) to over 40
amino acids (corticotropin-releasing factor [CRF] and growth hormone-releasing
factor [GRF]) (Table 1.6-1). Most of the other known active peptides fall within these
size limits. By convention, peptides greater than 90 amino acids in length (about
10,000 molecular weight) are considered proteins. The five examples discussed here
are somatostatin (somatotropin release-inhibiting factor [SRIF]), thyrotropin-releasing
hormone (TRH), neurotensin neuromedin N, and CRF. Their structures are illustrated
Table 1.6-2, and are written by convention from the amino terminus (NH,-)

beginning on the left to the carboxyl terminus (-COOH) on the right. Somatostatin,
CRF, and TRH are hypothalamic hypophysiotropic hormones and, like neurotensin
and neuromedin N, function in the CNS as neurotransmitters in ways that are often
quite distinct from their effects on the endocrine axes. Neuropeptides have been
implicated as chemical mediators in pathways subserving a variety of behavioral and
physiological effects, including such diverse behaviors as thermoregulation, food and



water consumption, sex, sleep, locomotion, memory, learning, responses to stress
and pain, and emotion. Those actions have stimulated interest in the contribution of
the peptidergic neuronal systems to the symptoms and behaviors exhibited in such
major psychiatric illnesses as psychotic disorders, mood disorders, and dementia. In
addition to their endocrine and neurotransmitter roles, many peptides and their
receptors apparently play active roles in development and often appear transiently in
various anatomical regions or in such abundance that a trophic effect is postulated,
an effect that does not necessarily persist beyond early development. An example of
this ontogenetic shift is found in the distribution of messenger ribonucleic acid
(mRNA) for SRIF in developing rats. The mRNA exhibits more regional heterogeneity
in developing rats than it does in adult animals, with the hypothalamic mRNA
concentrations being much higher than the cerebrocortical expression.
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Table 1.6-2 Selected Neuropeptide Structures

Many of the known behavioral effects of neuropeptides are observed only after their
direct injection into the CNS because most peptides do not penetrate the blood-brain
barrier in amounts sufficient to produce effects before being inactivated by serum
and tissue enzymes that degrade them. The degradation is usually the result of the



cleavage of specific amino acid sequences targeted by a specific peptidase designed
for that purpose. Peptide fragments often possess full or partial biological activity at
peptide receptors, and the relatively lengthy period of peptide-induced effects may
be attributable to this delayed cessation of activity. How much neuropeptide must be
injected to elicit a physiological or behavioral effect is debatable because
endogenous neuropeptides exist in picomolar to femtomolar concentrations whereas
nanomolar concentrations are often required to produce such effects. Such
differences should be expected, however, when it is realized that the anatomical
substrate mediating the behavior or effect may be quite far from the site of injection,
that the preexisting endogenous peptide signal and its regulatory and feedback
systems must be overwhelmed, that a gauntlet of peptidases must be negotiated,
and that synaptic concentrations may indeed reach high nanomolar concentrations.
Another disconcerting fact about neuropeptides is the propensity for a property or
effect to be elicited by one or more apparently unrelated peptides. Although often
frustrating and potentially confounding to researchers, that property can be explained
by the ability of more than one sequence of amino acids to assume similar
three-dimensional shapes and charge distributions, all of which may be recognized
by the receptor, by the presence of multiple receptor types contained on neurons
initiating the behavior, and by possible similarities between second-messenger
transduction mechanisms activated by discrete and distinct peptide receptor types.
The tertiary structure for recognition is also used by the immune system for the
production of specific antibodies, as well as by biological receptors. Because both
descriptive (immunohistochemical) and quantitative (radioimmunoassay) methods for
detecting the small concentrations of endogenous peptides rely on immunological
techniques, it is always possible that a similarly shaped structure could confound the
interpretation of immunoassay results. Thus, descriptions of antisera specificity and
amount of cross-reactivity with other potential ligands are crucial to the proper
evaluation of results. The dichotomy in methodology for detecting neuronal
localization of peptide versus regional peptide concentration is also seen in the tools
for peptide receptor identification by autoradiography (localization) and regional
membrane preparations for receptor quantification (“grind and bind”). The analogous
procedures for detecting peptide mRNA are in situ hybridization (localization),
Northern blot analysis, ribonuclease protection assay, and the polymerase chain
reaction for regional mMRNA quantification. Measurements of neuropeptide
concentration changes do not indicate which of several mechanisms may be
mediating the observed changes. Increases in concentration may represent
increased synthesis and release, decreased release with continued synthesis, or
decreased degradation. Attempts to verify peptide turnover may be made if the
MRNA concentration, peptide concentration, receptor up-regulation or
down-regulation, and degradative activity are known. Although methods to achieve
each of these goals are now available, they have not generally been applied in
combination to the same tissue sample.

Whereas the differences between neuropeptides and the classic monoamine and
amino-acid neurotransmitters are often striking, their CNS effects are similar in that
they primarily excite or inhibit discrete neurons upon direct application. Because both
these effects may be observed among neurons from the same region, effects
observed in one location cannot be generalized to either immediate or distal
neurons. However, the onset of activity is often delayed for neuropeptides (seconds)
as compared with the classic transmitters (milliseconds), whereas the duration of
activity can be relatively delayed for neuropeptides (minutes) as compared with most
of the classic transmitters (seconds).



DISTRIBUTION

Neuropeptides are found throughout the CNS, as well as in various peripheral
organs, such as the gastrointestinal tract, pancreas, and adrenal glands. Many CNS
peptides, such as neurotensin and SRIF, play dual roles in the brain and gut. The full
extent of any communication between the CNS and gut systems employing the same
peptide is not known with certainty, but may be considerable. Although CNS
neuropeptides are found predominantly in neurons, peptide receptors have been
reported in glia.

Neuropeptides were originally purified from hypothalamic extracts and thus it is not
surprising that some of the highest concentrations of certain neuropeptides are found
in the hypothalamus. This is true for all four of the example peptides: TRH, CRF,
SRIF, and neurotensin. These many other neuropeptides are also widely distributed
in extrahypothalamic brain areas and may occur in either intrinsic interneurons or in
longer projection neurons. Immunohistochemical and retrograde tracing studies have
focused on the locations and morphological types of neurons containing SRIF. In the
hypothalamus most of the SRIF-containing neurons that project to the median
eminence have been shown to emanate from cell bodies mainly in the rostral
periventricular nucleus, with some in the paraventricular nucleus and none in the
arcuate nucleus. Thus, the other hypothalamic regions (arcuate, suprachiasmatic,
ventromedial) containing SRIF neurons probably do not project to the median
eminence and may perform a regulatory or feedback function on neurons containing
other hypothalamic releasing factors, such as GRF, CRF, TRH, or their afferents. In
the cortex of rats SRIF is found in some of the large stellate-shaped neurons and in
abundance among the fusiform-shaped, nonpyramidal neurons of layers Il to V, and
particularly in layer V of the sensory cortex. In monkeys, however, layer Il is where
SRIF is predominantly located in visual, auditory, or association cortex, and cortical
neurons containing SRIF are usually oriented vertically in layers Il to V and
horizontally in layer VI. In human entorhinal cortex, SRIF neurons are abundant in
the white matter underlying the cortex and are relatively uniformly distributed
throughout the cortical layers, being absent only in the outer molecular layer. A
recent comparison of human and monkey distribution of the prosomatostatin-derived
peptides SRIF-28, SRIF-14, and SRIF-28,_;, in the prefrontal cortex found reduced

staining of SRIF-28 in unperfused monkeys and human brain obtained 5 hours after
death, indicating that the processing of peptides may continue after death. In the rat
striatum SRIF is extensively colocalized in neuropeptide-Y—containing neurons, and
although not influenced by lesions of the dopamine neurons innervating the striatum,
SRIF concentrations are increased by the destruction of cortical inputs. In the human
hippocampus, SRIF neurons are arranged in a manner similar to that in rats and
nonhuman primates, with cell bodies in the deep layers of the dentate gyrus
projecting fibers to the outer two thirds of the molecular layer. In the basal forebrain
region of nonhuman primates, SRIF is contained within small neurons of the nucleus
basalis of Maynert, which apparently communicate with the cholinergic neurons
there. Those data indicate that the neuronal cell types and afferent and efferent
connections of SRIF-containing neurons vary widely among different brain regions
and that species differences occur with enough frequency to render direct
extrapolations between species difficult.

Many neuropeptides have now been shown to be colocalized in neurons that also
contain classic transmitters, other neuropeptides, or both. Neurotensin is found in



neurons containing the dopamine synthetic enzyme tyrosine hydroxylase in the
ventral tegmental area and arcuate nucleus of the hypothalamus of rats. Neurotensin
is found in dense-core vesicles only in tyrosine hydroxylase-positive staining cell
bodies in ventral tegmental area. Other nerve terminals that were stained for
neurotensin did not contain tyrosine hydroxylase. These findings are discordant with
other evidence showing decreases in both dopamine and neurotensin concentrations
after reserpine and the dual release of frontal cortex dopamine and neurotensin after
electrical stimulation of the median forebrain bundle. Another subset of ventral
tegmental area neurons projecting to the frontal cortex has been shown to contain
neurotensin, cholecystokinin (CCK), and tyrosine hydroxylase. Many other examples
of colocalization have been cited, including reports of three to six peptides in a single
neuron. TRH colocalization with another peptide, substance P, and a classic
transmitter, serotonin, has been described in a population of neurons on the median
raphe nucleus and spinal cord. Corticotropin-releasing factor has been reported to be
colocalized with three other neuropeptides (vasopressin, oxytocin, and neurotensin)
in some neurons of the hypothalamic paraventricular nucleus in both rats and
humans. Somatostatin has been found in g-aminobutyric acid (GABA) neurons of the
thalamus of cats and the cortex of rats, and with neuropeptide Y in the striatum,
hippocampus, and cortex. Colocalization reports may be more species specific than
is generally realized, as the neurotensin-dopamine colocalization in the ventral
tegmental area and frontal cortex was clearly demonstrated to be absent in humans
and nonhuman primates.

The two main methods for mapping peptides, immunohistochemistry and
radioimmunoassay, are complementary in their determination of neuropeptide
locations and concentrations, respectively, but they do not indicate which
immunoreactive neuronal cell bodies are connected to the various immunoreactive
terminal fields. Through the use of retrograde tracing methods and dual staining
techniques, several pathways for certain peptides have now been delineated. They
include projections of amygdala neurons containing neurotensin, SRIF, or CRF to the
parabrachial nucleus of the mesencephalon, and a neurotensin-containing projection
from the lateral parabrachial nucleus back to the central amygdala has also been
described. Two other neurotensin projections that have been observed in rats are
those from the ventral tegmental area to the nucleus accumbens and from the
endopiriform nucleus and prepiriform cortex to the diagonal band area. This
methodology has also led to the identification of TRH neurons in the paraventricular
nucleus and bed nucleus of the stria terminalis as the origin of projections to the
median eminence and septum, respectively. Lesion studies with excitotoxic amino
acids or electrocoagulation have also demonstrated putative connections between
discrete anatomical loci, such as the increased TRH immunoreactive concentrations
in the nucleus of the solitary tract after bilateral electrolytic lesions of the
TRH-containing paraventricular nucleus in rats. Although such work is beginning to
elucidate neuropeptide wiring diagrams in mammalian brain, the association
between discrete anatomical pathways containing a neuropeptide and the behaviors
or effects observed after neuropeptide administration remains nascent. One of the
best examples of this kind of association is seen in the response of CRF neuronal
systems to stressful stimuli. The distribution of CRF neurons in the rat CNS is
illustrated in Figure 1.6-1. Radioimmunoassay studies have documented increased
CRF content in the locus ceruleus and decreased CRF concentrations in the median
eminence after a regimen of acute or chronic stress in rats. Other studies have
shown that CRF-containing nerve terminals impinge upon noradrenergic neurons of
the locus ceruleus and that exogenous CRF applied to those neurons alters their
firing rate. Some of the noradrenergic locus ceruleus neurons, in turn, project to the



hypothalamic paraventricular nucleus where their input increases CRF synthesis and
release. Because CRF injection into the locus ceruleus elicits fearful or anxious
behavior, one could postulate that stress activates the CRF neurons terminating in
the locus ceruleus noradrenergic neurons and that the increased CRF content in the
locus represents an increased release of the CRF in this region onto the
noradrenergic cell bodies. One can further postulate that the resulting increased
noradrenergic signal, and perhaps other inputs to the paraventricular nucleus of the
hypothalamus, mediates the stress-induced increased release of CRF from the
median eminence, which is detected as decreased CRF concentrations. Thus, both
an observed increase and decrease in regional CRF content can be hypothesized as
resulting from an increased release of CRF with or without concomitant new
synthesis of CRF to replace the released peptide. An alternative explanation for the
apparent decrease in median eminence CRF concentrations after stress versus
increased concentrations in the locus ceruleus is that they are both released, but the
CRF released from the median eminence is removed by the pituitary portal system
whereas that in the locus ceruleus remains in the tissue that is dissected. Similar
studies utilizing mMRNA measures are ongoing under the hypothesis that changes in
MRNA production might more accurately reflect biosynthetic rates of neuropeptide
production.

FIGURE 1.6-1 Major CRF-stained cell groups (dots) and fiber systems in the rat
brain. CC, corpus callosum; HIP, hippocampus; SEPT, septal region; AC, anterior
commissure; BST, bed nucleus of the stria terminals; Sl, substantia innominata;
CcA, central nucleus of the amygdala; MPO, medial preoptic area; PVH, PVN of
hypothalamus; ME, median eminence; PP, posterior pituitary; LHA, lateral
hypothalamic area; mfb, median forebrain bundle; MID THAL, midline thalamic
nuclei; ST, stria terminalis; POR, perioculomotor nucleus; CG, central gray; DR,
dorsal raphe; MR, median raphe; LDT, laterodorsal tegmental nucleus; LC, locus
ceruleus; PB, parabrachial nucleus; MVN, medial vestibular nucleus; DVC, dorsal
vagal complex; As, A; noradrenergic cell groups. (Reprinted with permission from

Swanson LW, Sawchenko PE, Rivier J, Vale WW: Organization of ovine
corticotropin-releasing factor immunoreactive cells and fibers in the rat brain: An
immunohistochemical study. Neuroendocrinology 36:165, 1983.)
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The biosynthesis of neuropeptides involves the transcription of mMRNA sequences
from deoxyribonucleic acid (DNA) templates contained on the appropriate genes.
Since the 1980s the application of molecular biological techniques has allowed the
genes of many of the various peptides to be cloned and the complementary DNA
probes constructed that allow mapping of the regions where the mRNA's coding for
the peptide prohormone is located. A good example of the exploitation of such
techniques is provided by TRH. Although TRH was the first of the hypothalamic
releasing factors to be chemically identified in 1969, the TRH precursor was the last
of the releasing-factor prohormones to be described. The gene for TRH in humans
resides on chromosome 3; in the rat it consists of three exons (coding regions)
separated by two introns (noncoded sequences). The first exon contains the 5'
untranslated end of the mRNA encoding the TRH preprohormone, the second exon
contains the signal sequence and much of the remaining amino terminal end of the
precursor peptide, and the third contains the remainder of the sequence, including
five copies of the TRH precursor sequence, the carboxy terminal region, and the 3'
untranslated region. Regions in the 5' flanking sequence correspond to promoter
regions and have sequence homologies with a glucocorticoid receptor binding site
and the thyrotropin b subunit gene that may regulate the expression of the TRH
gene. Although some disagreement about the precise sizes of the TRH precursors
exists, the TRH prohormone has been mapped immunohistochemically to regions
previously shown to exhibit TRH-containing cell bodies, including the paraventricular
nucleus of the hypothalamus and the raphe nuclei, whereas the axons and terminals
that have been identified as containing TRH do not stain as intensely for the
precursor.

The neurotensin-neuromedin N gene was originally cloned from canine ileal mucosa,
and complementary deoxyribonucleic acid (cDNA) probes constructed against this
form were used to clone the rat gene. The rat gene contains four exon sequences
separated by three introns and spans approximately 10.2 kilobases. In the rat the
neurotensin-neuromedin N sequence is contained in the fourth exon and the single
copies of each peptide sequence are separated by a pair of dibasic residues. The
human neurotensin gene has been localized to chromosome 12 (12g21). In
pheochromocytoma (PC-12) neurons in culture, the neurotensin-neuromedin N gene
is regulated by lithium, nerve growth factor, cyclic adenosine monophosphate (AMP)
activators, and dexamethasone through their effects on a 5' cis-regulating region.
The distribution of the neurotensin-neuromedin N mRNA is generally the same as
described for neurotensin-containing neuronal cell bodies, except in the
hippocampus and subiculum, where few neurons stain immunohistochemically for
neurotensin and yet an abundance of the neurotensin-neuromedin N mRNA is found.

The role of 5' regulatory sequences on peptide genes has been well described for
the SRIF gene. The human SRIF gene is located on chromosome 3. The regulatory
region in the SRIF gene is upstream from the sequence coding the SRIF mRNA and
contains the palindrome sequence of eight base pairs that is found in other genes
regulated by cyclic AMP. The promoter region acts on the downstream sequence as
an enhancer for transcription and exhibits both distance and orientation sensitivity for
the sequence being enhanced. This cyclic AMP response element demonstrates
recognition sites for protein kinases A and C and casein kinase Il, which may in turn
regulate that activity.



PEPTIDE PROCESSING

Because neuropeptides are first synthesized as larger precursor molecules, a wide
variety of processes can come into play in the cleavage of the active peptide forms
from the precursor (Fig. 1.6-2). For example, SRIF is first produced as a 116 amino
acid prohormone called preprosomatostatin, and it contains a 24 amino acid signal
sequence that is removed in the formation of the 92 amino acid prosomatostatin. It is
further processed to either SRIF-28 or SRIF-14, and a major site of the processing
step has been identified as the Golgi apparatus. The last processing step shows
significant species differences, which should be considered when extrapolating
between human and animal studies. For example, the 12 amino acid sequence of
SRIF-28 that is cleaved in the formation of SRIF-14 is much more abundant in rodent
than in human brain. The joint actions of a basophilic aminoprotease and an
endoprotease contained in secretory granules cleaves SRIF-14 from SRIF-28. Most
active peptide sequences are flanked by dibasic amino acids (Arg and Lys), which
act as cleavage sites for the carboxypeptidase-B types of enzymes. However,
SRIF-28 is cleaved at a single arginine from its prosomatostatin precursor. Related
peptides are often contained in the same prohormone sequence, as is the case for
neurotensin and neuromedin N. Those peptides are separated by a single pair of
dibasic residues on their common mRNA and yet have distinctly different distribution
patterns in the brain. Other tissues may also exhibit processing that is different from
that of the brain, as is seen for neuromedin N in the mouse ileum. Multiple active
peptide copies can also be contained in the prohormone structure as is noted with
TRH, which has five complete copies in the mammalian 285 amino acid prohormone.
Studies using antisera that recognize the intervening sequences between the five
copies of TRH within the prohormone indicate that all five copies are liberated during
processing. Regional differences of prohormone processing have been
demonstrated within the brain, as is clearly seen for TRH. In the hypothalamus, the
main storage forms of TRH are TRH, pre-pro TRH (160-169), pre-pro TRH
(178-199), and two additional forms that are found in the olfactory bulb region. The
differences in the ratio of TRH to its prohormone precursor in various extraneuronal
tissues also indicates widely varying regional differences in processing of the TRH
precursors. Processing also differs across the life cycle, as has been reported for
TRH. Hypothalamic TRH prohormone processing in mice was observed to
accelerate during development based on the ratio of TRH to its precursors, and
immunohistochemical staining or in situ hybridization autoradiography indicated that
a significant amount of processing occurred during post-Golgi transport and storage.
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FIGURE 1.6-2 The peptide neuron. The figure shows the main steps in the chain of
events from the information stored in the DNA molecule to the peripherally detected
peptide fragments. The DNA sequence in the nucleus is transcribed to the mRNA
molecule for further transport to the endoplasmic reticulum, where a translation takes
place to form a large precursor protein (preproprotein). That protein is prepared for
axonal transport by packaging into neurosecretory vesicles within the Golgi complex.
During transport, the precursor protein is processed by specific cleavage enzymes
into active and inactive peptide fragments. After release, the peptides are further
degraded into smaller peptide fragments or constituent amino acids. (Courtesy of
Thomas Davis, Ph.D.)

Although many known peptides are complete and biologically active when cleaved
from the prohormone, many others are subjected to posttranslational processing.
Certain peptides have a metabolically blocked carboxy terminus that is often
amidated. A glycine residue in the prohormone sequence often acts as the amide
donor, and in the case of TRH is attacked by a monoxygenase that is contained in
secretory granules. TRH is further processed on the N-terminus where glutamine is
cyclized by a glutamylcyclase. These alterations are usually effective in reducing
susceptibility to degradation, and are often required for biological activity, as is the
case for TRH, which is rendered inactive when the C-terminal amide is removed by
proline endopeptidase to generate the free-acid structure. Other posttranslational
processing events for active peptides include glycosylation and cyclization, which are
often required for either biological activity or transport.

RECEPTORS AND SECOND MESSENGERS

Neuropeptide receptors have undergone the same process of discovery and
characterization that receptors for other neurotransmitters have enjoyed. The
process begins with the pharmacological characterization of the receptor's
physicochemical binding properties by assessing the affinity of various metabolically
derived and synthetic peptide fragments, and the native molecule, for the receptor
binding site found in membrane preparations. Peptide receptor locations are mapped
with radioactive or fluorescent tags that are inserted into peptide molecules, which
often contain substituted amino acids at the most vulnerable peptidase cleavage
sites. Previously, once the peptide receptor was characterized pharmacologically, it
was usually purified from some relatively enriched biological tissue source or brain
region by affinity column chromatography. After it had been purified, binding
parameters and activity were recharacterized for the reconstituted purified receptor
protein and structural information obtained by X-ray crystallography. This process
was closely followed in the purification of the neurotensin-neuromedin N receptor.
Because neurotensin and neuromedin N share significant sequence homology, the
latter is active in displacing ligands from the neurotensin receptor, but with
approximately 20 times less potency. The neurotensin receptor was first
characterized by photoaffinity labeling and cross-linking of radioiodinated ligands,
which resulted in two labeled subunits of about 49 Kd and 51 Kd from rat brain
synaptosomes. The receptor was next solubilized and characterized for ligand affinity
and binding capacity in mouse brain, which was followed by affinity column
chromatographic purification and confirmation of an aggregate molecular weight of



approximately 100,000. However, similar work with bovine cerebral cortex yielded a
purified neurotensin receptor of approximately 72,000, indicating that significant
species differences may exist. The neurotensin receptor mRNA has been cloned,
and regional in situ hybridization mapping studies indicate that its distribution is
generally the same as was shown for the receptor using radioactive ligands and
autoradiography. The location is particularly rich in dopamine cell body regions and
some dopamine terminal regions, and thus it is not surprising that dopamine
neuronal activity seems to regulate neurotensin receptor expression. Neurotensin
receptors have been shown to be colocalized with enzymes that degrade both
neurotensin and neuromedin N in primary cultures of neurons from the forebrains of
14-day-old mouse embryos.

The much more powerful tools of molecular biology have been utilized more recently.
Utilizing expression cloning techniques or a variety of low-stringency hybridization
screening methods, numerous receptors and peptides have been cloned.
Transfection studies allow for the production of highly enriched cell preparations
expressing a variety of peptides or peptide receptors. Moreover, now that it is
possible to purify mRNAs for peptide receptors, the induction of mutations allows for
the identification of the regions controlling ligand binding. The distribution of
receptors mapped with autoradiographic techniques has been largely verified by in
situ hybridization using receptor mRNA probes. That information will make it possible
to design drugs specifically to fit those binding sites on the receptor, leading to the
ability to manipulate peptide systems in ways that are currently enjoyed by the more
classic neurotransmitters. Finally, transgenic techniques such as targeted gene
overexpression and gene knockouts or knockdowns will contribute to our
understanding of the physiological roles of these peptides and their receptors.

Receptor populations for peptides exhibit changes in the numbers of binding sites on
the basis of the magnitude of transmitter signal received and the input from second
messenger feedback regulation. The up-regulation and down-reqgulation of peptide
receptors has been most often demonstrated in the anterior pituitary, but has also
been described in the cerebral cortex and other brain regions. Peptide receptor
affinity for ligands usually remains stable in the face of this requlation of receptor
number. Receptor expression fluctuates in various brain regions during development
as well. Autoradiography has demonstrated high concentrations of SRIF receptors in
rat somatosensory cortex at day 16 of the embryo in the intermediate zone and a
transient decrease in cortical plate SRIF receptors at birth. Decreases to adult levels
of SRIF receptors in somatosensory cortex are achieved by postnatal day 21.
Somatostatin receptors in the cerebellum of 13-day-old rats have been shown to be
pharmacologically similar to those of adults in binding parameters. Several research
groups have described different classes of SRIF receptors on the basis of selective
binding by various pharmacological ligands. Regional differences in the binding of
SRIF-28 and SRIF-14 and their inability to desensitize each other's binding site has
indicated that separate receptor populations may exist for these two forms. Further
evidence for distinct populations of SRIF-28 and SRIF-14 receptors is provided by
their production of different second messenger effects, and their opposite effects on
potassium conductance in rat cortex. Five different SRIF receptor subtypes have
been identified with molecular techniques.

Neuropeptide receptors have been associated with just about every type of second
messenger signal transduction system that has been identified. Mechanisms using
cyclic AMP; cyclic guanosine monophosphate (cGMP); protein kinases A and C;



sodium, potassium, and calcium channels; and inositol phosphate and diacylglycerol
have all been identified as neuropeptide receptor signal transduction mechanisms.
Such mechanisms offer a myriad of possible modulatory effects, from the
amplification to the attenuation of postsynaptic signals, and contribute greatly to the
integrative power of neural networks. Both the neurotensin and the TRH receptors
are internalized within the postsynaptic cell upon binding of their endogenous ligand
or the appropriate agonist, where portions of the complex may eventually be
transported to the receptive cell's nucleus with subsequent regulatory effects.
Specific peptide receptor antagonists have been difficult to develop, with opioid
antagonists being the most successful. Altered molecular forms of native peptides,
such as a-helical CRFy_,;, have been used but are not ideal owing to size constraints

on diffusion and lack of ability to penetrate the blood-brain barrier.

The inability to block specific neuropeptide signals pharmacologically has severely
hindered research into the roles of the endogenous peptides in various behaviors
and physiological effects. The disadvantages of trying to decipher a substance's role
in neurotransmission by examining only the effects of excess concentrations should
be obvious to even casual observers. As noted previously, this is an area in which
the use of transgenic laboratory animals can be of great service, although the results
are potentially confounded by differing roles for neuropeptides and receptors in early
development and adulthood. More recently, several pharmaceutical companies have
synthesized nonpeptidergic, lipophilic compounds that act as neuropeptide agonists
or antagonists.

PEPTIDASES

Peptides are degraded to smaller fragments, and eventually to single amino acids,
by specific enzymes termed peptidases. As yet, peptides or their fragments have not
been shown to be actively taken up by presynaptic nerve terminals, as is the case for
the monoamines. The enzymes may be found bound to post- or presynaptic neural
membranes or in solution in the cytoplasm and extracellular fluid, and they are
distributed widely in peripheral organs and serum as well as in the CNS. They often
have a metal ion among their subunit components; those components form the
active site for cleavage of the target peptide sequence, and that active site often
forms a three-dimensional cleft where the specific peptide bond cleavage occurs.
There are several general classes of peptidases, with several distinct enzymes in
each class. Those classes include the serine endopeptidases containing such
enzymes as trypsin and chymotrypsin; the thiol peptidases, such as pyroglutamate
amino peptidase and cathepsin B and C; the acid proteases, such as pepsin and
renin; the metalloendopeptidases, such as neural endopeptidase and
angiotensin-converting enzymes; and the metalloexopeptidases, such as the
aminopeptidases and the carboxypeptidases such as enkephalin-convertase and
carboxypeptidase A and B. These degradative enzymes are often the same as those
used in processing but have different subcellular locations. An example is
carboxypeptidase B, which cleaves the dibasic amino acid residues flanking the
active peptide sequence in the prohormone during processing, or reduces activity at
the receptor if the peptide contains dibasic amino acids in the active sequence, such
as neurotensin. Peptidases have pH and temperature optimums for activity and can
be inhibited by various chemicals or chelators or by amino acid substitution at
vulnerable points in the peptide chain. Alterations in peptidase activity or
concentration can contribute to alterations in the synaptic availability of a peptide,
and the regulation of peptidase levels may be as exquisitely controlled as receptor



number and peptide synthesis and release. Table 1.6-2 shows the potential cleavage
points for neuromedin N, neurotensin, SRIF, and TRH. Cleavage of the actively
released form of the peptide usually ends or significantly reduces biological activity,
but examples abound of partial or complete receptor activation by partially
metabolized peptides or their fragments.

The metabolism of TRH has been investigated fairly completely, principally because
of the limited number of fragments that can be generated from a tripeptide. The
principal cleavage enzymes are pyroglutamyl amino peptidase, which cleaves the
cyclized glutamyl residue from the C-terminus and generates a histidine-proline
(His-Pro) fragment. That fragment spontaneously cyclizes into a diketopiperazine,
the so-called cyclo His-Pro, after the N-terminal amide has been removed by the
action of the proline endopeptidase. The active site of the pyroglutamyl amino
peptidase enzyme has been shown to contain tyrosine; histidine, arginine, and
possibly lysine residues, but does not contain serine, cysteine, aspartate, or
glutamate. Regional differences in TRH degradation have been described, with
spinal cord metabolism of TRH generating more deamidated TRH than cerebral
cortex degradation. The half-life of TRH in serum is estimated at only 2 to 3 minutes,
and CSF is now known to contain pyroglutamyl amino peptidase activity. Neonatal
CSF has less of activity of this enzyme when compared to the CSF of adults, and
differences in subcellular localization of the enzyme in the adult hypothalamus
(soluble fraction) and cerebral cortex (membrane bound) has been reported as well,
with the brain activity of both forms decreasing during development. Both of those
TRH peptidases have been detected in the cytosol of brain homogenates, but are
found only in trace amounts in the soluble fraction of synaptosomes; most of their
activity is associated with synaptosomal membranes. Thyroid hormones have been
shown to regulate pyroglutamyl amino peptidase in the membrane-bound fraction but
not in the soluble form, although in serum the peptidase does not appear to be
influenced by thyroid hormones. Thus peptidases offer yet another opportunity for
the integration and regulation of neuropeptide transmitter actions and synaptic
availability. Because the present peptidase inhibitors are relatively nonspecific in
their ability to inhibit various peptidases, there have been few attempts to influence
peptide concentrations by pharmacological blockade of their associated peptidases;
however, the angiotensin-converting enzyme (ACE) inhibitors such as captopril are
one exception. It is expected that second- and third-generation peptidase inhibitors,
with discrete peptidase and possibly regional specificity, will be developed that
eventually may allow the truly elegant manipulation of endogenous neuropeptide
concentrations. In addition, the genes coding for the peptidases are being cloned,
and knockout experiments will provide novel and valuable information.

NEUROENDOCRINE SECRETION

With the exception of neuromedin N, each of the example peptides are known to play
major roles in pituitary-target endocrine organ requlation, including CRF-induced
release of proopiomelanocortin products, such as adrenocorticotropic hormone
(ACTH) and b-endorphin; TRH release of thyrotropin (thyroid-stimulating hormone
[TSH]) and prolactin; and SRIF-induced inhibition of the release of growth hormone,
thyrotropin, gonadotropins, and ACTH. Neurotensin, which is abundant in the
hypothalamus and median eminence, may mediate the preovulatory release of
luteinizing hormone and receive feedback for the induction of mMRNA synthesis by
estrogen, but it is not a hypothalamic hypophysiotropic hormone in the classic sense.
A sexually dimorphic distribution of the neurotensin-neuromedin N mRNA in the



preoptic hypothalamus also supports such a role for neurotensin in rodents.

The peptides involved in neuroendocrine regulation have cell bodies residing in the
hypothalamus that receive feedback from all levels of the endocrine axes. The
complexity of those interactions has been well demonstrated for the
hypothalamic-pituitary-thyroid axis and the hypothalamic-pituitary-adrenal axis and
have now been extended to the molecular level. The regulatory feedback of thyroid
hormones onto the TRH-synthesizing neurons of the paraventricular nucleus was
first demonstrated with evidence of TRH concentration changes, reported to be
reduced in the median eminence after thyroidectomy, but not in the rest of the
hypothalamus, and which could be prevented by thyroid hormone replacement. The
treatment of normal rats with exogenous thyroid hormone decreases TRH
concentration in the paraventricular nucleus and the posterior nucleus of the
hypothalamus. That effect was corroborated for the TRH prohormone as well, with
median eminence levels of TRH prohormone being reduced by thyroidectomy and
the precursor levels increasing toward normal concentrations after thyroxine
treatment. The TRH mRNA also exhibits such requlation by thyroid hormone as
expected, with increased mRNA concentration in the paraventricular nucleus 14 days
after thyroidectomy. Unilateral tri-iodothyronine implants prevent the increase in TRH
MRNA that is seen on the contralateral untreated side in propylthioruracil-induced
hypothyroidism. The effects of thyroid hormones on TRH expression in the
paraventricular nucleus of developing rats are not observed until between embryo
day 20 and 7 days after birth, although TRH mRNA is evident as early as embryo
day 16. The ability of thyroid hormones to requlate TRH mRNA can be superseded
by other stimuli that activate the hypothalamic-pituitary-thyroid axis. In that regard
repeated exposure to cold (which releases TRH from the median eminence) induces
increases in the levels of TRH mRNA in the paraventricular nucleus despite
concomitantly elevated concentrations of thyroid hormones. Further evidence of the
different levels of communication of the hypothalamic pituitary-thyroid axis are seen
in the ability of TRH to regulate the production of mMRNA for the pituitary TRH
receptor and for TRH concentrations to regulate the mRNA coding for both the a and
b subunits of the TSH molecule. The latter effect has been shown to be dependent
on intracellular calcium and protein kinase C. The requlatory interplay also extends
to the accessible pools of second messenger phosphoinositides, whose pool size is
regulated by TRH receptor number. TRH-containing synaptic boutons have been
observed in contact with TRH-containing cell bodies in the medial and periventricular
subdivisions of the paraventricular nucleus, thus providing anatomical evidence for
ultrashort feedback regulation of TRH concentrations there.

Regional differences in CRF receptor regulation by corticosterone have also been
reported, which have been shown to partly result from differential glycosylation of the
CRF receptor. The regulation of neuropeptide mRNA concentrations may be
influenced by other neuropeptides, as well as by components of the particular
endocrine axis normally associated with the particular peptide, as demonstrated by
the ability of neuropeptide Y to increase hypothalamic CRF mRNA.

Because many endocrine systems are cyclic in their regulatory functions, it is not
surprising that neuropeptides often exhibit rhythms in concentrations that are based
on diurnal, lunar, and circannual periodicities. Hypothalamic and certain
extrahypothalamic regional concentrations of CRF exhibit increased concentrations
in the afternoon as compared to morning concentrations, and this increase can be
attenuated by corticosterone only in certain brain regions such as the hypothalamus.



Somatostatin, CRF, and TRH concentrations in the CSF of nonhuman primates
exhibit daily fluctuations, and the monthly cycles in gonadotropins of mammals
exhibiting estrus are well recognized. Circannual rhythms of neurotensin and SRIF
concentrations that are 180 degrees out of phase in rodent hypothalamus have been
noted. Changes in mMRNA expression during development have been seen in CRF
MRNA, which is present at gestational day 17, but decreases from day 19 to day 21,
when concentrations again rise to attain adult levels by 4 days after birth. Other
peptide mMRNAs, such as SRIF, do not exhibit such fluctuations during development,
but do show differential distribution during ontogeny. Daily fluctuations in rat
paraventricular nucleus CRF mRNA expression are lowest during the period of
highest plasma corticosterone levels during the 24-hour cycle.

NEUROPEPTIDES IN PSYCHIATRIC DISORDERS

Humans are less than ideal subjects for neuropeptide research for several reasons.
The peripheral sources of many peptides, the relatively high concentration of serum
peptidases, and the blood-brain barrier all conspire to render serum concentrations
of CNS neuropeptides difficult to interpret at best. The use of biopsy to assess tissue
concentrations directly is not routinely repeatable, is limited to superficial structures,
suffers from potential morbidity, and would provide only limited information. However,
CSF has been shown to reflect extracellular fluid concentrations of transmitter
substances, is in direct contact with the CNS, is screened from peripheral serum
sources by the blood-brain barrier, and may be sampled across time. The limitations
of CSF studies include a lack of information about the regional CNS source of any
concentration changes detected, the use of lumbar CSF, which is somewhat
removed from higher CNS sources of peptides and subject to spinal cord peptide
contributions, and the potentially confounding effects of previous drug treatments or
disease episodes. Postmortem tissue studies of neuropeptide concentration changes
in psychiatric disease are affected by agonal state, postmortem delay, previous drug
treatment, and coexisting illnesses. Most of the data on CSF concentration changes
or tissue concentration changes of neurotransmitters have been derived from
comparisons between diagnostically defined psychiatric groups and control groups.
However, the controls may be so-called neurologically or psychiatric controls, not
healthy volunteers, and the accuracy and consistency of the diagnoses may be less
than optimal. In addition, the etiology of a diagnostic class of disease may differ
among subjects in the same diagnostic group. Even after matching for age, gender,
or other demographic variables, heterogeneity among human research populations
results in individual variations of absolute peptide values that are often quite wide.
Such variations severely reduce the power of group comparisons to detect
alterations in peptide concentrations. The use of pretreatment and posttreatment
CSF samples, or of samples taken during the active disease state versus when the
patient is in remission, has begun to address the serious limitations in study design.
For such progressive diseases as schizophrenia or Alzheimer's disease, serial CSF
samples may be a valuable indicator of disease progression or response to
treatment. Even with these constraints, significant progress has been made in
describing the effects of various psychiatric disease states on neuropeptide systems
in the CNS.

Alzheimer's Disease Dementia of the Alzheimer's Type represents up to two thirds
of the demented population encountered in clinical practice, and over half of the
nursing home beds in the United States are currently occupied by such patients. The
disease is characterized by a progressive, gradually worsening dementia that cannot



be ascribed to metabolic disorders, pharmacological treatment, or infectious agents
and is neuropathologically associated with the pathological presence of senile
plaques and neurofibrillary tangles within the CNS. The first described specific
neurochemical deficit to be associated with Alzheimer's disease was reduced
amounts of choline acetyltransferase-containing nerve terminals in cortical regions
as a result of degeneration of cholinergic neuronal perikarya in the nucleus basalis of
Meynert in the substantia innominata region of the basal forebrain. Within a few
years of that finding, SRIF was found to be markedly reduced in concentration in the
cerebral cortex of Alzheimer's disease patients. Subcortical regions containing SRIF,
such as the substantia innominata, hypothalamus, and bed nucleus of the stria
terminalis, were spared whereas SRIF receptors in the cortex were decreased in
number. In regions such as the hippocampus, findings of SRIF depletions were less
consistent than in the cortex, but when depleted in the hippocampus, the SRIF
neurons colocalized with neuropeptide Y were spared. Somatostatin concentration in
the CSF of Alzheimer's disease patients has also been consistently found to be
decreased, and this decrease has been correlated with the magnitude of cognitive
impairment. Therapies that slow or partially reverse the dementia associated with
Alzheimer's disease have been reported to also partially reverse the decrease in
CSF SRIF. However, CSF SRIF concentrations are also decreased in delirium, major
depressive disorder, schizophrenia, multiple sclerosis, and dementia associated with
Parkinson's disease. Increased activity of an SRIF cleaving peptidase have been
described in certain cortical regions of the brain tissue of persons with Alzheimer's
disease, raising the possibility that increased SRIF degradation may contribute to the
decreases in SRIF concentration observed. Treatment of Alzheimer's disease
patients with SRIF infusion systemically, however, has not been successful in
reversing the dementia, probably because of poor penetration across the blood-brain
barrier. In experimental animals cysteamine depletion of hippocampal SRIF leads to
deficits in performance on tasks requiring retention of information. It is unclear
whether the neuropeptide deficits precede, succeed, or occur in tandem with the
cholinergic deficits seen in Alzheimer's disease, and whether the neurochemical
systems and regions first exhibiting deficits are the site of the onset of pathology.

The CRF-containing interneurons of the cortex are also consistently depleted in
Alzheimer's disease (Fig. 1.6-3). As with SRIF, subcortical areas containing CRF
neurons may be spared, but unlike SRIF, CRF receptors are increased in humber
(up-regulated) with no change in affinity. Various research groups have reported the
CRF concentrations in the CSF of patients with Alzheimer's disease to be increased,
decreased, or unchanged; these inconsistencies are likely due to when the CSF
sample was obtained. Other peptides have been shown to be altered less
consistently in Alzheimer's disease, such as substance P or neurotensin, whereas
most peptides are reported to be unchanged, including TRH, vasoactive intestinal
peptide, CCK, and the enkephalins. Only one peptide, galanin, is reported to be
reliably increased in concentration in Alzheimer's disease. Novel agonists at peptide
receptors such as CRF or SRIF may allow for the development of new treatments;
currently, compounds that increase the availability of CRF by competing for the
binding site on the CRF-binding protein are being planned for clinical trial in
Alzheimer's disease patients.
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FIGURE 1.6-3 Regional brain concentrations of CRF in patients with dementia of the
Alzheimer's type and in controls. N = 7-13 per group. Data presented as mean + SE
7 * P < 0.01 by Student's t-test. (Data derived from Bissette G, Reynolds GP, Kilts
CD, Widerlov E, Nemeroff CB: Corticotropin-releasing factor like immunoreactivity in
senile dementia of the Alzheimer type. JAMA 254:3067, 1985.)

Mood Disorders

Corticotropin-Releasing Factor After a search spanning nearly three decades,
CRF was isolated and characterized in 1981 as a 41-amino acid peptide. CRF is the
primary hypothalamic ACTH-secretagogue in most species; it also functions as an
extrahypothalamic neurotransmitter in a CNS network that apparently coordinates
global responses to stressors. CRF and its homologs represent an ancient family of
peptides subserving numerous functions. In higher organisms, including mammals,
convincing evidence supports the hypothesis that CRF plays a complex role in
integrating the endocrine, autonomic, immunological, and behavioral responses of an
organism to stress.

Hyperactivity of the hypothalamic-pituitary-adrenal axis in major depressive disorder
remains one of the most consistent findings in biological psychiatry. The reported
hypothalamic-pituitary-adrenal axis alterations in major depression include
hypercortisolemia, resistance to dexamethasone suppression of cortisol secretion,
blunted ACTH responses to intravenous CRF challenge, and elevated
concentrations of CRF in CSF. The exact pathological mechanisms underlying
hypothalamic-pituitary-adrenal axis dysregulation in major depressive disorder and
other mood disorders remains to be elucidated. Defects have been postulated to
exist at corticolimbic loci, hypothalamic loci, or both.

Once the phenomenon of hypothalamic-pituitary-adrenal axis hyperactivity in
patients with major depression was established, many clinical research groups
utilized various provocative neuroendocrine challenge tests as a “window into the
brain” in attempts to elucidate pathophysiological mechanisms. In normal subjects
the CRF stimulation test, using either rat or human CRF or ovine CRF, yields robust
ACTH, b-endorphin, b-lipotropin, and cortisol responses following intravenous or
subcutaneous administration. However, in patients with major depressive disorder,
blunting of ACTH or b-endorphin secretion with a normal cortisol response has been
repeatedly reported. Patients with posttraumatic stress disorder, 50 percent of whom



also fulfill the fourth edition of Diagnostic and Statistical Manual of Mental Disorders
(DSM-1V) criteria for major depressive disorder also show blunted ACTH secretion in
response to a CRF challenge. Importantly, researchers have reported normalization
of the ACTH response to CRF following clinical recovery from depression,
suggesting that the blunted ACTH response, like dexamethasone nonsuppression,
may be a state marker for depressive disorders.

Mechanistically, two hypotheses have been advanced to account for the ACTH
blunting following exogenous CRF administration. The first hypothesis suggests that
pituitary CRF receptor down-regulation occurs as a result of hypothalamic CRF
hypersecretion. The second hypothesis postulates altered sensitivity of the pituitary
to glucocorticoid negative feedback. Substantial support has accumulated favoring
the first hypothesis. It should be kept in mind that neuroendocrine studies represent
a secondary measure of CNS activity; the pituitary ACTH responses principally
reflect the activity of hypothalamic CRF rather than that of the corticolimbic CRF
circuits, which are most likely to be involved in the pathophysiology of depression.

A potentially more direct method for evaluation of extrahypothalamic CRF tone may
be obtained from measurements of CRF concentrations in CSF. A marked
dissociation between CSF and plasma neuropeptide concentrations has been
described, thus indicating that neuropeptides are secreted directly into CSF from
brain tissue as opposed to being derived from plasma-to-CSF transfer. Evidence that
CRF concentrations in CSF originate from nonhypophysiotropic CRF has been
obtained from studies in which CRF concentrations in CSF were repeatedly
measured over the course of the day. Two independent research groups reported
that CRF concentrations in the CSF of in rhesus monkeys are not entrained with
pituitary-adrenal activity. The proximity of corticolimbic, brainstem, and spinal CRF
neurons to the ventricular system suggests that these areas make substantial
contributions to the CRF pool in CSF.

A series of studies have demonstrated significant elevations of CRF concentrations
in the CSF of drug-free patients with major depression or following suicide (Fig.
1.6-4). Additionally, severity of depression appears to correlate significantly with CRF
concentrations in the CSF of patients with anorexia nervosa, multiple sclerosis, and
Huntington's disease. The elevation of CRF concentrations in the CSF of patients
with anorexia nervosa reverts to the normal range as these patients approach
normal body weight. No alterations of the concentrations of CRF in CSF have been
reported in other psychiatric disorders including mania, panic disorder, and
somatization disorders as compared to controls.



FIGURE 1.6-4 Scatterplot showing the mean cerebrospinal fluid neuropeptide values
in patients with major depression. Each individual point represents an individual
study. Mean % Control + SEM for all studies shown by hollow symbols. (Adapted
from Owens MJ, Plotsky PM, Nemeroff CB: Peptides and affective disorders. In
Biology of Schizophrenia and Affective Disorders, SJ Watson, editor. American
Psychiatric Press, Washington, DC, 1996.)

Of particular interest is our demonstration that the elevated concentrations of CRF in
CSF in drug-free depressed patients are significantly decreased 24 hours after their
final ECT treatment, indicating that CSF CRF concentrations, like hypercortisolemia,
represent a state rather than a trait marker; other recent studies have confirmed the
normalization of CRF concentrations in CSF following successful treatment with
fluoxetine. One group demonstrated significant reduction of elevated CRF
concentrations in the CSF of 15 female patients with major depression who remained
depression free for at least 6 months following antidepressant treatment as
compared to little significant treatment effect on the CRF concentrations in the CSF
of 9 patients who relapsed in this 6-month period. This suggests that elevated or
increasing CRF concentrations in CSF during antidepressant drug treatment may be
the harbinger of a poor response in major depressive disorder despite early
symptomatic improvement. Interestingly, treatment of normal subjects with
desipramine fluoxetine-containing antidepressants is associated with a reduction in
the concentration of CRF in CSF.

In preclinical studies, CRF hypersecretion is associated with CRE-receptor
down-regulation. Depression is a major determinant of suicide more than 50 percent
of completed suicides are accomplished by patients with major depressive disorder.
If CRF hypersecretion is a characteristic of depression, evidence of related
CRF-receptor down-regulation should be evident in the CNS of depressed suicide
victims. Indeed, it has been reported that there is a marked (23 percent) decrease in
the density of CRF receptors in the frontal cortex of suicide victims as compared to
matched control samples; these findings have been confirmed in a second study.

Somatostatin Like a number of other neuropeptides, somatostatin was
serendipitously discovered during attempts to purify growth hormone-releasing factor
(GRF). As the name implies, SRIF inhibits the release of growth hormone from the
anterior pituitary. Since its structural identification 20 years ago, SRIF has been
unequivocally shown to be the major inhibitory influence on growth hormone
secretion. Also, SRIF fulfills a number of criteria for neurotransmitter status within the
CNS. The acceptance of a role for SRIF as a neurotransmitter has led to its
investigation in a number of psychiatric and neurological diseases.
Nonhyphysiotropic SRIF-containing neurons may play a role in a number of
disorders including but not limited to depressive disorders, dementia, and epilepsy.

Like many other neuropeptide transmitters, central administration of SRIF produces
a variety of behavioral and physiological effects. Briefly, the peptide produces a
non—opioid-mediated analgesia in animals and man. Sleep patterns, food
consumption, locomotor activity, and memory processes are also altered by central
SRIF administration. Of particular interest is the fact that the sleep, eating,



psychomotor activity, and anterior pituitary hormone secretion are all altered in
depressed patients. Investigation of a role for this peptide in mood disorders was
therefore of interest. The clearest evidence for involvement of SRIF in psychiatric
illness has come from studies of major depression. A consistent decrease has been
reported in SRIF concentrations in the CSF of drug-free depressed patients (Fig.
1.6-4). Research has revealed that a number of neuropeptides in CSF are almost
exclusively of central origin, though the actual sites of production remain obscure.
Decreases in SRIF concentrations in CSF are proposed to be the result of decreased
neuronal synthesis and release. Whether this is a primary or secondary effect of the
illness is unknown. Moreover, although SRIF levels in CSF did not correlate with
severity of depression, clinically improved patients exhibited a rise in SRIF towards
normal concentrations. In nine patients with bipolar | disorder followed longitudinally,
SRIF concentrations in CSF were significantly decreased during the major
depressive episode state versus mood-improved manic episodes.

Although the data is still relatively limited, overview of the extant literature suggests
that decreases in concentrations of SRIF in CSF are a consistent state-dependent
finding in depression. Indeed, secondary to the hypercortisolemia associated with
depression, this is one of the more consistent findings in biological psychiatry.
However, the finding has little apparent diagnostic usefulness because similar
changes are observed in a number of neurological disorders without psychiatric
comorbidity. However, reductions in SRIF concentrations in CSF do appear to be
associated with impairment in cognitive function. Some investigators have suggested
that the decrease in SRIF concentrations in CSF may be related to the
hypothalamic-pituitary-thyroid axis overactivity commonly found in patients with
depression. Whether one is responsible for the other, or whether both are responses
to dysreqgulation of other neurotransmitter systems associated with depression is
unknown. Rational design of peptide or nonpeptide-based drugs selectively active at
different SRIF receptor subtypes will certainly aid in understanding its role in
behavior, and may ultimately lead to novel therapeutic agents.

Thyrotropin-Releasing Hormone The early availability of adequate tools such as
assays and synthetic peptides to assess hypothalamic-pituitary-thyroid axis function,
coupled with observations that primary hypothyroidism is associated with depressive
symptomatology, ensured extensive investigation of the involvement of this axis in
mood disorders. Indeed, TRH, a pyroglutamylhistidylprolinamide tripeptide, was the
first of the hypothalamic-releasing hormones to be isolated and characterized.

Early studies established the hypothalamic and extrahypothalamic distribution of
TRH. The extrahypothalamic presence of TRH quickly led to speculation that TRH
might function as a neurotransmitter or neuromodulator; indeed, a large body of
evidence supports such a role for TRH.

Interest in putative CNS actions of TRH were stimulated by studies of the
hypothalamic-pituitary-thyroid axis and depression by Prange and colleagues. In the
1970s it was hypothesized that thyroid function was integral to the pathogenesis of,
and recovery from, mood disorders because of the copious interactions among
thyroid hormones, catecholamines, and adrenergic receptors in the CNS. Overall,
these studies suggest a role for thyroid dysfunction in refractory depression and are
consonant with clinical studies that suggest the existence of an increased rate of
hypothyroidism among patients with refractory depression.



The use of TRH as a provocative agent for assessment of
hypothalamic-pituitary-thyroid axis function evolved rapidly after its isolation and
synthesis. Clinical use of a standardized TRH stimulation test revealed blunting of
the TSH response in approximately 25 percent of euthyroid patients with major
depression; these data have been widely confirmed.

The observed TSH blunting in depressed patients does not appear to be the result of
either excessive negative feedback resulting from hyperthyroidism or to SRIF
hypersecretion. In fact, depressed patients exhibit reduced CSF concentrations of
SRIF. It is possible that TSH blunting is a reflection of pituitary TRH receptor
down-regulation as a result of median eminence hypersecretion of endogenous TRH.
Indeed, the observation that concentrations of TRH in CSF are elevated in
depressed patients as compared to controls supports the hypothesis of TRH
hypersecretion but does not elucidate the regional CNS origin of this tripeptide.
These elevations may be relatively specific to depression because no such alteration
has been reported in patients with Alzheimer's disease, anxiety disorders, or
alcoholism. Some investigators have suggested that the development of autoimmune
thyroiditis gives rise to hypersecretion of hypothalamic TRH as a compensatory
mechanism to maintain normal plasma triiodothyronine (T;) and thyroxine (T,)

concentrations. Clearly, further studies in which CSF TRH concentrations in CSF are
measured are needed.

Schizophrenia Both clinical and postmortem investigations of schizophrenia
patients, as well as animal studies, have sought to elucidate the role of
neuropeptides in the pathological manifestations of schizophrenia. Although
constrained by diagnostic uncertainties and drug treatment effects, the research to
date on the postmortem brain tissue of schizophrenia patients has not revealed
major alterations of neuropeptide systems. A number of peptides (endogenous
opioids, substance P, cholecystokinin [CCK], SRIF) have been reported to be altered
in the CSF of schizophrenia patients, but many of these findings either have not
been independently reproduced or describe a marginally statistically significant
difference in CSF peptide concentrations among groups of patients and controls with
variance of over 100 percent around the mean. Further confounds are the effects of
treatment with antipsychotic drugs on peptide systems; such drugs have been
described for regional neurotensin, CCK, substance P, and SRIF concentrations in
laboratory animals. How much time is necessary to abolish those drug-induced
alterations of neuropeptide system concentration changes is not known for humans,
but may significantly exceed the 2 to 3 weeks of drug holiday used in most clinical
studies.

The most likely candidate neuropeptide with evidence of selective alteration in
schizophrenia is neurotensin. It was first shown to have pharmacological interactions
with dopamine while undergoing characterization of its potent hypothermic and
sedative potentiating activity. Subsequent work indicated that neurotensin possessed
many properties that were also shared by antipsychotic drugs, including the ability to
inhibit avoidance responding, but not escape, in a conditioned active avoidance task;
the ability to block the effects of indirect dopamine agonists or endogenous
dopamine in the production of locomotor behavior; and the ability to elicit increases
in dopamine release and turnover. Unlike antipsychotic drugs, neurotensin is not
able to displace dopamine from its receptor; neurotensin is colocalized in certain
subsets of dopamine neurons and is coreleased with dopamine in the mesolimbic



and medial prefrontal cortex dopamine terminal regions that are implicated as the
site of dopamine dysrequlation in schizophrenia. Antipsychotic drugs that act at
dopamine type 2 (D,) and D, receptors increase the synthesis and concentration of

neurotensin in those dopamine terminal regions but not in others. That effect of
antipsychotic drugs in increasing neurotensin concentrations persists after months of
treatment and is accompanied by the expected increase in neurotensin mRNA
concentrations, as well as expression of the “immediate early gene” c-fos and the
transcription factor Fos within hours of initial drug treatment. The altered regulation
of neurotensin expression by antipsychotic drugs apparently extends to the
peptidases that degrade the peptide; recent reports have revealed decrease
neurotensin metabolism in rat brain slices 24 hours after the administration of
haloperidol.

Decreased neurotensin concentrations in CSF have been reported in several
populations of patients with schizophrenia when compared to controls or patients
with other psychiatric disorders. Although treatment with antipsychotic drugs has
been observed to increase neurotensin concentrations in the CSF, it is not known
whether this increase is causal or merely accompanies the decrease in psychotic
symptoms seen with successful treatment. Postmortem studies have shown an
increase in neurotensin concentrations in the dopamine-rich Brodmann's area 32 of
the frontal cortex, but that result may have been confounded by premortem
antipsychotic treatment. Other researchers have found no postmortem alterations in
neurotensin concentrations of a wide sampling of subcortical regions. A comparison
of the genomic sequence of the neurotensin neuromedin N gene in schizophrenia
patients compared with age- and sex-matched controls found no differences in the
gene sequence in the coding region. A critical test of the hypothesis that neurotensin
may act as an endogenous antipsychotic-like substance awaits the development of a
neurotensin receptor agonist that can penetrate the blood-brain barrier.

SUGGESTED CROSS-REFERENCES

Section 1.10 discusses basic molecular neurobiology, Section 1.11 discusses
psychoneurocadocrinology, and the psychiatric aspects of endocrine disorders are
discussed in Section 25.6.
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CHAPTER 1. NEURAL SCIENCES

1.7 NEUROTROPHIC FACTORS

ERIC STEPHEN LEVINE, PH.D. AND IRA B. BLACK, M.D.

Neurotrophins and Their Receptors
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Roles of Neurotrophins During Development
Neurotrophins in the Central Nervous System
Other Neurotrophic Factor Families
Suggested Cross-References

Trophic factors are survival molecules that are essential for the development of the
nervous system. These factors requlate a wide range of developmental events that
transcend their survival-promoting effects, including modulation of neurite outgrowth,
phenotypic differentiation, and synaptogenesis. In addition to their roles during
development, trophic factors regulate neuronal function and response to injury
throughout life. The neurotrophin gene family is a widely distributed group of factors
that subserves multiple functions in the nervous system. Neurotrophic factors have
been implicated in pathophysiological mechanisms underlying neuropsychiatric
disease, including schizophrenia and depression. These factors may also be
important in neurodegenerative disorders such as Alzheimer's disease, Huntington's
disease, and Parkinson's disease; each involves the selective loss of a
neurotrophin-sensitive neuronal population.

NEUROTROPHINS AND THEIR RECEPTORS

The prototypical trophic factor is nerve growth factor (NGF), discovered by Rita
Levi-Montalcini and Viktor Hamburger in the 1950s. NGF was originally isolated
based on its ability to dramatically promote neurite outgrowth from sympathetic and
sensory ganglia. It was later discovered to be essential for the survival and
development of peripheral sympathetic and certain sensory neuronal populations. In
the absence of NGF or when its action is blocked, there is a virtually complete loss of
these responsive neuronal populations. Importantly, specific neuronal systems in the
brain also respond to NGF and related trophic factors, greatly expanding their
functional roles.

NGF is one member of a gene family of closely related trophic factors known as
neurotrophins. This family includes brain-derived neurotrophic factor (BDNF),
neurotrophin-3 (NT-3) and NT-4/5, each of which shares high-sequence homology
with NGF. These factors are expressed in neurons and glial cells throughout the
nervous system. BDNF, NT-3, and NT-4/5 are found in virtually all areas of the brain,
with highest levels of expression in the cerebral cortex and hippocampus. The
distribution of NGF is much more restricted, with expression in cortex and
hippocampus, but low levels in most other areas. Neurotrophin expression reaches
its peak during development, but persists throughout life. Neurotrophin expression is
also increased following specific neuronal insults, suggesting roles in responses to



injury.

The biological effects of neurotrophins are mediated via binding to specific
transmembrane receptors that trigger changes in intracellular second messengers.
Neurotrophins bind to two distinct classes of receptor. Members of the trk tyrosine
kinase receptor family appear to mediate most of the biological actions of these
factors. The trk family consists of three related receptors, trkA, trkB, and trkC. TrkA is
the primary receptor for NGF, trkB for BDNF and NT-4/5 and trkC for NT-3, although
NT-3 also interacts at lower affinity with trkA and trkB as well (Fig. 1.7-1). These
receptors have intrinsic tyrosine kinase activity and become autophosphorylated
upon binding of the appropriate ligand. Phosphorylated tyrosine residues, in turn,
provide binding sites for several downstream second messenger signals that attach
to recognition sites (e.g., src homology 2 [SH-2] domains) on the intracellular domain
of the trk receptor. The diverse second messengers include various protein kinases
and transcription factors. These multiple, parallel signaling pathways evoke distinct
biological effects on neurons, such as neurite outgrowth or survival itself.
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FIGURE 1.7-1 Schematic representation of the ligand-receptor relationship between
neurotrophins and the trk family of tyrosine kinase receptors. Primary ligand-receptor
interactions are indicated by thick arrows; secondary interactions are indicated by
thin, dashed arrows. Only full-length receptor isoforms are depicted in this diagram.
(Adapted from Barbacid M: J Neurobiol 25:1386, 1994.)

The distribution of trk receptors is widespread in the nervous system; trkB and trkC,
in particular, are expressed in virtually all regions of the brain, with highest levels in
cortex and hippocampus. They are also found in thalamus, hypothalamus,
cerebellum, basal ganglia, and brainstem, implying functional roles within neuronal
populations subserving diverse functions, such as sensory perception, motor activity,
endocrine regulation, cognition, motivation, and emotion. Distribution of the trkA
receptor is more restricted, with high levels of expression only in the striatum and
basal forebrain, suggesting that NGF acts on a limited population of central neurons.

Several different isoforms of the trk receptors are expressed in the nervous system.
These splice variants are encoded by alternate messenger ribonucleic acid (MRNA)
derived from the trk genes. In addition to the full-length, signaling receptors, trkB and
trkC receptors are expressed in truncated forms. These truncated receptors contain



the extracellular, ligand-binding domain, but lack the intracellular tyrosine kinase
signaling domain. Functional roles of these receptors are unclear, but they may act
as dominant-negative inhibitors of trk signaling or they may play a role in ligand
clearance or presentation. The truncated receptors are the major variant expressed
by glial cells. Expression of truncated forms is also higher during maturity than during
development. These alternate receptor forms may provide added flexibility in
neurotrophin signaling.

In addition to high-affinity binding to respective trk receptors, all the neurotrophins
bind with relatively equal (and lower) affinity to the common neurotrophin receptor,
known as p75. The functional role of this receptor is unclear. It is a member of the
tumor necrosis factor family and may play roles in cell death. Signaling mechanisms
mediated by p75 have not been readily identified but are thought to include activation
of the sphingomyelin pathway. In some cellular populations, (e.g., oligodendrocytes),
activation of p75 can trigger death, in contrast to the survival-promoting effects
associated with neurotrophin signaling via trk receptors. Thus, differential expression
of these two receptor systems may provide a mechanism for balancing opposing
neurotrophin effects.

REGULATION OF GENE EXPRESSION

To appreciate the physiological significance of neurotrophin action in the brain, it is
essential to understand the regulation of availability. In peripheral target organs,
neurotrophins are synthesized and released constitutively by nonneuronal cells,
independent of the influence of innervating neurons. In the brain, however, neuronal
expression of neurotrophin genes is modulated by impulse activity itself. For
example, trophin expression in vivo in the hippocampus and neocortex is increased
by limbic seizures. Dramatic increases in NGF and BDNF mRNA concentrations are
produced by different methods of seizure induction, including dentate gyrus lesions,
kainic acid injections, and electrical stimulation. Increased neurotrophin expression
may facilitate further seizure activity, suggesting potential roles in mechanisms
underlying epilepsy and kindling.

Specific mechanisms governing activity-dependent regulation of trophin gene
expression have been characterized in vitro. Direct pharmacological depolarization
markedly increases hippocampal neuron NGF and BDNF mRNAs, potentially leading
to increased protein concentrations. BDNF expression increases almost fourfold
within 3 hours and attains a maximal increase within 6 hours whereas NGF mRNA
exhibits a smaller and more sluggish response. Activation of specific
neurotransmitter receptors mimics these effects. In particular, excitatory
glutamatergic and cholinergic inputs increase neurotrophin mRNASs and inhibitory
g-aminobutyric acid (GABA)-ergic inputs decrease message levels. The persistent
activation of neurotrophin genes by transient electrical activity may be critical in
triggering changes in downstream gene expression. In turn, these sequelae may
result in long-term changes in neuronal function.

Neurotrophins and Long-Term Potentiation Direct stimulation of intrinsic
anatomical pathways also regulates neurotrophin gene expression, providing a
critical physiological context. In vivo, pharmacological activation of hippocampal
afferent pathways increases BDNF and NT-3 mRNAs. Electrical stimulation evokes
similar effects in vitro. Of particular interest is the relationship between neurotrophin
gene expression and long-term potentiation, which is a form of activity-dependent



synaptic plasticity most commonly studied in the hippocampus; it has been invoked
as a cellular substrate for learning and memory. Stimulation patterns that induce
long-term potentiation increase both BDNF and neurotrophin-3 messages in the
hippocampus. Moreover, gene knockout animals with null mutations (i.e.,
inactivation) of the BDNF gene exhibit impaired long-term potentiation, which
supports the contention that neurotrophins play critical roles in synaptic plasticity and
perhaps in memory.

Neurotrophins and Stress Neurotrophin gene expression in the brain is modulated
by stressful stimuli, with potential relevance to neuropsychiatric disease.
Physiological responses to stress resemble symptoms of depression, and chronic
stress exacerbates clinical depression. Chronic stress also increases neuronal
vulnerability to a wide variety of insults (e.g., metabolic toxins, seizure activity),
mediated at least in part by increased circulating glucocorticoids. BDNF expression
is decreased in response to short-term or long-term stressors (e.q., forced
immobilization), which may contribute to resulting hippocampal damage. NT-3 mRNA
levels increase in response to stress whereas treatment with antidepressant agents
produces a decrease. It is not yet clear whether these changes in neurotrophin
availability play a role in adaptive changes. These complex interactions between
environmental stimuli and neurotrophins may mediate cognitive changes that occur
in response to stress and in the course of psychiatric or degenerative disease, an
area that is being actively studied.

Although the regulation of neurotrophin gene expression has been intensely studied,
much less is known about the mechanisms underlying neurotrophin release. This is
crucial, however, because it is only after release and subsequent receptor binding
that neurotrophins exert biological effects. Recent studies have begun to identify the
mechanisms that control neuronal neurotrophin release. In the hippocampus, both
NGF and BDNF are released from neuronal axon terminals and dendritic processes
in an activity-dependent manner. Atypically, release is dependent on sodium, but
independent of extracellular calcium, although intracellular calcium stores are
involved. Much remains to be elucidated concerning the spatial localization and
kinetics of trophin release. Nevertheless, activity-dependent regulation of
neurotrophin gene expression and release provides a set of mechanisms through
which the external or internal environment may regulate availability.

ROLES OF NEUROTROPHINS DURING DEVELOPMENT

Neurotrophins play an essential role in coordinating diverse developmental
processes. The most dramatic effects of NGF are on the survival of peripheral
sensory and sympathetic neurons. During development, there is widespread,
naturally occurring cell death, and the survival of many neuronal populations appears
to be dependent on access to target-derived trophic factors. In many targets,
neuronal innervation density is proportional to NGF synthesis. Thus, the neurotrophic
hypothesis states that competition for limiting amounts of neurotrophins provides a
mechanism to match the number of afferent neurons to target size. Lack of NGF
results in the loss of most sympathetic and some sensory neurons. Exogenous NGF,
on the other hand, rescues a larger number of neurons than normally survive during
the period of developmental cell death.

The effects of neurotrophins on survival are complex and appear to be critically
dependent on the specific cellular context. Neuronal cell death arises from two



distinct processes: apoptosis or necrosis. Apoptotic or programmed cell death is an
active process requiring new protein synthesis, and can be induced in vitro by serum
deprivation or calcium channel blockers. This type of cell death is commonly
associated with development as well as with neurodegenerative disease. Apoptosis
can be markedly reduced or prevented by treatment with neurotrophic factors,
consistent with their role as survival-promoting agents. Neurotrophins also prevent
cell death after axotomy, an apoptotic type of cell death caused by trophic factor
deprivation. However, necrotic cell death often occurs after an acute insult or injury,
such as oxygen-glucose deprivation; this type of cell death can be enhanced by
neurotrophins under some conditions. The situation is complicated by the fact that
both necrotic and apoptotic cell death occur under most complex conditions, such as
stroke and brain trauma. Thus, the therapeutic potential of trophic factors after
neuronal injury may be critically related to the specific nature of the insult, the
temporal profile of the derangement, and its physiological context.

Trophic factors exert widespread actions throughout the nervous system and are not
limited to the foregoing examples. Other neurotrophin family members act on specific
neuronal populations during development. For example, BDNF, NT-3, and NT-4/5
promote the survival of developing motor neurons. BDNF and NT-4/5 acting through
the trkB receptor, promote the survival of nodose ganglion neurons. BDNF also
increases expression of substance P in neural—crest-derived sensory neurons. Many
other neurotransmitter and neuropeptide systems are also targets for neurotrophin
modulation.

NEUROTROPHINS IN THE CENTRAL NERVOUS SYSTEM

Neurotrophins and their receptors are widely distributed in the central nervous
system, with distinct differences in modes of action from the peripheral model.
Trophic support in the central nervous system can be derived from target neurons as
well as afferent neurons and local support cells, including astrocytes,
oligodendrocytes, and microglia. In addition, brain neurons are not critically
dependent on a single factor for survival, but instead have overlapping trophic
dependence. This has been most clearly shown in animals with targeted inactivation
of specific neurotrophin genes or their receptors. Although specific peripheral
neuronal populations are severely depleted in these animals, there is little dramatic
neuronal loss in the brain.

One of the best-characterized NGF-responsive cell populations in the brain are the
cholinergic neurons of the basal forebrain. These neurons provide a dense
modulatory input to the hippocampus. Taken together, the basal
forebrain-hippocampal system plays a central role in attention, learning, and
memory, with a particular emphasis on spatial learning and declarative memory. The
prominent degeneration of basal forebrain cholinergic neurons in dementia of the
Alzheimer's type is thought to be responsible for many of the ensuing cognitive
deficits of the disorder. NGF enhances the survival of these neurons after axotomy
or injury in animal models, and modulates neuronal function by increasing activity of
choline acetyltransferase, an essential enzyme in acetylcholine biosynthesis. Thus,
NGF may be clinically efficacious in rescuing this degenerating neuronal population
and enhancing function of surviving neurons in disease states, with potential
therapeutic implications.

NGF also has actions in the spinal cord that play a role in nociception. NGF



promotes the survival of pain fibers and induces expression of voltage-gated ionic
conductances in spinal nociceptive neurons, including induction of the peripheral
nerve-type PN-1 sodium channel, which may play a role in the requlation of
nociception. Animals with a targeted deletion of the NGF gene or chronic exposure to
NGF blocking antisera exhibit decreased responsiveness to pain and temperature
and a selective loss of small-diameter dorsal root ganglion neurons. Trophic factor
interventions may therefore be useful in alleviating chronic pain syndromes.

BDNF and NT-4/5 acting via the trkB receptor, have a range of effects on multiple
neuronal populations implicated in neuropsychiatric and neurodegenerative disease.
These include the basal forebrain cholinergic neurons as well as dopaminergic
neurons of the substantia nigra. Degeneration of nigral dopamine neurons results in
the motor deficits observed in Parkinson's disease. BDNF enhances expression of
dopamine synthetic enzymes, and protects these cells from exogenous neurotoxins.
Trophic factors also increase axonal sprouting, resulting in increased connectivity
with target neurons that may compensate for neuronal loss. This range of actions
provides potential therapeutic opportunities for treating degenerative disease.

BDNF has also been implicated in the pathophysiology of mood disorders, including
depression. Current treatment for clinical depression centers on enhancement of
serotonergic neurotransmission, through the use of serotonin-specific reuptake
inhibitors. Administration of BDNF also evokes antidepressant-like effects in some
animal models, which may result from changes in the activity of serotonergic
systems. BDNF promotes sprouting of serotonergic axons, increases serotonin
synthesis, and dramatically enhances the survival of these neurons after exposure to
neurotoxins. Because the typical therapeutic effects of antidepressant medications
take several weeks to achieve clinical efficacy, it is possible that
growth—factor-induced changes in neuronal morphology or connectivity might play a
role in these processes. Thus, BDNF may ameliorate neuropsychiatric conditions
that involve dysfunction of monoaminergic (e.g., serotonergic, noradrenergic)
systems.

Neurotrophins and Synaptic Transmission Synapses are the main communicative
junctions between neurons, and modulation of synaptic transmission is thought to be
central to learning and memory, cognition, and plasticity of circuits underlying
motivation and emotion. In addition to well-established effects on neuronal survival,
growth, and differentiation, recent work indicates that neurotrophins also acutely
regulate synaptic efficacy, greatly expanding their functional relevance.
Neurotrophins affect synaptic transmission through multiple mechanisms of action,
including induction of ion channel expression, enhancement of presynaptic
neurotransmitter release, and modulation of postsynaptic receptor responsiveness.
These newly discovered effects have been identified both in the developing and
mature nervous systems, indicating that mechanisms responsible for the formation of
neural circuits during development also play roles in the dynamic regulation of
activity within established circuits.

Direct presynaptic effects on neurotransmitter release have been best characterized
at the neuromuscular junction, one of the more accessible and easily studied
synapses in the nervous system. At developing heuromuscular synapses in culture,
BDNF and NT-3 potentiate evoked synaptic currents within minutes of exposure by
enhancing acetylcholine release from presynaptic nerve terminals. Increased
transmitter release results from local effects at the terminal and does not require cell



body signaling. In addition to this short-term effect, long-term exposure to BDNF or
NT-3 for several days enhances synaptic maturation through effects on presynaptic
processes. Similar effects are observed in mammalian systems in vitro, where NGF
and BDNF directly potentiate the release of acetylcholine and glutamate in the
hippocampus and cortex. Moreover, this enhanced transmitter release augments
synaptic transmission in a subpopulation of neurons.

Neurotrophins also modulate synaptic activity via postsynaptic mechanisms. In the
hippocampus, BDNF elicits sustained enhancement of action—potential-driven
synaptic activity within minutes of exposure. This increase results from modulation of
postsynaptic responsiveness to excitatory input via phosphorylation-dependent
mechanisms (Fig. 1.7-2). TrkB receptor activation is critical for this response
because neurotrophin-4, another trkB ligand, elicits similar effects. In contrast, the
related neurotrophins NGF and neurotrophin-3, as well as the unrelated growth
factors epidermal growth factor and basic fibroblast growth factor, do not share this
effect. A postsynaptic locus of action is substantiated by the finding that the
full-length trkB receptor is an intrinsic component of the postsynaptic density, a
specialization of the postsynaptic membrane that anchors neurotransmitter receptors
and second messenger signhaling molecules. Furthermore, BDNF acutely enhances
phosphorylation of the N-methyl-D-aspartate (NMDA) subtype of glutamate receptor
in the isolated postsynaptic density, leading to altered receptor function.
BDNF-induced modulation of NMDA receptor activity appears to play a critical role in
the modulatory effects of BDNF on synaptic transmission.
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FIGURE 1.7-2 A. BDNF-induced potentiation of synaptic transmission. Whole-cell
voltage clamp recordings from a hippocampal neuron before and 3 minutes after
exposure to BDNF. Downward deflections represent excitatory postsynaptic currents.
B. The postsynaptic component of BDNF modulation. Time course of a recording
from an individual neuron shows the effect of bath-applied BDNF (50 ng/ml;
diamonds). The effect of BDNF is decreased by postsynaptic injection of the trk
tyrosine kinase inhibitor K-252a (200 nM; triangles), and enhanced by injection of the
phosphatase inhibitor okadaic acid (OA; 0.5 uM; circles). Each point represents the
average synaptic activity for a 1-minute period. (Reprinted with permission from
Levine ES, Dreyfus LF, Black IB, Plummer MR: Proc Natl Acad Sci USA 92:8074,
1995.)



Thus, neurotrophins potentiate synaptic transmission via both presynaptic and
postsynaptic effects, increasing the efficacy of synaptic transmission and the
probability of triggering postsynaptic action potentials. The effects of neurotrophins
on synaptic activity may have specific consequences for activity-dependent plasticity
in the hippocampus, including long-term potentiation, a potential cellular substrate of
learning and memory. Animals with a targeted deletion of the BDNF gene have
deficits in long-term potentiation that can be restored by reintroduction of BDNF.
Endogenous BDNF enhances long-term potentiation, although specific mechanisms
are controversial. Modulation of postsynaptic glutamate receptors by neurotrophins
may contribute to changes in long-term potentiation. Similar mechanisms are thought
to occur in widespread areas of the brain, subserving multiple adaptive processes.
Taken together, these data point to an important role for neurotrophins in the
regulation of synaptic plasticity and potentially for the learning and memory
processes that are dependent on this type of plasticity. Increasing neurotrophin
availability may represent a novel approach towards reversing cognitive deficits
resulting from injury, disease, or aging.

In addition to direct effects on synaptic efficacy, neurotrophins also regulate
expression of voltage-gated ion channels that regulate neuronal excitability. This has
been most closely examined in a pheochromocytoma cell line (PC-12) that
differentiates into a sympathetic neuron-like phenotype in response to NGF. In these
cells NGF induces the expression of multiple types of sodium, potassium, and
calcium channels. The increase in sodium channel expression is mediated at least in
part by cyclic adenosine-monophosphate—dependent protein kinase (PKA). NGF
also increases expression of voltage-gated sodium, calcium, and potassium currents
in a neuroblastoma cell line. Whereas continuous exposure to NGF causes the
induction of a family of sodium channels, brief exposure selectively induces
expression of the peripheral nerve-type sodium channel gene PN-1. Although these
effects have been typically characterized in clonal cell lines, similar mechanisms
occur in primary neurons. For example, functional expression of N-type calcium
(Ca?") channels is greatly enhanced by NGF in sympathetic neurons; in dorsal root
ganglia, NGF accelerates the acquisition and diversity of sodium currents. Thus,
modulation of ionic currents represents another important facet of neurotrophin
modulation.

These mechanisms also occur in the brain, with functional implications for psychiatric
and neurodegenerative disease resulting from basal forebrain-hippocampal
dysfunction. In basal forebrain cholinergic neurons, NGF increases both L-type and
N-type components of voltage-gated calcium currents. This effect is specific to NGF
because BDNF does not have a similar effect. Calcium entry via these
voltage-dependent channels regulates neurotransmitter release and neuronal firing
patterns and also modulates neuronal gene expression. Thus, calcium influx via
these channels may mediate some of the well-known trophic actions of NGF. Since
these neurons provide a dense cholinergic input to the hippocampus, this effect of
NGF may also play a role in modulation of hippocampal synaptic transmission.
Regulation of these ionic currents could therefore have long-lasting consequences
for neuronal responsiveness to synaptic inputs. Importantly, the memory loss and
cognitive impairment that accompanies dementia of the Alzheimer's type is thought
to result from deficits in the basal forebrain-hippocampal system. Neurotrophins
therefore are potential candidates for underlying pathophysiology and as a potential



treatment opportunity.

Regulation of Neuronal Connectivity In addition to dynamic changes in electrical
activity, modulation of neuronal function can result from changes in neural
architecture and circuit formation. Along these lines, neurotrophins may influence
synaptic transmission in the brain via direct effects on axonal outgrowth, dendritic
morphology, and synaptic connectivity. In addition to promoting survival
(neurotrophism), these factors also have neurotrophic effects, guiding the direction of
neurite growth. For example, growth cones of sensory neurons in vitro grow towards
a source of NGF. It is not known whether NGF acts in vivo to guide axons to their
proper targets, but once they reach their targets, NGF can regulate the shape and
arborization of terminal contacts. NGF promotes neurite elaboration in developing
cerebellar Purkinje neurons, and these effects are dependent on neuronal activity,
requiring simultaneous exposure to NGF and depolarizing agents. NT-3 also
enhances neurite outgrowth and branching in cultures of embryonic rat
hippocampus. In developing cortex, endogenous neurotrophins regulate the
development of characteristic dendritic branching patterns and laminar organization.
Specific neurotrophins increase the length and complexity of dendrites of cortical
neurons. Basal dendrites of neurons in each cortical layer respond most strongly to a
single neurotrophin, whereas apical dendrites respond to several neurotrophins.
These effects are also dependent on interactions with ongoing neuronal activity.

The physiological relevance of these effects may relate to activity-dependent
formation of neuronal circuitry during development and its reorganization after injury.
For example, during the development of the visual system, axons from the thalamus
carrying visual information become segregated into eye-specific patches (ocular
dominance columns) within their target in the primary visual cortex. This
reorganization results from activity-dependent synaptic competition between axons
representing the two eyes. Infusion of BDNF or NT-4/5 into cat primary visual cortex
blocks column formation. Neurotrophin-receptor antagonists, which block the actions
of endogenous neurotrophins, also inhibit the formation of these columns. These
data suggest that neurotrophins, normally present in limiting amounts within visual
cortex, are necessary for the selective growth and segregation of thalamic axons into
ocular dominance columns.

OTHER NEUROTROPHIC FACTOR FAMILIES

Many other growth and trophic factor families are expressed in the CNS, with specific
neuronal targets that overlap and are distinct from neurotrophin targets. Examples
include glial-derived neurotrophic factor (GDNF), a recently discovered trophic
molecule isolated from an astrocyte cell line, that is a distant member of the
transforming growth factor-b (TGF-b) family. GDNF is the most potent survival factor
yet identified for dopamine neurons, which degenerate in Parkinson's disease, and
motor neurons, which degenerate in amyotrophic lateral sclerosis. Thus, trophic
factors may represent a promising therapeutic approach to rescuing these vulnerable
neuronal populations. Dopamine neurons are also implicated in the pathophysiology
of schizophrenia, and most antipsychotic medications target specific dopamine
receptor subtypes. Dopaminergic neurotransmission may also be acutely modulated
by trophic factors, providing therapeutic alternatives for clinical intervention. Other
important growth factors include ciliary neurotrophic factor, which in addition to
promoting survival of cultured ciliary neurons also acts on a wide range of neurons,
including motor neurons and basal forebrain cholinergic neurons. The fibroblast



growth factor family promotes cellular proliferation (mitogenesis) in a variety of cell
types. In addition, basic fibroblast growth factor and acidic fibroblast growth factor,
members of a gene family that now numbers seven related factors, also promote the
survival and differentiation of numerous cellular types. Thus, disorders involving
various transmitter systems may be potential targets for intervention using different
trophic factors.

Many questions regarding the functional roles of trophic factors remain unanswered.
Are there discrete families of factors that preferentially act on specific neuronal
systems? What is the function of the overlapping responsiveness to different
neurotrophins? Are there distinct signaling pathways mediating different downstream
trophic effects? The recently discovered neuromodulatory effects of trophic factors
suggest that targeting these molecules may represent a novel strategy for subtly
fine-tuning nervous system function. The growing knowledge of neurotrophin roles in
the adult nervous system will have important consequences for understanding brain
function and dysfunction as it relates to neuropsychiatric and neurodegenerative
disease.

SUGGESTED CROSS-REFERENCES

Neuroanatomy is discussed in Section 1.2 and Section 1.3. Excitatory amino acid
neurotransmitters are presented in Section 1.5. Section 1.8 discusses intraneuronal
signaling pathways, and Section 1.9 covers basic electrophysiology.
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CHAPTER 1. NEURAL SCIENCES

1.8 INTRANEURONAL SIGNALING PATHWAYS

JAY M. BARABAN, M.D., PH.D.

Major Signaling Pathways
Synaptic Plasticity
Suqggested Cross-References

Prior to delineating the organization of specific intraneuronal signaling pathways, it is
important to consider, in general terms, their role in helping neurons interpret and
respond to the barrage of afferent stimulation impinging on them continuously. From
an evolutionary perspective, second messenger systems predate neurotransmitters
and neurotrophins, examples of first messengers detected by cell surface receptors.
Before the advent of neurotransmitters, prokaryotic organisms relied on cyclic
adenosine monophosphate (cCAMP) and other intracellular signaling pathways to
coordinate diverse responses located in disparate parts of these unicellular
organisms to changes in ambient nutrients or conditions. Neurotransmitters and
neurotrophins have evolved subsequently to take advantage of these internal
signaling pathways that have undergone a parallel growth process.

Intraneuronal signaling pathways do more than merely enlarge the sphere of
influence of afferent stimuli beyond the local environment of the cell surface receptor.
With the aid of these internal signaling pathways, the postsynaptic neuron partakes
actively in amplifying or muting the initial signal conveyed by a particular receptor
and is not relegated to the subservient status of a totally passive partner in
responding to these external cues. Although each neurotransmitter receptor is
dedicated to recognizing a specific molecular structure, the flexibility inherent in the
organization of intraneuronal signaling pathways allows that recognition event to
have entirely different meanings depending on the current context of the signal as
well as the neuron's past experience. In other words, these internal signaling
pathways empower neurons to shape their responses to incoming stimuli;
collectively, these changes in ensembles of neurons are of paramount importance in
enabling the nervous system to adapt to its environment and learn from experience.

The concept that neurons or networks of neurons have the ability to modify their
responses to a given stimulus is also directly relevant to understanding the actions of
psychotropic drugs. In the absence of second messenger systems, drugs would be
expected to exert consistent effects with repeated administration. Thus, all of the
complex time-dependent changes in psychotropic drug action, such as tolerance to
opiates or benzodiazepines, or the delayed therapeutic response to antidepressant
or antipsychotic drugs, ultimately result from the ability of neurons, through their
internal signaling pathways, to mount a compensatory response to this form of
stimulation. In some instances, this adaptation may run counter to the desired clinical
effect, such as tolerance to the analgesic effects of opioids or substance
dependence. Alternatively, this active adaptation can be highly desirable because it
presumably underlies the therapeutic action of antidepressant or antipsychotic



agents, which develop after a lag of days to weeks following the onset of treatment.
These examples underscore the direct relevance of intraneuronal signaling pathways
to the most challenging problems facing psychiatry.

Although the overwhelming majority of psychiatric drugs target extracellular
receptors or uptake sites, the explosion of information on intraneuronal signaling
pathways suggests that these may represent suitable drug targets. In particular, the
availability of transgenic approaches to examine the phenotype caused by deleting a
specific component of a signaling pathway will be invaluable in developing a new
generation of psychiatric drugs aimed at signaling pathways that function beneath
the neuronal surface. Furthermore, insights gleaned from the ongoing search for
genes involved in inherited psychiatric syndromes may help to focus attention on
specific pathways as therapeutic avenues that are capable of compensating for
these pathological defects.

Psychiatrists have long been taught that a true understanding of normal and
abnormal behavior requires an appreciation of the interplay of forces lurking beneath
the surface. Advances in defining the signaling pathways mediating neurotransmitter
and neurotrophin action indicate that this notion rings true at the cellular level.
Accordingly, deciphering the logic of intraneuronal signaling pathways is of
paramount importance in understanding how neurons behave and represents a new
frontier in dissecting the molecular and cellular basis of behavior and of the action of
psychiatric drugs.

MAJOR SIGNALING PATHWAYS

Cyclic AMP System The classic cross-perfusion experiments conducted by Otto
Loewi at the turn of the century led to the identification of acetylcholine as a
neurotransmitter and revolutionized the conception of synaptic transmission. In a
similar manner, the discovery of cAMP by Sutherland and Rall nearly half a century
later using an analogous approach established the principle that intracellular
transmitters or second messengers are instrumental in conveying information from
cell surface receptors to their targets within the cell. The accumulation of decades of
research on this system has revealed its operating principles in great detail and has
served as a blueprint for deciphering other signaling pathways as well.

For this signaling pathway, generation of CAMP is controlled by the balance between
the activity of its synthetic enzyme, adenylyl cyclase, which converts adenosine
triphosphate (ATP) to cAMP, and phosphodiesterase, which cleaves cAMP to an
inactive breakdown product, AMP. Adenylyl cyclase is requlated by cell surface
receptors, via a family of adapter proteins referred to as G proteins because they
bind guanosine 5'-triphosphate (GTP) when the receptor is activated. In this
activated configuration, the a subunit of the G protein complex dissociates from the
bg subunits, enabling it to regulate cyclic AMP formation. The a subunit possesses
an intrinsic GTPase activity that converts GTP to guanosine diphosphate (GDP),
which allows the subunits to reassemble into an inactive configuration.

Neurotransmitter receptors may couple to adenylate cyclase via different classes of
G proteins, referred to as G, or G;, depending on whether they stimulate or inhibit

cyclic AMP formation (Fig. 1.8-1). In this way, the net effect of the transmitter on a
given neuron is determined by the specific receptor subtypes expressed on its



surface. For example, norepinephrine stimulates adenylate cyclase via its interaction
with b-adrenergic receptors, the type that speed heart rate, and it inhibits adenylate
cyclase via the muscarinic cholinergic receptor subtype.
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FIGURE 1.8-1 Organization of the cyclic AMP system. Generation of cyclic AMP
from ATP by adenylyl cyclase can be stimulated or inhibited by receptor-G protein
linkages. In the example shown, the b-adrenergic receptor coupled to G, stimulates

cyclic AMP synthesis whereas an M, muscarinic receptor inhibits this process via its
linkage to G;. Cyclic AMP exerts many of its cellular actions via its ability to activate
protein kinase A.

Cyclic AMP exerts a wide variety of actions on neuronal function via its stimulatory
effect on cyclic AMP-dependent kinase, which has a broad range of substrate
proteins involved in regulating virtually every aspect of neuronal function from ion
channel gating to axonal transport, much as the autonomic nervous system
influences the activity of diverse organ systems to achieve a cohesive response.
One target of the cAMP system that has been the focus of attention in recent years
is a transcription regulatory factor that enables elevations in cyclic AMP to regulate
gene expression. This factor, referred to as cAMP response element binding (CREB)
protein, binds to a short sequence of deoxyribonucleic acid (DNA) in the regulatory
regions of its target genes. Phosphorylation of CREB on a specific serine residue is
required for it to promote transcription of target genes. Thus, alterations in cyclic
AMP levels can affect neuronal function over a broad range of time scales. Rapid
effects can be induced by targeting ion channel gating or transmitter release
machinery. On a more sluggish time scale, cyclic AMP can influence
neurotransmitter synthesis or energy metabolism. Furthermore, longer-lasting
changes in neuronal function can be achieved by this messenger as a result of its
ability to control the expression of specific target genes.

Cyclic GMP Besides cyclic AMP, another cyclic nucleotide, cyclic guanosine
monophosphate (GMP) has been identified as a second messenger regulated by
neurotransmitter receptor stimulation. The discovery of cyclic GMP-dependent
protein kinases suggested that both cyclic nucleotide systems followed similar
blueprints. However, subsequent studies have revealed startling contrasts between
these systems. The link between neurotransmitter receptor activation and stimulation



of guanylate cyclase does not appear to rely primarily on G protein coupling. Instead,
the available evidence indicates that elevations in intracellular calcium trigger
increases in nitric oxide production, which in turn activate guanylyl cyclase (Fiqg.
1.8-2). This complex cascade introduces a novel element, (i.e., a gaseous second
messenger that is capable of diffusing both within cells as well as across membranes
to neighboring cells, blurring the semantic distinction between first and second
messengers). Nitric oxide has the ability to coordinate responses in clusters of cells
within its sphere of diffusion, ensuring that neighboring neurons can be made aware
of the status of postsynaptic neurons in their vicinity, as well as the activity of
afferents emanating from distant parts of the nervous system. Furthermore, nitric
oxide has the ability to influence afferent terminals, a retrograde feedback function
that may be important in regulating the activity of incoming stimuli. Thus, the
discovery of nitric oxide as a neuronal messenger breaches the classical notion that
synapses convey information in only one direction. Recent studies have also
suggested that another diffusible gas, carbon monoxide, which is also capable of
activating guanylate cyclase, may also function in an analogous fashion to nitric
oxide.

FIGURE 1.8-2 Organization of the cyclic GMP system. In contrast to cyclic AMP,
cyclic GMP synthesis is regulated by stimulation of guanylyl cyclase by nitric oxide.
Beyond this point in the pathway, cyclic GMP mimics cyclic AMP as it acts by
stimulating its cognate kinase, protein kinase G.

Phosphoinositide (PIl) Characterization of the neurotransmitter receptors coupled to
the cCAMP system revealed that there were many receptors that did not act via this
second messenger pathway. This discrepancy generated interest in the possible
existence of other second messenger systems operating in parallel with the cAMP
system. This line of research came to fruition in the early 1980s with the emergence
of a coherent view of the phosphoinositide second messenger system. This second
messenger system parallels many aspects of the cAMP system (Fig. 1.8-3).
Neurotransmitter receptor stimulation is coupled, via G proteins, to activation of a
second messenger generating enzyme, phospholipase C. This enzyme cleaves
inositol-containing phospholipids located in the plasma membrane into two second
messengers, diacylglycerol and inositol trisphosphate (IP;). Thus, activation of

neurotransmitter receptors linked to the phosphoinositide system generates a pair of



second messenger signals that can affect cellular responses via distinct pathways.
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FIGURE 1.8-3 Organization of the Pl system. In this system neurotransmitter
receptor stimulation leads via G protein coupling to activation of phospholipase C.
This enzyme cleaves the membrane phospholipid, PIP,, into the second

messengers, IP; and diacylglycerol (DAG). IP, releases calcium from intracellular
stores; DAG stimulates protein kinase C.

Because the effects of cCAMP are mediated to a large extent via activation of a
kinase, it was generally assumed that each of these second messengers acted in a
similar fashion. This turned out to be true of diacylglycerol, which activates protein
kinase C, a kinase that is highly enriched in the brain. In contrast, IP; acts much like

an intracellular transmitter that has its own receptor present on the cytoplasmic face
of intracellular organelles that store calcium. Binding of IP; to its receptor triggers

release of calcium from these intracellular stores. Calcium, in turn, is a second
messenger in its own right that is capable of regulating many intracellular processes,
ranging from regulation of ion channel activity to gene expression. Previous studies
had led to an appreciation of the vital role calcium plays as a mediator of transmitter
release following action potential invasion of nerve terminals. In that situation,
calcium enters the nerve terminal via opening of voltage-dependent calcium
channels. Thus, it had been assumed that neurotransmitter regulation of intracellular
calcium levels was mediated by their ability to elicit depolarization and subsequent
activation of voltage-dependent calcium channels. In contrast, the IP; system

provides an alternative route by which neurotransmitters can regulate intracellular
levels of calcium, an important determinant of cellular function.

It is noteworthy that lithium (Eskalith) played an important role in the studies that led
to the current understanding of the phosphoinositide second messenger system. It
had been noted in studies aimed at defining the effects of lithium on the central
nervous system that lithium caused a modest decrease in concentrations of inositol,
a sugar closely related to glucose. In pursuing the basis for this effect, investigators
noted that lithium was an effective inhibitor of a phosphatase that converted inositol
phosphate into inositol. Lithium could then be used to force accumulation of inositol
phosphates, providing a convenient means of measuring activation of the
phosphoinositide system. As a result of lithium treatment, researchers were able to



detect the presence of inositol trisphosphate and realized that it was generated by
phospholipase C acting on Pl biphosphate (PIP,), producing both diacylglycerol and

IP; in one reaction.

The discovery that lithium acts as an inhibitor of a key enzyme that generates free
inositol needed to replenish inositol phospholipids has prompted the hypothesis that
depletion of inositol and subsequent rundown of the Pl cycle may underlie lithium's
therapeutic action. However, this view has been challenged recently in light of animal
studies demonstrating that inositol levels in brain are unaffected by lithium
concentrations within its therapeutic range.

Direct Coupling Between G Proteins and lon Channels The elucidation of the
cAMP, cyclic GMP, and Pl second messenger systems focused attention on the
importance of diffusible small molecules, which acted much like intracellular
neurotransmitters. Instead of being released from a presynaptic site and diffusing
across the synaptic cleft to act at receptor sites on the postsynaptic side, they
diffused from their site of formation on the cytoplasmic side of the plasma membrane
to act on their receptors within the cell whether they be kinases, as in the case of
CAMP, calcium, or diacylglycerol, or receptors, as found for IP;. However, diffusible

second messengers are not universal components of the signaling pathways that
mediate the actions of G—protein—coupled neurotransmitter receptors. In many
important situations, the G proteins themselves link neurotransmitter receptor
activation to ion channels shortcircuiting the rest of the cascade. Prominent
examples of this type of arrangement are provided by opioid receptors and
muscarinic receptors involved in vagal slowing of the heart. As these receptors had
been shown to be linked to G, and cause inhibition of adenylate cyclase, it had been

taken for granted their important effects on ion channel regulation, in particular
opening of potassium channels causing hyperpolarization, was a result of lowering
cAMP concentrations. However, this theory was shattered by experiments in which
restoration of CAMP concentrations was ineffective in reversing this effect. Analysis
of this paradox revealed that even though G, was involved in mediating this

response, it was due to a direct effect of G, on the potassium channels (Fig. 1.8-4).

Subsequently, this direct coupling has been found to be a common type of linkage
between neurotransmitter receptors and ion channels.

5

FIGURE 1.8-4 Regulation of ion channels by G-protein—coupled receptors. Not all
the effects of cyclic nucleotides are mediated by protein kinases. As shown in upper
panel, G proteins can directly link neurotransmitter receptors to ion channels. This



configuration underlies regulation of potassium channels that slow the heart in
response to vagal stimulation of muscarinic cholinergic receptors. Alternatively, cyclic
nucleotides can directly affect ion channels in a kinase-independent fashion, as
illustrated in the middle panel. Cyclicnucleotide—gated channels play a key role in
photoreceptor responses to light. The conventional kinase-dependent pathway is
shown in the bottom panel. This type of arrangement mediates the well-known ability
of sympathetic stimulation to speed the heart rate via activation of b-adrenergic
receptors.

In this regard, it is interesting to note that the generalization that cyclic nucleotides
always act via kinases has also been debunked by studies in sensory neurons
demonstrating that these signaling molecules interact directly with ion channels,
without kinases acting as intermediaries. These alternate arrangements emphasize
the notion that intracellular signaling cascades have evolved in ways that heighten
their versatility, with each of the components having multiple signaling capacities.

Tyrosine Phosphorylation The landmark discovery that viral oncogenes were
mutant versions of cellular genes that had been hijacked by tumor viruses has had a
major impact on the entire field of tumor biology. In addition, characterization of the
mode of action of several of these proto-oncogenes yielded another surprise—they
represent a novel class of kinases that phosphorylate tyrosine residues, rather than
serine or threonine residues that are targeted by all previously described mammalian
kinases.

Since the late 1970s intense exploration of this novel form of phosphorylation has
provided compelling evidence that it can exert powerful influences on neuronal
function. Initially it was assumed that because tyrosine kinases were
proto-oncogenes involved in regulating cellular proliferation, this type of
phosphorylation would have little relevance to the nervous system, which has
extremely low levels of cellular proliferation. Contrary to this presumption, surveys of
the level of tyrosine phosphorylation present in various tissues revealed that the
brain has one of the highest concentrations of phosphotyrosine-containing proteins
as well as of tyrosine kinases.

Studies of tyrosine kinase signaling cascades have provided important new sights
into the mode of action of nerve growth factor and other neurotrophins. Binding of
growth factors to the extracellular portion of these receptors leads to activation of a
tyrosine kinase domain located in the cytoplasmic tail of the receptor protein. It is
thought that growth factor binding brings together two receptor molecules that then
phosphorylate each other on tyrosine residues. This simple modification of the
cytoplasmic tail converts it into a magnet for an array of signaling proteins that are
brought together at the inner surface of the membrane. This arrangement triggers
multiple divergent signaling cascades from this nidus. One of these branches can
lead to activation of the Pl system, as one of the isoforms of phospholipase C
contains a domain that is attracted to the activated growth factor receptor. Another
branch leads to activation of ras, a proto-oncogene that has G-protein—like
properties.

Another family of tyrosine kinases has been identified that differs from the receptor



tyrosine kinases in that it contains only the cytoplasmic domain. The absence of an
extracellular ligand binding domain has prompted questions about how members of
this family are regulated; these questions are still largely unresolved. Nevertheless,
evidence is accumulating that these non-receptor tyrosine kinases, such as fyn, src,
and yes play a critical role in multiple neuronal responses, including ion channel
regulation.

The organization of the tyrosine kinase pathways provides an interesting contrast to
the classical, second—messenger-based pathways outlined previously. First, the
tyrosine kinase pathways do not utilize small, diffusible second messengers. In
theoretical terms, this may have the advantage of maintaining a restricted spatial
domain of signal propagation, as opposed to the classical second messenger
systems, which have a larger sphere of influence. Second, the ability of multiple
adapter proteins to interact with the activated cytoplasmic tail of tyrosine kinase
receptors confers a remarkable degree of divergence as multiple signaling pathways
can be engaged simultaneously. Thus, the importance of tyrosine phosphorylation
signaling does not reside simply in the availability of another residue that is
amenable to modification by phosphorylation; rather, it represents an intracellular
signaling system built on an alternative set of architectural principles.

Identification of the signaling pathway downstream of Ras has opened up a new
avenue to understanding the mechanism of action of growth factors and
neurotransmitters. Members of the Ras family are referred to as small G proteins
because of their lower molecular weight compared to their large G protein relatives
linked to the cyclic AMP and PI systems. Like their cousins, Ras and other small G
proteins bind GTP following activation of growth factor receptors and slowly
hydrolyze it to GDP with the help of accessory proteins called GTPase-activating
proteins (GAP). In contrast to the large G proteins that are involved in requlating the
synthesis of small second messenger molecules or in regulating ion channel activity,
activated ras has the ability to stimulate a cascade of kinases arranged in series, that
lead to activation of mitogen-activated protein (MAP) kinase (Fig. 1.8-5). Unlike
protein kinase A (PKA) or protein kinase C (PKC), each of these kinases is regulated
by phosphorylation by an upstream activator kinase, instead of by small second
messengers. However, like PKA or PKC, this kinase cascade has numerous targets
within the cell ranging from influencing the organization of the cytoskeleton in the
cytoplasm to control of gene expression in the nucleus. The pervasive influence of
this signaling pathway helps to explain many of the remarkable effects of
neurotrophins on neuronal growth and differentiation.




FIGURE 1.8-5 Kinase cascade activated by Ras. Ras, a member of the small G
protein family, has been identified as an important mediator of growth factor
responses. Activation of Ras stimulates a kinase, Raf, which regulates a series of
downstream kinases. In contrast to the “classical” second messenger systems
described above, these kinases are directly requlated by upstream kinases rather
than by second messengers.

MAP kinase is particularly interesting from the perspective of neuronal signal
transduction because it was initially identified using MAP-2, a neuron-specific
cytoskeletal protein, as a preferred substrate. Once investigators realized that the
kinase was widely distributed and also activated by mitogens and other extracellular
agonists, its name was changed from MAP-2 kinase to mitogen activated protein
kinase (MAP kinase) or extracellular agonist regulated kinase (ERK). Recent studies
have demonstrated that MAP kinase in neuronal dendrites is associated with
microtubules and indicate that MAP-2 is a physiological substrate of this kinase in
vivo. Other substrates that have been identified include tyrosine hydroxylase and
transcription regulatory factors, as well as another downstream kinase referred to as
Rsk-2, which is capable of phosphorylating and activating CREB. The length of the
kinase cascade distal to MAP kinase has also been stretched to add yet another
kinase called (glycogen synthase kinase-3), which is downstream of Rsk-2. GSK-3
has received attention recently as the target of lithium, accounting for its teratogenic
effects in several model systems of development. Further studies are needed to help
elucidate whether this kinase may also play a role in mediating lithium's therapeutic
action in mood disorders.

Cross-Talk Among Signaling Pathways The organization of intraneuronal
signaling pathways allows for a high degree of interaction or cross-talk among
pathways. For example, growth factor receptor activation can also engage the Pl
system initially identified as a target of neurotransmitter receptors. Conversely,
activation of neurotransmitter receptors can also stimulate MAP kinase initially linked
to growth factor receptor activation. Thus, neurotransmitters have the ability to
influence the response to neurotrophins and vice versa. In this context it is
noteworthy that neurotransmitters can also regulate the MAP kinase pathway. This
interplay among signaling pathways increases their versatility by providing alternative
routes for regulating many of the same effector proteins.

Although kinase regulation has been focused on, it is important to emphasize that
there are analogous regulatory cascades involved in controlling dephosphorylation.
In this way, the longevity of phosphorylation on a specific residue can vary
dramatically depending on the substrate protein involved and the context it which it
occurs. For example, PKA phosphorylation of dopamine regulated
phosphoprotein-32 (DARPP-32), a protein phosphatase inhibitor that is highly
enriched in neurons that receive dopaminergic innervation, is required for it to be
functional. Thus, if a neuron receives simultaneous stimulation of both a
calcium-dependent kinase and PKA, activation of DARPP-32 may greatly prolong the
duration of phosphorylation of residues normally removed by the phosphatase
inhibited by DARPP-32. An analogous cascade involves another phosphatase
inhibitor, referred to as I-2, which is inhibited by GSK-3. Thus, in this case, activation



of the MAP kinase/GSK-3 pathway would also affect the longevity of phosphorylation
on residues requlated by the I-2—sensitive phosphatase. As a result of cross-talk
between systems, coordinate activation of multiple pathways can have important
synergistic effects.

Another level of cross-talk has been observed at the level of specific target proteins
(Fig. 1.8-6). Rather than being substrates for specific kinases, the more common
situation is that a given target is phosphorylated by multiple kinases. This
overlapping of substrate specificity allows for complex patterns of regulation. For
example, phosphorylation of a specific substrate by both protein kinase A and protein
kinase C may have qualitatively different effects than modification by either alone. In
addition, there are intriguing examples of conditional phosphorylation in which a
protein only becomes a substrate for a protein kinase when it is first phosphorylated
on a nearby residue by a distinct kinase. This sequential form of interaction confers a
conditional switching mechanism that will only allow a substrate protein to be
modified when a specific pre-condition is met. Furthermore, there are situations that
represent the equivalent of “or” operations, when multiple kinases can substitute for
each other in phosphorylating a specific residue. Therefore, if any one of the
corresponding pathways is activated, the response will be triggered. A specific
example of the “or” situation is presented by CREB. Phosphorylation on serine 133
by PKA converts this transcription factor into its active form. In addition, this same
residue can be phosphorylated by calcium on calmodulin-dependent kinases, as well
as Rsk-2, a kinase downstream of MAP kinase. Thus, activation of any one of these
signaling pathways is sufficient to trigger CREB activation, allowing these distinct
pathways to converge on CREB to induce changes in gene expression. In summary,
multiple levels of cross-talk between signaling pathways transforms them from
isolated pathways into a highly integrated network that possesses a high degree of
sophistication and versatility in detecting and responding to incoming stimuli.

||||||

FIGURE 1.8-6 Cross-talk between kinases. As multiple kinases target individual
protein substrates, multiple types of interaction can occur at this level. As shown in
the top panel, there are instances where multiple kinases are capable of targeting
the same residue. This arrangement is analogous to an “or” circuit, since activation
of either kinase 1 or kinase 2 is sufficient to influence the target protein. In contrast,
phosphorylation of a substrate by two different kinases on distinct residues may be
needed to elicit a functional change in activity of the substrate (middle panel). As
both kinases are necessary, this configuration is analogous to an “and” circuit. As
illustrated in the bottom panel, the sequence of phosphorylation can also be crucial.
In the example shown, both kinases are necessary, but they must be activated in the
correct order because kinase 2 cannot act on the target unless it has already been



phosphorylated by kinase 1.

SYNAPTIC PLASTICITY

In its simplest form, the postsynaptic response to neurotransmitter release can be
mediated by a single protein complex. For example, nicotinic acetylcholine receptors
are self-contained stimulus-response modules that both detect a stimulus,
acetylcholine, and generate a response, passage of ion currents. In a similar vein,
other members of this superfamily of ionotropic receptors, including g-aminobutyric
acid (GABA) and glutamate receptors, have the ability to function in a manner that is
independent of the intracellular signaling pathways discussed. Thus, in contrast to
growth factor or G-protein—coupled receptors, which often recruit elaborate cascades
to elicit a response, the simplicity of self-sufficient ionotropic receptor complexes
represents an optimal design for achieving reliability, precision, and speed. However,
this view of ionotropic receptors as insulated from their social environment has had
to be abandoned in the face of overwhelming evidence that this class of receptors is
dynamically regulated by intraneuronal signaling pathways. Although these receptors
do not rely on intraneuronal signaling pathways to operate ion channels, because
these channels are an intrinsic feature of the receptor complex the linkage between
ligand binding and ion channel gating is nevertheless subject to regulation by the
network of intraneuronal signaling pathways just described. For example,
phosphorylation of the GABA or glutamate receptors modulates their response to
ligand exposure.

Long-Term Depression The principle that ion channels are regulated by second
messenger pathways is of central importance in considering how neuronal
responses are altered by experience. Perhaps, one of the best examples for which
the intracellular pathways involved have been worked out is the paradigm of
long-term depression induced in Purkinje cells of the cerebellum. In this model of
synaptic plasticity, the responses of Purkinje neurons to activation of ionotropic
glutamate receptors is reduced for extended periods of time, by coincident activation
of multiple signaling pathways. Even though the direct response to glutamate
receptor activation does not rely on second messenger systems, its amplitude is
indirectly modulated by a network of intraneuronal signaling pathways. This
arrangement appears to be a general feature of synaptic transmission in which
slower, second-messenger—based signaling pathways have a major impact on the
fast modes of synaptic transmission.

In the specific example of long-term depression in cerebellar Purkinje cells, the
plasticity observed is triggered by coordinate activation of two distinct classes of
afferents to these neurons. Purkinje cells receive a major input from both climbing
fibers arising from the inferior olive and parallel fibers that emanate from granule
cells of the cerebellum. The parallel-fiber response in an individual Purkinje cell is
decreased if that cell is coincidentally activated by a climbing fiber input. Analysis of
this phenomenon has revealed that it is dependent on coincident activation of two
distinct types of glutamate receptors: an a-amino-3-hydroxyl 5-methyl-4-isoxazole
propionic acid (AMPA) type of ionotropic glutamate receptors and a
G-protein—coupled (metabotropic) glutamate receptor that linked to the PI system. In
addition, the climbing fiber input produces a massive depolarization of the Purkinje



cell that opens voltage gated calcium channels. The coordinated presentation of
these three signals: (1) depolarization with subsequent calcium entry, (2) activation
of the PI/PKC system, and (3) AMPA receptor stimulation conspire to produce a
prolonged decrease in responses elicited by AMPA receptor stimulation. Any
combination of only two of these signals is insufficient to trigger this form of synaptic
plasticity. The exact mechanism by which these signals are integrated or detected
simultaneously has not yet been worked out. However, the requirement for
simultaneous activation of multiple pathways provides a compelling example of how
these pathways can act synergistically to modulate neuronal responses. This
example also underscores the importance of intraneuronal signaling pathways in
regulating the responsiveness of ionotropic receptor channels.

Long-Term Potentiation The notion that coactivation of multiple second messenger
pathways can have a qualitatively different impact than any one individually is also
borne out in another well-known model of synaptic plasticity, long-term potentiation.
In this paradigm, which has received intense attention because it provides a model of
associative learning, modification of the synaptic responses to glutamate are also
dependent on co-activation of multiple second messenger pathways. This
requirement for coordinate activation of multiple pathways presumably represents a
form of safeguard against changing synaptic weight inadvertently, which could have
devastating effects on the nervous system. Accordingly, the requirements for
synapse modification that underlie learning appear to have evolved in a way that
entails the approval of multiple branches of the signaling network as a means of
checking that the pattern of synaptic activity is of sufficient importance to warrant a
long-term change in the synapses to be modified.

Role of NMDA Receptor Activation Prior to outlining the intracellular signaling
pathways involved in long-term potentiation, it is first important to understand the key
synaptic events that trigger plasticity in this paradigm. Studies of long-term
potentiation of inputs to CA1 hippocampal neurons have highlighted the role of
N-methyl-D-aspartate (NMDA) receptors as coincidence detectors. In this system
basal levels of synaptic activity are mediated by activation of AMPA receptors. Even
though the same synapses also express NMDA receptors, under quiescent
conditions these do not open in response to glutamate because NMDA receptors
have an additional requirement that must be met before they open. Unlike AMPA
receptors, NMDA receptors will only pass current if they detect glutamate and
membrane depolarization simultaneously. Thus, NMDA receptors represent an
unusual hybrid between ligand-gated ion channels and voltage-gated ion channels.
In contrast to AMPA glutamate receptors or nicotinic acetylcholine receptors, which
open automatically whenever they detect glutamate or acetylcholine, NMDA
receptors are indifferent to the presence of glutamate unless they simultaneously
detect that the neuronal membrane is depolarized. Only when both these conditions
are met does the NMDA receptor open its channel, allowing influx of depolarizing
current.

This unusual property of NMDA receptors provides a molecular mechanism for
conferring associative properties on long-term potentiation. When a glutamatergic
input is of sufficient strength to meet both requirements of NMDA receptor activation,
(i.e., glutamate and depolarization), then it will trigger a persistent potentiation of the
response to that input. In contrast, an input that is too weak to elicit sufficient
depolarization for NMDA receptor activation on its own will not undergo potentiation,
unless it is presented simultaneously with other inputs that induce depolarization.



Thus, the special requirements of the NMDA receptor allow weak inputs to be
strengthened as long as they are presented simultaneously (i.e., associated) with
strong stimulation of other inputs. This associative property of long-term potentiation
has many of the same formal features as classical associative conditioning. For
example, the conditioned stimulus, a bell in Pavlov's famous experiment, when
presented by itself is insufficient to trigger a response, salivation. However, when the
bell is sounded together with an unconditioned stimulus, such as food, then the
temporal pairing of the two is capable of altering the response to the weak bell
stimulus.

Role of Phosphorylation The associative property of this model of synaptic
plasticity has focused attention on deciphering the intraneuronal signaling pathways
that mediate the long-term change in synaptic transmission triggered by NMDA
receptor stimulation. NMDA receptor activation leads to transient rises in intracellular
levels of calcium making this second messenger an attractive candidate.
Experiments demonstrating that intracellular calcium chelators block this form of
long-term potentiation corroborated the critical role of calcium in this process.
Subsequent studies investigated whether either of the calcium-sensitive kinases that
are highly enriched in neuronal dendrites, calcium/calmodulin-dependent kinase Il
and protein kinase C, were critical for this process. Unexpectedly, inhibition of either
kinase blocked long-term potentiation, indicating that activation of both is necessary
to trigger this persistent change in synaptic responsiveness. Thus, in both long-term
potentiation and long-term depression simultaneous activation of multiple signaling
pathways is used to detect unusual forms of stimulation that warrant an adjustment
of synaptic responses.

To underscore this general point, subsequent studies have also demonstrated that
activation of the cyclic AMP system is also necessary for long-term potentiation to
occur. The role of cyclic AMP in this paradigm may be related to its ability to
suppress phosphatase activity. A key effect of PKA is to phosphorylate and thereby
inactivate phosphatase inhibitors, such as DARPP-32. In this way, PKA on the one
hand phosphorylates effector substrates and at the same time inactivates the
phosphatase that erases its effects or the effects of other kinases.

Given the data linking phosphorylaton or dephosphorylation to synaptic plasticity,
there is intense interest in defining the substrates involved. Evidence suggesting that
the potentiation of synaptic responses reflects an increase in responsiveness of
AMPA receptors located in the postsynaptic membrane has focused attention on
these receptors themselves as candidate substrates. In this regard, it is interesting
that the AMPA receptor is a substrate for PKA, PKC, and
calcium/calmodulin-dependent kinase. On the other hand, there are those who
subscribe to the alternate view that long-term potentiation may reflect a presynaptic
alteration in transmitter release that is produced by a retrograde messenger, such as
nitric oxide, generated postsynaptically.

Although the formal similarities between the associative properties of long-term
potentiation and classical conditioning have provided compelling support for the
hypothesis that this form of synaptic plasticity underlies associative learning, it has
been difficult to gain experimental support linking this electrophysiological response
to the behavioral phenomena. An important breakthrough in this area has been the
utilization of transgenic animals with targeted mutations in genes encoding signaling
molecules involved in long-term potentiation. The ability to examine the effect of



these genetic alterations on behavior in the intact animal as well as on long-term
potentiation in vitro has provided a means of bridging the gap between intraneuronal
signaling pathways and behavior. Ongoing experiments in this area have validated
the hypothesis that long-term potentiation and long-term depression represent the
synaptic counterparts of learning. Application of this powerful genetic strategy to
analysis of behavior provides an unprecedented means of dissecting the signaling
pathways involved in modifying behavior in response to naturally occuring stimuli as
well as to psychiatric drugs. As the technology employed by this approach is still
developing rapidly, its application can be expected to become more widespread in
the near future and provide a wealth of insights into the molecular substrates of a
wide variety of behavioral responses.

Actions of Psychotropic Drugs In addition to providing insight into the molecular
mechanism underlying synaptic plasticity, studies of intraneuronal signaling
pathways are also directly relevant to deciphering the mode of action of psychotropic
drugs. Modern psychopharmacology has made tremendous advances in defining the
primary site of action of the major classes of psychiatric drugs. For example,
benzodiazepines act via GABA receptors, cocaine blocks the reuptake of
monoamines, and opioids act via an array of opiate receptor subtypes. However,
these important advances have not always provided an adequate explanation of the
delayed effects elicited by these agents. For example, the primary site of action of
the most widely used class of antidepressant drugs is the serotonin uptake site.
However, it is clear that blockade of this uptake pump is not sufficient to elicit an
antidepressant effect because this blockade occurs rapidly whereas the therapeutic
response is delayed. This paradox has focused attention on the neuronal adaptation
to serotonin uptake blockade to look for clues to the basis for the antidepressant
response. A leading hypothesis to account for the delay in antidepressant response
hinges on the observation that prolonged uptake blockade leads to downrequlation of
inhibitory presynaptic receptors on serotonin nerve terminals. This adaptation may
then allow for increased release of serotonin, with each action potential invading the
serotonin nerve terminals. According to this theory, the intracellular signaling
pathway regulating the responsiveness of presynaptic receptors is the critical
determinant of the antidepressant response.

Another example is provided by recent studies implicating the cAMP system in
mediating responses elicited by long-term opiate administration. Many of the acute
effects of opiate receptor activation on ion channel function are mediated directly by
G, proteins, independent of cAMP. However, in parallel with these

electrophysiological effects, opioid receptor activation also suppresses cAMP
concentrations. With long-term administration of opioids, neurons adapt to this
persistent suppression of CAMP concentrations by altering the expression of several
components of the cAMP system, yielding a net increase in cAMP tone to
compensate for the chronic negative influence of opioids. This adaptive shift in the
cAMP system brings the system back into balance as long as opioid stimulation
persists. However, if opioids are withdrawn, the neuron is left with an overly active
cAMP system that may underlie many of the behavioral phenomena of withdrawal.
Although it is unclear how long-term suppression of cCAMP concentrations leads to a
compensatory upregulation of this system, available evidence suggests that CREB, a
transcription factor sensitive to cyclic AMP, mediates this response. Evidence
supporting this theory has been provided by recent studies demonstrating that opiate
withdrawal is attenuated in transgenic animals that are deficient in CREB. These
landmark results provide important confirmation that intraneuronal signaling



pathways play a central role in this important aspect of opiate action. In addition,
these findings exemplify how application of molecular biological approaches to
deciphering intraneuronal signaling pathways will provide important insights into the
mode of action of currently used psychiatric drugs and pave the way for a new
generation of improved treatment approaches.
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The role of intraneuronal signaling pathways in mediating the effects of
neurotransmitters on ion channels and gene expression are also discussed in
Section 1.3, Section 1.4, Section 1.7, and Section 1.14; the cellular events
underlying memory are discussed in Section 3.5.
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CHAPTER 1. NEURAL SCIENCES

1.9 BASIC ELECTROPHYSIOLOGY

CHARLES F. ZORUMSKI, M.D., AND KEITH E. ISENBERG, M.D.

Principles of Cellular Electrophysiology
lon Channels

Neurotransmitters and lon Channels
Psychiatric Aspects of lon Channels
Suqggested Cross-References

Neurons use electrical signals to send and receive information. These electrical
signals determine local and network properties of the central nervous system (CNS)
and result from the flow of ions across cell membranes through macromolecular
pores called ion channels. Neurons possess two classes of ion channels, gated and
nongated. Nongated ion channels open spontaneously and contribute to the cellular
resting membrane potential. The opening and closing of most ion channels is
regulated (gated) by changes in transmembrane voltage or neurochemicals. Certain
voltage-gated sodium channels allow very rapid movement of ions and provide the
basis for communication within and between neurons. These rapid signals (action
potentials) are generated at or near the neuronal cell body and are transmitted to
nerve terminals with little decrement in amplitude. The high-fidelity propagation of
action potentials results from saltatory conduction, which is the ability of electrical
signals to “jump” rapidly between axonal nodes of Ranvier.

At a nerve terminal an action potential causes a depolarization that opens
voltage-gated calcium channels. The influx of calcium promotes the release of a
chemical neurotransmitter into the extracellular space where the transmitter is able
to influence a receiving cell. Neurotransmitters bind to specific protein receptors and
alter neuronal excitability via actions on ion channels. There are two broad classes of
neurotransmitter receptors: ligand-gated ion channels are directly opened by the
binding of a transmitter whereas G-protein—coupled receptors influence the function
of ion channels indirectly via guanine nucleotide binding proteins (G proteins) or
chemical second messengers.

PRINCIPLES OF CELLULAR ELECTROPHYSIOLOGY

Resting Membrane Potential In nerve cells, potassium ions (K*) are at higher
concentration inside the membrane than outside whereas the opposite is true for
sodium (Na*), calcium (Ca?"), and chloride (CI") ions (Fig. 1.9-1). The bulk solutions
on either side of the membrane are electrically neutral, with most of the intracellular
negative charge being contributed by large organic anions (acids and proteins). The
differential distribution of ions across neuronal membranes results in part from the
action of membrane pumps that use energy from adenosine triphosphate (ATP) to
drive ions against a concentration gradient into or out of the cell. The best
characterized pump is the Na™-K* adenosine triphosphatase (ATPase) that
transports 3 Na* out of and 2 K* into the cell during each cycle. Because an unequal



amount of charge is moved during each cycle, the pump is electrogenic and
produces an electrochemical potential across the membrane that makes the inside of
the membrane negative with respect to the outside. Na“-K* ATPase activity is a
major contributor to brain energy utilization, with as much as 40 percent of brain
oxygen consumption resulting from pump activity required to reestablish ionic
homeostasis following action potential firing and synaptic transmission. The cardiac
glycosides digoxin (Lanoxin) and ouabain are effective inhibitors of Na"™-K* ATPase
in the heart and improve myocardial contractility by depolarizing cardiac myocytes
and increasing intracellular Ca*.

A% iy

.o I
Ma i i |
i k o
'\-._\\ -\\'\-\ _-___.-'
- e Hia ™ w13 el ,.-"'--
\'I = P "-.-- K

K* * o i

b £ il il f

ot e 1T / AE 3T

Car w1 Sowdld —

U Eigm = = 7
~ e el Exs = =88y
et Ece = -1 mV
b O

N ECats >+ 5T my
1I

FIGURE 1.9-1 The distribution of Na*, K*, Ca?*, and CI” across the membrane of a
typical neuron. Using these ion concentrations, the equilibrium (Nernst) potentials for
these ions at 37°C are shown at the lower right.

At rest, neuronal membranes are permeable to K" and CI” and to a lesser extent to
Na*, partly because of the flow of ions through nongated leakage channels. K" and
CI” flow down their concentration gradients making the inside of the neuronal
membrane negative with respect to the outside. The separation of charge
establishes a voltage, called a (potential difference) across the membrane. The
presence of a transmembrane potential difference creates an electrical gradient for
the movement of ions in addition to the concentration gradient established by the
differences in ion concentrations inside and outside the cell. By convention, the bulk
extracellular solution is at 0 mV, making the resting membrane potential about —70
mV inside the neuron. The bulk extracellular and intracellular solutions are
electrically neutral and the charge separation that produces the membrane potential
occurs in the immediate vicinity of the membrane. The number of ions needed to
change the membrane potential is very small relative to concentrations in the bulk
solutions. For example, a potential change of 100 mV across a 1 cm? area of
membrane requires the movement of only about 107*? moles of a monovalent ion. By
comparison, Na* and K* are present at about 10™* M in the extracellular and
intracellular fluids, respectively.

For each ion in solution there is a specific membrane potential at which the opposing
forces of the electrical gradient and concentration gradient are balanced. This
potential (known as the Nernst potential or equilibrium potential) can be calculated



based on the ion concentrations on either side of the membrane. For K*, the Nernst
potential (designated E,) is expressed as: E, = (RT/zF) - In([K]/[K])), where R is the

ideal gas constant (8.31 joules/degree/mole), T is the temperature in degrees Kelvin,
Z is the valence of the ion, F is Faraday's constant (96,500 coulombs/mole, the
charge on a mole of monovalent ions), and [K], and [K], are the concentrations of K*

outside and inside the cell. At 37° C, the Nernst potential for K" is -96 mV, while E,,
is +67 mV, Eg, is —81 mV and E, is greater than +97 mV. The importance of these

equilibrium potentials comes from the fact that when an ion channel that is
permeable to a specific ion opens, it drives the membrane potential towards the
equilibrium potential for that ion. For example, when K*-selective ion channels open,
the neuronal membrane potential moves toward —96 mV. This makes the inside of
the cell more negative, an effect that is termed hyperpolarization. Na* and Ca?*
channel opening has the opposite effect, making the inside of the cell less negative
(depolarization). At any time, the membrane potential is a weighted average of the
equilibrium potentials of the ions to which the membrane is permeable.

Passive Membrane Properties To understand how ion concentration gradients,
electrical gradients, ion channels, and the distribution of charges across the
membrane are related, it is helpful to describe the cell membrane as an electrical
circuit consisting of resistors (conductors), batteries, and capacitors. Because ions
do not directly penetrate the lipid membrane but rather flow through ion channels,
the ion channels can be thought of as variable resistors. Physiologists describe ion
channels in terms of their ion selectivity (which ions flow through the channel) and
their conductance (relative ease of passing ions). Conductance (g) is the inverse of
resistance (R) in an electrical circuit (g = 1/R). The presence of a voltage across the
membrane provides an electrical driving force for the flow of ions through ion
channels resulting in a transmembrane current. The relationship among voltage (V),
ionic current (I), and resistance (conductance) is given by the physiologists version
of Ohm's law: Iy, = 9 - (V— E.e) Where V,, is the membrane potential, E, is the

ionic rev.

Nernst potential for the ions flowing through the channel, and (V,,— E,.,) represents
the driving force for ion flow.

Another important passive electrical property is capacitance. A capacitor is an
electrical device consisting of two conductors separated by an insulating material
that is capable of storing charges of opposite sign on the two conductors. In the case
of neurons, the conductors are the extracellular and intracellular fluids while the lipid
membrane is the insulator. Whenever current flows through the membrane, some
current must flow to charge the membrane capacitance (C,). The expression

describing this capacitive current is: I,, = C,, - (dV/dt). Note that capacitive current

flows only when the membrane potential is changing (i.e., there is some change in
voltage [dV] as a function of time [dt]. The total current flowing across a membrane

at any given time is a sum of |, and ;.. One of the major tools used by

physiologists to study ionic currents is a voltage clamp (or more recently a patch
clamp). These techniques employ electrical devices to keep the membrane potential
constant and eliminate the contribution of capacitive currents during physiological
studies, thus making it possible to measure ionic currents directly.

One way to view the operation of an ion channel is as a battery (voltage source) in
series with a conductor (resistor). The different types of ion channels can be viewed
as being in parallel with each other and with the membrane capacitance. The net



result is that the neuronal membrane can be represented by an equivalent electrical
circuit (Fig. 1.9-2), which can be used to describe how current flows when ions enter
and exit the cell in response to various stimuli.

FIGURE 1.9-2 lon channels form proteinaceous pores that traverse the lipid bilayer
of the cell membrane. Because of the action of membrane pumps, the extracellular
surface of the membrane has a net positive charge with respect to the intracellular
surface. As a result of the transmembrane potential and the presence of ion
channels, the neuronal membrane can be depicted as an equivalent electrical circuit
in which each ion channel is a resistor (conductor, G,) in series with a battery (E,).
Different ion channels are shown parallel with each other and parallel with the
membrane capacitance (C,,).

Active Membrane Properties: Action Potentials Changes in membrane potential
have important effects on excitability because certain ion channels are activated
(gated) by voltage changes. When neurons are depolarized with respect to the
resting potential, specific Na* channels open rapidly and drive the membrane
potential towards the Na* equilibrium potential (+66 mV). Because of the leakage
channels that are open at rest, there is initially a balance between the leakage
currents and the currents flowing through Na* channels that are opened by
depolarization. However, at a certain membrane potential the current flowing through
Na* channels exceeds the current through the leakage channels. The membrane
potential at which Na* currents exceed the leakage currents is called the threshold
potential. Importantly, at potentials that are depolarized with respect to threshold the
entry of more Na" into the neuron produces further depolarization, which in turn
opens more Na* channels in a regenerative fashion. During this process the
neuronal membrane potential depolarizes to potentials >0 mV but never reaches the
Na" equilibrium potential for two reasons. First, during the depolarization, Na"
channels not only activate but they also rapidly inactivate. Inactivation refers to a
process by which voltage-gated ion channels enter a nonconducting state despite
the continued presence of the activating stimulus (depolarization). Second, the
depolarization produced by Na* entry also opens voltage-gated K* channels, which
drive the membrane potential towards the K* equilibrium potential (<96 mV). The net
effect of the activation and inactivation of Na" channels and the delayed opening of
K* channels is that the neuronal membrane potential rapidly changes to values >0



mV and then returns rapidly to the resting membrane potential. This rapid sequence
occurs over several milliseconds and is referred to as an action potential (or spike)
(Fia. 1.9-3). The fact that the membrane potential transiently exceeds 0 mV is called
an overshoot. Action potentials represent all-or-none increases in electrical
excitability and are important contributors to information transfer within and between
neurons, allowing the neuronal cell body to communicate rapidly with its terminals,
and in the terminals providing the depolarization that promotes the Ca®*-dependent
release of neurotransmitters.

. } \ -

FIGURE 1.9-3 A. A neuronal action potential as recorded by an intracellular
microelectrode. The portions of the action potential are described in the text. B. The
sequence of events underlying the action potential.

In most neurons the K equilibrium potential is negative with respect to the resting
membrane potential. Thus, the action potential is often followed by a transient
afterhyperpolarization (or undershoot) that decays back to the resting potential as
the voltage-sensitive K™ channels responsible for action potential repolarization close
(Fig. 1.9-3). Following an action potential, there is a time during which stimulation
either cannot elicit an action potential or during which it takes a very strong stimulus
to evoke an action potential. These are called the absolute and relative refractory
periods, respectively. The absolute refractory period results from the increased K*
conductance that repolarizes the action potential and produces the undershoot; the
relative refractory period reflects the time it takes for Na* channels to recover from
inactivation.

Action Potential Conduction in Axons Action potentials are typically generated in
the neuronal cell body or in the initial segment of the axon (also called the axon
hillock) where Na* channels are densely collected. Because action potentials are
generated at a distance from the nerve terminals where neurotransmitters are
released, an important question concerns how action potentials are transmitted to
the synaptic terminals. In a strictly passive nerve fiber, leakage of current across the
membrane results in decremental conduction with the signal fading over a distance
that is determined by the longitudinal (axial) resistance of the fiber, the membrane
capacitance, and the transmembrane resistance. Decremental conduction is more
typical of the spread of electrical signals along dendrites back to the neuronal cell



body, although recent studies have shown that dendrites also have voltage-gated ion
channels that play important roles in modifying electrical synaptic inputs to the
dendrites.

Many axons are encased in myelin sheaths that allow them to send action potentials
over longer distances. As a result of myelination, axons are electrically insulated
except at Ranvier's nodes where there are collections of voltage-gated Na" channels
involved in action potential generation (Fig. 1.9-4). The myelin sheath greatly
increases the transmembrane resistance and diminishes current leakage from the
axon, making it easier for current to flow down the length of the axon. Once
generated, action potentials propagate rapidly and the wave of depolarization jumps
from node to node in a form that transmits the signal faithfully to the nerve terminals.
This process of action potential spread through axons is referred to as saltatory
conduction (derived from the Latin word saltare meaning “to jump”) and is important
because of the speed and fidelity with which electrical information is passed from a
nerve cell body to its terminals. The importance of saltatory conduction can be
readily appreciated when considering the distances over which impulses must travel
from the CNS to cause movement in the toes. In several human illnesses, including
multiple sclerosis and Guillain-Barré syndrome, demyelination of axons produces
changes in axon conduction and specific neurological defects.

FIGURE 1.9-4 An example of saltatory conduction of an action potential in a neuron
with a myelinated axon. The action potential is generated in the initial segment of the
axon. As the signal moves along the axon, current tends to leak from the cell
diminishing the amplitude. However, myelin insulates the axon and markedly
diminishes current leakage out of the axon, thus enhancing flow down the axon to
the first node of Ranvier. At the node of Ranvier, Na* channels of the type involved

in action potentials open in response to the wave of depolarization and reproduce the
all-or-none action potential. The sequence is repeated at subsequent nodes of
Ranvier until the action potential reaches the nerve terminal.

ION CHANNELS

Structure and Function of Voltage-Gated lon Channels Voltage-gated ion
channels allow the flow of ions in response to changes in membrane voltage and are
key elements in neuronal excitation and inhibition. Although ion channels can usually



pass more than a single type of ion, voltage-gated channels are named according to
the predominant ion that flows when the channel is open. lon channels that are
selective for Na*, K*, Ca?*, or CI~ have been described in neuronal membranes.
Certain ion channels that are gated directly by chemical neurotransmitters such as
glutamate and acetylcholine are selective for Na*, K*, and Ca?* but exclude CI” and
are called nonselective cationic channels.

Sodium (Na*) Channels Na* channels are primarily responsible for the fast
upstroke of action potentials, although in some neurons Na" channels also contribute
to lower-level depolarizations and pacemaker firing. Pacemaker activity refers to the
ability of certain neurons to depolarize spontaneously and to drive activity in a
system of connected cells. Na" channels activate (open) rapidly in response to
depolarization and also inactivate rapidly and nearly completely in response to
prolonged depolarizations.

Cloning studies have provided important information about the structure of Na*
channels. Na® channels cloned from rat brain contain three protein subunits—a main
(or @) subunit with a molecular weight of 240 to 280 kd and two minor subunits with
molecular weights of 30 to 40 kd (termed b1 and b2) that appear to assemble in a
1:1:1 ratio. The a-subunit is a glycoprotein consisting of four structurally similar
(homologous) domains that each have six proposed membrane spanning regions,
referred to as S1 through S6 (Fig. 1.9-5). The properties of voltage dependence, ion
permeation, activation, and inactivation are conferred by specific regions of the Na"
channel protein. However, the exact manner in which the proteins assemble in the
lipid membrane remains a matter of active study.
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FIGURE 1.9-5 A. The diagram shows the proposed secondary structure of
voltage-gated Na*, Ca?*, and K* channels based on analysis of the primary amino
acid sequences. Na* and Ca?* channels consist of four homologous domains (1,11,111,
and V), each of which has six membrane spanning regions (S1-S6). Both the amino
(NH,) and carboxy (COOH) terminals are located intracellularly. A stretch of amino
acids between S5 and S6, called the p-loop, is believed to form two antiparallel
b-sheets that line the channel pore. Positive charges in the S4 region are believed to
comprise the voltage sensor. B. Some K" channels also have 6 transmembrane
regions but lack the four homologous repeats seen in Na* and Ca®* channels. C.
Inwardly rectifying K™ channels, including K-ATP channels, have a structure that
differs from the scheme described above. These channels have two membrane
spanning regions and a pore-lining p-loop. In contrast to channels gated by



extracellular ATP (Fig. 1.9-7C), the bulk of the protein is located intracellularly.

Relations between primary protein structure and ion channel function in Na*
channels have been examined using mutations of specific amino acid residues. It
appears that both the amino- and carboxy-terminals of the a-subunits are located
intracellularly. The fourth membrane spanning region (S4) plays a key role in sensing
the transmembrane voltage changes that allow channel gating. Between the S5 and
S6 membrane spanning regions there is a segment of hydrophobic amino acids that
does not completely cross the lipid membrane bilayer. This reentrant loop of amino
acids (called a p loop) is a feature shared by other voltage-gated ion channels and
appears to form the lining of the ion channel pore.

Na* channels contain several sites at which neurotoxins and drugs act to influence
excitability. Most but not all Na* channels contain an extracellular site at which
tetrodotoxin (TTX) and saxitoxin (STX) act to block ion flow. TTX is a neurotoxin
isolated from puffer fish that is used experimentally to block Na" channel function. At
a site on Na* channels that is distinct from the TTX site, certain scorpion and sea
anemone toxins act to modify gating properties. The a-scorpion toxin slows
inactivation of Na* channels while b-scorpion toxins shift the voltage of activation and
allow channels to open at voltages closer to the resting membrane potential. The net
effect of the scorpion toxins is to enhance excitation, contributing to the increased
firing in pain fibers and paralysis (tetany) that are associated with a scorpion sting.
Mutations in the a-subunit of skeletal muscle Na" channels cause the human
disorder hyperkalemic periodic paralysis. Like the anemone and a-scorpion toxins,
these mutations slow channel inactivation.

Other toxins isolated from the buttercup family (aconitine), the lily family (veratridine),
and frogs that are used for arrow poisons in South America (batrachotoxin) promote
the direct opening of Na* channels and prolong the duration that the channels stay
open. The net effect is similar to the scorpion toxins. Finally, certain local anesthetic
drugs, including lidocaine and procaine, block Na* channels by binding reversibly to
sites within the hydrophobic regions of the ion channel. The blockade of Na*
channels is likely to contribute to local anesthetic effects as well as to the
antiarrhythmic effects of these drugs in the heart. The rich pharmacology of
voltage-gated Na* channels provides a means for understanding how certain
neurotoxins act as well as a means by which Na“ channel function can be
manipulated therapeutically. It is important to emphasize that not all Na* channels in
neurons are sensitive to all these agents. It is clear that TTX-insensitive Na*
channels exist in a variety of excitable cells, although their function is not well
understood at present.

Potassium (K¥) Channels K" channels represent the most diverse family of
voltage-gated ion channels in excitable cells and are important participants in
determining the firing properties of neurons. For example, the fast repolarization of
neurons produced by certain K" channels allows an increased rate of action potential
firing, which can then be used in frequency-dependent information coding. Most
neurons express multiple types of K* channels that differ in their activation and
inactivation kinetics, voltage dependence, and pharmacology. Because the



equilibrium potential for K* is about =90 mV in most neurons, the opening of K*
channels allows K* to flow out of the cell, resulting in membrane hyperpolarization
and a decrease in excitability. The first K* channel to be identified was called a
delayed rectifier. These channels derive their name from the experiments of Hodgkin
and Huxley on squid giant axons and are so named because the currents gated by
these channels activate more slowly than the Na* channels that produce the
upstroke of the action potential (i.e., the K* channel opening is delayed). A rectifier
(or diode) is an electrical device that passes current better in one direction than
another. The K" current is described as a rectifier because the channel is more
effective in allowing K* ions to exit than to enter the cell.

Delayed-rectifier channels open slowly and show little inactivation during prolonged
depolarizations. It appears that these channels help to determine the frequency with
which neurons fire action potentials. Early experiments in squid giant axons indicated
that delayed rectifier currents were the primary K* currents involved in action
potential repolarization. However, in neurons the situation is more complex, with
several more rapidly activating K" channels contributing significantly. These include
two classes of calcium-activated K* channels that are opened by increases in
intracellular Ca?* and are called SK small conductance Ca?*-activated K* (SK)
channels and big conductance (BK) channels, based on the relative ease
(conductance) with which they pass K™ when open. SK channels activate with
relatively small intracellular Ca?* increases to levels on the order of 100 nM whereas
BK channels require Ca?" levels to rise to 1 to 10 uM. In neurons, intracellular Ca?*
buffering mechanisms usually keep free Ca?* concentrations <100 nM at rest. SK
and BK channels are also distinguished by distinctive voltage-dependence and
pharmacology. The bee toxin apamin blocks SK channels and the scorpion toxin
charybdotoxin blocks BK channels. BK channels contribute to action potential
repolarization in neurons, whereas SK channels produce a slow
afterhyperpolarization responsible for the process of accommodation (adaptation)
that diminishes repetitive action potential firing during prolonged depolarizations (Fig.
1.9-6).
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FIGURE 1.9-6 A. The traces show the effect of inhibiting K* channels involved in
action potential repolarization. Following K™ channel block, action potentials are
broadened and show a diminished undershoot. B. During prolonged depolarizations,
Ca**-activated K* conductances diminish repetitive firing by the process of
accommodation (or spike adaptation). When these K* conductances are inhibited,
prolonged depolarization results in repetitive action potential firing for the duration of



the depolarizing stimulus.

A-type K* channels rapidly activate with depolarizations to potentials greater that —60
mV and rapidly inactivate at depolarized potentials; hence A channels are also
referred to as transient (inactivating) K* channels. A channels are involved in setting
the interspike frequency with which neurons can fire and contribute to action
potential repolarization. D-type K* channels are inhibited by a-dendrotoxin and also
appear to help action potential repolarization in neurons. These channels show
slower activation and less inactivation than A-type channels.

M channels represent a class of K" channels that are activated in a time- and
voltage-dependent fashion but are blocked by the neurotransmitter, acetylcholine,
acting at muscarinic receptors. These channels contribute to action potential
repolarization and help to slow repetitive firing. In the sea snail, Aplysia californica, S
channels are K* channels that contribute to action potential repolarization are
inhibited by the neurotransmitter serotonin. Importantly, the activity of these S
channels is diminished during acute behavioral sensitization of the gill-withdrawal
reflex in Aplysia, and studies of the role of these channels in synaptic function have
provided important insights into the cellular basis of certain forms of learning and
memory.

Some ion channels are opened by hyperpolarization instead of depolarization. These
include anomalous (inward) rectifier and H channels that allow K* to enter rather
than exit the cell. The name “anomalous rectifier” (also called “inward rectifier”)
indicates that, in contrast to the delayer rectifier, this channel passes K" much better
in an inward than in an outward direction. The anomalous rectifier and H channels
(hyperpolarization activated channels) are believed to contribute to the neuronal
resting membrane potential and to pacemaker firing in certain neurons. H channels
are permeable to both K™ and Na* and show little inactivation. Thus, H channels gate
a persisting current at membrane potentials near rest. The Na* current contribution
from H channels may contribute to the fact that the resting membrane potential in
most neurons is depolarized with respect to the K* equilibrium potential.

In peripheral tissues and in some neurons a class of K" channels is regulated by
intracellular ATP (K,1p). In the pancreas these K, channels are important because

they are involved in controlling the release of insulin and are a site of action of the
hypoglycemic sulfonylurea drugs, such as tolbutamide (Tolbutamide), that are used
to treat patients with diabetes mellitus. The hypoglycemic drugs promote the release
of insulin by blocking the ATP-sensitive K™ channels, which in turn leads to
membrane depolarization, calcium influx, and release of the hormone. Diazoxide
(Hyperstat), an antihypertensive drug that has the adverse effect of increasing blood
glucose concentrations and has the opposite effect on pancreatic (K, rp) channels,

opening the channels and diminishing the release of insulin.

Karp Channels exist in the CNS and appear to be involved in regulating the release of

certain neurotransmitters and perhaps in determining the response of some neurons
to changes in intracellular energy levels. Although the role of K, channels in



regulating transmitter release in neurons is not well understood, the effects of the
hypoglycemic drugs and diazoxide on the release of insulin from pancreatic islet cells
raise instructive points concerning how K" channels help to control the release of
transmitters and hormones. During action potentials, voltage-gated Ca?* channels
open and the resulting increases in intracellular Ca®* promote transmitter release.
When K* channels that normally contribute to the repolarization of action potentials
are blocked, either by neurochemicals or drugs, the action potential duration is
prolonged and more Ca?* enters the cell, leading to enhanced transmitter release.

In the late 1980s several groups used the Shaker behavioral mutants in the fruit fly,
Drosophila melanogaster, to clone specific K" channels. Shaker is a mutant fly that
develops hyperexcitability (shaking) following exposure to specific anesthetics. The
enhanced excitability results from abnormal function of A-type K* channels. Cloning
studies of K™ channels from Shaker indicate that some K" channels, like Na*
channels, are proteins that have six putative membrane spanning regions (S1
through S6), a reentrant p loop between S5 and S6 that lines the ion channel pore,
and a voltage sensor in the S4 region (Fig. 1.9-5). These K* channel proteins are
only about one fourth the size of the Na* channel a-subunit and have only one of the
homologous internal repeats seen in Na* channels. It also appears that there are
multiple distinct subfamilies of K* channels based on genetic studies in Drosophila,
where the most detailed analysis has been done. Presently, four subfamilies of K*
channels have been identified (Kv1 through Kv4), each of which has multiple
subtypes. Different K channels within a subfamily and perhaps across subfamilies
may combine to produce channels with diverse functions, but it is presently unclear
how subunits assemble to produce functional K* channels. Best estimates suggest a
structure with four pore-forming (a) subunits that are analogous to the four
homologous repeats of Na* channels. K™ channels also contain cytoplasmic (b)
subunits that appear to be important in channel inactivation and in controlling cell
surface expression of the a-subunits.

An important principle in K channel physiology is that certain neurotransmitters alter
the function of these channels. Acetylcholine, acting at muscarinic receptors, blocks
several K* currents leading to enhanced neuronal excitability. In the hippocampus
and other CNS regions, the neurotransmitters g-aminobutyric acid (GABA),
serotonin, and adenosine open the same class of inwardly rectifying K" channels by
activating a G protein. Similarly, acetylcholine activates inwardly rectifying K*
channels in a variety of tissues including the heart and CNS. These
G—protein—regulated, inwardly rectifying K channels (GIRKs) allow divergent
synaptic inputs to a single neuron to exert regulatory influences over neuronal firing
through a single class of ion channels. The inwardly rectifying K" channels, including
Karp Channels, differ structurally from the Kv (Shaker) family described previously in
that they have only two membrane spanning regions and a pore-forming loop (see
Fig. 1.9-5); GIRKs also lack the voltage sensor found in the Kv family. K,;p channels

appear to be heteromultimers that contain an inwardly rectifying K* channel and a
large subunit that binds ATP and sulfonylurens.

Calcium (Ca?*) Channels Because Ca?* is involved in numerous cellular events
including enzyme activation, gene expression, and neurotransmitter release, the
regulation of intracellular Ca?* levels is of major importance to neurons. Furthermore,
excessive and prolonged increases in intracellular Ca?* concentrations contribute to



neuronal death in acute and chronic human neurodegenerative conditions.
Voltage-activated Ca?* channels provide a major source of the Ca?* signal that is
used to activate cellular processes, and neurons possess multiple classes of
voltage-gated Ca?* channels.

There are several ways to classify voltage-gated Ca®" channels based on biophysical
and pharmacological properties. Some Ca?* channels are activated by relatively
small depolarizations over the range of —80 to —50 mV and are called low
voltage-activated (LVA) Ca?* channels. These LVA channels inactivate rapidly and
are relatively insensitive to dihydropyridine calcium channel inhibitors, such as
nifedipine (Adalat) and nimodipine (Nimotop). LVA channels are also called T-type
Ca®* channels because of their transient (inactivating) currents. LVA Ca?* channels
contribute to burst firing and oscillatory activity in neurons because they are
activated at membrane potentials near rest. Oscillatory neuronal firing may be
important in driving coordinated movements and in maintaining wakefulness. LVA
channels also appear to be present in neuronal dendrites and may contribute to
synaptic integration and synaptic plasticity. These channels do not appear to
participate in transmitter release.

A second group of Ca?* channels is activated by larger depolarizations to membrane
potentials above —50 mV and are called high voltage-activated (HVA) Ca?* channels.
In many neurons, even when Na* channels that are typically involved in the upstroke
of action potentials are blocked, HVA Ca?* channels can produce regenerative
spikes. These Ca®" spikes are typically slower in onset and longer in duration than
Na* spikes, reflecting the kinetics of HVA channels. HVA Ca?* channels are
heterogeneous and several classes contribute to HVA Ca?* currents. L-type Ca?"
channels (named for their “long-lasting” responses) show slow inactivation during
sustained depolarizations and are sensitive to blockade by dihydropyridines. L-type
Ca?* channels provide sufficient Ca?* influx during action potentials to activate
Ca’*-dependent second-messenger systems. N-type Ca?* channels (named
historically because they were neither L nor T type) are also HVA channels that
appear to be involved in providing the Ca?* signal necessary for the release of
neurotransmitters from presynaptic terminals. N-type channels are blocked by
w-conotoxin GVIA, a poison derived from the snail, Conus geographicus. P-type
Ca®* channels represent a third class of HVA channels and are so named because of
their presence in Purkinje cells of the cerebellum. P-type channels are also found in
pyramidal neurons of the hippocampus and cortex, and are insensitive to
dihydropyridines and w-conotoxin GVIA but are blocked by a toxin from the funnel
web spider, Agelenopsis aperta, that is designated w-Aga-IVA. P-type channels, like
N-type channels, participate in the release of neurotransmitters at specific sites in
the CNS. Recent evidence indicates that there are other classes of HVA Ca*
channels that contribute to CNS function (designated Q-type and R-type), but their
functions are not well understood at present. Q-type channels are potently blocked
by w-conotoxin-MVIIC isolated from Conus magus and appear to participate in
transmitter release. R-type channels are resistant to the Ca®" channels antagonists
described above.

Most structural information about Ca®* channels comes from skeletal muscle HVA
Ca?' channels. These channels consist of five distinct subunits that are termed al
(165-195 kDa), a2/d (=170 kDa), b (50-60 kDa), and g (25-35 kDa). The
al-subunits show considerable sequence homology (=30 percent) to voltage-gated



Na* channels and form the ion channel pore. A recurring theme in the al-subunits is
the existence of four homologous internal repeats that each contain six putative
membrane spanning regions and a p-loop. HVA al Ca?* channel subunits contain
the dihydropyridine binding site and show structural heterogeneity, with current
evidence suggesting the existence of several different al subunits (designated

al, g). Additionally, an a, subunit for LVA Ca?* channels has been cloned from rat

brain (designated alG). Point mutations in the al-subunit of skeletal muscle T tubule
Ca®* channels appear to cause the human disorder hypokalemic periodic paralysis.
The causative mutations occur in the S4 region of the channel involved in voltage
sensing.

In some regions of the CNS, particularly retinal photoreceptors and olfactory
epithelial cells, intracellular cyclic nucleotides (e.qg., cyclic AMP and cyclic GMP) gate
specific classes of ion channels. These cyclic-nucleotide gated (CNG) channels have
structural features that are reminiscent of voltage-gated calcium channels, including
the presence of six membrane spanning regions and a p-loop that lines the ion
channel. CNG channels are nonselectively permeable to cations, but like
voltage-gated calcium channels, the flow of monovalent cations through CNG
channels is blocked by calcium.

Chloride (CI") Channels In most neurons, CI” is present at higher concentrations
extracellularly than intracellularly and the equilibrium potential fo r CI” is near the cell
resting membrane potential. Thus, the opening of CI channels tends to keep the
neuronal membrane potential near rest, and in conjunction with K* channels, serves
as a mechanism to dampen neuronal excitability. CI~ channels contribute significantly
to the resting membrane potential in certain neurons and muscle cells. These
channels are spontaneously open at resting membrane potentials and exhibit weak
voltage and time-dependence. In certain muscle fibers the background CI
conductance is the largest resting conductance and the distribution of CI” is near
equilibrium. In the human illness myotonia congenita, an abnormality of muscle CI
channels leads to increased muscular excitability and symptoms of fatigue and
cramping during exercise. The rat muscle CI” channel involved in myotonia is a
single polypeptide with 12 putative membrane spanning regions.

Some CI” channels are activated by increases in intracellular Ca?* and others are
activated by membrane depolarization. The Ca?*-activated CI~ channels may help to
determine the interspike frequency with which neurons can fire. In addition to their
roles in neuron excitability, CI” channels serve important functions in secretory cells
providing the major source of CI in tears, sweat, and digestive juices. A defect in
secretory CI” channels that renders the channels insensitive to normal activating
stimuli appears to be a major factor in the pathophysiology of cystic fibrosis. The
cystic fibrosis transmembrane conductance regulator (CFTR) has a structure that is
distinctly different from the muscle CI” channels involved in myotonia but is similar to
ATPase-linked transporters with 12 transmembrane regions.

NEUROTRANSMITTERS AND ION CHANNELS

Classes of Neurotransmitters Much of the information transfer between neurons in
the CNS occurs via chemical synapses. These synapses use a variety of
messengers (neurotransmitters) that are released in a Ca?*-dependent fashion from



presynaptic terminals and act on specific protein receptors to produce biochemical
and excitability changes in the receiving cell. There are two primary groups of
neurotransmitters—low—molecular-weight amines and neuroactive peptides. These
agents act on two classes of receptors, ligand-gated ion channels, at which the
binding of the transmitter directly opens ion channels in the membrane, and G
protein coupled receptors. The activated G protein then acts on ion channels or
alters biochemical second-messenger systems. Physiologists classify synaptic
transmission according to the speed of transmission (fast or slow) and according to
the nature of the response (excitatory or inhibitory). Fast synaptic transmission
occurs on a time scale of up to several hundred milliseconds and is mediated
primarily by amine neurotransmitters acting at ligand-gated ion channels. Slow
synaptic communication occurs on the scale of seconds to minutes or longer through
the actions of either amines or peptides acting on G protein coupled receptors.
Different ion channels determine whether transmitter effects are excitatory
(depolarizing) or inhibitory (hyperpolarizing). Moreover, an excitatory synaptic input
can exert an inhibitory influence on the firing characteristics of a region. For example,
the release of an excitatory neurotransmitter onto an inhibitory interneuron can result
in the inhibitory neuron diminishing the activity of a population of cells. Conversely,
inhibition of inhibitory interneurons can enhance regional excitability. This provides a
great deal of flexibility in controlling and fine-tuning the inputs and outputs of a
region.

Currently, there are nine low—molecular-weight amines that serve as
neurotransmitters. These include glutamate, the major fast excitatory transmitter in
the mammalian CNS, acetylcholine, the excitatory transmitter at the vertebrate
neuromuscular junction, g-aminobutyric acid (GABA), and glycine, the major fast
inhibitory transmitters in the brain and spinal cord, respectively, and the biogenic
amines, dopamine, norepinephrine, epinephrine, serotonin, and histamine. It also
appears that the purines, adenosine and adenosine triphosphate (ATP), act as
transmitters in some regions. A large number of neuroactive peptides alter neuronal
excitability. However, it is uncertain whether all of these substances function as
neurotransmitters. Many of these peptides, including vasopressin and
cholecystokinin, were first identified as hormones in the vasculature and gut. ATP
and certain neuroactive peptides coexist with amine neurotransmitters in some nerve
terminals, and there is evidence for co-release of these agents at particular
synapses. These observations suggest that interactions between classes of
neurotransmitters may be important in determining the ultimate effects of a
presynaptic neuron on its postsynaptic target.

Conductance Mechanisms Underlying Neurotransmitter Actions
Neurotransmitter actions are often described in terms of effects on membrane
conductances. The transmitters that act at ligand-gated ion channels increase the
conductance of the cell membrane to specific ions. Excitatory transmitters, such as
acetylcholine and glutamate, directly activate nonselective cationic channels,
increasing the conductance to Na*, K*, and in some cases Ca?*, while the inhibitory
transmitters, GABA and glycine, increase the conductance to C1". A second group of
transmitters increases membrane conductance, but does so indirectly through a G
protein. For example, GABA, serotonin, and adenosine promote G-protein—mediated
opening of inwardly rectifying K channels in a variety of neurons. A third set of
transmitter actions results from indirect effects on voltage-gated or leakage ion
channels. These transmitters typically decrease membrane conductance by
activating chemical second messenger systems via G-protein coupled receptors.



Certain voltage-gated K* and Ca?* channels are specific targets of this inhibition,
resulting in excitation or inhibition, respectively. Most transmitters that act on G
protein coupled receptors exert at least some of their effects by these decreased
conductance mechanisms. The electrical principles underlying synaptic excitation or
inhibition are identical to those described for voltage-gated ion channels and are
based on the relative permeabilities of the ion channels and the Nernst potentials of
the ions involved.

Several transmitters (e.g., GABA, glutamate, acetylcholine, serotonin) act at both
ligand-gated ion channels and G-protein coupled receptors. This raises the point that
receptors for almost all neurotransmitters, and consequently the effects of these
transmitter